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ABSTRACT OF THE DISSERTATION

Quantitative Histomorphometry of Digital Pathology as a

Companion Diagnostic: Predicting Outcome For ER+

Breast Cancers

by Ajay Nagesh Basavanhally

Dissertation Director: Anant Madabhushi

This work involves the creation of an image-based companion diagnostic framework

that employs quantitative features extracted from whole-slide, H & E stained digital

pathology (DP) images to distinguish patients based on disease outcome, with a clini-

cal application aimed at distinguishing estrogen receptor-positive (ER+) breast cancer

(BCa) patients with good and poor outcomes. Quantitative histomorphometry (QH) –

the conversion of a digitized histopathology slide into a series of quantitative measure-

ments of tumor morphology – is a rapidly growing field aimed at introducing advanced

image analytics into the histopathological workflow. The thrust towards personalized

medicine has led to the development of companion diagnostic tools that measure gene

expression, yielding quantitative outcome predictions for improved disease stratifica-

tion and customized therapies, e.g. Oncotype DX (Genomic Health, Inc.) for ER+

BCa. Yet, tumor morphology is often correlated with genomic assays, suggesting that

genotypic variations in biologically distinct classes of tumors lead to distinct patterns

of tumor cell morphology and tissue architecture in histopathology.

The application of this work to ER+ BCa is highly relevant to current clinical needs.

Current treatment guidelines recommend that the majority of women with ER+ BCa
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receive chemotherapy in addition to hormonal therapy; yet, approximately half will not

benefit from chemotherapy while still enduring its harmful side effects. Hence, there is

a clear need for the development of automated prognostic tools to identify women with

poorer outcomes who will likely benefit from chemotherapy.

The primary novel contributions of this work are (1) a color standardization sys-

tem for improving the consistency in appearance of tissue structures across images, (2)

the identification of tissue structures and corresponding QH signatures with prognos-

tic value in ER+ BCa, (3) a multi-field-of-view framework for robust integration of

prognostic information across whole-slide DP images, and (4) a method for predicting

classifier performance for a large data cohort based on the availability of limited training

data. This work will pave the way for the development of novel companion diagnostic

systems capable of producing quantitative and reproducible image-based risk scores.

These risk scores will play a vital role in decision support by helping clinicians predict

patient outcome and prescribing appropriate therapies.
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Preface

This dissertation represents the collective works of the author over the course of his

thesis work. It is primarily composed from the content of published peer-reviewed

journal manuscripts [1–3] and peer-reviewed conference papers [4–8]. Additional content

includes work from journal manuscripts that are currently under review. Other papers

co-published by the author that are not included in this thesis are available on the

website for the Center for Computational Imaging and Personalized Diagnostics.
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Chapter 1

Introduction

1.1 Quantitative histomorphometry and digital pathology

The rise of quantitative histomorphometrics (QH) – the conversion of a histopathology

slide into a series of quantitative measurements of tumor morphology – is closely coupled

with the advent of digital pathology (DP), a rapidly growing field that includes the

computerized scanning, visualization, and analysis of tissue specimens generated by

various surgical procedures (e.g. biopsy, resection). Early applications of quantitative

DP involved basic measurements such as cell counting, object size measurement, and

light absorption characteristics [9]; yet the development of complex image analytics

was limited by the lack of high-resolution sensors, storage space, and computational

throughput. Recent technological advances have led high-throughput, high-resolution,

whole-slide DP scanners to become increasingly commonplace in the clinical setting for

both primary diagnosis and telepathology [10]. Quantitative analysis of DP specimens

is starting to gain popularity in clinical practice, but is often limited to identifying

staining extent in IHC-stained DP images. Routine hematoxylin and eosin (H & E)

staining, which enhances visualization of tissue differentiation and tumor morphology,

accounts for the vast majority of histopathology studies. However, the development of

robust QH tools for large-scale diagnostic and prognostic analysis of H & E stained DP

has proven to be difficult [11].

1.2 Role of QH in personalized medicine

Recent advances in personalized medicine – the idea that disease diagnosis and treat-

ment can be tailored to fit the individual needs of each and every patient – are rapidly
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changing many aspects of patient care today. In particular, the development of molec-

ular assays that measure gene and protein expression, referred to collectively as com-

panion diagnostics, have led to quantitative outcome predictions that improve disease

stratification and allow for more customized therapies. These assays, however, suf-

fer from a number of translational drawbacks including high cost, the need for spe-

cialized facilities, and increased time to treatment. Furthermore, recent studies have

demonstrated correlations between molecular assays and tumor morphology descrip-

tors, suggesting that the linkage between molecular assays and patient outcome is not

unique [12–14]. In this work, we hypothesize that the genotypic changes measured by

gene expression assays are also reflected by variations in tissue morphology, which can

be characterized by QH analysis in a quantitative and reproducible manner. Thus, a

unified framework able to integrate different types of quantitative image features across

all aspects of whole-slide DP images will play an important role in the development of

QH-based companion diagnostic systems.

1.3 Application of QH to breast cancer outcome prediction

The majority of the work presented in this thesis is applied to breast cancer (BCa),

which is the most common cancer diagnosis for women in the United States with an

annual incidence of invasive malignancies greater than 200,000 and mortality greater

than 40,000 [15]. Measurement of estrogen receptor (ER) expression is a routine part

of the clinical evaluation due to the availability of targeted therapies (e.g. tamoxifen).

Current treatment guidelines recommend that the vast majority of women with tumors

expressing the estrogen receptor (i.e. ER+ BCa) receive chemotherapy in addition

to the normally prescribed hormonal therapy; yet, the majority will not benefit from

chemotherapy while enduring the harmful side effects. Hence, there is a clear need

for the development of automated prognostic tools to identify women with poorer out-

comes (i.e. more aggressive cancers) who are likely to derive the greatest benefit from

chemotherapy.

In current clinical practice, the Oncotype DX gene expression assay (Genomic

Health, Inc.) is commonly used to yield a quantitative Recurrence Score (RS) for lymph
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node-negative (LN-), ER+ BCa patients that has shown to be correlated with disease

outcome and response to therapy [16]. In fact, an analogous relationship between QH

and disease outcome can be inferred by acknowledging the similarities between QH anal-

ysis and BCa tumor grade (e.g. characterization of tumor differentiation and nuclear

pleomorphism). Studies have previously demonstrated that both high tumor grade and

high Oncotype DX RS are significant predictors of tumor recurrence; yet, the two pre-

dictors are not independent of one another [17]. Indeed, genes that tend to drive a high

RS, such as those associated with cell proliferation and HER2 amplification, are also

associated with high grade tumors. Further studies have also confirmed the high degree

of correlation between tumor grade and RS [12–14], suggesting that the visual infor-

mation present in standard H & E histology contains prognostic information similar to

that present in gene expression data. Our overall hypothesis is that gene expression

signatures from biologically distinct classes of tumors lead to distinct patterns of tumor

cell morphology and tissue architecture, and that these patterns can be identified by

the computer-aided QH analysis of histological images.

1.4 Surrogate ground truth for patient outcome in ER+ breast cancer

While the ideal ground truth for evaluation of prognostic tools such as the one described

in this work is long-term patient outcome (i.e. recurrence-free survival), this type of

data is very difficult to obtain. In lieu of patient outcome, we employ both modified

Bloom-Richardson (mBR) grading [18] and Oncotype DX Recurrence Score (RS) as

surrogate ground truth markers for LN-, ER+ BCa patients.

A number of prognostic criteria have been developed to characterize the disease ag-

gressiveness in invasive BCa tumors via visual analysis of H & E stained histopathology,

including the Bloom-Richardson [19] and Nottingham grading schemes [18]. In partic-

ular, the Nottingham, or modified Bloom-Richardson (mBR), system has gained popu-

larity due to the integration of descriptors that characterize large-scale tissue structure

with those that describe nuclear differentiation [20]. The mBR grading system encom-

passes three visual signatures: degree of tubular formation, nuclear pleomorphism, and
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mitotic activity. Each signature is scored semi-quantitatively on a scale of 1-3 to pro-

duce a combined mBR grade on a scale of 3-9 [18]. For prognostic purposes, patients

are commonly split into three classes corresponding to low (mBR 3-5), intermediate

(mBR 6-7), and high (mBR 8-9) grades. The Oncotype DX gene expression assay

has been clinically validated to predict the likelihood of 10-year distant recurrence and

the expected benefit from adjuvant chemotherapy for LN-, ER+ BCa patients [16].

The assay, which yields a quantitative Recurrence Score (RS) between 0 and 100, has

been shown to have the predictive power to distinguish low (RS < 18), intermediate

(18 ≤ RS ≤ 30), and high (RS > 30) risk patients.

It is important to note that the close relationship between mBR grade and prognosis

(i.e. prediction of patient outcome) is well-known [12, 13]; yet clinical usage of mBR

grade is often tempered by concerns about intra- and inter-rater variability [21–23].

Meyer et al. [23] showed that agreement between seven pathologists is only moderately

reproducible (κ = 0.50 − 0.59), while Dalton et al. [22] further illustrated the subopti-

mal treatment that can result from incorrect mBR grading. Boiesen et al. [21] demon-

strated similar levels of reproducibility (κ = 0.50 − 0.54) across a number of pathology

departments. A possible reason for this discrepancy is that pathologists currently lack

the automated image analysis tools to accurately, efficiently and reproducibly quantify

mBR grade in histopathology.

1.5 Challenges in the development of QH methods for DP analysis

While computerized image analysis tools for DP have become increasingly sophisti-

cated [11], existing frameworks for automated analysis of whole-slide DP are particu-

larly lacking. Current approaches face a number of challenges including (1) intrinsic

biological heterogeneity, (2) variable slide preparation and digitization, and (3) com-

putational limitations of large whole-slide DP images that are frequently 1010 pixels in

size.

Breast cancer is known to contain intratumoral heterogeneity on both the ge-

nomic [24–26] and morphologic [27, 28] levels, which are highlighted specifically by
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Figure 1.1: FOVs taken from a single histopathology slide illustrate the high level
of intratumoral heterogeneity in ER+ BCa. The green annotation represents invasive
cancer as determined by an expert pathologist. Note the disorganized tissue structure
of some FOVs (top, bottom) represent more aggressive cancers than others (middle).

Gerlinger et al. as a major hurdle in the development of personalized therapeutic

strategies [26]. In histopathology imagery, this challenge is exemplified routinely by the

coexistence of regions containing cancerous and non-cancerous tissue, different types

of cancer (e.g. ductal carcinoma in situ and invasive ductal cancer), and levels of tu-

mor differentiation (e.g. low and intermediate grades) on a single slide (Figure 1.1).

This phenomenon suggests that predictions based on just a few isolated fields-of-view

(FOVs) may not accurately reflect the level of disease aggressiveness in an entire DP

slide; instead, a more detailed analysis comprising a multitude of FOVs may be needed

to understand the true nature of the tumor.

Apart from biological sources of heterogeneity, additional variability is introduced

during the slide preparation and digitization processes. Lack of standardization in

slide preparation leads issues such as (1) variable staining based on stain manufacturer,

batch, and fixation time and (2) tissue thickness based on block preparation and tissue

folding. Additional variations in the whole-slide digitization process can be caused

by differences in scanning device manufacturers, illumination, compression, and post-

processing algorithms.
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1.6 QH-based companion diagnostic framework for whole-slide DP

analysis

The goal of this thesis is to develop an QH-based companion diagnostic framework for

the prediction of disease outcome in early stage, ER+ BCa patients using only QH

features extracted from whole-slide DP images.

1.6.1 Color standardization

The development of tools for the processing of color images is often complicated by non-

standardness – the notion that different image regions corresponding to the same tissue

will occupy different ranges in the color spectrum (Figure 1.2). In DP, these issues

are often caused by variations in slide thickness, staining, scanning parameters, and

illumination. Nonstandardness can be addressed via standardization, a pre-processing

step that aims to improve color constancy by realigning color distributions of images

to match that of a pre-defined template image. Unlike color normalization methods,

which aim to scale (usually linearly or assuming that the transfer function of the sys-

tem is known) the intensity of individual images, standardization is employed to align

distributions in broad tissue classes (e.g. epithelium, stroma) across different DP im-

ages irrespective of institution, protocol, or scanner. Intensity standardization has

previously been used for addressing the issue of intensity drift in MRI images, where

similar tissue regions have different image intensities across scanners and patients. By

contrast, histopathological imagery is complicated by the (a) additional information

present in color images and (b) heterogeneity of tissue composition. In this work, we

present a novel Expectation Maximization-based segmentation-driven color standard-

ization (EMS) scheme to decompose histological images into independent tissue classes

(e.g. nuclei, epithelium, stroma, lumen) via the EM algorithm and align the color dis-

tributions for each class independently. In addition to the flexibility offered by this

approach, EMS is more suited for the analysis of retrospective data because it does not

require prior information about the staining and digitization processes.
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Figure 1.2: H & E stained histopathology images of (a)-(c) oropharyngeal and (e)-(g)
prostate cancers demonstrate color nonstandardness across tissue specimens resulting
from variations in slide preparation (e.g. tissue thickness and staining). These varia-
tions are reflected by (d), (h) corresponding histograms of the green color channel, in
which each image occupies different ranges of the color spectrum.

1.6.2 Detection of relevant tissue structures

The identification of various tissue structures provides the basic building blocks for

quantifying tissue architecture and tumor morphology. While the majority of detec-

tion and segmentation tasks have focused on low-level objects (e.g. nuclei, stroma,

lumen), the detection of more complex tissue structures may play an important role

in extracting prognostic QH features. An important criterion for identifying complex

objects with multiple attributes is the use of domain knowledge which reflects the pre-

cise spatial linking of the constituent attributes. Hence, simply detecting the presence

of the low-level attributes that constitute the object, even in cases where these at-

tributes might have spatial proximity to each other, may not be a robust strategy. The

O’Callaghan neighborhood [29] is an ideal vehicle for characterizing objects comprised

of multiple attributes spatially connected to each other in a precise fashion because it

allows for modeling and imposing spatial distance and directional constraints on the

object attributes. In this work we apply the O’Callaghan neighborhood to the problem
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of tubule identification on H & E stained BCa histopathology, where a tubule is char-

acterized by a central lumen surrounded by cytoplasm and a ring of nuclei around the

cytoplasm. The detection of tubules is important in ER+ BCa because tubule forma-

tion is an important component of the mBR grading system, which is strongly linked

to disease aggressiveness and patient outcome. The more standard pattern recogni-

tion approaches to detection of complex objects typically involve training classifiers for

low-level attributes individually. For tubule detection, the spatial proximity of lumen,

cytoplasm, and nuclei might suggest the presence of a tubule. However such an ap-

proach could also suffer from false positive errors due to the presence of fat, stroma,

and other lumen-like areas that could be mistaken for tubules. Instead, we identify

tubules by taking advantage of the distance and spatial constraints imposed by the

construction of O’Callaghan neighborhoods comprised of nuclei around each luminal

area.

1.6.3 Extraction of prognostically relevant QH features

We explore multiple classes of QH features that characterize the (1) 2D spatial arrang-

ment of multiple nuclei, (2) textural variations within individual nuclei, and (3) degree

of tubule formation in DP images, all of which reflect various aspects of the mBR grading

system. The spatial arrangement of nuclei (i.e. nuclear architecture) is used to model

the overall level of tissue disorder in an image. In this work, we quantify this concept

by using individual nuclei as vertices for the construction of various graphs (Voronoi

graph, Delaunay triangulation, and minimum spanning tree) and, subsequently, extract

relevant statistics related to the size, shape, and length of these graphs [30]. Another

way to quantify tissue disorder is by quantifying tubule formation, a key component

of the mBR grading system [18]. Hence, in this work we utilize our ability to identify

tubules and define QH features that quantify the degree of tubule formation in BCa DP

images (Figure 1.3). Textural patterns within nuclei (i.e. nuclear texture) are used to

model the intra-nuclear variations in chromatin arrangement, which is generally more

heterogeneous in rapidly dividing, higher grade nuclei [31]. In this work, we employ

second-order Haralick statistics are calculated from gray-level co-occurrence matrices
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(a) (b)

Figure 1.3: Breast cancer histopathology images corresponding to (a) low and (b)
high tubule subscore, a key component of mBR grading. Tissue with a low tubule
subscore has a higher proportion of nuclei arranged in tubules and corresponds to
better outcomes.

within segmented nuclear regions [32].

Conceptually, a large number of descriptive features is highly desirable in terms

of distinguishing patients based on mBR grade. In reality, however, large feature sets

present problems in data classification such as (1) the curse of dimensionality [33], which

calls for an exponential growth in the data cohort for each additional feature used, (2)

the inability to identify specific features containing class discriminatory information,

and (3) the presence of redundant features that do not provide any additional informa-

tion to the classifier. In this work, we mitigate these challenges by employing the Min-

imum Redundancy Maximum Relevance (mRMR) feature selection scheme [34]. Given

a a set of samples with corresponding features and class labels, the mRMR algorithm

identifies the most relevant features by simultaneously maximizing mutual information

between the features and class labels (i.e. maximizing relevance) and (2) minimizing

mutual information between individual features (i.e. minimizing redundancy).

1.6.4 Whole-slide classification via the multi-FOV framework

QH features extracted in this work are used in conjunction with a novel multi-field-

of-view (multi-FOV) classifier – a whole-slide classifier that extracts features from a
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multitude of FOVs of varying sizes – to distinguish ER+ BCa patients based on pre-

dicted disease outcome [2, 3, 7]. The multi-FOV scheme uses a fixed image resolution

and extracts image features at FOVs of different sizes, a highly desirable attribute for

extracting QH descriptors from heterogeneous images where it is not clear which FOV

sizes will contain class discriminatory information. First, a slide is split into FOVs of

a fixed size and relevant image features are extracted. A pre-trained classifier makes

an initial class decision for each FOV and the decisions for all FOVs are aggregated

to make a single class prediction for the specific FOV size. This procedure is repeated

for a variety of FOV sizes and the class predictions at all FOV sizes are aggregated to

arrive at a single decision for the entire slide. Hence there is no need to empirically

determine the optimal FOV size for classification; rather this approach extracts QH

descriptors across many FOV sizes in parallel and combines their class predictions to

form a meta-classifier.

1.6.5 Selecting an appropriate classifier based on limited training data

Although the multi-FOV approach employs a pre-trained classifier, the selection of an

optimal classifier given only a small dataset is not straightforward. Clinical trials in-

creasingly employ medical imaging data in conjunction with supervised classifiers, where

the latter require large amounts of training data to accurately model the data. [35–37].

Yet, a classifier is often selected at the start of the trial based on smaller and more

accessible datasets that are not sufficiently generalizable, thus yielding inaccurate and

unstable classification performance [37, 38]. We aim to address two common concerns

in classifier selection for clinical trials: (1) predicting expected classifier performance

for large datasets based on error rates calculated from smaller datasets and (2) the

selection of an appropriate classifier based on expected performance for large datasets

that will be available in the future [39]. The selection of an optimal classifier for a

specific dataset usually requires large amounts of annotated training data [40] since the

error rate of a supervised classifier tends to decrease as training set size increases [41].

However, in clinical trials, this decision is often based on the assumption (which may

not necessarily hold true [5]) that the relative performance of classifiers on a smaller
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dataset will remain the same as more data becomes available.

In this work, we aim to overcome the major constraints on classifier selection in

clinical trials that employ medical imaging data, namely (1) the selection of an optimal

classifier using only a small subset of the full cohort and (2) the prediction of long-

term performance in a clinical trial as data becomes available sequentially over time.

We present a framework for comparative evaluation of classifiers using only limited

amounts training data by using random repeated sampling (RRS) in conjunction with

a cross-validation sampling strategy. First, the dataset is split into K distinct pools

where one pool is used for testing while the remaining K − 1 are used for training.

A subsampling procedure is used to create multiple subsets of various sizes from the

training pool. Each subset is used to train a classifier, which is then evaluated against

the testing pool. The pools are rotated K times to ensure that all samples are evaluated

once, after which all error rates are averaged for each training set size. The resulting

mean error rates are used to determine the three parameters of the power-law model

(rate of learning, decay rate, and Bayes error) that characterize the behavior of error

rate as a function of training set size.

1.7 Primary Goals of this thesis

In summary, the work described in this thesis comprises 4 goals that encompass the

range of tasks needed to develop a QH-based companion diagnostic framework.

1. Standardization of DP images due to variations in slide preparation and scanning

hardware.

2. Detection of higher-order tissue structures in DP images with a specific focus on

identifying tubule formation in BCa histopathology.

3. Development of theoretical and biological intuition for a multi-FOV framework

that integrates sampling, feature extraction, and classification of whole-slide DP.

4. Prediction of large-scale classifier performance and optimal classifier selection

based on the availability of limited training data.
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1.8 Organization of this thesis

The organization of this thesis is as follows. Chapter 2 reviews the existing literature

and details the novel contributions for each goal. Chapters 3-7 describe the methods

developed and experiments used to achieve each of the primary goals of this thesis:

(a) standardization of DP images, (b) detection and of various tissue structures and

subsequent feature extraction, (c) development of the multi-FOV framework for whole-

slide DP analysis, and (4) prediction of large-scale classifier performance from smaller

data cohorts. In Chapter 8, we present the experimental design followed by results and

discussion in Chapter 9. Chapter 10 summarizes the main achievements of this work

with concluding remarks and suggested directions for future research are presented in

Chapter 11.
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Chapter 2

Previous work and novel contributions

Although the concept of an entirely image-based decision support framework for whole-

slide DP is a recent development, there exists a body of relevant work for the individual

components of the framework. In this section, we discuss both the previous approaches

to each of the primary goals laid out in Section 1 as well as the major novel contributions

of this work.

2.1 Approaches to standardization in medical image analysis

The development of standardization techniques for biomedical imaging data is driven

by need to maintain intensity or color constancy across multiple images in a cohort. For

instance, computerized analysis of MR images is often complicated by intensity drift,

where multiple images acquired from the same scanner occupy different ranges in the

intensity spectrum [42–44]. Methods to correct intensity drift include a piecewise inten-

sity standardization approach that employed linear interpolation to define landmarks

at evenly spaced percentiles of an intensity distribution [42]. The distribution for a new

test image was standardized to a pre-defined template image by shifting the intensity

distribution of the test image to match that of the template image between each corre-

sponding set of landmarks [42]. Madabhushi et al. [43] further extended the piecewise

standardization approach by implicitly incorporating basic spatial information via the

generalized scale model. This method, however, does not easily translate to DP images

for a number of reasons. First, their approach was limited to a connected component

labeling that (1) has no particular correspondence between DP images and (2) cannot

be used for tissue classes (e.g. nuclei) spread across many regions. In addition, inten-

sity standardization employs global distribution alignment using a single histogram to
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characterize an entire image [42, 43]. This type of global standardization (GS) is un-

able to account for the heterogeneity of DP images, which contain broad, independent

tissue classes (e.g. stroma, epithelium, nuclei, lumen) in varying proportions, leading

to skewed color distributions and errors in the standardization process [8].

Previous work in maintaining color constancy in DP images has traditionally em-

ployed normalization and calibration techniques. Normalization, the process by which

color distributions of images are adjusted to fit a predetermined range, is performed

independently for each image using only image information available in the image it-

self [1, 45, 46]. For example, Ballerini et al. [46] normalized images containing non-

melanoma skin lesions by using regions of normal skin found within the same image.

Others have taken a more implicit approach to normalization by operating in alternate

color spaces (e.g. HSV, CIE-Lab) that are more invariant to the effects of color vari-

ations [1, 45]. Limitations of normalization include (1) the need for the presence of a

“normal” variant within an image and (2) difficulties in accounting for the non-linear

intensity variations arising from the many sources of color nonstandardness. Color cali-

bration refers to the modification of acquisition or visualization settings based on prior

knowledge of imaging parameters. For instance, Yagi et al. [47] performed calibration

of computer monitors for optimal viewing of DP; yet calibration is unfeasible for the

analysis of retrospective studies on existing data cohorts. Note that the larger body

of work aimed at correcting variations in illumination for images formed by reflective

light (e.g. digital photography) is inappropriate for DP images that are formed instead

by light absorption [48,49].

2.2 Detection and segmentation of tissue structures in H & E stained

DP

Detection and segmentation of tissue structures in DP images are fundamental to the

subsequent extraction of quantitative, reproducible, and clinically relevant image fea-

tures. Due to the importance of characterizing tissue architecture for the diagnosis and
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treatment of various cancers, the majority of previous work in object detection has fo-

cused on the delineation of low-level structures (e.g. nuclei, stroma, lumen) [1,4,50–53].

Prior to the construction of an O’Callaghan neighborhood, we must first identify (1) all

cancer nuclei and (2) all potential lumen areas within the image. Previous approaches

to automated nuclear detection have also relied on differences in staining to distinguish

nuclei from surrounding tissue, including fuzzy c-means clustering [51], adaptive thresh-

olding [50], Expectation-Maximization [4], and region-growing [1] methods. However,

these methods are often highly sensitive to initial values and parameter selection.

The segmentation of white luminal areas is a key component of identifying glands

in DP images. Methods such as Bayesian classifiers [54] and fuzzy clustering [55] have

previously been used for lumen segmentation, but may not be appropriate since they

often require large amounts of training data or exhibit high sensitivity to initialization.

Other techniques such as region growing [52] have successfully been used to identify

lumen in prostate cancer histopathology; however, they require image intensity within

the lumen areas to be homogeneous and these methods have difficulty handling sce-

narios where tissue may be interspersed within the lumen (Figure 2.1(a)). Traditional

boundary-based active contour models are often limited by high sensitivity to initial

positions [53, 56]. However, Xu et al. [56] employed a Hierarchical Normalized Cut

(HNCut) initialized Color Gradient based Active Contour (CGAC) model to segment

luminal areas, producing improved performance over traditional active contour methods

by incorporating a more robust initialization via HNCut [57] and a more informative

color gradient model.

In comparison to low-level tissue structures, there has been limited work towards

the identification and characterization of complex, multi-attribute objects, e.g. tubules

and glands, comprised of two or more low-level structures. Hafiane et al. [55] used a

combination of fuzzy c-means clustering with spatial constraints to identify and segment

glandular structures in prostate cancer histopathology, but these techniques are often

too sensitive to the presence of outliers. Naik et al. [54] also segmented prostate glands

by integrating pixel-level, object-level, and domain-specific relationships via Bayesian

classifiers. Probabilistic methods, however, require large amounts of training data to



16

(a) (b) (c)

Figure 2.1: Three potential lumen corresponding to (a) a large tubule, (b) a small
tubule, and (c) adipose tissue are represented by their respective centroids (green circle)
and O’Callaghan neighborhoods (blue squares). By calculating statistics describing
the arrangement of the O’Callaghan neighborhoods, (a) and (b) can successfully be
classified as tubules while (c) will be correctly identified as a non-tubule object.

accurately model the prior distribution and perform poorly when new data does not fit

the trained model. Previously, Kayser et al. [58] have shown the effectiveness of using

O’Callaghan neighborhoods to understand the spatial relationships between glands in

colon mucosa. By treating individual glands as vertices and modeling the connections

between glands as edges, a variety of graph-related features were found to separate

tissue classes.

2.3 Extraction of relevant QH features from DP images

In most cancers, the relationship between the visual appearance of tumor morphology

and patient outcome is governed by a grading system that characterizes the differentia-

tion of a tissue specimen in a semi-quantitative manner. Hence, it is not surprising that

computerized feature extraction approaches have focused on reproducing the specific

attributes that comprise these grading systems.

Variations in nuclear architecture (i.e. the 2D spatial arrangement of cancer nuclei

in histopathology) are important in clinical practice because they allow pathologists to

distinguish between normal and cancerous tissues as well as different levels of tumor

differentiation. In the mBR grading system for breast cancers, this is exemplified by

characterization of tubule formation in histopathology [18]. A popular approach to

modeling nuclear architecture is via the construction of graphs in which individual
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tissue structures (e.g. nuclei) are defined as vertices and connected by edges. Relevant

statistics related to the size, shape, and length of these graphs are then extracted to

quantify the image. Such graph-based features have previously been used to accurately

distinguish variations in lymphocytic infiltration [1], cancer type [59], tumor grade [4,

30], and prognosis [4] in digitized BCa histopathology, as well as hierarchical tissue

structure in glioma [60] and tumor grade in prostate [61]. In addition, researchers have

recently demonstrated the ability to identify high grade regions within individual BCa

histopathology slides via sparse analysis of Voronoi graphs [62]. More recently, Ali et

al. used small clusters of nuclei as vertices to construct cell cluster graphs for predicting

biochemical recurrence from prostate cancer DP images [63]. The applicability of graph-

based features for a wide range of diseases and classification tasks suggests that they

are able to quantify the general large-scale patterns that reflect varying levels of tissue

organization across different disease states.

Textural information from nuclear regions (i.e. nuclear texture) represents the vari-

ation in chromatin arrangement [31], which is generally more heterogeneous in rapidly-

dividing, higher grade BCa cells. The diagnostic importance of nuclear texture in

histopathology has been widely studied [51, 64–66]; yet recent work in differentiat-

ing BCa grade via analysis of nuclear texture has been limited. For example, Weyn

et al. performed a limited study that explored the ability of wavelet, Haralick, and

densitometric features to distinguish nuclei from low, intermediate, and high BCa tis-

sues [31]. More recently, Petushi et al. [51]. found that the extent of cell nuclei with

dispersed chromatin is related to BCa tumor grade. Note that this differs from studies

that have relied on the extraction of textural statistics from entire FOVs (i.e. global

texture) [30, 45]. Doyle et al. utilized grey-level, Gabor, and Haralick texture fea-

tures extracted from entire FOVs to discriminate low and high grade tumors in both

prostate [45] and BCa [30] histopathology. In addition, Haralick features [32] (i.e.

second-order statistics calculated from a gray-level co-occurrence matrix) have previ-

ously been used in both nuclear and global textural analysis for classification of tumor

grade in numerous cancers, including the breast [31,51], prostate [45], and thyroid [66].

Recently, researchers have also explored the use of fractals to describe the variations
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architectural complexity of epithelial tissue with respect to the level of differentiation

of cells in BCa tumors [67–70]. While these studies are extremely promising, their

results are still preliminary because evaluation has generally been limited to isolated

FOVs (e.g. individual cells in [68] and TMAs in [69]), relatively small cohorts [68], and

specialized stains [69].

2.4 Feature selection and dimensionality reduction approaches

Existing methods developed to reduce the size of large features sets can be split into

two broad categories: dimensionality reduction (DR) and feature selection. Linear DR

methods such as principal component analysis and multidimensional scaling perform a

linear mapping from the original feature space to a lower dimensional space, i.e. each

dimension in the reduced space is defined by some linear combination of the original fea-

tures. Previous research illustrating the intrinsic non-linearity of biomedical data [71]

suggests that non-linear DR methods such as locally linear embedding, Graph Embed-

ding, or Isomaps) may be more appropriate. However, due to the non-linear mapping

from the original feature space, it is extremely difficult to identify the specific features

used to create the reduced feature space. For the analysis of QH features in BCa DP

imagery, DR techniques such as Graph Embedding have previously been used for in

applications of cancer detection [30], cancer grading [30], and characterization of lym-

phocytic infiltration in BCa [1]. By contrast, feature selection methods do not identify

the best combination of features; rather, they are supervised approaches that will rank

individual features based on their ability to distinguish class labels. Techniques such

as Adaboost [72] and Minimum Redundancy Maximum Relevance [34] are frequently

used for the reduction of large feature sets. Feature selection approaches have also been

utilized to identify of salient features in biomedical data, including the use of Adaboost

for prostate cancer detection in DP [45] and Minimum Redundancy Maximum Rele-

vance for prostate cancer detection in MRI [73], salient genes in microarray data [74],

and insight into drug interactions of various protein groups [75].
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2.5 Sampling approaches for whole-slide DP images

Another challenge that must be addressed in the analysis of whole-slide DP is the overall

size of the data, where glass slides are routinely digitized at high spatial resolution (up to

0.25 µm/pixel) and produce very large images containing 1010 pixels. Previous work in

computerized DP analysis has traditionally avoided these issues via empirical selection

of individual FOVs at a fixed size [1, 4, 11, 30, 51, 76]. While this approach is useful

for specific research applications, user intervention in a clinical setting may lead to (1)

poor reproducibility due to the bias introduced by varying levels of expertise and (2)

increased cost in terms of both time to diagnosis and money. Note that manual FOV

selection is also intrinsic to tissue microarray (TMA) analysis, in which small tissue

“spots” are sampled from larger regions of interest by an expert pathologist [77].

Some researchers have employed random sampling in an effort to address the bias

associated with manual FOV selection [31,68,78]. However, classification results based

on randomized FOV selection may still suffer from poor reproducibility, especially in

heterogeneous cancers [24,26] such as BCa where individual FOVs may not be represen-

tative of the overall tumor. More recently, Huang et al. have approached FOV selection

from a holistic perspective through the use of dynamic sampling, which incorporates

domain information into the identification of salient regions of interest [62].

Alternatively, hierarchical multi-scale (i.e. multi-resolution) classifiers have also

been used for the evaluation of large images [45,79,80]. These approaches initially op-

erate at a low spatial resolution before proceeding to incrementally higher resolutions.

The hierarchical approach increases computational efficiency by ensuring that only rel-

evant data is exposed to the classifier at higher resolutions via predictions made at the

previous level (i.e. at a lower resolution). While hierarchical analysis has previously

been applied to neuroblastoma [79] and prostate cancer [45] histopathology, limita-

tions include a serialized processing pipeline in which evaluation of higher resolutions

is dependent on results first calculated from lower resolutions. In addition, multi-scale

frameworks may have more difficulty in analyzing domain-specific image architecture,

e.g. QH features describing the spatial arrangement of nuclei, since it remains invariant
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to changes in scale (although our visual perception and ability to detect objects within

the image will vary).

2.6 Classification and stratification methods for DP analysis

Computer decision support systems for histopathology have utilized a variety of ap-

proaches for classification and stratification of DP images. Commonly used classifiers

include Support Vector Machines [30] and Bayesian approaches [45]. Similarly, stratifi-

cation of QH features has relied on dimensionality reduction techniques and posterior

probabilities produced by specific classifiers. For instance, Graph Embedding has pre-

viously been used in BCa DP for visualization of QH features stratifying lymphocytic

infiltration [1], begin vs. malignant tissue [30], and tumor grade [30]. Evaluation on

most of these systems has been limited to small cohorts, and procedures for classifier

selection have been either ad hoc or based on comparison studies involving a small

number of training samples.

2.7 Prediction of error rates for large data cohorts and selection of

an appropriate classifier

The ability to predict the performance of a classifier as dataset size increases is crucial

to the development of decision support systems that employ DP images. Traditional

power calculations aim to determine confidence in an error estimate using repeated

classification experiments [81], but do not readily address the question of how error

rate changes as more data becomes available. Also, they may not be ideal for ana-

lyzing biomedical data because they assume an underlying Gaussian distribution and

independence between variables [82]. Repeated random sampling (RRS) approaches,

which characterize trends in classification performance via repeated classification us-

ing training sets of varying sizes, have thus become increasingly popular, especially for

extrapolating error rates in genomic datasets [39, 82, 83]. Drawbacks of RRS include

(1) no guarantee that all samples will be selected at least once for testing and (2) a

large number of repetitions required to account for the variability associated random
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sampling. In particular, traditional RRS may suffer in the presence of highly hetero-

geneous datasets (e.g. biomedical imaging data [84]) due to the use of fixed training

and testing pools. More recently, methods such as repeated independent design and

test (RIDT) [85] have aimed to improve RRS by simultaneously modeling the effects of

different testing set sizes in addition to different training set sizes. This approach, how-

ever, requires allocation of larger testing sets than RRS, thereby reducing the number

of samples available in the training set for extrapolation. It is important to note that

the concept of predicting error rates for large datasets should not confused with semi-

supervised learning techniques, e.g. active learning (AL) [86], that aim to maximize

classifier performance while mitigating the costs of compiling large annotated training

datasets [38]. Since AL methods are designed to optimize classification accuracy during

the acquisition of new data, they are not appropriate for a priori prediction of classifier

performance using only a small dataset.

2.8 Novel contributions of this thesis

Apart from the overall innovation of an image-based companion diagnostic framework

for whole-slide, H & E stained DP images, each of the individual goals presented in this

thesis also contains novel contributions to the state-of-the-art.

2.8.1 Maintaining color constancy in tissue structures across DP im-

ages

The first goal of this work is to improve color constancy across a population DP images

so that specific tissue structures (e.g. nuclei, epithelium, stroma) have a consistent ap-

pearance across all images. While normalization and calibration approaches are unsuit-

able for this task, we hypothesize that standardization techniques are more appropriate.

However, the additional challenges posed by color standardization over the intensity

standardization used for radiological images is not trivial. For instance, multiple DP

images for a single organ/disease type primarily contain the same tissue structures; yet,

differences in the proportions of these tissue structures will skew their corresponding
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color distributions. We will mitigate this issue by using the Expectation-Maximization

(EM) algorithm [87] – an unsupervised clustering algorithm that separates image pixels

into a pre-determined number of Gaussian components – to partition and standardize

different tissue classes independently. Corresponding tissue classes across different im-

ages are automatically matched by minimizing pairwise distances between all classes

in a specified color space. Subsequently, we believe that piecewise intensity standard-

ization algorithms can be applied independently for each color channel by constructing

histograms using pixels from each tissue class of a test image and aligning it to the

corresponding tissue class in the template image.

Hence, the major contributions of the Expectation-Maximization segmentation-

driven color standardization scheme (EMS) are that it

• Aligns color distributions of broad tissue classes (e.g. nuclei, stroma) that are first

partitioned via EM; by contrast, previous global methods perform standardization

using a histogram of the entire image.

• Can be used retrospectively since it is independent of scanners, staining protocols,

and institutions.

2.8.2 Identifying tubules in breast cancer histopathology

The second goal of this work focuses on the detection of higher-order tissue struc-

tures that comprise a combination of smaller, low-level attributes. The typical pattern

recognition approach for detecting a multi-attribute object O would be to build mul-

tiple classifiers to identify the individual attributes α1 and α2 independently, and to

then identify locations where α1 and α2 co-exist within spatial proximity of each other.

Unfortunately this approach does not apply to complex imagery where α1 and α2 are

more than simply within spatial proximity of each other; they may in fact be spatially

connected to each other in a specific fashion. Thus, there is a need for incorporating

domain knowledge to link α1 and α2 so that the presence of object O can be identified.

In this work, we exploit domain knowledge by leveraging the presence of lumen (α1)

surrounded by multiple nuclei (α2) to identify a tubule O. We hypothesize that the
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spatial relationship between these two objects can be characterized by the O’Callaghan

neighborhood [29], a specialized graph defined by distance and directional constraints,

ideal for linking α1 and α2 in a domain contextual manner. Subsequently, image statis-

tics quantifying the spatial arrangement of α2 with respect to α1 can be used to train

a classifier to decide the presence (i.e. true lumen) or absence (i.e. false lumen) of an

object O. We believe that true lumen (Figure 2.1(a), (b)) will be distinguishable from

false lumen (Figure 2.1(c)) based on the proximity, order, and spacing of the nuclei in

the O’Callaghan neighborhood for each luminal area.

2.8.3 Sampling and consensus classification strategy for whole-slide

DP analysis

The third goal of this work is to develop an effective strategy for the sampling, fea-

ture extraction, and classification of whole-slide DP images. Due to the limitations of

arbitrary, randomized, and hierarchical FOV selection, we hypothesize that a multi-

field-of-view (multi-FOV) framework, which automatically integrates image features

from multiple FOVs at various sizes, will lead to accurate classification of whole-slide

DP images [2, 3, 7]. Clinicians implicitly incorporate multiple FOVs of different sizes

during visual analysis; yet, the selection of an optimal FOV (i.e. image patch) size for

computerized analysis of whole-slide DP slides is not straightforward. For example, in

Figure 2.2(a), while the smallest FOV simply looks like necrotic tissue, the medium-

sized FOV would be accurately classified as ductal carcinoma in situ (DCIS). At the

other end of the spectrum, the largest FOV (i.e. entire image) containing both DCIS

and invasive cancer would be classified ambiguously since it is too heterogeneous. It

is important to note that a multi-FOV framework differs from traditional multi-scale

(i.e. multi-resolution) classifiers that operate on a fixed FOV at multiple spatial resolu-

tions [45,79,80] (Figure 2.2(b)). We believe the multi-FOV approach confers a number

of advantages in both theory and practice, including the (1) integration of image in-

formation from a multitude of FOVs of different sizes and (2) potential for efficient

parallelized implementation via concurrent analysis of different FOV sizes. In addition,

we believe that the multi-FOV framework will be extensible to other types of DP (e.g.
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(a) (b)

Figure 2.2: (a) The multi-FOV framework presented in this paper operates by main-
taining a fixed scale while analyzing several FOV sizes. (b) Conversely, a multi-scale
framework would operate by analyzing a fixed FOV at different spatial resolutions.

immunohistochemically (IHC) stained slides), allowing for the integration of different

types of prognostic information from multi-parametric histopathological studies.

Specifically, the main novel contributions are:

• A multi-field-of-view (multi-FOV) classifier able to apply a single operator across

a multitude of fields of view at different sizes in order to extract relevant QH

information,

• The incorporation of a robust feature selection scheme into the multi-FOV frame-

work to independently identify salient image features at each FOV size,

• An image-based classifier that comprehensively analyzes whole-slide DP images

rather than arbitrarily or randomly selected FOVs, and

• A multi-parametric extension to the multi-FOV framework that incorporates

image-based features from other types of histological studies (e.g. IHC staining)

to achieve an improved prediction of disease outcome.

The fourth goal of this work is to overcome the major constraints on classifier

selection in decision support systems that employ medical imaging data. We address

crucial questions that arise early in the development in a classification system, namely:
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• Given a small pilot dataset, can we predict the error rates associated with a

classifier assuming that a larger data cohort will become available in the future?

• Will the relative performance between multiple classifiers hold true as data cohorts

grow larger?

Due to the heterogeneous nature of medical imaging data [24, 26], we believe that the

traditional RRS-based approach originally used to model gene microarray data [82] will

be inadequate for modeling classifier performance. This is exemplified in Figure 2.3 by

the variability exhibited by the calculated (black boxes) and extrapolated (blue curves)

error rates resulting from the use of different training and testing pools from the same

dataset. However, we hypothesize that the RRS framework can be extended for robust

application to medical imaging data. The specific novel contributions of this work are:

• More stable learning curves by the incorporation of cross-validation into the RRS

scheme, which ensures that all samples are used at least once for both classifier

training and testing,

• A direct comparison of performance across multiple classifiers as dataset size

increases, and

• Enabling a power analysis of classifiers operating on the pixel level (as opposed to

patient/sample level), which cannot be currently done via standard sample power

calculators.
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Figure 2.3: Application of traditional repeated random sampling (RRS) to heteroge-
neous medical data yields highly variable calculated (black boxes) and extrapolated
(blue curves) mean error rates. Each set of error rates is derived from an independent
RRS trial that employs different training and testing pools for the classification of can-
cerous and non-cancerous prostate cancer histopathology via a naive Bayes classifier.
The yellow star represents the leave-one-out cross-validation error (i.e. the expected
lower bound on error) produced by a larger validation cohort.
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Chapter 3

EM-based segmentation-driven color standardization of

DP images

3.1 Specific notation for this chapter

For all methods, an image scene Ca = (C, f) is a 2D set of pixels c ∈ C and f is the

associated function that assigns RGB values. In addition, the function g is used to

assign intensity values (from the HSI color space) for evaluation purposes. A subscene

Da ⊂ Ca is defined as a portion of the image scene Ca as identified by the Expectation-

Maximization (EM) algorithm, which is used to partition Ca into κ components. Addi-

tional notation and symbols are defined in Appendix A.

3.2 EM-based Partitioning of Broad Tissue Classes

The EM framework is employed to first partition each image into broad tissue classes.

First, the pixels in each image scene Ca are modeled as a Gaussian mixture of κ

components, where K ∈ {1, 2, . . . , κ}. We optimize the model parameter set γi =

{µi
K , σ

i
K ,p

i
K : ∀K}, comprising the mean µK , covariance σK , and a priori probability

pK at iteration i. The mixture is initialized to γ0 via κ-means clustering of RGB values

over all c ∈ C. The Expectation step calculates the posterior probability

pi(K|f(c)) =
pi

KN(f(c)|µi
K , σ

i
K)∑κ

j=1 pi
KN(f(c)|µi

j , σ
i
j)
,

where N(f(c)|µK , σK) represents the value of Gaussian component K at RGB value

f(c). The Maximization step uses pi to calculate γi+1 = {µi+1
K , σi+1

K ,pi+1
K } [87].

µi+1
K =

∑
c∈C p(K|f)f∑
c∈C p(K|f)
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Histogram alignment
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Standardized 
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Figure 3.1: EM-based standardization (EMS) first decomposes the test and template
images into a pre-determined number of components via the Expectation Maximiza-
tion algorithm. The distribution for each component in the test image is aligned inde-
pendently to the corresponding component in the template image. The standardized
components are subsequently recombined to create a standardized test image.

σi+1
K =

∑
c∈C p(K|f)(f − µi

K)(f − µi
K)T

∑
c∈C p(K|f)

pi+1
K =

1

|C|

∑

c∈C

p(K|f)

The EM algorithm converges when ‖(Li+1−Li)/Li‖ < ǫ, where Li is the log likelihood of

the Gaussian mixture model with parameters γi and ǫ = 10−5 determined empirically.

The appropriate class K∗ = argmaxK p(K|f(c)) is found for each pixel c ∈ C by

identifying the maximum posterior probability over all K ∈ {1, 2, . . . , κ}. Hence, we

are able to define a subset of pixels DK ⊂ C corresponding to tissue class K from image

scene Ca.
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3.3 Determining Correspondence of Tissue Classes from Different Im-

ages

Since the EM algorithm performs tissue partitioning in an unsupervised manner, corre-

spondence between tissue classes is not guaranteed across different images. For instance,

the background (i.e. white) regions may coincide with the first EM component in one

image and the final component in a second image. In this work, the identification of a

corresponding tissue class between two images is performed automatically. Let mean

RGB values µK,a and µK,b be defined for tissue class K in image scenes Ca and Cb,

respectively. The first pair of matching tissue classes is identified by minimizing the

pairwise Euclidean distances between mean RGB values such that

argmin
i,j∈{1,2,...,κ}

‖µi,a − µj,b‖.

The matching tissue classes are set aside and this process is subsequently repeated κ

times until all tissue classes have been matched.

3.4 EM-based Segmentation-Driven Color Standardization (EMS) for

Digital Pathology Images

We first describe the generalized scheme for color standardization using landmark-based

piecewise linear interpolation [42] followed by an explanation of the EMS approach,

which aligns color distributions of the broad tissue classes identified by the EM algo-

rithm in Section 3.2.

3.4.1 Generalized Color Standardization

Let Da ⊂ Ca and Db ⊂ Cb correspond to sub-scenes in test image Ca and template image

Cb. For a single color channel (i.e. red, green, or blue), landmarks {rmin, r10, r20, . . . , r90,

rmax} and {smin, s10, s20, . . . , s90, smax} are defined at the minimum and maximum, as

well as evenly-spaced percentiles {10, 20, . . . , 90}, of all pixel values in Da and Db,

respectively. Pixel values from the test image in the range [rmin, r10] are interpolated to
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Algorithm 1 GeneralizedStandardization()

Input: Template image Db. Test image Da to be standardized.
Output: Standardized image D̂a.

1: for RGB channels i ∈ {R,G,B} in Da and Db do
2: Define {rmin, r10, r20, . . . , r90, rmax} as landmarks in Da.
3: Define {smin, s10, s20, . . . , s90, smax} as landmarks in Db.
4: Interpolate pixel values from range [rmin, r10] to range [smin, s10]. Repeat for all

sets of adjacent landmarks.
5: end for
6: Recombine standardized RGB channels to construct standardized image D̂a.

match the corresponding landmarks [smin, s10] in the template image. After repeating

this process for all sets of adjacent landmarks in all color channels, the standardized

pixels are recombined to construct a standardized test scene D̂a.

3.4.2 Class-Specific Color Standardization of Broad Tissue Classes

Algorithm 2 shows how EMS extends the generalized standardization approach by incor-

porating prior domain knowledge of tissue composition in DP. First, the EM algorithm is

applied to partition each image into κ tissue classes (Section 3.2) and corresponding tis-

sue classes between test and template images are automatically matched (Section 3.3).

For each tissue class, pixels from the test and template images are standardized us-

ing the piecewise linear interpolation method presented in Algorithm 1. Subsequently,

standardized pixels from all tissue classes are recombined to create a standardized test

image.

3.5 Experimental Design

3.5.1 Data Cohort

The EM-based color standardization scheme is evaluated on digitized H & E stained

histopathology images from independent prostate (N=19) and oropharyngeal (N=26)

cohorts, in which each image was taken from a different patient (Table 3.1). All images

were digitized via a whole slide scanner at a spatial resolution of 1 µm/pixel and cropped

to be 500 × 500 pixels in size. Both cohorts were empirically determined to have κ = 4
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Algorithm 2 EMbasedStandardization()

Input: Template image Cb. Test image Ca to be standardized. Number of EM
components κ.
Output: Standardized image C′

a.

1: Apply EM algorithm to partition pixels from both Ca and Cb into κ tissue classes.
2: Pair matching tissue classes between Ca and Cb.
3: for K ∈ {1, 2, . . . , κ} do
4: Define sub-scenes DK

a ⊂ Ca and DK
b ⊂ Cb corresponding to EM component K.

5: Perform GeneralizedStandardization() using DK
a and DK

b as test and template
images, respectively (Alg. 1).

6: end for
7: Create standardized image C′

a = {CK
a : ∀K ∈ {1, 2, . . . , κ}} by recombining stan-

dardized sub-scenes from all κ components of the test image.

Cohort # images Staining Resolution Size

Prostate 19
H & E 1 µm/pixel 500 × 500 pixels

Oropharyngeal 26

Table 3.1: A description of the prostate and oropharyngeal data cohorts used in this
chapter.

broad tissue classes corresponding to nuclei, epithelium, stroma, and background (i.e.

white space). In addition, one image from each cohort is designated as a template

image to which all other (test) images are aligned (Figure 3.2). It is important to note

that a single “ideal” template image does not exist for all applications; instead, the

template is selected based on its performance in terms of the desired task (e.g. nuclear

segmentation).

3.5.2 Comparative Strategy: Global Standardization

In addition to the comparison against unstandardized images, the ability of EMS to

align color distributions is evaluated against global standardization (GS). GS is a

straightforward approach to color standardization that does not account for the hetero-

geneous tissue structure in DP images. Instead of partitioning each image into multiple

tissue classes, a single histogram is constructed from all pixels in a test image and

aligned to the entire histogram from the template image. Specifically, the GS approach
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can be considered a modified application of GeneralizedStandardization() from Algo-

rithm 1 using entire image scenes Ca and Cb used as the test and template images,

respectively.

3.5.3 Performance Evaluation Measures

Qualitative Segmentation Consistency Across Images

A qualitative evaluation of color standardization in DP images is performed by observ-

ing the consistency of tissue segmentation across several images in a cohort [43]. For

image Ca, we segment pixels corresponding to nuclei D = {c : c ∈ C, g(c) ∈ [0, ψ]},

where ψ is a threshold in the intensity channel g from the hue-saturation-intensity

(HSI) color space. Given intensities that occupy the range g(c) ∈ [0, 255], thresholds of

ψ = 115 for the prostate cohort and ψ = 145 for the oropharyngeal cohort were selected

empirically for their ability to provide a basic nuclear segmentation in their respective

template images (Figure 3.2). Visually, images from a standardized cohort should yield

a more consistent segmentation of nuclei (in comparison to the template image) than

the original set of unstandardized images.

Quantitative Evaluation via Normalized Median Intensity

The segmentation results from Section 3.5.3 can also be evaluated quantitatively via

normalized median intensity (NMI), which is employed to characterize color constancy

from a segmented region across all images in a dataset. Using the segmented nuclear

region D ∈ C for an image Ca, NMI is defined as

median

(
g(D)

max g(D)

)
,

where g(D) is the set of intensities for all pixels isolated by the thresholding process.

Intensity values across all images in a cohort are considered to be more consistent as

(1) the standard deviation and (2) the coefficient of variation (i.e. standard deviation

divided by mean) of NMI decreases.
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(a) (b)
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(c)
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(d)

Figure 3.2: The template images selected for (a) prostate and (b) oropharyngeal co-
horts are shown along with segmented nuclei (green outline). (c), (d) Corresponding
green color channel distributions are shown along with a dotted green line denoting the
location of the empirically-selected threshold used to segment the nuclei.

Quantitative Evaluation via Histogram Landmark Distance

Another measure of improved standardization is the distance between corresponding

histogram landmarks (i.e. percentiles {10, 20, . . . , 90}) in the template and test images

(Figure 3.3), whereby histograms are considered to have improved alignment as the

mean landmark distance decreases. Using the notation defined in Algorithm 1, the

mean histogram landmark distance between a test image Ca and template image Cb

can be defined as φ(a, b) = 1
9

∑
j∈{10,...,90} ‖rj − sj‖, where rj and sj are corresponding

landmarks in Ca and Cb, respectively. For a set of H histograms, pairwise landmark

distance Φ = {φ(a, b) : ∀a, b ∈ {1, . . . ,H}, a 6= b} is calculated between all histograms

and mean distance is reported for the cohort.
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Figure 3.3: Histograms representing a single EM component are shown for template
(black) and test (red) images both (a) before standardization and (b) after EMS has
been applied. The insets illustrate the evenly-spaced percentiles {10, 20, . . . , 90} used
as landmarks for histogram alignment during the standardization process.

3.6 Results and Discussion

3.6.1 Qualitative Evaluation of Consistency in Nuclear Segmentation

Qualitative evaluation is performed by visualizing the effect of standardization on seg-

mentation of nuclei in the test images (Figure 3.4). The inconsistent segmentation

results between the template images (Figures 3.2(a), (b)) and unstandardized test im-

ages (Figures 3.4(a), (d)) clearly demonstrates the inherent color nonstandardness that

affects DP images. A more consistent segmentation of nuclear regions is visible after GS

(Figures 3.4(b), (e)) and is further improved by the application of EMS (Figures 3.4(c)-

(f)). The improvement seen by employing EMS suggests that separation of tissue classes

may be vital to the development of algorithms for the segmentation of primitives (e.g.

nuclei).

3.6.2 Quantitative Evaluation of Segmentation Consistency via NMI

The qualitative results presented in Figure 3.4 are also evaluated quantitatively by cal-

culating the normalized median intensity (NMI) of the segmented regions [42]. In terms

of NMI, EMS produces improved color constancy compared to the original images, with

considerably lower NMI standard deviation (SD) of 0.0054 vs. 0.0338 and NMI coef-

ficient of variation (CV) of 0.0062 vs. 0.0393 in the prostate cohort (Table 3.2). In
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(a) (b) (c)

(d) (e) (f)

Figure 3.4: H & E stained test images for (a)-(c) prostate and (d)-(f) oropharyngeal
cancers are shown. Segmented nuclei (green outline) are shown for images that are (a),
(d) unstandardized (b), (e) globally standardized (GS), and (c), (f) standardized via
EMS.

addition, EMS yields more consistent results than GS, demonstrating an order of mag-

nitude improvement in SD and CV of 0.0305 and 0.0354, respectively. All corresponding

results for the oropharyngeal cohort show similar improvement after standardization.

3.6.3 Quantitative Evaluation of Histogram Landmark Alignment

The performance of EMS is further supported by histograms of the green color channel

(from the RGB color space) for both prostate and oropharyngeal cohorts (Figure 3.5

and 3.6). Examining the prostate cohort, it is visually clear that unstandardized images

have highly misaligned color distributions for both the global histogram (Figure 3.5(a))

and for the EM component corresponding to nuclei (Figures 3.5(d)). While both GS

and EMS yield improved alignment over unstandardized images, a closer examination
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Prostate Oropharyngeal

SD CV SD CV

Original 0.0338 0.0393 0.0261 0.0302

GS 0.0305 0.0354 0.0166 0.0193

EMS 0.0054 0.0062 0.0034 0.0039

Table 3.2: Standard deviation (SD) and coefficient of variation (CV) of normalized
median intensity (NMI) is calculated across all images in the prostate and oropharyngeal
cohorts.

of the GS distributions suggests that higher pixel values (denoted by the black dashed

rectangle in Figure 3.5(b)) frequently suffer from poor alignment. This is because GS

is unable to account for the large variations in the amount of white space (e.g. luminal

areas, adipose tissue, slide background) across histopathology images. By contrast,

EMS does not suffer from this issue (Figures 3.5(c)) since it partitions the white regions

in each image and aligns their distributions independently. The histograms in Figure 3.6

suggest that similar results and trends hold true for the oropharyngeal cohort.

The improved alignment of EMS distributions over both unstandardized and GS dis-

tributions is confirmed quantitatively by calculating the histogram landmark distance

for individual EM components (Figures 3.5(d)-(f)). Using the EM component corre-

sponding to nuclei in the prostate histopathology images, EMS yields a significantly

lower mean landmark distance of 2.25, compared to 54.8 and 27.1 for unstandardized

and GS distributions, respectively (Figures 3.5(d)-(f)). The significance of this com-

parison is verified by application of the non-parametric Wilcoxon rank-sum test [88] in

conjunction with a null hypothesis that pairwise histogram landmark distances between

unstandarized images are not different from the distances calculated from standardized

images (Table 3.3). Similarly, oropharyngeal images (Figures 3.6(d)-(f)) demonstrate

significantly lower distances for EMS (4.2) compared to unstandardized (27.3) and GS

(8.8) distributions, suggesting that EMS is able to more accurately account for the

different proportions of tissue types (e.g. nuclei, epithelium, stroma, lumen) present in

histopathology imagery.
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Cohort Unstandardized vs. GS Unstandardized vs. EMS GS vs. EMS

Prostate < 0.0001 < 0.0001 < 0.0001

Oropharyngeal 0.0645 < 0.0001 < 0.0001

Table 3.3: P-values from application of the Wilcoxon rank-sum test to pairwise his-
togram landmark distances between all images in the prostate and orophryngeal co-
horts. All reported p-values have undergone Bonferroni correction for multiple com-
parisons [89].
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Figure 3.5: Distributions of the green color channels are shown for all images in the
prostate cohort. Results are shown for (a), (d) unstandardized, (b), (e) GS, and (c), (f)
EMS images. Alignment is shown for histograms representing (a)-(c) entire images and
(d)-(f) an individual EM component (i.e. tissue class) along with the mean pairwise
landmark distance over all images. In each figure, the histogram of the template image
is represented by a thick black line and misalignment associated with GS is highlighted
by a black box with dashed line.
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Figure 3.6: Distributions of the green color channels are shown for all images in the
oropharyngeal cohort. Results are shown for (a), (d) unstandardized, (b), (e) GS, and
(c), (f) EMS images. Alignment is shown for histograms representing (a)-(c) entire
images and (d)-(f) an individual EM component (i.e. tissue class) along with the
mean pairwise landmark distance over all images. In each figure, the histogram of
the template image is represented by a thick black line and misalignment associated
with GS is highlighted by a black box with dashed line.
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Chapter 4

Detection and segmentation of clinically relevant tissue

structures in breast cancer DP

4.1 Specific notation for this chapter

Given an image scene C = (C,g) comprised of a 2D pixel grid C and vectorial function g

assigning the RGB color space, let pixels on ∈ C and oℓ ∈ C correspond to the centroids

of nuclei and potential lumen area, respectively. Similarly, N = {on
1 , o

n
2 , . . . , o

n
N } and

L = {oℓ
1, o

ℓ
2, . . . , o

ℓ
L} are defined as the sets of all N nuclei and L potential lumen,

respectively, in C. In addition, we define parameters for the distance Tr and directional

Tθ constraints of the O’Callaghan neighborhood. Other commonly used notation can

be found in Appendix A.

4.2 Isolating the hematoxylin stain using color deconvolution

Color deconvolution [90] is used to convert an image from the RGB color space g to a

new color space ḡ defined by hematoxylin H, eosin E, and background K (i.e. white)

channels (Figures 4.1(b), (c)). The relationship between color spaces g and ḡ is defined

as g = Aḡ, where the transformation matrix is given by

A =




ĤR ĤG ĤB

ÊR ÊG ÊB

K̂R K̂G K̂B



, (4.1)

where ĤR, ĤG, and ĤB denote the pre-defined, normalized red, green, and blue values,

respectively, for the H channel. The second and third rows of A are defined analogously
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for the E and K channels, respectively. In this work, the pre-defined values in A are

selected based on published values by Ruifrok and Johnston [90]. The intensity of

a pixel c in the new color space is defined as ḡ(c) = A−1(c)g(c), where g(c) and

ḡ(c) are 3 × 1 column vectors. The extent of hematoxylin staining in image scene C

(i.e. the hematoxylin channel) is subsequently defined as H(C) = {H(c) : ∀c ∈ C}

(Figure 4.1(d)).

4.3 Detection of nuclei in H & E stained DP using color deconvolution

Centroids of individual nuclei are identified by applying morphological opening to the

hematoxylin channel identified in Section 4.2 and thresholding the result (Figures 4.1(e)-

(g)). Note that this method does not detect each and every nucleus in an image.

Previous work Ali et al. [63] as well additional work presented in Appendix C suggest

that perfect identification of each and every nucleus may not be crucial for distinguishing

patients with good and poor outcome. Hence, we present a high-throughput method

that identifies a sufficient number of nuclei to reflect the clinically relevant variations

in nuclear architecture.

4.4 Segmentation of nuclei in H & E stained DP using the color gra-

dient based geodesic active contour

To segment nuclear regions, the hematoxylin channel identified in Section 4.2 is used

to initialize a color gradient based geodesic active contour (CGAC) model developed

by Xu et al. [91]. The CGAC approach represents an improvement over the traditional

GAC model by employing a color gradient ψ(g(c)) = 1
1+s(g(c)) for edge detection rather

than the more common grayscale gradient [92]. The final boundaries of the CGAC

segmentation are used to define a mask denoting nuclear regions (Figure 4.1(j)). Note

that we aim to segment only nuclei belonging to epithelial cells while avoiding the

darker nuclei representing lymphocytes and fibroblasts.
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4.5 Segmentation of potential luminal areas in H & E stained DP

using hierarchical normalized cuts initialized color gradient based

geodesic active contour

Similar to the segmentation of nuclear regions performed in Section 4.4, the CGAC

model [95] is used to segmented potential luminal (i.e. white colored) areas. However, in

this case, a robust initialization of the CGAC model is provided by using the hierarchical

normalized cuts (HNCut) algorithm to detect white areas within the image. The HNCut

scheme [57] pyramidally traverses and reduces the color space of an image using a

combination of the mean shift clustering [96] and normalized cuts [97] algorithms. This

approach efficiently and accurately segments all potential lumen objects in the image,

requiring minimal user interaction in the form of a color swatch (i.e. a few pixels)

selected from the object of interest (i.e. white luminal area). HNCut is particularly

well suited to identifying potential luminal areas since white areas in DP images do not

suffer from variability; hence, a color swatch taken from one image can likely be used

for all other images as well (Figures 4.5(a)-(d)).

4.6 Tubule detection in breast cancer using O’Callaghan neighbor-

hoods

4.6.1 Construction of the O’Callaghan neighborhood

The O’Callaghan neighborhood is defined as the subset of epithelial nuclei most closely

surrounding a potential lumen area. Formally, given a set of potential lumen L and

epithelial nuclei N, a neighborhood of nuclei Nℓ ⊂ N is defined around each potential

lumen centroid oℓ ∈ L. The construction of the O’Callaghan neighborhood for oℓ can

be summarized by the following steps.

Step 1: Find the nucleus on
1 ∈ N nearest to oℓ and include it in Nℓ.

Step 2: Define the distance constraint Tr (Section 4.6.2) using on
1 .

Step 3: Update direction constraint Tθ (Section 4.6.2) based on all nuclei in Nℓ.
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Step 4: Find the next nearest nucleus to oℓ and add it to Nℓ if it satisfies the constraints

outlined in Steps 2 and 3.

Step 5: Repeat Steps 3 and 4 until all on ∈ N have been considered.

Step 6: Extract features describing the spatial arrangement of nuclei in Nℓ with respect

to oℓ (Table 4.1).

4.6.2 Spatial constraints

Epithelial nuclei are added to an O’Callaghan neighborhood on the basis of two spatial

constraints. First, a distance constraint ensures that only nuclei within close proxim-

ity to the potential lumen area are included. Instead of defining a fixed radius, the

O’Callaghan neighborhood excludes distant nuclei based on a relative distance that is

proportional (by a factor of Tr) to the distance between the potential lumen oℓ and the

nearest cancer nucleus on
1 (Figure 4.3(a)). Formally, given the centroids for a potential

lumen oℓ ∈ L and its nearest neighboring nucleus on
1 ∈ Nℓ, a nucleus on

j ∈ N will be

included in the neighborhood Nℓ if

‖oℓ − on
j ‖

‖oℓ − on
1 ‖

≤ Tr, (4.2)

where ‖ · ‖ represents the L2 norm and j ∈ {1, 2, . . . , N}.

Second, a direction constraint ensures that the O’Callaghan neighborhood will be

representative of the arrangement of nuclei in a tubule, i.e. only one nucleus in each

direction will be considered. To determine whether a new nucleus should be added to

the neighborhood, we need to ensure that it does not lie “behind” any of the nuclei

already included in the neighborhood. Given potential lumen oℓ ∈ L and a nucleus in

its O’Callaghan neighborhood on
i ∈ Nℓ, we say that nucleus on

k ∈ N is “behind” on
i if

the angle θk between vectors
−−→
on

i o
ℓ and

−−→
on

i o
n
k is less than the pre-defined threshold Tθ

(Figure 4.3(b)). Formally, given centroids for a potential lumen oℓ ∈ L and a nucleus

on
i ∈ Nℓ within its neighborhood Nℓ, the nuclear centroid on

j ∈ N will be included in
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Nℓ if
‖oℓ − on

i ‖2 + ‖on
i − on

j ‖2 − ‖oℓ − on
j ‖2

‖oℓ − on
i ‖ · ‖on

i − on
j ‖

< Tθ, (4.3)

where i, j, k ∈ {1, 2, . . . , N} and i 6= j 6= k.

4.6.3 Detection and segmentation of nuclear and luminal structures

To detect tubule formation in BCa histopathology, we must first find the constituent

objects in the form of epithelial nuclei and potential lumen areas. Centroids of all N nu-

clei in C are identified via color deconvolution (as described in Section 4.3) and recorded

as the set of pixels N = {on
1 , o

n
2 , . . . , o

n
N }. In Figure 4.4, H & E stained histopathology

images are shown (Figures 4.4(a)-(d)) along with their respective hematoxylin channels

(Figures 4.4(e)-(h)) and resulting nuclear centroids (Figures 4.4(i)-(m)).

Similarly, centroids of all L potential lumen regions are identified using HNCut-

CGAC (as described in Section 4.5) and recorded as L = {oℓ
1, o

ℓ
2, . . . , o

ℓ
L}. Figures 4.5(a)-

(d) show the initialization achieved by the HNCut algorithm for four different BCa

histopathology images. Further refinement by the CGAC model yields final segmenta-

tion boundaries (Figures 4.5(e)-(h)).

4.6.4 O’Callaghan neighborhood-based features for distinguishing po-

tential lumen belonging to tubule and non-tubule structures

A total of 22 features are extracted to quantify the spatial arrangement of nuclei Nℓ

around each potential lumen centroid oℓ (Table 4.1). Note that the number in paren-

thesis for the following subsection titles reflects the number of features in the feature

class.

Number of nuclei in O’Callaghan neighborhood (1)

Potential lumen areas that do not belong to tubules often have fewer nuclear neighbors

that fall within the O’Callaghan constraints. Thus, the number of O’Callaghan nuclear

neighbors |Nℓ| is calculated as a feature value for each oℓ.
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Feature # Feature Name Description

1 Number of nuclei Number of nuclei in neighborhood

2-6 Distance to nuclei Distance between each nuclei in neighbor-
hood and the lumen centroid

7-10 Circular fit Fit circles to nuclei and measure deviation
of nuclei from edge circle

11-13 Angle between
adjacent nuclei

Angle between two vectors connecting the
lumen centroid to two adjacent nuclei in
neighborhood

14-16 Distance between
adjacent nuclei

Distance between adjacent nuclei in neigh-
borhood

17-22 Elliptical fit Fit ellipse to nuclei and measure evenness
in spatial distribution of nuclei

Table 4.1: The 22 features used to quantify the O’Callaghan neighborhood for each
potential lumen.

Distance between nuclei and lumen centroid (5)

To quantify the evenness in the distribution of nuclei about the lumen centroid oℓ, the

Euclidean distance d(oℓ, on
i ) = ‖oℓ − on

i ‖ is calculated between oℓ and each neighboring

nucleus on
i ∈ Nℓ. The set of distances for all on

i ∈ Nℓ is defined as

D(oℓ) =
{
d(oℓ, on

i ) : ∀i ∈ {1, 2, . . . , N}
}
. (4.4)

The mean, standard deviation, disorder, maximum, and range of D yield five feature

values for each oℓ.

Circular fit (4)

Since tubule formation is often characterized by the arrangement of nuclei in a circular

pattern around a lumen area, we extract features to quantify the circularity of Nℓ.

First, a circle O(oℓ, r) is constructed with center at lumen centroid oℓ and radius r.

The Euclidean distance F (oℓ, on
i ,O) = ‖d(oℓ, on

i ) − r‖ is calculated between a nuclear

centroid on
i and the constructed circle O with radius r. The set of distances for all
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on
i ∈ Nℓ is defined as

F(oℓ,O) =
{
F (oℓ, on

i ,O) : ∀i ∈ {1, 2, . . . , N}
}
. (4.5)

In this paper, the mean of F(oℓ,O) is calculated as a feature value, where circles O(oℓ, r)

with radius r ∈ {max(D),min(D),mean(D),median(D)} are constructed, yielding four

features for each oℓ.

Angle between adjacent nuclei in neighborhood (3)

Another key property of tubules is that nuclei are arranged at regular intervals around

the white lumen area, which can be quantified by examining the angles between adjacent

nuclei in the tubule. Thus, for each potential lumen centroid oℓ, let
−−→
oℓon

i be the vector

from lumen centroid oℓ to neighboring nuclei on. We denote
−−→
oℓon

j as the vector from

oℓ to an adjacent neighboring nucleus on
j . The set of angles between adjacent nuclei

on
i , o

n
j ∈ Nℓ is defined as

A =



arccos




−−→
oℓon

i ·
−−→
oℓon

j

‖
−−→
oℓon

i ‖ ·
−−→
oℓon

j


 : ∀i, j ∈ {1, 2, . . . , N}, i 6= j



 (4.6)

The mean, standard deviation, and disorder of A are calculated to yield three feature

values for each oℓ.

Distance between adjacent nuclei in neighborhood (3)

Another way to ensure that nuclei are arranged at regular intervals is by calculating

the distances B between adjacent neighboring nuclei on
i , o

n
j ∈ Nℓ, such that

B =
{

‖on
i − on

j ‖ : ∀i, j ∈ {1, 2, . . . , N}, i 6= j
}

(4.7)

Since the magnitude and variation in these distances should be small for nuclei belonging

to tubules, the mean, standard deviation, and disorder of B are calculated to yield three

feature values for each oℓ.
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Elliptical fit (6)

In the preparation of 2D planar histopathology slides, if a tubule is sectioned at an

oblique angle, the resulting lumen and nuclei appear to form an elliptical pattern (Fig-

ure 4.6). This phenomenon is modeled by constructing an ellipse that best fits all

nuclei in Nℓ using the method described in [98]. Since tubules are inherently symmet-

rical structures, it is reasonable to expect a similar number of nuclei on all sides of the

lumen area. To this end, nuclei in the O’Callaghan neighborhood are separated into

groups on either side of major axis Nℓ+ ⊂ Nℓ and Nℓ− ⊂ Nℓ (Figure 4.6). The value

|Nℓ+| − |Nℓ−| is calculated as a feature to capture the balance of nuclear distribution

on either side of the major axis. Five additional features are calculated, including the

lengths of the major and minor axes as well as statistics calculated from the distances

between nuclei and the elliptical fit.

4.6.5 Experimental design

Dataset

In this study a total of 1226 potential lumen from 105 images (from 14 patients) was

considered. All samples were taken from H & E stained BCa histopathology images

digitized at 20x optical magnification (0.5 µm/pixel). For each image, an expert pathol-

ogist provided ground truth annotations delineating locations of all tubules. A total of

22 O’Callaghan features (Section 4.6.4) were calculated to describe the spatial arrange-

ment of cancer nuclei in Nℓ.

Differentiating potential lumen belonging to tubules and non-tubules

At the individual tubule level, we evaluate the ability of the O’Callaghan features to

classify each potential lumen as either a tubular lumen Y(oℓ) = ω1 or a non-tubular

lumen Y(oℓ) = ω2. Over a set of 50 cross-validation trials, the mean ROC curve and

the mean area under the ROC curve (AUC) were calculated. In addition, the mean

and standard deviation of the classification accuracy (at the ROC operating point) are

calculated over all trials.
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K-fold cross-validation via the random forest classifier

In this work, randomized 3-fold cross-validation is used in conjunction with a random

forest classifier [99] to evaluate the ability of the 22 O’Callaghan features to distinguish

tubular and non-tubular lumen. The K-fold cross-validation scheme [41], commonly

used to overcome the bias from arbitrary selection of training and testing samples, first

randomly divides the dataset into K subsets. The samples in K-1 subsets are used for

training a classifier, while those from the remaining subset are tested. This process is

repeated K times while rotating the subsets to ensure that all samples are evaluated

exactly once. The random forest is a meta-classifier that uses bootstrap sampling

to aggregate a large number of independent C4.5 decision trees and achieve a stable

classification result [99]. The output of each C4.5 decision tree is probabilistic, denoting

the likelihood that a potential lumen is a tubule.

4.6.6 Results and discussion

The capability of our system to identify tubules is directly related to the identification of

both tissue structures (i.e. epithelial nuclei and potential lumen). As demonstrated in

Figures 4.4(i)-(k) and Figures 4.5(e), (g), and (h), the color deconvolution and HNCut-

CGAC algorithms are able to quickly and accurately detect cancer nuclei and potential

lumen areas. However, Figure 4.5(m) suggests that false positive errors (i.e. potential

lumen incorrectly identified as tubules) occur when nuclei are not detected correctly.

Similarly, Figure 4.5(j) illustrates the false negative errors (i.e. potential lumen incor-

rectly identified as non-tubules) that occur when HNCut-CGAC does not identify a

potential lumen in the image.

The mean ROC curve resulting from 50 trials of cross-validation (Figure 4.7(a))

along with an associated AUC value of 0.91 ± 0.0027 suggest that the O’Callaghan

features are able to accurately distinguish tubular lumen from non-tubular lumen. This

is further confirmed by a classification accuracy of 0.86±0.0039 and a positive predictive

value of 0.89 ± 0.014 at the ROC operating point over all 50 cross-validation trials

(Table 4.2).
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Experiment Accuracy Positive Predictive Value

Tubule Detection 0.86 ± 0.0039 0.89 ± 0.014

Table 4.2: Mean and standard deviation of classification accuracy and positive pre-
dictive values over 50 cross-validation trials. The data cohort contained 1226 potential
lumen areas and 22 features describing the O’Callaghan neighborhood around each
potential lumen.

(a) (b) (c)

(d) (e) (f) (g)

(h) (i) (j) (k)

Figure 4.1: (a) A high grade histopathology image with its (b) hematoxylin and (c)
eosin channels separated by color deconvolution. The green box in (b) denotes an inset
providing more detailed visualization of the nuclear detection and segmentation process
in (d)-(k). For nuclear detection, (d) the intensity of the hematoxlyin channel undergoes
(e) morphological opening and (f) thresholding. (g) The centroids of the individual
nuclei are later used for graph construction. The nuclear segmentation process also
uses (d) the intensity of the hematoxylin channel, applying (h) morphological erosion,
(i) thresholding, and (j) the color gradient based active contour model (CGAC), to
achieve (k) a final segmentation result that is used for extraction of nuclear texture.
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Figure 4.2: A flowchart detailing the methodological steps for our tubule detection
system. Given (a) an original H & E stained histopathology image, low-level structures
in the form of (b) epithelial nuclei and (c) potential lumen areas are first detected. (d)
An O’Callaghan neighborhood is constructed around each potential lumen area and
(e) image features are extracted to quantify the spatial linkage between the low-level
structures. The features are then presented to (f) a trained classifier, which distinguishes
true lumen areas (i.e. tubules) from false lumen areas (i.e. non-tubules).
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Figure 4.3: The O’Callaghan neighborhood is defined by both (a) distance and (b)
direction constraints. In both schematics, the centroid of the potential lumen area
oℓ (green squares), the centroids of nuclei that are disqualified by the constraints (red
circles), and centroids of remaining nuclei that are still under consideration for inclusion
in the neighborhood (blue circles) are illustrated. The distance constraint excludes
nuclei outside a radius d ·Tr based on the distance d between oℓ and nearest neighboring
nucleus on

1 . Given that nucleus on
i already included in the neighborhood, the direction

constraint excludes nucleus on
k since angle θk > Tθ, where Tθ is a pre-defined threshold.

Note that nucleus on
j may still be included since θj < Tθ.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 4.4: Automated nuclear detection is performed for (a)-(d) histopathology image
patches by first using color deconvolution to isolate the corresponding (e)-(h) hema-
toxylin stain channel. Morphological opening is applied to the hematoxylin stain chan-
nel to isolate individual nuclear centroids ((i)-(m)).
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 4.5: Segmentation of potential lumen is performed via two main steps. First,
(a)-(d) a rough initial segmentation is achieved using the HNCut algorithm. This result
is refined by the CGAC model and (e)-(h) a final segmentation is extracted. In (i)-(m),
the centroids of only potential lumen classified as tubules (green circles) are shown along
with the surrounding nuclei (blue squares) that comprise their respective O’Callaghan
neighborhoods.

�
��

�
��

Figure 4.6: The centroid of a a potential lumen oℓ (green circle) is shown with the
centroids of the nuclei in its O’Callaghan neighborhood Nℓ (blue squares). The ellipse
(dashed black line) that best fits Nℓ is shown along with its major axis (solid black
line). The nuclei on either side of the major axis are separated into the groups Nℓ+

and Nℓ−.
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Figure 4.7: A mean ROC curve generated by averaging individual ROC curves from 50
trials of 3-fold cross-validation produces an AUC value of 0.91±0.0027 for differentiating
potential lumen into tubular and non-tubular structures.
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Chapter 5

Extraction of quantitative histomorphometric image

features in breast cancer DP

This chapter describes the extraction of quantitative image features to characterize

nuclear architecture fNA, nuclear texture fNT, and tubule density fTD in H & E stained

breast cancer DP images. In addition, we detail the extraction of vascular density fVD,

i.e. the quantification of microvessel formation, in CD34 IHC-stained DP images as a

means of incorporating

5.1 Specific notation for this chapter

For image scene C, we define on ∈ C and oℓ ∈ C as centroids of nuclei and potential

lumen areas, respectively. Similarly, N = {on
1 , o

n
2 , . . . , o

n
N} and L = {oℓ

1, o
ℓ
2, . . . , o

ℓ
L} are

defined as the sets of all N nuclei and L potential lumen, respectively, in C. The subset

of nuclei identified as belonging to true lumen is defined as N̂ ⊂ N. Other commonly

used notation can be found in Appendix A.

5.2 Quantification of nuclear architecture via graph-based features

Utilizing individual nuclei as vertices for the construction of graphs allows for the

quantification of tissue architecture. We define the complete, undirected graph G =

(N,E,W), where N = {o1, o2, . . . , oN } is the set of vertices corresponding to the set

of epithelial nuclear centroids, E is the set of edges connecting the nuclear centroids

such that {(oi, oj) ∈ E : ∀oi, oj ∈ N, i, j ∈ {1, 2, . . . , N}, i 6= j}, and W is a set of

weights proportional to the length of each E ∈ E. To extract information about the

arrangement of nuclei, we construct subgraphs representing the Voronoi graph GVG,
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Delaunay triangulation GDT, and minimum spanning tree GMST. In addition, statistics

describing the number and density of nuclei are calculated directly from N.

5.2.1 Voronoi graph

The Voronoi graph GVG = (N,EVG,WVG) (Figure 5.1(d)) is a spanning subgraph of

G defined as a set of polygons P = {P1, P2, . . . , PN } surrounding all nuclear centroids

N [100]. Each pixel c ∈ C is linked with the nearest centroid o ∈ N (via Euclidean

distance) and added to the associated polygon P ∈ P. The mean, standard deviation,

minimum/maximum (min/max) ratio, and disorder (i.e. standard deviation divided by

the mean) are calculated for the area, perimeter length, and chord length over all P,

yielding a set of 13 features (fVG) for each scene C (Table 5.1).

5.2.2 Delaunay triangulation

The Delaunay graph GDT = (N,EDT,WDT) (Figure 5.1(e)) is a spanning subgraph of

G and the dual graph of GVG [100]. It is constructed such that if Pi, Pj ∈ P share a

side, where i, j ∈ {1, 2, . . . , N}, their nuclear centroids oi, oj ∈ N are connected by an

edge (oi, oj) ∈ EDT. The mean, standard deviation, min/max ratio, and disorder are

calculated for the side length and area of all triangles in GDT, yielding a set of 8 features

(fDT) for each scene C (Table 5.1).

5.2.3 Minimum spanning tree

A spanning tree GMST = (N,EMST,WMST) refers to any spanning subgraph of G [100].

The total weight ŴMST for each subgraph is determined by summing all individual

weights W ∈ WMST. The minimum spanning tree ĜMST (Figure 5.1(e)) is the spanning

tree with the lowest total weight such that ĜMST = argminGMST∈G

[
ŴMST

]
. The mean,

standard deviation, min/max ratio, and disorder of the branch lengths in GMST yield a

set of 4 features (fMST) for each scene C (Table 5.1).
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(a) (b) (c)

(d) (e) (f)

Figure 5.1: (a) Given an H & E stained image, (b) the (b) hematoxylin staining is
isolated via color deconvolution and (c) thresholded to detect centroids of individual
nuclei. The nuclei are used as vertices for the construction of (d) Voronoi, (e) Delaunay
triangulation, and (f) minimum spanning tree graphs, from which 50 features describing
nuclear architecture are extracted.

5.2.4 Nuclear Statistics

The global density N
|C| of nuclei is calculated for each scene C, where |C| represents

the number of pixels (cardinality) in C. For any nuclear centroid oi ∈ N, we define a

corresponding nuclear neighborhood ηζ(oi) = {oj : ‖oi − oj‖2 < ζ, oj ∈ N, oj 6= oi},

where ζ ∈ {10, 20, . . . , 50} and ‖ · ‖2 is the L2 norm. The mean, standard deviation,

and disorder of ηζ(oi),∀oi ∈ N are calculated. Additionally we estimate the minimum

radius ζ∗ such that |ηζ∗

(oi)| ∈ {3, 5, 7} and calculate the mean, standard deviation, and

disorder over all oi ∈ N. A total of 25 nuclear statistics (fNS) are extracted for each

scene C (Table 5.1).
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Type Name

VD (13)

Total area of polygons

Polygon area: mean, std dev, min/max ratio, disorder

Polygon perimeter: mean, std dev, min/max ratio, disorder

Polygon chord length: mean, std dev, min/max ratio, disorder

DT (8)
Triangle side length: mean, std dev, min/max ratio, disorder

Triangle area: mean, std dev, min/max ratio, disorder

MST (4) Edge length: mean, std dev, min/max ratio, disorder

NS (25)

Nuclear density

Distance to 3 nearest nuclei: mean, std dev, disorder

Distance to 5 nearest nuclei: mean, std dev, disorder

Distance to 7 nearest nuclei: mean, std dev., disorder

# nuclei in 10 µm radius: mean, std dev, disorder

# nuclei in 20 µm radius: mean, std dev, disorder

# nuclei in 30 µm radius: mean, std dev, disorder

# nuclei in 40 µm radius: mean, std dev, disorder

# nuclei in 50 µm radius: mean, std dev, disorder

Table 5.1: The 50 nuclear architecture features used in this paper, derived from Voronoi
(VG), Delaunay triangulation (DT), and minimum spanning tree (MST) graphs, as well
as nuclear statistics (NS).

5.3 Quantification of nuclear texture via Haralick co-occurrence fea-

tures

Using the nuclear mask to restrict analysis to the desired region, Haralick co-occurrence

features [32, 45] are extracted from each image. First, the image is transformed from

the RGB color space to the HSI color space since the latter is more similar to the

manner in which humans perceive color [101]. At each relevant pixel, a co-occurrence

matrix is constructed to quantify the frequency of pixel intensities in a fixed neighbor-

hood. A set of 13 Haralick features [32] are extracted from the co-occurrence matrices

(Contrast Energy, Contrast Inverse Moment, Contrast Average, Contrast Variance,

Contrast Entropy, Intensity Average, Intensity Variance, Intensity Entropy, Entropy,

Energy, Correlation, and two Information Measures of Correlation), from which the

mean, standard deviation, and disorder statistics are calculated for each image (see
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Figure 7.2 for examples of nuclear texture responses). This task is repeated for each

of the three channels in the HSI color space, resulting in a total of 117 nuclear texture

features fNT(C) for each image scene C.

5.4 Tubule density in breast cancer DP images

The ability to distinguish low and high tubule density (Figure 1.3) in H & E stained BCa

histopathology is a key component of the mBR grading system and, hence, predicting

patient outcome. Using the class predictions (i.e. tubule ω1 or non-tubule ω2) for

individual lumen θ ∈ {ω1, ω2} calculated in Section 4.6.6, we are able to evaluate the

degree of tubule formation across the entire image. We define tubule density for each

image as the fraction of nuclei arranged in tubules

fTD =
|N̂|

|N|
, (5.1)

where N̂ = {Nℓ : oℓ ∈ N, θ(oℓ) = ω1} represents the set of all nuclei contained within

the O’Callaghan neighborhoods of true lumen, N is the set of all nuclei in the image,

and | · | denotes set cardinality.

5.5 Vascular density in CD34 IHC-stained DP

The CD34 protein is a popular indicator of angiogenesis and, hence, tumor growth and

metastasis [102]. Previously, both qualitative [103] and quantitative [104] assessments of

CD34 IHC stained slides have characterized IHC staining via “hotspots”, i.e. manually

selected FOVs; yet, the pitfalls associated with manual FOV selection (described in

Section 2.5) suggest that hotspot-based predictions may not accurately represent CD34

expression in an entire slide. In this work, we quantify angiogenic activity by isolating

the brown diaminobenzidine (DAB) compound signifying CD34 expression and use it

to calculate the density of vascular formation via the following steps.

Step 1: Color deconvolution [90] is used to split the image into channels representing

the DAB and hematoxylin stains (Figures 5.2(b), (c), (f), (g)).
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.2: (a), (e) CD34 IHC stained images are separated into (b), (f) hematoxylin
and (c), (g) DAB channels via color deconvolution. The DAB channel is thresholded
to isolate (d), (h) segmented regions expressing the CD34 protein.

Step 2: The DAB channel is thresholded to produce a set of brown pixels correspond-

ing to angiogenic vessels (Figures 5.2(d), (h)).

Step 3: Vascular density (fV D) is defined as fraction of brown pixels within region of

cancer extent from an image.

5.6 Feature selection via Minimum Redundancy Maximum Relevance

We mitigate the limitations of large feature sets by employing the Minimum Redun-

dancy Maximum Relevance (mRMR) feature selection scheme [34]. Given a feature set

f , the mRMR scheme identifies a subset f̄ ⊂ f that maximizes “relevance” and mini-

mizes “redundancy” between individual features. In practice, feature fj is incrementally

included in f̄ based on the criteria

fj = argmax
fj∈f−f̄


I(fj,Y) −

1

|f̄ | − 1

∑

fi∈f̄

I(fj, fi)


 , (5.2)
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where I is mutual information, Y is the class label associated with a given sample,

and |f̄ | represents the cardinality of selected feature set. In this work, relevant features

are isolated from both nuclear architecture f̄NA ⊂ fNA and nuclear texture f̄NT ⊂ fNT

feature sets based on their ability to distinguish BCa histopathology slides with low,

intermediate, and high mBR grades.
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Chapter 6

Multi-field-of-view sampling and classification framework

6.1 Specific notation used in this chapter

For all methods, an image scene C = (C,g) is defined as a 2D set of pixels c ∈ C with

associated vectorial function g assigning the RGB color space and class label Y(C) ∈

{0, 1}. For each C and FOV size τ ∈ T , a grid containing FOVs Dτ = {dτ
1 , d

τ
2 , . . . , d

τ
M(τ)}

is constructed, where dτ
m ⊂ C,m ∈ {1, 2, . . . ,M(τ)} is a square FOV with edge length

of τ pixels and M(τ) is the total number of FOVs for a given τ . We define f(dτ
m) as the

function that extracts features from each dτ
m. Grid construction and feature extraction

are repeated likewise for each τ ∈ T .

6.2 Theory of multi-field-of-view classification

A consensus predictor over multiple FOV sizes is defined as H(D; f) = Eτ [H(Dτ ; τ, f)],

where D = {Dτ : τ ∈ T} is the collective data over all FOV sizes, H(Dτ ; τ, f) is a

meta-prediction at FOV size τ ∈ T , and Eτ is the expectation of H(Dτ , τ ; f) at FOV

size τ ∈ T . The mean squared error of classification at an individual FOV size is

given by eτ = Eτ [Y −H(Dτ ; τ, f)]2 and the error of the consensus predictor is given

by eA = [Y − H(D; f)]2.

Proposition 1. Given independent classifiers at FOV sizes τ ∈ T , eτ ≥ eA.

Proof.

eτ = Eτ [Y −H(Dτ ; τ, f)]2

= Y2 − 2YEτ [H(Dτ ; τ, f)] + Eτ

[
H2(Dτ ; τ, f)

]



61

Figure 6.1: A flowchart outlining the methodological steps of the multi-FOV classifier
in terms of its application to differentiating mBR grade in ER+ BCa histopathology.
First, (a) a histopathology slide is first divided into (b) FOVs of various sizes. (c)
Image features that quantify mBR grade phenotype are extracted from each FOV and
(d) a feature selection scheme is used to identify salient features at each FOV size. (e)
Pre-trained classifiers are used to predict (f) mBR grade for each FOV (illustrated by
red and green squares). (g) Predictions for individual FOVs are aggregated to achieve a
class prediction H(τ) for an entire FOV size τ . (h) Class predictions from FOV sizes are
combined to achieve a final classification result for the entire ER+ BCa histopathology
slide.

Since Eτ

[
H2(Dτ ; τ, f)

]
≥ [Eτ [H(Dτ ; τ, f)]]2 ,

≥ Y2 − 2YEτ [H(Dτ ; τ, f)] + [Eτ [H(Dτ ; τ, f)]]2

≥ Y2 − 2YH(D; f) + H2(D; f)

≥ [Y − H(D; f)]2

≥ eA

Note that the consensus classifier for multiple FOV sizes is similar to Bagging [105].

In this approach, independent predictors at different FOV sizes are used as the “weak”

learners and combined to build the “strong” consensus result. To this end, Proposition

1 ensures that the consensus error eA will always be less than the mean error eτ of

individual FOV size classifiers.
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Algorithm 3 MultiFOV()

Input: Image C. FOV sizes T = {t1, t2, . . . , tN}. Classifier h(dτ
m; τ, f) for each τ ∈ T .

Output: Multi-FOV classification H(D; f) for image C.

1: for all τ ∈ T do
2: From C, define M(τ) FOVs Dτ = {dτ

1 , d
τ
2 , . . . , d

τ
M(τ)}.

3: Extract features f from dτ
m, ∀m ∈ {1, 2, . . . ,M(τ)}.

4: Initial classification h(dτ
m; τ, f) of each dτ

m.
5: For all FOVs Dτ at size τ , make class prediction H(Dτ ; τ, f) =

1
M(τ)

∑M(τ)
m=1 h(dτ

m; τ, f).
6: end for
7: Across all FOV sizes τ ∈ T , make multi-FOV prediction H(D; f) =

1
N

∑
τ∈T H(Dτ ; τ, f).

6.3 Implementation of multi-FOV classifier for whole-slide DP images

The multi-FOV framework (Figure 6.1) is designed to classify large, heterogeneous

images in an automated and unbiased fashion as described in Algorithm 3 [2,3,7]. For

a single slide C, a pre-trained classifier h(dτ
m; τ, f) ∈ {0, 1} is first used to assign an initial

class prediction for each individual FOV dτ
m with associated features f . Predictions are

aggregated (i.e. mean prediction) for all FOVs Dτ at a single size τ ∈ T to achieve a

combined prediction H(Dτ ; τ, f). Subsequently, the multi-FOV classification H(D; f),

where D = {Dτ : ∀τ ∈ T} is the collective data over all FOV sizes, is achieved via

a consensus prediction across all FOV sizes. In this work, consensus is achieved via

averaging of H(Dτ ; τ, f),∀τ ∈ T .

6.4 Multi-parametric extension for additional channels of histopatho-

logical data

The multi-FOV framework is readily extensible to additional types of DP images, al-

lowing for the integration of prognostic information from a variety of complementary

histolgical sources [2]. In this work, we show how two channels of histopathological

data from the same tumor (e.g. H & E stained histology and IHC-stained histology)

can be combined via the following steps.
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Step 1: Perform MultiFOV() (Algorithm 3) for the first data channel and save result-

ing class decision H1 ∈ {0, 1}.

Step 2: Perform MultiFOV() (Algorithm 3) for the second data channel and save

resulting class decision H2 ∈ {0, 1}.

Step 3: Generate a decision-level prediction Ĥ = H1 ∧ H2 ∈ {0, 1} based on the

independent class predictions. Note that the ∧ operation is defined as “logical

AND”, whereby Ĥ = 1 if both H1 = 1 and H2 = 1. Conversely, Ĥ = 0 if either

H1 = 0 or H2 = 0.

6.5 Experimental validation of multi-FOV framework

The theory set forth in Proposition 1, which suggests that the error rate of the multi-

FOV classifier will always be less than a majority of the error rates from its constituent

FOV sizes, is evaluated in the context of distinguishing mBR grade from DP images of

ER+ breast cancers.

6.5.1 Data cohort of ER+ breast cancers

Anonymized BCa histopathology slides were obtained from 126 patients (46 low mBR,

60 intermediate mBR, 20 high mBR) at the Hospital of the University of Pennsylva-

nia (Philadelphia, PA) and The Cancer Institute of New Jersey (New Brunswick, NJ).

All slides were digitized via a whole slide scanner at 10x magnification (1 µm/pixel

resolution). Each slide is accompanied by (1) an annotation corresponding to regions

containing IDC and (2) mBR grade as determined by an expert pathologist. Note

that commonly accepted clinical cutoffs are used to define the low (mBR 3-5), in-

termediate (mBR 6-7), and high (mBR 8-9) grade classes used as ground truth in

this work. The multi-FOV framework is evaluated via a series classification tasks

to distinguish DP slides with low vs. high mBR grade, low vs. intermediate mBR

grade, and intermediate vs. high mBR grade. In addition, a wide range of FOV sizes

T = {4000, 2000, 1000, 500, 250}µm was selected to capture different aspects of tissue

morphology [2,3, 7].
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FOV size (τ) low vs. high low vs. intermed. intermed. vs. high

250 0.79 ± 0.054 0.65 ± 0.043 0.51 ± 0.029

500 0.79 ± 0.041 0.67 ± 0.041 0.56 ± 0.053

1000 0.82 ± 0.027 0.69 ± 0.051 0.61 ± 0.044

2000 0.80 ± 0.057 0.69 ± 0.023 0.57 ± 0.073

4000 0.73 ± 0.072 0.62 ± 0.044 0.58 ± 0.011

multi-FOV 0.88 ± 0.028 0.73 ± 0.032 0.74 ± 0.04

Table 6.1: Mean and standard deviation classification accuracies (over 20 trials of 3-
fold cross-validation) are reported for individual FOV sizes and the multi-FOV classifier
using features describing nuclear architecture.

6.5.2 Experimental design and results

The multi-FOV framework is applied as illustrated in Figure 6.1 using 50 image features

that characterize nuclear architecture (fNA described in Section 5.2). In order to avoid

issues associated with a high-dimensional feature space, 5 features are selected inde-

pendently at each FOV size via the mRMR algorithm (Section 5.6). Classification is

performed using the random forest classifier [99] in conjunction with randomized 3-fold

cross-validation. The cross-validation scheme is used to mitigate bias in the selection of

training and testing samples by randomly dividing the dataset into 3 partitions. Data

from two partitions are used for feature selection and classifier training, while the par-

tition is used for evaluation. This process is repeated 3 times so that all samples are

evaluated exactly once. In this study, the mean and standard deviation of classification

accuracy for individual FOV sizes (H) and the multi-FOV result (H) are reported over

20 trials of cross-validation (Table 6.1).

6.5.3 Discussion

The classification results shown in Table 6.1 clearly demonstrate the ability of the multi-

FOV approach to outperform the majority of individual FOV sizes. In fact, application

of the Wilcoxon rank-sum test [88] shows that the multi-FOV classifier performs signifi-

cantly better (p < 0.0001) than all individual FOV sizes for distingushing both patients

with low vs. high and intermediate vs. high mBR grades. Similarly, the multi-FOV
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classifier for distinguishing patients with low vs. intermediate mBR grade performed

significantly better than all FOV sizes except for τ = 1000, which yielded a p-value

of 0.0745. Note that all p-values have been corrected for multiple comparisons using

the conservative Bonferroni method [89]. Hence, these results serve as experimental

validation of the theoretical concepts behind the multi-FOV framework presented in

Section 6.2.
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Chapter 7

Predicting and comparing large-scale classifier

performance with limited training data

7.1 Commonly used notation in this chapter

For all experiments, a dataset D is divided into independent training N ⊂ D and a

testing T ⊂ D pools, where N ∩ T = ∅. Note that the datasets D1, D2, and D3

defined here are used only in this chapter and are different from the datasets employed

in Chapters 8 and 9. The class label of a sample x ∈ D is denoted by Yt ∈ {ω1, ω2}.

A set of training set sizes N = {n1, n2, . . . , nN}, where 1 ≤ n ≤ |N | and | · | denotes

set cardinality. Additional parameters for the extended RRS approach presented in

this chapter include T1 subsets for the subsampling test, T2 randomized subsets for the

permutation test, and K folds for cross-validation sampling. Other commonly used

notation can be found in Appendix A.

7.2 Subsampling Test to Calculate Error Rates for Multiple Training

Set Sizes

The estimation of classifier performance first requires the construction of multiple clas-

sifiers trained on repeated subsampling of the limited dataset. For each training set size

n ∈ N, a total of T1 subsets S ∈ R
n×T 1 are created by randomly sampling the training

pool N . For each n ∈ N and i ∈ {1, 2, . . . , T1}, the subset Si(n) ∈ S is used to train a

corresponding classifier Hi(n). Each Hi(n) is evaluated on the entire testing set T to

produce an error rate ei(n). The mean error rate for each n ∈ N is calculated as

ē(n) =
1

T1

T1∑

i

ei(n). (7.1)
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Figure 7.1: A flowchart describing the methodology used in this chapter. First, a
dataset is partitioned into training and testing pools using a K-fold sampling strategy.
Each of the K training pools undergoes repeated random sampling (RRS), in which
error rates are calculated at different training set sizes via a subsampling procedure. A
permutation test is used to identify statistically significant error rates, which are then
used to extrapolate learning curves and predict error rates for larger datasets.

7.3 Permutation Test to Evaluate Statistical Significance of Error

Rates

To ensure the statistical significance of the mean error rates ē(n) calculated in Equa-

tion 7.1, the performance of training set Si(n) is compared against the performance of

randomly labeled training data. For each Si(n) ∈ S, a total of T2 random training sets

Ŝ ∈ R
n×T1×T2 are created in which each sample is assigned a randomized class label

Yr ∈ {ω1, ω2}. For each n ∈ N, i ∈ {1, 2, . . . , T1}, and j ∈ {1, 2, . . . , T2}, the subset

Ŝi,j(n) ∈ Ŝ is used to train a corresponding classifier Ĥi,j(n). Each Ĥi,j(n) is evaluated

on the entire testing set T to produce an error rate êi,j(n). For each n, a p-value

Pn =
1

T1

1

T2

T1∑

i=1

T2∑

j=1

θ(ē(n) − êi,j(n)), (7.2)

where θ(z) = 1 if z ≥ 0 and 0 otherwise. Pn is calculated as the fraction of randomly-

labeled classifiers Ĥi,j(n) with error rates ēi,j(n) exceeding the mean error rate ē(n),∀n ∈

N. The mean error rate ē(n) is deemed to be valid for model-fitting only if Pn <

0.05, i.e. there is a statistically significant difference between ē(n) and {êi,j(n),∀i ∈

{1, 2, . . . , T1},∀j ∈ {1, 2, . . . , T2}}. Hence, the set of valid training set sizes M = {n :
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n ∈ N, Pn < 0.05} includes only those n ∈ N that have passed the significance test.

7.4 Cross-Validation Strategy for Selection of Training and Testing

Pools

The selection of training N and testing T pools from the limited dataset D is governed

by a K-fold cross-validation strategy. In this work, the dataset D is partitioned into

K = 4 pools in which one pool is used for evaluation while the remaining K − 1 pools

are used for training to produce mean error rates ēk(n), where k ∈ {1, 2, . . . ,K}. The

pools are then rotated and the subsampling and permutation tests are repeated until all

pools have been evaluated exactly once. This process is repeated over R cross-validation

trials, yielding mean error rates ēk,r(n) where r ∈ {1, 2, . . . , R}. For all training set sizes

that have passed the significance test, i.e. ∀n ∈ M, power law curves are generated

from a comprehensive mean error rate

ē(n) =
1

K

1

R

K∑

k=1

R∑

r=1

ēk,r(n), (7.3)

calculated over all cross-validation folds k ∈ {1, 2, . . . ,K} and iterations r ∈ {1, 2, . . . , R}.

7.5 Estimation of Power Law Model Parameters

The power law model [82] describes the relationship between error rate and training set

size

ē(n) = an−α + b, (7.4)

where ē(n) is the comprehensive mean error rate (Equation 7.3) for training set size

n, a is the learning rate, and α is the decay rate. The Bayes error rate b is defined

as the lowest possible error given an infinite amount of training data [41]. The model

parameters a, α, and b are calculated by solving the constrained non-linear minimization

problem

min
a,α,b

|M|∑

m=1

(anmS
−α + b− ē(n))2, (7.5)

where a, α, b ≥ 0.
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7.6 Extension of Error Rate Prediction to Pixel- and Voxel-level Data

Application of the model presented in this work to patient-level medical imaging data,

where each patient is described by a single set of features, is relatively well-understood.

Yet disease classification in radiological data (e.g. MRI) occurs at the pixel-level, in

which each patient has pixels from both classes (e.g. diseased and non-diseased states)

and each pixel is characterized by a set of features. The methodology presented in

this work can be extended to such pixel- or voxel-level data by first selecting training

set sizes N at the patient-level. Definition of the K training and testing pools as

well as creation of each subsampled training set Si(n) ∈ S are also performed at the

patient-level. Training of the corresponding classifier Hi(n), however, is performed at

the pixel-level by aggregating pixels for all patients in Si(n). A similar aggregation is

done for all patients in the testing pool T . By ensuring that all pixels from a given

patient remain together, we are able to perform extrapolation of pixel-wise data while

avoiding the classification bias that occurs when pixels from a single patient span both

training and testing sets.

7.7 Experimental Design

Our methodology is evaluated on 3 classification tasks traditionally affected by limita-

tions in the availability of imaging data (Table 7.1). All experiments have a number

of parameters in common, including T1 = 50 subsampling trials, T2 = 50 permutation

trials, K = 4 cross-validation folds, and R = 10 cross-validation trials. In addition,

all experiments employ the k-nearest neighbor (kNN), naive Bayes (NB), and Support

Vector Machine (SVM) classifiers. A more detailed description of each classifier is pre-

sented in Appendix B. In each experiment, validation is performed via leave-one-out

(LOO) classification on a larger dataset, which allows us to maximize the number of

training samples used for classification while yielding the expected lower bound of the

error rate.
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Notation Description
Samples (train /

valid.)

D1 Prostate: Cancer detection on histopathology 100 / 500

D2 Breast: Cancer grading on histopathology 46 / 116

D3 Prostate: Cancer detection on MRS 16 / 34

Table 7.1: List of the breast cancer and prostate cancer datasets used in this study.
For D3, training and testing sets are selected at the patient-level, while classification
is performed at the metavoxel-level by using all metavoxels from both classes for a
specified patient.

7.7.1 Experiment 1: Identifying Cancerous Tissue in Prostate Cancer

Histopathology

Automated systems for detecting prostate cancer on biopsy specimens have the potential

to act as (1) a triage mechanism to help pathologists spend less time analyzing samples

without cancer and (2) an initial step for decision support systems that aim to quan-

tify disease aggressiveness via automated Gleason grading [38]. Dataset D1 comprises

hematoxylin and eosin (H & E) stained needle-core biopsies of prostate tissue digitized

at 20x optical magnification on a whole-slide digital scanner. Regions corresponding to

prostate cancer were manually delineated by a pathologist and used as ground truth.

Slides were divided into non-overlapping 30 × 30-pixel tissue regions and converted to

a grayscale representation. A total of 927 features including first-order statistical, Har-

alick co-occurrence [32], and steerable Gabor filter features were extracted from each

image [45] (Table 7.2). Due to the small number of training samples used in this study,

the feature set was first reduced to two descriptors via the minimum redundancy max-

imum relevance (mRMR) feature selection scheme [34], primarily to avoid the curse of

dimensionality [41]. A relatively small dataset of 100 image regions, with training set

sizes N = {25, 30, 35, 40, 45, 50, 55}, was used to extrapolate error rates (Table 7.1).

LOO cross-validation was subsequently performed on a larger dataset comprising 500

image regions.
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Features Parameters

Texture: Gray-level (Average, Median,
Standard Deviation, Range, Sobel,
Kirsch, Gradient, Derivative)

window sizes: {3, 5, 7}

Texture: Haralick co-occurrence (Joint
Entropy, Energy, Inertia, Inverse Differ-
ence Moment, Correlation, Measurements
of Correlation, Sum Average, Sum Vari-
ance, Sum Entropy, Difference Average,
Difference Variance, Difference Entropy,
Shade, Prominence, Variance)

window sizes: {3, 5, 7}

Texture: steerable Gabor filter responses
(cosine and sine components combined)

window sizes: {3, 5, 7}
frequency shift: {0, 1, . . . , 7}
orientations: {0, π

8 ,
2π
8 , . . . ,

7π
8 }

Table 7.2: A summary of all features extracted from prostate cancer histopathology
images in dataset D1. All textural features were extracted separately for red, green,
and blue color channels.

7.7.2 Experiment 2: Distinguishing High and Low Tumor Grade in

Breast Cancer Histopathology

Nottingham, or modified Bloom-Richardson (mBR), grade is routinely used to charac-

terized tumor differentiation in breast cancer (BCa) histopathology [18]; yet, it is known

to suffer from high inter- and intra-pathologist variability [23]. Hence, researchers have

aimed to develop quantitative and reproducible classification systems for differentiating

mBR grade in BCa histopathology [3]. Dataset D2 comprises 2000×2000 image regions

taken from H & E stained histopathology specimens of breast tissue digitized at 20x

optical magnification on a whole-slide digital scanner. Ground truth for each image

was determined by an expert pathologist to be either low (mBR < 6) or high (mBR

> 7) grade. First, boundaries of 30-40 representative epithelial nuclei were manually

segmented in each image region (Figure 7.2). Using the segmented boundaries, a total

of 2343 features were extracted from each nucleus to quantify both nuclear morphol-

ogy and nuclear texture (Table 7.3). A single feature vector was subsequently defined

for each image region by calculating the median feature values of all constituent nu-

clei. Similar to Experiment 1, mRMR feature selection was used to isolate the two
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7.2: Examples of (a), (b) low mBR grade and (c), (d) high mBR grade BCa
histopathology images from dataset D2 shown with boundary annotations (green out-
line) for exemplar nuclei. A variety of morphological and textural features are extracted
from the nuclear regions, including (e)-(h) the Sum Variance Haralick textural response.

most important descriptors. Error rates were extrapolated from a small dataset com-

prising 45 images with training set sizes N = {20, 22, 24, 26, 28, 30, 32}, while LOO

cross-validation was subsequently performed on a larger dataset comprising 116 image

regions (Table 7.1).

7.7.3 Experiment 3: Identifying Cancerous Metavoxels in Prostate

Cancer Magnetic Resonance Spectroscopy

Magnetic resonance spectroscopy (MRS), a metabolic non-imaging modality that ob-

tains the metabolic concentrations of specific molecular markers and biochemicals in the

prostate, has previously been shown to supplement MRI in the detection of prostate can-

cer [106,107]. These include choline, creatine, and citrate, and changes in their relative

concentrations (choline/citrate or [choline+creatine)/citrate]), which have been shown

to be linked to presence of prostate cancer [108]. Radiologists typically assess presence

of prostate cancer on MRS by comparing ratios between choline, creatine, and citrate
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Features Parameters

Morphological (Area, Major Axis Length,
Minor Axis Length, Eccentricity, Convex
Area, Filled Area, Equivalent Diameter,
Solidity, Extent, Perimeter, Area Overlap,
Average Radial Ratio, Compactness, Con-
vexity, Smoothness, Std. Dev. of Distance
Ratio, Fourier Descriptors (6 rotations))

–

Texture: Gray-level (Average, Median,
Standard Deviation, Range, Sobel,
Kirsch, Gradient, Derivative)

window sizes: {3, 5, 7}

Texture: Local binary patterns

window size: 3
offsets: {0, 1, . . . , 7}
directions: clockwise, counter-
clockwise

Texture: Laws (pairwise convolution of
Level, Edge, Spot, Wave, Ripple filters)

–

Texture: steerable Gabor filter responses
(cosine and sine components are separate
features)

window sizes: {3, 5, 9}
orientations: {0, π

12 ,
2π
12 , . . . ,

6π
12 }

Table 7.3: A summary of all features extracted from breast cancer histopathology
images in dataset D2. All textural features were extracted separately for red, green,
and blue color channels from the RGB color space and the hue, saturation, and intensity
color channels from the HSV color space.

peaks to predefined normal ranges. Dataset D3 comprises 34 1.5 Tesla T2-weighted

MRI and MRS studies obtained prior to radical prostatectomy, where the ground truth

was defined (as cancer and benign metavoxels) via visual inspection of MRI and MRS

by an expert radiologist [107] (Figure 7.3). Six MRS features were defined for each

metavoxel by calculating expression levels for each metabolite as well as ratios between

each pair of metabolites. Similar to Experiment 1, mRMR feature selection was used to

identify the two most important features in the dataset. Error rates were extrapolated

from a dataset of 16 patients using training set sizes N = {2, 4, 6, 8, 10, 12}, followed by

LOO cross-validation on a larger dataset of 34 patients (Table 7.1).
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(a) (b)

Figure 7.3: (a) A study from dataset D3 showing an MR image of the prostate with
MRS metavoxel locations overlaid. (b) For ground truth, each MRS spectrum is la-
beled as either cancerous (red and orange boxes) or benign (blue boxes). Green boxes
correspond to metavoxels outside the prostate for which MRS spectra were suppressed
during acquisition.

7.7.4 Comparison with Traditional RRS via Interquartile Range

This experiment employs dataset D1 and experimental parameters used in Experiment

1 within the traditional RRS approach. However, since traditional RRS does not use

cross-validation, a total of T̂1 = T1 · K · R subsampling procedures are used to ensure

that same number of classification tasks are performed for both approaches. Evalua-

tion is performed via (1) comparison of the learning curves between the two methods

and (2) the interquartile range (IQR), a measure of statistical variability defined as

the difference between the 25th and 75th percentile error rates from the subsampling

procedure.

7.8 Results and Discussion

7.8.1 Experiment 1: Distinguishing Cancerous and Non-Cancerous

Regions in Prostate Histopathology

Error rates predicted by NB and SVM classifiers are similar to those from their LOO

error rates of 0.1312 and 0.1333 (Figures 7.4(b), (c)). In comparison to the learning

curves, the slightly lower error rate produced by the validation set is to be expected since

the LOO classification is known to produce an overly optimistic estimate of the true

error rate [109]. The kNN classifier appears to overestimate error considerably compared
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Figure 7.4: Learning curves (blue line) generated for dataset D1 using mean error
rates (black squares) calculated from (a) kNN, (b) NB, and (c) SVM classifiers. Each
classifier is accompanied by curves for the 25th (green dashed line) and 75th (red dashed
line) percentile of the error as well as LOO error on the validation cohort (yellow star).
(d) A direct classifier comparison is made in terms of the mean error rate predicted by
each learning curve in (a)-(c).

to the LOO error of 0.1560, which is not surprising because kNN is a non-parametric

classifier that is expected to be more unstable for heterogeneous datasets (Figure 7.4(a)).

Comparison across classifiers suggests that both NB and SVM will outperform kNN as

dataset size increases (Figure 7.4(d)). Although the differences between the mean NB

and SVM learning curves are minimal, the 25th and 75th percentile curves suggest

that the prediction made by NB is more stable and has lower variance than the SVM

prediction.
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7.8.2 Experiment 2: Distinguishing Low and High Grade Cancer in

Breast Histopathology

Learning curves from kNN and NB classifiers yield predicted error rates similar to their

LOO cross-validation errors (0.1552 for both classifiers) as shown in Figures 7.5(a),

(b). By contrast, while error rates predicted by the SVM classifier are reasonable

(Figure 7.5(c)), they appear to underestimate the LOO error of 0.1724. One reason for

this discrepancy may be the class imbalance present in the validation dataset (79 low

grade and 37 high grade), since SVM classifiers have been demonstrated to perform

poorly on datasets where the positive class (i.e. high grade) is underrepresented [110].

Similar to D1, a comparison between the learning curves reflects the superiority of both

NB and SVM classifiers over the kNN classifier as dataset size increases (Figure 7.5(d)).

However, the relationship between the NB and SVM classifiers is more complex. For

small training sets, the NB classifier appears to outperform the SVM classifier; yet, the

SVM classifier is predicted to yield lower error rates for larger datasets (n > 60). This

suggests that the classifier yielding the best results for the smaller dataset may not

necessarily be the optimal classifier as the dataset increases in size.

7.8.3 Experiment 3: Distinguishing Cancerous and Non-Cancerous

Metavoxels in Prostate MRS

Similar to dataset D1, the LOO error for both the NB and SVM classifiers (0.2248 and

0.2468, respectively) fall within the range of the predicted error rates (Figures 7.6(b),

(c)). Once again, the kNN classifier overestimates the LOO error (0.2628), which is most

likely due to the high level of variability in the mean error rates used for extrapolation

(Figure 7.6(a)). While both NB and SVM classifiers outperform the kNN classifier,

their learning curves show a clearer separation between the extrapolated error rates for

all dataset sizes, suggesting that the optimal classifier selected from the smaller dataset

will hold true as even as dataset size increases (Figure 7.6(d)).
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Figure 7.5: Learning curves (blue line) generated for dataset D2 using mean error
rates (black squares) calculated from (a) kNN, (b) NB, and (c) SVM classifiers. Each
classifier is accompanied by curves for the 25th (green dashed line) and 75th (red dashed
line) percentile of the error as well as LOO error on the validation cohort (yellow star).
(d) A direct classifier comparison is made in terms of the mean error rate predicted by
each learning curve in (a)-(c).

7.8.4 Comparison with Traditional RRS

The quantitative results in Table 7.4 suggest that employing a cross-validation sampling

strategy yields more consistent error rates. Traditional RRS yielded a mean IQR (IQR)

of 0.0297 across all n ∈ N; whereas our approach demonstrated a lower IQR of 0.0070.

Furthermore, a closer look at the learning curves for these error rates (Figure 7.7)

suggests that traditional RRS is sometimes unable to accurately extrapolate learning

curves. This phenomenon is most likely due to the high level of heterogeneity in medical

imaging data and demonstrates the importance of rotating the training and testing pools

to avoid biased error rates that do not generalize to larger datasets.
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Figure 7.6: Learning curves (blue line) generated for dataset D3 using mean error
rates (black squares) calculated from (a) kNN, (b) NB, and (c) SVM classifiers. Each
classifier is accompanied by curves for the 25th (green dashed line) and 75th (red dashed
line) percentile of the error as well as LOO error on the validation cohort (yellow star).
(d) A direct classifier comparison is made in terms of the mean error rate predicted by
each learning curve in (a)-(c).

n=25 n=30 n=35 n=40 n=45 n=50 n=55 IQR

No CV
P25 0.0833 0.0833 0.0417 0.0417 0.0417 0.0417 0.0833

0.0297
P75 0.1250 0.0833 0.0833 0.0833 0.0833 0.0833 0.0833

With CV
P25 – – 0.1563 0.1579 0.1538 0.1514 0.1522

0.0070
P75 – – 0.1609 0.1657 0.1618 0.1596 0.1588

Table 7.4: A comparison between 25th (P25) and 75th (P75) percentile error rates for
dataset D1 using traditional RRS (No CV) and our approach (With CV), with mean
interquartile range (IQR) shown across all n. Missing values correspond to error rates
that did not achieve significance in the permutation test.
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Figure 7.7: Learning curves generated for dataset D1 using (a) traditional RRS and
(b) cross-validated RRS in conjunction with a Naive Bayes classifier. For both figures,
mean error rates from the subsampling procedure (black squares) are used to extrapolate
learning curves (solid blue line). Corresponding learning curves for 25th (green dashed
line) and 75th (red dashed line) percentile of the error are also shown. The error rate
from leave-one-out cross-validation is illustrated by a yellow star.
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Chapter 8

Experimental design

8.1 Commonly used notation in this chapter

Datasets used in this chapter are defined as D1, D2, and D3 (Table 8.1). Note that,

although they share a common notation, these datasets are unrelated to the datasets

used in Chapter 7.

8.2 Experiment 1: Multi-FOV classification using nuclear architec-

ture

This experiment employs the cohort of 126 ER+ BCa DP slides (D1) previously pre-

sented in Section 6.5.1 (Table 8.1). The goals of this experiment are twofold: (1)

multi-FOV classification of whole-slide ER+ BCa DP images and (2) identification of

the salient QH features able to distinguish low, intermediate, and high mBR grade

at different FOV sizes. First, image features describing nuclear architecture fNA are

extracted as described in Section 5.2. A multi-FOV classifier is constructed for fNA

and evaluated in terms of its ability to distinguish patients with low, intermediate, and

high mBR grade. Since the multi-FOV classifier (Chapter 6) utilizes a trained classi-

fier, it is susceptible to the arbitrary selection of training and testing data. A 3-fold

cross-validation scheme is used to mitigate this bias by splitting the data cohort into

3 subsets in a randomized fashion, from which 2 subsets are used for training and the

remaining subset is used for evaluation. The subsets are subsequently rotated until a

multi-FOV prediction H(D; f̄NA) is made for each slide. The multi-FOV predictions for

all slides are thresholded to create receiver operating characteristic (ROC) curves using

the respective mBR grades as ground truth. The entire cross-validation procedure is
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Dataset D1 Dataset D2 Dataset D3

Ground truth mBR grade Oncotype DX tubule subscore from
mBR grade

Classes
(# samples)

Low (46)
Intermed. (60)
High (20)

Low (9)
Intermed. (11)
High (9)

Low (20)
Intermed. & High (85)

Staining H & E H & E
CD34 IHC

H & E

Resolution 1 µm/pixel 1 µm 0.5 µm

Size whole-slide whole-slide 500×500 pixel FOVs

Table 8.1: A summary of the datasets used in this chapter.

repeated 20 times, with the mean and standard deviation of the area under the ROC

curve (AUC) reported. Note that, since the most relevant FOV sizes are not known

a priori, we consider a wide range of FOV sizes T = {4000, 2000, 1000, 500, 250}µm to

capture as many variations in tumor morphology as possible.

The inclusion of feature selection in the multi-FOV framework allows us to gain a

deeper understanding of the QH features that are most relevant to quantifying tumor

morphology and stratifying disease aggressiveness. In this experiment, we rank the

mRMR-selected QH features f̄NA at each FOV size and explore trends in the selected

features across different FOV sizes. In addition, we examine the effect of each additional

salient feature on on the cumulative accuracy of the multi-FOV classifier.

8.3 Experiment 2: Multi-FOV classification using nuclear texture

Similar to the procedure outlined in Experiment 1, we employ Dataset D1 to evaluate

the ability of image features characterizing nuclear texture fNT to distinguish whole-

slide ER+ BCa histopathology based on mBR grade using the multi-FOV framework.

Parameter settings, feature selection, and experimental results are reported as described

in Section 8.2.
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8.4 Experiment 3: Comparison of multi-FOV framework to classifi-

cation across multiple image resolutions

Although this thesis focuses on the combination of FOVs of different sizes, the ability to

integrate image information at various spatial resolutions is also important for the char-

acterization of digitized histopathology slides [45]. For comparison to the multi-FOV

approach, a multi-resolution classifier is constructed using Dataset D1 by re-extracting

each FOV of size τ = 1000 µm at spatial resolutions of κ ∈ {0.25, 0.5, 1, 2, 4}µm/pixel.

A consensus multi-resolution prediction is achieved for each histopathology slide in a

manner analogous to the multi-FOV approach (Chapter 6), except that data is aggre-

gated over all spatial resolutions rather than FOV sizes.

8.5 Experiment 4: Multi-parametric multi-FOV classification using

nuclear architecture and microvessel density

This experiment employs Dataset D2, where each study includes both H & E-stained

and CD34 IHC-stained slides. Image features describing nuclear architecture fNA and

the density of vascular formation fVD are extracted as described in Sections 5.2 and 5.5,

respectively. Here, we make the distinction between global vascular density (i.e. fraction

of DAB-stained pixels in entire slide) from local vascular density (i.e. fraction of brown

pixels from a smaller FOV (of size τ ∈ T ), the latter of which is used within the multi-

FOV framework. Parallel multi-FOV classifiers are constructed for fNA and fVD similar

to Experiment 1, except for slightly different FOV sizes of TNA = {250, 500, 1000, 2000}

and TVD = {250, 500, 1000}, respectively. The multi-FOV classifiers H(D; fNA) and

H(D; fVD) are evaluated both individually and as a fused classifier Ĥ (Section 6.4) in

terms of their ability to distinguish patients with low, intermediate, and high Oncotype

DX Recurrence Scores.
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8.6 Experiment 5: Quantifying degree of tubule formation in breast

cancer DP

In this experiment, the degree of tubule formation fTD (as defined in Section 5.4) is

extracted from each image in Dataset D3, which comprises 105 FOVs taken from 14

patients. All images were taken from H & E stained BCa DP images digitized at 20x

optical magnification (0.5 µm/pixel). For each image, an expert pathologist provided

ground truth via the subscore characterizing the extent tubule formation (ranging from

1 to 3) from the mBR grading system [18], where lower scores correspond to well-

differentiated tumors with better outcomes and vice versa. In this work, we evaluate

the ability of fTD to operate as an effective diagnostic indicator by classifying each

image as having either a low (subscore 1) or high (subscore 2 or 3) degree of tubule

formation. The ability of fTD distinguish between low (subscore 1) and high (subscores

2 and 3) degrees of tubule formation was evaluated by thresholding fTD. The singular

feature fTD is subsequently thresholded to form an ROC curve and an AUC value is

reported along with classification accuracy and positive predictive value (PPV) at the

ROC operating point.
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Chapter 9

Results and discussion

9.1 Commonly used notation in this chapter

The Datasets D1, D2, and D3 used in this chapter are the same as the ones defined in

Table 8.1 (Chapter 8)). Note that they are different from the datasets considered in

Chapter 7.

9.2 Quantitative evaluation and comparison of multi-FOV classifica-

tion in Experiments 1 and 2

Quantitative results from Experiments 1 (Section 8.2 and 2 (Section 8.3) suggest that

predictions made by nuclear architecture H(D; f̄NA) and nuclear texture H(D; f̄NT)

both perform well in characterizing mBR grade in entire ER+ BCa histopathology

slides (Figure 9.1). Specifically, nuclear architecture appears to yield higher area un-

der the curve (AUC) values than nuclear texture (AUC of 0.93 and 0.86) in terms of

discriminating low vs. high mBR grade. By contrast, both nuclear architecture and

nuclear texture yield similar results for distinguishing low vs. intermediate (AUC of

0.72 and 0.68) and intermediate vs. high mBR grade (AUC of 0.71 and 0.74) slides,

respectively.

To mitigate the challenges associated with large feature sets (as discussed in Sec-

tion 1.6.3), the ROC curves in Figure 9.1 were constructed using feature subsets selected

by the mRMR algorithm described in Section 5.6. For each experiment, Tables 9.1-9.5

show the features selected at each FOV size along with the cumulative classification

accuracy of the multi-FOV approach with the inclusion of each additional feature. Note

that some experiments, e.g. nuclear architecture for low vs. high grading (Table 9.1)
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Figure 9.1: Mean receiver operating characteristic (ROC) curves over 20 trials of 3-fold
cross-validation for multi-FOV classifiers distinguishing (a) low vs. high mBR grade,
(b) low vs. intermediate mBR grade, and (c) intermediate vs. high grade mBR grade.
For each task, ROC curves are shown for both nuclear architecture and nuclear texture
feature sets along with associated AUC values.

and nuclear texture for intermediate vs. high grading (Table 9.6), demonstrate consider-

able improvement in classification accuracy with the addition of relevant features while

other experiments, e.g. nuclear texture for low vs. intermediate grading (Table 9.5),

reach a plateau with the selection of only one or two features.

9.2.1 Trends in salient nuclear architecture features selected across

different FOV sizes

In addition to improved classification accuracy, the feature selection process also reveals

the specific features that best distinguish low and high grade cancers. For example, Ta-

ble 9.1 suggests that the average number of neighboring nuclei in a 10 µm radius around

each nucleus is the most discriminating feature in smaller FOVs (1000 µm, 500 µm, and

250 µm), but has lesser importance in larger FOV sizes of 2000 µm and 4000 µm, where

it is ranked third and fourth, respectively. Conversely, graph-based features derived

from the VG and DT appear to play a greater role in larger FOVs, where variations

in VG chord length, DT side length, and DT area are more important than nearest

neighbor statistics. This pattern is further reinforced in the features selected for dis-

tinguishing low vs. intermediate grades (Table 9.2) and intermediate vs. high grades

(Table 9.3).
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9.2.2 Trends in salient nuclear texture features selected across differ-

ent FOV sizes

By examining the Haralick co-occurrence features selected for nuclear texture (Ta-

bles 9.4-9.6), the dominant role of contrast statistics (especially variance and entropy)

is immediately apparent. In addition, the information measure of correlation is shown

to have importance for discriminating smaller FOVs (τ ∈ {250, 500}) and data across

all three channels (hue, saturation, and intensity) appear to be equally relevant in terms

of meaningful feature extraction.

9.3 Experiment 3: comparison between multi-resolution and multi-

FOV classifiers

Using all selected features from each classification task (Tables 9.1-9.6), the multi-

FOV approach is further evaluated via comparison to a multi-resolution scheme. A

comparison of AUC values between the two methods (Table 9.7) suggests that the

aggregation of image features at multiple fields-of-view (i.e. multi-FOV classifier) is

able to outperform the aggregation of image features at multiple spatial resolutions (ie.

multi-resolution classifier) for the grading of BCa histopathology slides. For nuclear

architecture fNA, the superiority of the multi-FOV approach in terms of differentiating

low vs. high grades (AUC = 0.93 ± 0.012), low vs. intermediate grades (AUC =

0.72 ± 0.037), and intermediate vs. high grades (AUC = 0.71 ± 0.051) is expected

since the spatial arrangement of nuclei is invariant to changes in image resolution.

In addition, the ability of a nuclear textural features fNT to perform comparably to

nuclear architecture in distinguishing low vs. high grades (AUC = 0.84 ± 0.036) and

low vs. intermediate grades (AUC = 0.67 ± 0.074) is also unsurprising since textural

representations of nuclei will reveal different types of class discriminatory information

at various image resolutions. These results suggest that an intelligent combination of

the multi-FOV and multi-resolution approaches may yield improved classification of

tumor grade in whole-slide BCa histology.
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9.4 Experiment 4: multi-parametric multi-FOV classification of H &

E and CD34 IHC-stained DP

9.4.1 Validation of multi-FOV approach for distinguishing Oncotype

DX RS via microvessel density

Similar to the experimental validation used in Section 6.5, the ability of the multi-FOV

classifier to outperform classification at individual FOV sizes is borne out by the local

vascular density (Figure 9.2), which is able to distinguish entire CD34 IHC stained slides

with good vs. poor, good vs. intermediate, and intermediate vs. poor Oncotype DX RS

values with classification accuracies of 0.82 ± 0.04, 0.75 ± 0.06, 0.86 ± 0.04, respectively,

and positive predictive values (PPV) of 0.82±0.06, 0.76±0.06, 0.87±0.06, respectively.

Figure 9.2 demonstrates that multi-FOV classifiers perform as well as (and usually

better than) individual FOV sizes in terms of both classification accuracy and PPV.

Two-sample t-tests are performed to confirm the significance of this comparison using

alternative hypotheses asserting that the multi-FOV classifier outperforms individual

FOV sizes in terms of classification accuracy. For good vs. poor outcome, we were

able to reject the null hypothesis for all FOV sizes with p < 0.05 (Table 9.8). Note

that all p-values have been corrected for multiple comparisons using the Bonferroni

approach [89].

By contrast, global vascular density produces corresponding classification accuracies

of 0.60±0.08, 0.40±0.11, 0.46±0.07 and PPV of 0.82±0.09, 0.76±0.07, and 0.72±0.11,

respectively (Figure 9.2), which is consistently worse than the multi-FOV classifier used

in conjunction with local vascular density. The superior performance of the multi-FOV

classifier is likely due to its ability to capture local variations in vascular density and

robustness to intra-slide heterogeneity.

9.4.2 Validation of multi-FOV approach for distinguishing Oncotype

DX RS via nuclear architecture

Figure 9.3 shows that the architectural features (in conjunction with the multi-FOV

classifier) are able to discriminate H & E stained slides with good vs. poor, good vs.
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Figure 9.2: (a) Classification accuracy and (b) positive predictive values for the multi-
FOV framework using local vascular density from 29 CD34 IHC stained histopathology
slides over 10 trials of 3-fold cross-validation. Note that the bar colors represent different
FOV sizes as indicated. For comparison, global vascular density was also calculated
directly from each slide and evaluated.

intermediate, and intermediate vs. poor Oncotype DX RS at classification accuracies

of 0.91 ± 0.04, 0.72 ± 0.06, 0.71 ± 0.11, respectively, and positive predictive values of

0.92±0.06, 0.74±0.12, 0.68±0.11, respectively. The argument in favor of the multi-FOV

classifier is even stronger here than with the IHC-stained images (Section 9.4.1), where

it shows significantly increased performance over individual FOV sizes (Figure 9.3).

Again, p-values from two-sample t-tests are used to show that the multi-FOV classifier

significantly outperforms 3 out of 4 individual FOV sizes with p< 0.05 when comparing

good vs. intermediate outcomes and with p < 0.10 for 2 of 4 FOV sizes when comparing

intermediate vs. poor outcomes.

9.4.3 Evaluation of fused classifier resulting from multi-parametric

combination of H & E and IHC-stained DP

Performing a decision-level combination of vascular density and nuclear architecture

(Section 6.4) produces classification accuracies of 0.91 ± 0.02, 0.76 ± 0.05, 0.83 ± 0.08

and PPV of 0.94 ± 0.10, 0.85 ± 0.11, 0.92 ± 0.13, for distinguishing good vs. poor, good

vs. intermediate, and intermediate vs. poor RS values, respectively (Table 9.9).
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Figure 9.3: (a) Classification accuracy and (b) positive predictive values for the multi-
FOV framework using architectural features from 29 H & E stained histopathology slides
over 10 trials of 3-fold cross-validation. Note that the bar colors represent different FOV
sizes as indicated.

The fact that vascular density and nuclear architecture exploit such disparate as-

pects of cancer biology (i.e. angiogenesis and tissue morphology, respectively) suggests

that the two feature classes are complimentary and integration will yield improved clas-

sification. Experiment 3 shows that a decision-level combination of the two feature sets

maintains high levels of classification accuracy while improving positive predictive val-

ues (Table 9.9) over the corresponding multi-FOV classifiers from Experiments 1 and 2

(Figures 9.2 and 9.3).

9.5 Experiment 5: distinguishing mBR tubule subscore via quantifi-

cation of tubule density

Experiment 5 (Section 8.6 evaluates the efficacy of our tubule density (defined in Sec-

tion 5.4) as a diagnostic indicator for BCa histopathology by using it to distinguish

between ER+ breast cancers with low (1) and high (2 and 3) mBR tubule subscores.

In Figure 9.4, we demonstrate visually that images determined by an expert pathologist

to have low and high degrees of tubule formation are clearly separable by fTD. This is

further reflected by thresholding fTD, which yields an ROC curve with AUC of 0.94.

A classificaton accuracy of 0.89 and positive predictive value of 0.91 were calculated at
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Figure 9.4: A graph showing the fraction of nuclei arranged in tubular formation fTD

(y-axis) for each histopathology image (x-axis). The images are arranged by pathologist-
assigned scores (i.e. ground truth) denoting degree of tubular formation (ranging from
1-3), which is a component of the mBR grading system. The dotted line represents
the operating point (fTD = 0.105) optimally distinguishing low (subscore 1) and high
(subscores 2 and 3) degrees of tubule formation with classification accuracy of 0.89 and
positive predictive value of 0.91.

the ROC operating point where fTD = 0.105 (Figure 9.5). Our results are also con-

firmed by an unpaired, two-sample t-test which suggests that images with low and high

degrees of tubular formation are indeed drawn from different underlying distributions

(i.e. rejects the null hypothesis) with a p-value less than 0.0001.
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Figure 9.5: A ROC curve generated by thresholding fTD produces an AUC value of
0.94 for distinguishing ER+ breast cancer DP images based on low and high mBR
tubule subscores.
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Rank τ Feature Description Cum. Acc.

1

4000 VG chord length: min/max ratio

0.85 ± 0.033

2000 DT side length: min/max ratio

1000 # nuclei in 10 µm radius: mean

500 # nuclei in 10 µm radius: mean

250 # nuclei in 10 µm radius: mean

2

4000 DT area: min/max ratio

0.86 ± 0.056

2000 DT area: disorder

1000 # nuclei in 10 µm radius: disorder

500 DT area: min/max ratio

250 Dist. to 5 nearest nuclei: disorder

3

4000 VG area: min/max ratio

0.88 ± 0.038

2000 # nuclei in 10 µm radius: mean

1000 DT area: min/max ratio

500 # nuclei in 10 µm radius: disorder

250 DT area: min/max ratio

4

4000 # nuclei in 10 µm radius: mean

0.91 ± 0.023

2000 MST edge length: min/max ratio

1000 MST edge length: min/max ratio

500 DT side length: min/max ratio

250 Dist. to 7 nearest nuclei: disorder

5

4000 VG perimeter: min/max ratio

0.91 ± 0.015

2000 # nuclei in 10 µm radius: disorder

1000 DT side length: min/max ratio

500 Dist. to 7 nearest nuclei: disorder

250 DT side length: min/max ratio

Table 9.1: Selected nuclear architecture features at various FOV sizes for low vs. high
mBR grade classification.
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Rank τ Feature Description Cum. Acc.

1

4000 VG perimeter: min/max ratio

0.71 ± 0.0042

2000 DT area: disorder

1000 DT area: disorder

500 # nuclei in 10 µm radius: disorder

250 DT side length: min/max ratio

2

4000 VG chord length: min/max ratio

0.71 ± 0.011

2000 DT side length: min/max ratio

1000 VG chord length: min/max ratio

500 Dist. to 7 nearest nuclei: disorder

250 # nuclei in 10 µm radius: mean

3

4000 DT area: disorder

0.73 ± 0.028

2000 # nuclei in 10 µm radius: mean

1000 # nuclei in 10 µm radius: mean

500 Dist. to 5 nearest nuclei: disorder

250 Dist. to 3 nearest nuclei: disorder

4

4000 MST edge length: min/max ratio

0.74 ± 0.037

2000 VG perimeter: min/max ratio

1000 VG perimeter: min/max ratio

500 DT area: min/max ratio

250 # nuclei in 10 µm radius: disorder

Table 9.2: Selected nuclear architecture features at various FOV sizes for low vs.
intermediate mBR grade classification.
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Rank τ Feature Description Cum. Acc.

1

4000 VG area: min/max ratio

0.70 ± 0.035

2000 DT area: disorder

1000 DT area: disorder

500 VG area: std. dev.

250 DT area: min/max ratio

2

4000 DT area: disorder

0.71 ± 0.054

2000 VG perimeter: min/max ratio

1000 VG chord length: min/max ratio

500 # nuclei in 10 µm radius: mean

250 Dist. to 7 nearest nuclei: disorder

3

4000 DT side length: min/max ratio

0.72 ± 0.048

2000 # nuclei in 10 µm radius: mean

1000 MST edge length: min/max ratio

500 DT area: disorder

250 # nuclei in 40 µm radius: mean

4

4000 VG chord: min/max ratio

0.73 ± 0.056

2000 DT side length: min/max ratio

1000 DT side length: min/max ratio

500 DT area: min/max ratio

250 # nuclei in 10 µm radius: mean

Table 9.3: Selected nuclear architecture features at various FOV sizes for intermediate
vs. high mBR grade classification.
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Rank τ Feature Description Cum. Acc.

1

4000 Val: Contrast variance - std. dev.

0.80 ± 0.047

2000 Hue: Contrast variance - mean

1000 Sat: Contrast variance - std. dev.

500 Val: Contrast variance - std. dev.

250 Val: Contrast entropy - disorder

2

4000 Sat: Contrast variance - std. dev.

0.81 ± 0.044

2000 Sat: Contrast variance - mean

1000 Hue: Contrast variance - mean

500 Hue: Info. measure 1 - std. dev.

250 Hue: Info. measure 1 - std. dev.

3

4000 Hue: Contrast variance - std. dev.

0.84 ± 0.040

2000 Hue: Contrast variance - std. dev.

1000 Val: Contrast variance - std. dev.

500 Val: Contrast entropy - disorder

250 Val: Contrast average - std. dev.

Table 9.4: Selected nuclear texture features at various FOV sizes for low vs. high mBR
grade classification.
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Rank τ Feature Description Cum. Acc.

1

4000 Hue: Contrast variance - disorder

0.69 ± 0.024

2000 Sat: Contrast variance - mean

1000 Val: Contrast average - std. dev.

500 Sat: Contrast variance - std. dev.

250 Sat: Info. measure 1 - std. dev.

2

4000 Val: Contrast variance - std. dev.

0.69 ± 0.027

2000 Val: Contrast variance - std. dev.

1000 Sat: Contrast inv. moment - std. dev.

500 Sat: Info. measure 1 - std. dev.

250 Sat: Contrast variance - std. dev.

3

4000 Val: Contrast entropy - disorder

0.70 ± 0.024

2000 Sat: Contrast average - std. dev.

1000 Hue: Intensity average - disorder

500 Val: Info. measure 1 - std. dev.

250 Sat: Contrast inv. moment - std. dev.

Table 9.5: Selected nuclear texture features at various FOV sizes for low vs. interme-
diate mBR grade classification.
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Rank τ Feature Description Cum. Acc.

1

4000 Hue: Contrast variance - std. dev.

0.68 ± 0.082

2000 Hue: Contrast variance - mean

1000 Sat: Contrast variance - std. dev.

500 Val: Contrast variance - std. dev.

250 Val: Contrast variance - std. dev.

2

4000 Hue: Contrast variance - mean

0.75 ± 0.044

2000 Val: Contrast entropy - disorder

1000 Hue: Contrast variance - mean

500 Sat: Contrast variance - std. dev.

250 Sat: Contrast variance - std. dev.

3

4000 Sat: Contrast variance - mean

0.74 ± 0.040

2000 Hue: Contrast variance - std. dev.

1000 Hue: Contrast variance - std. dev.

500 Val: Contrast entropy - disorder

250 Hue: Info. measure 1 - std. dev.

4

4000 Sat: Contrast variance - std. dev.

0.74 ± 0.030

2000 Sat: Contrast variance - mean

1000 Val: Contrast variance - std. dev.

500 Sat: Contrast inv. moment - std. dev.

250 Sat: Contrast inv. moment - std. dev.

5

4000 Hue: Contrast variance - disorder

0.75 ± 0.035

2000 Sat: Contrast variance - std. dev.

1000 Sat: Contrast variance - mean

500 Val: Entropy - std. dev.

250 Val: Contrast entropy - disorder

Table 9.6: Selected nuclear texture features at various FOV sizes for intermediate vs.
high mBR grade classification.



98

Experiment Feature Set Multi-FOV Multi-Res.

Low vs. high
f̄NA 0.93 ± 0.012 0.86 ± 0.035

f̄NT 0.86 ± 0.036 0.84 ± 0.036

Low vs. intermed.
f̄NA 0.72 ± 0.037 0.67 ± 0.049

f̄NT 0.68 ± 0.028 0.67 ± 0.074

Intermed. vs. high
f̄NA 0.71 ± 0.051 0.65 ± 0.054

f̄NT 0.74 ± 0.036 0.66 ± 0.075

Table 9.7: Area under the ROC curve (AUC) values for the comparison of low, inter-
mediate, and high grade cancers using both multi-FOV and multi-resolution classifiers.

FOV size Good vs. Poor Good vs. Intermed. Intermed. vs. Poor

Vascular density in IHC stained histopathology

1000 0.0288 0.2250 0.9042

500 0.0123 0.1011 1.0000

250 0.0129 0.2313 0.1101

Nuclear architecture in H & E stained histopathology

2000 0.0570 0.0666 1.0000

1000 0.0267 0.0066 0.1575

500 0.0429 0.0003 0.0657

250 <0.0001 <0.0001 0.0027

Table 9.8: Bonferroni-corrected p-values produced by two-sided t-tests with a null
hypothesis that classification results from the multi-FOV approach are equivalent to
results from individual FOV sizes from both IHC stained and H & E stained histopathol-
ogy slides. The alternative hypothesis asserts that the multi-FOV classifier performs
better than individual FOV sizes.

Good vs. Poor Good vs. Intermed. Intermed. vs. Poor

Accuracy 0.91 ± 0.022 0.76 ± 0.051 0.83 ± 0.076

PPV 0.94 ± 0.10 0.85 ± 0.11 0.92 ± 0.13

Table 9.9: Classification accuracies and positive predictive values (PPV) for comparing
good, intermediate, and poor Oncotype DX scores via the multi-FOV framework using
a combination of vascular density and architectural features over 10 trials of 3-fold
cross-validation.
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Chapter 10

Concluding Remarks

In this thesis we have presented a QH-based companion diagnostic framework contain-

ing tools for the quantitative prediction of disease outcome in early stage, ER+ BCa

patients using only QH features extracted from whole-slide H & E stained DP images.

Specific goals accomplished in this work include:

• Color standardization of H & E stained DP images by accounting for differing

proportions of tissue structures,

• Detection of tubule formation in ER+ BCa histopathology by using O’Callaghan

neighborhoods to enforce domain constraints between nuclei and lumen followed

by the definition of tubule density as a QH descriptor,

• A robust multi-FOV framework for sampling and combining class predictions

across FOVs at different sizes, and

• Robust method for predicting large-scale classifier performance and performing

classifier comparison studies using limited training data.

The following paragraphs detail the major findings for each tasks considered in this

work.

First, we present a EM-based segmentation-driven standardization (EMS) algo-

rithms employs an independent and localized approach to correcting nonstandardness

that accounts for the varying proportions of different tissue classes (e.g. epithelium,

stroma, nuclei) in H & E stained DP. EMS will enable the creation of more robust

object detection and segmentation methods, which are becoming increasingly elaborate

and time-consuming in an effort to account for the highly variable appearance of tumor
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morphology in H & E stained DP. To this end, we performed a segmentation of nuclei

in H & E stained DP images simply by thresholding the intensity channel and showed

that images corrected by EMS yield a more consistent segmentation result than both

unstandardized data and a more naive global standardization technique. An additional

benefit of EMS over other approaches is its ability to operate on retrospective data

where information about staining process or scanning systems is unavailable.

Improved detection and segmentation of low-level tissue objects (e.g. nuclei, lumen)

will allow for the identification of more complex histological structures such as glands

and lumen. In this work, we presented a method for the systemic incorporation of do-

main knowledge via the O’Callaghan neighborhood to identify tubules by constraining

the spatial relationship between two sets of low-level objects (nuclei and lumen). In ad-

dition, a novel feature set comprising 22 O’Callaghan neighborhood-based descriptors

was created to distinguish tubules from confounding structures in BCa DP images. The

accurate delineation of tubules led to the subsequent definition and extraction of tubule

density, a QH descriptor which was shown to be a good predictor of tubule subscore in

mBR grading.

The majority of QH features developed for histopathological imagery are designed

for operation on small FOVs. Instead of random or arbitrary sampling of FOVs from

whole-slide DP, we presented a multi-FOV framework that employs a multitude of

FOVs at various FOV sizes, thus eliminating the need for a priori determination of

an optimal FOV size. The superiority of this method over classification at individual

FOV sizes was demonstrated both theoretically and experimentally in the context of

distinguishing low, intermediate, and high risk ER+ BCa patients. Furthermore, the

ability to incorporate feature selection into the mult-FOV framework allowed us to gain

deeper insight into the specific aspects of tumor morphology that are related to patient

outcome. Additionally, we showed the extensibility of the multi-FOV framework to

include complementary information from other histopatholgical sources by creating a

fused predictor that combined: (1) nuclear architecture descriptors extracted from H &

E stained DP and (2) vascular density markers extracted from CD34 IHC-stained DP.
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The selection of an appropriate classifier for QH-based companion diagnostics sys-

tems is crucial, especially in the context of clinical trials where the classifier must be

selected a priori with the limited availability of training data. Existing approaches for

extrapolating classifier performance from small datasets to larger cohorts, e.g. repeated

random sampling (RRS), may suffer from high variability due to the heterogeneous na-

ture of biomedical imaging data. In this work, we presented an extension to RRS that

was shown to increase the robustness (i.e. generalizability) of predicted classifier per-

formance by using cross-validation sampling to ensure that all samples are used for

both training and testing the classifiers. We were also able to demonstrate an exten-

sion of our approach to pixel- and voxel-level studies where data from both classes is

found within each patient study, a concept that has previously been unexplored in this

regard.
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Chapter 11

Future Work

The research presented in this thesis yields numerous paths for future work. In the

context of the work presented in this thesis, the logical next steps would involve evalu-

ation against a large cohort of ER+ breast cancer patients accompanied by long-term

survival data (i.e. true patient outcome).

More generally, the QH-based companion diagnostic system for ER+ breast cancers

presented in this work can be augmented in a number of ways. For instance, the multi-

FOV framework currently operates on regions of invasive ductal carcinoma (IDC) as

identified by an expert pathologist. Another example is the detection of mitotic nuclei

(an important component of mBR grading) in H & E stained histology, a task which

has proven to be extremely challenging for computerized algorithms. Automating such

tasks would greatly enhance the accuracy, efficiency, and robustness of personalized

diagnostics for breast cancer patients.

While the primary application of the multi-FOV framework is for the outcome

prediction of ER+ breast cancer patients, the methods developed are generalizable

to other fields of interest that require a single class prediction to be achieved through

analysis of large heterogeneous images. In terms of DP, the framework can potentially

be extended to (1) tissue from any organ of interest and (2) any number of staining

protocols or multispectral images containing prognostic information. Other potential

extensions to the multi-FOV framework include intelligently learning which FOV sizes

are more important for predicting patient outcome and weighting them appropriately.

On a larger scale, the relationship between quantitative imaging signatures extracted

from the analysis of histological and radiological imagery is currently being explored
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in the nascent field of radiohistomorphometrics. In future work, correlating and in-

tegrating the salient QH features identified in this work with prognostically-relevant

radiological imaging signatures may yield new insights into predicting disease outcome

and lead to improved personalized diagnostic solutions.
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Chapter 12

Appendices

Appendix A: Glossary of notation, symbols, and abbreviations com-

monly used in this thesis

DP digital pathology

QH quantitative histomorphometry

CAD computer-aided diagnosis

BCa breast cancer

ER+ estrogen receptor-positive

LN- lymph node-negative

IDC invasive ductal carcinoma

mBR modified Bloom-Richardson (grading system)

ODX Oncotype DX (genomic assay)

RS (Oncotype DX) Recurrence Score

H & E hematoxylin and eosin (staining)

IHC immunohistochemical (staining)

FOV field-of-view

ROC receiver operating characteristic (curve)

EM Expectation-Maximization

RGB red-green-blue (color space)

HSI hue-saturation-intensity (color space)

AUC area under the ROC curve

EMS EM-based standardization

GS global standardization

NMI normalized median intensity
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GAC geodesic active contour

CGAC color gradient-based geodesic active contour

DR dimensionality reduction

NLDR non-linear dimensionality reduction

MRI magnetic resonance imaging

MRS magnetic resonance spectroscopy

GE graph embedding

mRMR minimum redundancy maximum relevance (feature selection)

VG Voronoi graph

DT Delaunay triangulation (graph)

MST minimum spanning tree (graph)

RRS repeated random sampling

kNN k-nearest neighbor (classifier)

NB naive Bayes (classifier)

SVM Support Vector Machine (classifier)

LOO leave-one-out (cross-validation)

IQR interquartile range

C Image scene

C 2D set of pixels in C

c Single pixel in C

g(c) Function assigning single color channel value to c

g(c) ∈ R
3 Function assigning 3-dimensional color values (e.g. red-green-blue) to c

Y(C) Class label of sample C

f Image feature for a sample

f Set of image features for a sample
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Appendix B: Description of three exemplar classifiers

This appendix comprises the three fundamentally different classifiers (k-nearest neigh-

bor (kNN), Naive Bayes (NB), and Support Vector Machine (SVM)) primarily used in

Chapter 7. For all methods described below, let us define a training sample A ∈ A and

testing sample B ∈ B with corresponding feature sets F(A), F(B) and ground truth

labels Y(A), Y(B).

k-Nearest Neighbor Classifier

For each testing sample, the kNN classifier identifies the nearest training sample

Â1 = argmin
A

D(F(A),F(B)), (12.1)

where D(·, ·) is a user-specified distance metric. This process is repeated until the k

nearest training samples {Â1, Â2, . . . , Âk} have been identified. The class prediction is

defined by majority voting across the ground truth labels {Y(Â1),Y(Â2), . . . ,Y(Âk)}

for all k training samples.

Naive Bayes Classifier

The naive Bayes classifier is a simple approach to statistical inference that relies on

the application of Bayes’ theorem under the assumptions that (1) a sufficient amount

of training data is available and (2) its constituent features are independent [41]. For

binary classification, let us define the likelihood of observing class ω1 given feature set

F as

P (ω1|F) =
P (ω1)p(F|ω1)

P (ω1)p(F|ω1) + P (ω2)p(F|ω2)
, (12.2)

where P (ω1), P (ω2) are the prior probabilities of occurrence of the two classes, and

p(F|ω1), p(F|ω2) are the a priori class conditional distributions of F. Using all training

set samples {A : A ∈ A,Y(A) = ω1} in class ω1, a priori distributions p(Fi(A)|ω1)

are generated for each feature Fi ∈ F. Due to the relatively small amount of train-

ing data used in this work, kernel density estimation (KDE) is employed to ensure
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that each p(Fi(A)|ω1) is smooth and continuous [111]. Assuming independence be-

tween the features allows the distributions to be collapsed such that p(F(A)|ω1) =

∏
i p(Fi(A)|ω1). The a priori probability p(F(A)|ω2) is similarly generated using sam-

ples {A : A ∈ A,Y(A) = ω2}. Testing sample B is said to be correctly classi-

fied if the maximum a posteriori decision is equal to the ground truth label, i.e.

Y(B) = argmaxω∈{ω1,ω2} P (ω)p(F(B)|ω).

Support Vector Machine Classifier

The SVM classifier operates by projecting training data onto a higher-dimensional space

and constructing a hyperplane to maximize the distance between marginal samples in

the two object classes [112]. Evaluation is subsequently performed by projecting a test-

ing sample into the same space and ascertaining its location relative to the hyperplane.

In this paper, the projection is defined by calculating the radial basis function (RBF)

kernel

Π(A1, A2) = eρ‖F(A1)−F(A2)‖2
2 (12.3)

between all pairs of training samples A1, A2 ∈ A, where ρ is a user-defined scaling

parameter. The general form of the SVM prediction function is

Θ(B) =
τ∑

γ=1

ξγY(Aγ)Π(B,Aγ) + b, (12.4)

where Aγ ∈ A represents a marginal training sample (i.e. support vector), b is the

hyperplane bias estimated over all τ support vectors, and ξγ is the slack variable that

governs the tradeoff between minimizing training error and maximizing margin [112].

The output of the SVM classifier Θ(B) represents the distance from testing sample B

to the hyperplane, which is determined to be classified correctly if Y(B) = sign [Θ(B)].
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Appendix C: Manifold learning approach to stratification of ER+ breast

cancers with good and poor outcomes

During the course of this thesis, a different type of QH-based decision support system

was considered for distinguishing patients with low vs. high mBR grade and low vs.

high Oncotype DX RS. This system involves (1) manual selection of a single represen-

tative FOV from a whole-slide H & E stained DP image, (2) detection of individual

epithelial nuclei in the FOV, (3) extraction of graph-based QH features quantifying

nuclear architecture, (4) reduction of the feature space via dimensionality reduction,

and (5) classification into either low or high RS classes. While this approach is effective

for stratifying patients based on disease outcome, it was ultimately deemed unfeasible

for outcome prediction for the following reasons.

• Manual FOV selection: This system requires a single representative FOV to be

selected from the entire DP slide. This is undesirable for a large-scale analysis

because it requires manual intervention and does not account for heterogeneity in

the tumor morphology throughout the slide.

• Dimensionality reduction: Unsupervised dimensionality reduction techniques can

reveal the underlying manifold of a data set; however, they are highly dependent

on the data used and their shape may change dramatically when data is either

added or removed. Additionally, the inability to ascertain exactly which features

are used to generate the low-dimensional manifold makes it difficult gain an ap-

preciation of the biological process driving the changes in tumor morphology.

Notation used in this appendix

Notation common throughout this thesis can be found in Appendix A. Other symbols

used in this appendix are independent of the notation used in the rest of the thesis.

Nuclear detection and graph-based features extraction

In this work, detection of individual nuclei is performed by first dividing an image into

four tissue classes via the Expectation-Maximization (EM) algorithm (as described in
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(a) (b) (c) (d)

Figure 12.1: (a) An ER+ BCa DP image shown along with corresponding (b) EM-
based segmentation of epithelial nuclei. (c) The segmentation is subsequently smoothed
and (d) the centroids of individual nuclei are identified by morphological and connected
component operations.

Section 3.2). The EM component that best represents epithelial nuclei (Figure 12.1(b))

is selected manually and smoothed (Figure 12.1(c)) to reduce intra-nuclear intensity

variations. Morphological and connected component operations are then applied to

identify individual objects corresponding to nuclei and the corresponding set of nuclear

centroids is found for each image (Figure 12.1(d)).

Detected nuclear centroids are then used for the construction of Delaunay triangu-

lation (Figure 12.2(b), (e)) and minimum spanning tree (Figure 12.2(c), (f)) graphs as

described in Sections 5.2.2 and 5.2.3, respectively. A total of 12 features quantifying

nuclear architecture f(C) are extracted from each image C as shown in Table 5.1.

Dimensionality reduction via graph embedding

We use graph embedding (GE) to transform the nuclear architecture feature set into a

low-dimensional embedding [30].

Given images Ca and Cb, a confusion matrix W(a, b) = exp(−‖f(Ca) − f(Cb)‖2) ∈

R
N×N , where N is the total number of images, is first constructed ∀a, b ∈ {1, 2, . . . , N}.

The optimal embedding vector f ′ is obtained from the maximization of the function,

E(f ′) = 2(N − 1) · trace

[
f ′T(A − W)f ′

f ′TAf ′

]
,

where A(a, a) =
∑

b W(a, b). The low-dimensional embedding space is defined by the



110

(a) (b) (c)

(d) (e) (f)

Figure 12.2: (a), (d) Low and high grade ER+ BCa samples are shown with corre-
sponding (b), (e) Delaunay triangulation and (c), (f) minimum spanning tree graphs
overlaid.

eigenvectors corresponding to the β smallest eigenvalues of (A − W)f ′ = λAf ′. Specifi-

cally, reducing the high-dimensional feature space to a three-dimensional (3D) sub-space

allows us to evaluate (both quantitatively and qualitatively) the discriminability of the

image-derived features in distinguishing samples with different cancer grade patterns

and hence different prognoses.

Evaluation via a Support Machine Vector classifier in conjunction with

randomized cross-validation

A support vector machine (SVM) classifier [112] is constructed as described in Ap-

pendix B (with the exception of using a linear kernel [41] rather than the RBF kernel).

Training and testing samples are selected via randomized K-fold cross-validation al-

gorithm, whereby the dataset is divided randomly into K subsets. The samples from

K − 1 subsets are used for training and the remaining subset is used for evaluation.
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For each of the K folds, the subsets are rotate to ensure that each sample is classified

once. The entire cross-validation scheme is repeated for 100 trials, over which mean

and standard deviation of classification accuracy are reported.

Geodesic distance-based projection from 3D to 1D

The 3D GE manifold can be “unwrapped” into a 1D (linear) space simply by selecting

the image C1 at one end of the manifold as an anchor point and using the Euclidean

distance metric to find the next nearest image on the 3D manifold. By using Ca as the

new anchor point, this process is repeated until all images have been included. Thus

the geodesic distances between all images C embedded on the manifold are determined

and GE is again employed to project the data down to a 1D line. By uncovering

the grade (outcome) labels of the samples on this 1D projection and their relative

locations, an image-based recurrence score can be determined to distinguish between

low, intermediate, and high BCa grades (and hence outcomes). For any new image Cb

projected onto this line, the relative distance of Cb from poor, intermediate, and good

outcome samples on the trained manifold will enable prediction of prognosis for Cb.

Experimental results and discussion

Dataset

A total of 37 H & E stained breast histopathology images were collected from a cohort

of 17 patients and scanned into a computer using a high resolution whole slide scanner

at 20x optical magnification. Each image is accompanied by a corresponding Oncotype

DX Recurrence Score and mBR grade as determined by an expert pathologist.

Distinguishing low vs. high mBR grade

SVM classifiers trained via 100 trials of 3-fold cross-validation on the original f and re-

duced (3D) f ′ feature sets were able to distinguish high and low grade BCa histopathol-

ogy images with classification accuracies of 0.75 ± 0.06 and 0.84 ± 0.05, respectively

(Table 12.1). These results suggest that GE has embedded the original feature set
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Dataset Ground truth Automated Detection Manual Detection

f ′ RS 0.84 ± 0.03 0.72 ± 0.05

Grade 0.84 ± 0.05 0.86 ± 0.05

f
RS 0.85 ± 0.03 0.72 ± 0.06

Grade 0.75 ± 0.06 0.85 ± 0.05

Table 12.1: Mean and standard deviation of classification accuracy are reported across
100 trials of 3-fold cross-validation evaluating the ability of the original f and low-
dimensional f ′ feature sets to distinguish between both Oncotype DX Recurrence Score
(RS) and mBR grade labels. Results are presented for experiments using both auto-
matically and manually delineated BCa nuclei.

without any significant loss of information. The success of the architectural features is

confirmed qualitatively by the clear separation between high and low BC grade on the

3D manifold (Figure 12.3(a)).

Distinguishing low vs. high Oncotype DX RS

Replacing the grade labels with the RS labels, the SVM trained via 3-fold cross-

validation on f and f ′ yielded classification accuracies of 0.85 ± 0.03 and 0.84 ± 0.03,

respectively (Table 12.1). This suggests the existence of a relationship between molecu-

lar prognostic assays such as Oncotype DX and the spatial arrangement of histological

structures in BCa histopathology. The 3D manifolds in Figures 12.3(a), (b) reveal a

similar underlying biological stratification that exists in mBR grade and Oncotype DX

RS, in turn suggesting that the QH features employed to characterize mBR grade could

recapitulate the prognostic capabilities of Oncotype DX. The curvilinear 3D manifold

on which the different BC grades (low to high) reside in a smooth continuum that may

potentially offer insight into BCa biology as well.

Creating an image-based assay using 1D projection

Figures 12.3(c), (d) represent the 1D projections of the 3D manifolds shown in Fig-

ures 12.3(a), (b), respectively. The manifolds reveal a smooth, continuous progression

from low to medium to high levels in terms of both RS and histological (grade) for

all ER+ BCa samples considered. The similarity between the 1D manifolds (Figures



113

 

 

Low grade

High grade

(a)

 

 

Low RS

High RS

(b)

0 0.2 0.4 0.6 0.8 1
Normalized Distance

 

 
Low grade
Medium grade
High grade

(c)

0 0.2 0.4 0.6 0.8 1
Normalized Distance

 

 
RS: 0−22

RS: 23−30

RS: 31−100

(d)

Figure 12.3: Graph Embedding plots of architectural features show clear separation
of different (a) BC grades and (b) RS labels. The embeddings are projected into a 1D
line, where (c) mBR grade and (d) RS are characterized by a single score.

12.3(c), (d)) suggest that our QH-based approach can be used to generate a prognostic

assay to predict survival scores in much the same way as Oncotype DX.
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