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As the size and cost of embedded wireless devices decreases, researchers and tech-

nology companies find an ever-growing number of applications in health and safety,

environmental monitoring, and agriculture. The goal of many of these applications is

to simultaneously monitor more things at finer time or spatial granularity than was

previously practicable. Progress in the size and cost of ICs has made these applica-

tions possible, but new wireless protocols must be developed to leverage this modern

hardware for multi-year, dense, “always on” deployments.

These applications have requirements that are not currently addressed, most impor-

tantly energy efficiency in mobile and dense deployments, because transmitter lifetime

and system maintainability may be more important than the low latency or high relia-

bility that are paramount in current wireless systems. Current wireless protocols, such

as CSMA, favor channel throughput and packet transmission success without consid-

ering the energy efficiency and utility of energy hungry feedback mechanisms such as

channel sensing and packet acknowledgements. A protocol that extends the lifetime of

sensors by years at the cost of occasional sensing delays (measured in seconds) from

packet loss is preferable in many emerging applications. In this dissertation one such

approach, called Transmit Only, is introduced. Transmit Only is shown to achieve years

of lifetime on current commercially available hardware by consuming just over 20mA
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per year on a chip doing both sensing and data transmission.

We also show that Transmit Only can remain energy efficient even as transmitter

density increases. Although packet collisions increase with the number of transmitters

in a Transmit Only system, we show that careful placement of multiple receivers can

maximize the capture effect and reduce actual packet loss. For example, in a sensor

network with 1000 transmitters offering 100% channel load, with just five receivers the

transmitters successfully convert 80% of their radio energy into successfully transmitted

bits.

This dissertation will demonstrate that the drawbacks of Transmit Only, namely

multiple receivers and no packet delivery guarantees, are easily worth the benefits in

efficient energy usage and lifetime, transmitter simplicity, and high throughput at very

high offered loads and transmitter densities.
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Preface

Portions of this dissertation are based on work previously published or submitted for

publication by the author [9, 10, 11, 42]. The F-EMBED algorithm was developed in

collaboration with Junichiro Fukuyama and Robert Moore.
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Chapter 1

Introduction

The size, cost, and flexibility of current low power radios and microcontrollers is en-

abling many new computing applications where wireless communication serves as the

means to collect data at a finer spatial and temporal resolution than was previously

practicable. Although mainstream wireless services, like cellular and WLAN, will con-

tinue to benefit from ongoing research into capacity enhancements at the physical layer

(e.g. MIMO technologies have been responsible for the growth of data rates achieved

by LTE and WiMAX), outside of a few limited cases [6] these advances do not benefit

systems built from these size and energy constrained radio devices. Densely deployed

systems of embedded wireless devices, for example in health, habitat, or infrastruc-

ture monitoring, smart grid and smart building control systems, and general Internet

of Things (IoT) applications, do not require more per-device throughput, but instead

require some connectivity for all devices, with an emphasis on the maintainability and

lifetime of the sensors [5, 29]. The most important requirement for the wireless protocols

used in these systems will be the need for low power consumption.

As an example we might consider a system that monitors the body temperature

of chickens or other livestock to detect a viral response so that the spread of disease

can be immediately halted. The transmitters on the sensors must obviously be small

and will thus have limited power reserves. If an animal is removed we would like

to be able to simply remove the sensor and attach it to new animals as they arrive.

Obviously, we want these transmitters to run as long as is possible, otherwise the cost

of system maintenance on a system with hundreds or thousands or transmitters would

be impractical [20].

This low power requirement must be satisfied even as the network’s traffic load
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grows. Although the individual devices in these systems offer a low traffic load – perhaps

1ms of sensed data every second – the high density of sensors in these systems mean that

potentially large amounts of data need to be collected and relayed. Companies expect

that by the year 2020 there will be 50 Billion[8] networked devices in use, and growth

in monitoring and IoT applications is expected to be a large part of future wireless

sensing deployments. The bandwidth required by each individual device is small, but

the bandwidth required by all of the devices taken together in a densely deployed area

could be quite high. Thus these system require a high total amount of bandwidth in

small spatial areas. This is similar to the constraints of cellular systems, but unlike

in cellular systems, these wireless devices will not be recharged on a daily basis and

throughput cannot be obtained at the cost of high energy consumption.

While these networks have some more stringent requirements than traditional wire-

less networks, they also loosen other requirements. Traffic patterns in these systems

consist of periodic data, much of which is redundant. This means that 100% packet

delivery guarantees are unnecessary. Instead devices only require that packets from

individual devices are received periodically, with some minimum requirement for the

time between successful packets from a device. The most important metrics of wireless

protocols used in these setting are thus Joules/bit successfully transmitted and percent

of all devices able to achieve a minimum throughput. Although some attempts have

been made to address this problem, in the form of the Bluetooth Low Energy [3] stan-

dard and IEEE 802.15.4 [15], these standards still favor packet reliability and network

feedback at the expense of energy consumption.

The goal of this dissertation is to describe a practical solution to this problem, in

the form of a Transmit-Only MAC protocol. Transmit Only (TO) takes advantage of

these relaxed requirements to support energy efficient, reliable wireless communication

from large groups of transmitters to much smaller groups of receivers. In this scheme,

transmitters never listen to the channel; instead, packet reliability comes from the

deployment of multiple, spatially diverse receivers that increase the capture effect.

TO shifts the entire burden of channel conflict resolution from the transmitters to

the receivers. TO will allow simplification of every activity taken by the transmitter,
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which directly translates to decreased energy consumption and increased lifetime. The

only cost payed is a need for multiple powered receivers. The growth in receiver number

to transmitter number is low, so this approach is feasible even as we go to very dense

deployments with many transmitters. The capture effect occurs in most frequency

modulated radio hardware so this approach is also immediately available with existing

hardware.

Chapter 2 will describe the theoretical foundations of Transmit Only, including

the motivating deployments and an in-depth study of the capture effect. Chapter 3

presents preliminary work demonstrating the effectiveness of TO when compared to

traditional MAC protocols. With that established, we will show that, unlike protocols

such as 802.11, TO is most effective when all receivers operate on a single channel

rather than spreading receivers and transmitters across multiple channels. Chapter 4

presents methods we have developed to maximize the effectiveness of TO and Chapter

5 will validate our approaches with experimental results.
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Chapter 2

Motivations and Related Work

This dissertation assumes a certain kind of wireless system, so it is important to discuss

the kinds of applications that would rely upon such a system before discussing the

theoretical performance of a Transmit Only (TO) system. The motivation behind TO,

namely the control overhead of existing protocols, will also be discussed, and TO will

be compared to some existing protocols.

2.1 System Overview

The assumptions made in this dissertation reflect a focus on wireless applications where

small, battery powered wireless devices are deployed for extended periods of time, possi-

bly tens of years. Transmitters may be sparsely deployed, but any transmitter must be

able to operate in a densely deployed network and must accommodate growth in the size

of the network over time. Sensing, inventory, and tracking are the commonly predicted

applications, which lead to transmitters sending packets at frequent, regular intervals,

either to transmit sensed data or as heartbeat beacons for inventory management or

tracking. High sensor density and power constraints make multi-hop networking within

a cluster of nodes impractical so one or more powered sinks or cluster heads act as re-

ceivers and connect each cluster with the rest of the network. There are several systems

that match this description in literature or in commercial deployment.

One such application in this category is agricultural monitoring [39]. For instance,

the growing condition of plants can be determined by moisture sensors in the ground,

temperature sensors, or light level sensors. Sensors on livestock can identify behavior

patterns, such as the time spend sleeping or ruminating, which can aid in livestock

management. High transmitter duty cycles are important for the real-time components



5

of these systems, especially for behavior monitoring of livestock.

One particularly interesting of a livestock monitoring application is to prevent fight-

ing between livestock, which is costly when injuries occur. In one project with bulls,

bull velocity and proximity were monitored and when sensor readings hinted that a

fight might occur, the bull received a mild electrical as a deterrent [40]. In order to

gather enough data to make accurate predictions of livestock behavior the transmitter

duty cycle of this system was one transmission every half second. In the evaluation trial

only 5 bulls in a paddock were equipped with transmitters, but a full scale deployment

could have sensors attached to every animal in the herd.

A different kind of application that has the same network requirements is inventory

control. An item level tracking system in a warehouse or department store will have a

small sensor attached to every item. The sensors will periodically sends radio beacons to

prevent theft, take inventory, track the location of items, or monitor the temperature

or humidity of sensitive merchandise. High duty cycles and a high packet delivery

rate are necessary to provide low-latency alarms for theft detection and environmental

monitoring.

One deployed sensor network whose scale was large enough to cause density concerns

is Project ExScal[1]. ExScal consisted of approximately 1000 sensors called extreme

scale motes (XSM), 200 backbone communication nodes called extreme scale stargates

(XSS), and a single master operator node. Each XSS was responsible for 20-50 XSMs

and the area covered was 1.3km by 300m. The main goal of the network was intruder

detection, which results in bursty convergecast packet transmissions from the XSMs to

the XSSs.

Initially a packet delivery rate of only 33.7% was achieved, but with Logical Grid

Routing[25] and Reliable Bursty Convergecast[45] packet delivery rate rose to 99%.

However, this was with only 20 to 50 nodes generating messages. Since the cost of

the XSMs is much less than the cost of the more powerful and battery powered XSS a

better system would operate with more sensor nodes per backbone node. Also, there

are applications for such a network that will generate even more traffic than intrusion

detection - passive mobility detection and radio tomographic imaging[41] for instance.
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Packet delivery methods that give high packet delivery rates even in densely deployed

sensor networks with bursty, convergecast traffic are required for future sensor network

applications.

The main challenge of the considered systems is to guarantee a high packet reception

rate given the density and packet delivery rate, without compromising the lifetimes of

the transmitters. In order to overcome this challenge, the basic strategy of a Transmit

Only system is to have multiple receivers operating at the same time to increase the

capture effect and reduce packet loss. Of course one could argue that the increase

in hardware may be better spent in a different approach, for instance by placing the

receivers on multiple channels (such as in Y-MAC [19]) rather than in a single channel

in multiple locations. Thus, the main thrust of this dissertation if first to show that

TO is effective at providing high bandwidth to support these systems with a very low

energy requirement, and then to explore the optimal use of receivers in terms of physical

placement and also number of receivers per channel.

2.2 Related Work: Existing Protocols

The most important feature for low power protocols is the amount of time the radio

spends on transmitting, receiving or listening compared to the amount of time the radio

can spend in low power sleeping mode. In modern microcontrollers, low power sleep

modes are available that consume tens of µamps of energy. Current coin cell batteries

store about 200mAh, so a sensor that consumed 1 µamps of energy during sleep could

run for over 8000 days in sleep mode. Entering transmit or receive in the radio obviously

reduces this lifetime greatly.

The energy consumed by transmission and reception is dependent upon transmission

power or receiver sensitivity and the data rate used, but typically ranges from 10 to 30

mA [35, 34]. For such a sensor, if transmission consumes 20 mA then every 6 minutes

of radio use will reduce the energy of 200 mA-hour coin cell battery by 1%, reducing

the lifetime by about 80 days. Even if we ignore other energy costs, such as energy

spent calibrating the radio, running the microcontroller, or sensing, and just want to
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run the given sensor for a year from the given battery it would have slightly more than

9.5 hours of transmission time for the entire year, which translates to about 2 minutes

per day or a radio duty cycle of about 0.15%. This tight constraint cannot be easily

met by a protocol that was not designed to conserve energy. For example, CSMA is

a very effective method to achieve good throughput, but was not designed with low

energy consumption as its primary goal.

The throughput of p-persistent CSMA in particular has received a great deal of

attention for its good performance under different traffic loads with the right set of

parameters [32]. In p-persistent CSMA, when the sender is ready to send data, it

senses the channel to check if the channel is idle. If the channel is idle, the sender

transmits a packet with a probability p. If the sender chooses not to transmit (the

probability of this event being 1 − p), it waits until the next available time slot and

transmits again with the same probability p. By choosing a very low transmission

probability such as p = 0.01, p-persistent CSMA can achieve a very high throughput

even in dense deployments, while suffering from much delayed packet deliveries as well

as poor energy efficiency.

A low transmission probability means that a large amount of energy will be wasted

sensing the channel since even sensed idle channel may not lead to an actual packet

transmission. With p = 0.01 the channel must be sensed idle an average of 100 times

before a transmission occurs. When packets are short compared to the sensing duration,

the energy spent carrier sensing is nontrivial relative to the energy spent in packet

transmission, and can greatly decrease lifetime of the devices. Non-persistent CSMA

systems will spend less time carrier sensing, but the time spent backing off will result in

long packet latencies; if the transmission rate falls below the duty cycle of a device then

eventually its transmission queue will fill and packets will be lost. Though p-persistent

and non-persistent CSMA achieve good throughput, they do not balance throughput

with energy efficiency and packet latency.
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2.2.1 Low Power Wireless Standards

Power consumption is a well-studied problem in sensor networks and several low power

protocols to support sensing systems have become commercial standards. ZigBee [47]

and the 802.15.4 [15] standard have been widely used for low-power radio devices and

recently 6LoWPAN [17] and 802.15.4 has received attention for ease of interoperability

between sensing systems and existing Internet technology. Additionally, a Bluetooth

Low Energy (BLE) [3] standard was published to support single hop communication

from low power devices in home and body networks.

In indoor environments power is often available for a few receiving nodes so the

Bluetooth Low Energy (BLE) standard attempts to take advantage of this by minimiz-

ing energy consumption for uplink traffic. The shortest BLE transaction consists of the

following packets: an advertisement packet from the sensor, a data channel assignment

packet from the receiver, a data packet from the sensor, an ACK packet from the re-

ceiver, a transmission complete packet from the sensor, and then another ACK from

the receiver, lasting for a minimum of 3 milliseconds with no data transferred. Only the

beginning of the transaction occurs on a shared channel – once the receiver responds

the transmitter and receiver switch to another channel for data transfer so the chance

of a collision is greatly reduced.

ZigBee with 802.15.4 was designed with mesh networking in mind, assuming a node

can be both transmitter and receiver. Before transmitting data, the 802.15.4 stan-

dard uses carrier sensing to avoid collisions. For communications between two battery

powered sensors, they need to spend extra energy to synchronize so that their duty

cycles overlap. However, in an indoor sensor network with wall-powered receivers, this

synchronization would not be needed. The 802.15.4 standard has many configuration

options, allowing engineers to choose parameters that best fit their situation [26]. How-

ever, the simplest mode supported by the standard is unslotted CSMA/CA which re-

quires carrier sensing intervals with durations on the order of hundreds of µseconds [18].

This makes the standard suitable for small sensor networks (such as body area net-

works [36]), although networks of larger sizes require lower power solutions than the
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802.15.4 supports on its own.

2.2.2 Low Power Medium Access Control (MAC) Protocols

To support low-power sensor networks some researchers, such as Park et al.[23], have

focused on tuning the parameters of these low power standards. Many researchers have

proposed variations or additions to 802.15.4 while others have proposed completely

different protocols for specific deployment scenarios.

Contention-Based Protocols

A great deal of the energy spent on carrier sensing is idle listening, where the channel

is sensed but there is no traffic. The power consumption of operating a radio as a

receiver is on par with the power consumption spend while transmitting at high power,

so carrier sensing is just as costly as sending an actual packet. When packets are short,

the relative cost of carrier sensing is relatively high. Coordination between nodes can

reduce this, so a strategy of shared sleep and contention periods is taken by T-MAC and

S-MAC, which reduce the overhead of inter-node communication by scheduling sleep,

contention, and transmission periods for groups of nodes[43, 37].

Contention-based protocols still require large amounts of energy during contention

and listening windows so the radio duty cycles are usually above several percent. The

windows must be large enough to accommodate large groups of nodes. Although nodes

with no traffic to send can sleep during the transmission once they discover there is no

traffic bound for them, they must still turn on during a large contention window. A

technique called low power listening has been proposed to break these large windows

into smaller ones where only a single node needs to turn on.

Low Power Listening

WiseMAC is an example of a MAC protocol that could achieve very low duty cycles and

calculations showed that it outperformed ZigBee in terms of power consumption and

latency[7]. In WiseMAC, transmission from a sensor to an access point (AP) consists

of just sensing the channel, transmitting a packet, and receiving an ACK packet. To
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support bidirectional traffic all nodes also sample the channel periodically to check for

incoming packets. If the channel is busy the node remains on until the packet is fully

received, but otherwise the node can return to sleep. If the AP or another node wishes

to send the listening node a packet it sends the packet during this listening window

with a long preamble to account for any drift between the clocks of the transmitter and

receiver. If the receiver is early it will see the preamble and remain on until the data

is sent, and if it is late it will see a short preamble and the data portion of the packet.

This reduces the duty cycle of nodes to 1-2%, which is a significant improvement over

previous protocols.

SCP MAC[44] uses synchronized polling intervals, which removes the need for long

preambles from transmitters. Contention windows are thus made relatively short, con-

sisting of carrier sensing, a brief tone to claim the channel, a second carrier sensing, and

then data transmission. Polling intervals are infrequent so energy overhead is low and

the protocol adaptively increases the polling interval when bursty traffic is detected so

the protocol could be set to an initial rate of 0.1% duty cycle with polling every second.

Asynchronous Duty Cycles and Dense Sensor Networks

Special care needs to be taken in convergecast scenarios, where large amounts of data

are being transmitted to a single sink node. MAC protocols like Crankshaft[13] were

designed to reduce energy consumption through further synchronization to avoid con-

tention. Y-MAC[19] goes one step further and divides traffic across multiple channels

through a channel hopping scheme with a single control channel for coordination and

TDMA for collision avoidance with contention windows and low-power listening in time

slots.

Asynchronous protocols like RI-MAC[30] were designed to remove the necessity for

synchronization except when there is data to send, while still accommodating high

traffic loads. However, the energy consumed searching for a rendezvous time for an

intended receiver could be very high. RI-MAC uses a short beacon from a receiver to

indicate that it is ready to receive transmissions, but the transmitter must listen to
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the channel and consume energy while it waits for this beacon. Although the chan-

nel utilization goes down compared to long preambles in other protocols, the energy

consumption does not.

Another similar protocol called EM-MAC[33] uses a predictive mechanism to reduce

energy overhead by predicting time slots in advance. Individual transmissions between

a static link are made very efficient, but the time and energy spent during the discovery

phase can be quite costly. It is thus unsuitable for a high dynamic sensor network.

Minimizing Overhead

The weakness of the discussed protocols is that they all require overhead in radio use.

With small packet sizes this is especially bad, making these protocols inefficient in terms

of Joules spent per successfully delivered bit of data. It is possible for a system that

is using protocols to aggregate data and send it in a large packet, but this decreases

many of the benefits of real-time monitoring systems.
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Chapter 3

Transmit Only

A theoretical model of TO will be presented in this chapter. This model will be used

throughout this dissertation to predict and describe performance obtained in experi-

mental results. The first task here is to explain the details of the capture effect, and

examine the theoretical limits of capture gains. With that information we will proceed

to build a model of a multi-receiver Transmit Only system. This will also make an

analytical comparison with CSMA possible.

3.1 Overview of Transmit-Only

Most of the control overhead in wireless MAC protocols is spent to deal with packet

collisions, either avoiding collisions or reporting data loss, because the generally ac-

cepted wisdom is that collisions will always lead to data loss and thus must be avoided.

In this dissertation, we take the viewpoint that collision avoidance is not only unnec-

essary, but also very wasteful, posing serious limits on channel utilization and energy

efficiency. Instead, we adopt a fundamentally asymmetric architecture where the trans-

mitters are only able to transmit. Thus, the overhead associated with all interference

avoidance techniques, such as carrier sensing or time/frequency/code division, has been

eliminated. We call this scheme Transmit-Only, or TO in short.

The key goal of TO is to shift the entire burden of channel conflict resolution to the

receivers, which allows us to simplify the transmitters in hardware and functionality

and drastically reduce their energy consumption. Specifically, we propose to resolve the

collisions by having multiple receivers that can collectively reduce contention between

transmitters and thus eliminate data loss due to collisions. In a TO network, we deploy

receivers in such a way that each transmitter is within a single hop of one or more
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receivers. The receivers work on the same channel and exploit the capture effect to

reduce the effective contention between transmitters.

3.1.1 The Capture Effect

The capture effect occurs during a collision when one signal is strong enough compared

to the others that the receiver can treat the other signals as noise and filter them out.

The relative signal power required to capture a packet is dependent upon the sensitivity

of the radio receiver and its tolerance to noise. For instance, a study by Firner et al.[11]

showed that a relative power of 6dB is required for a Chipcon radio to capture packets,

while a study by Lee et al.[21] found that just 1dB was enough for packet capture when

the captured packet arrived before the interfering packet with an Atheros WiFi card.

The capture effect is well known, and the best use of network receivers with the

capture effect was well studied as many of our current wireless protocols were being

designed. For instance, Takagi and Kleinrock[31] considered the benefits of the capture

effect when multiple receivers are present in multi-hop networks. They found that the

ALOHA protocol benefits more from the capture effect than 1-persistent CSMA. More

importantly, they found that with “perfect capture” where during any collision the one

packet with the strongest signal power will be received regardless of its relative power

compared to the other packets, ALOHA could outperform CSMA, while ALOHA with

1.5dB capture (i.e., packet capture occurs when the relative power is 1.5dB or greater)

performed comparably to CSMA. These comparison results of CSMA and ALOHA hint

that the capture effect can effectively reduce data loss even in the presence of collisions.

In this dissertation, the methods to exploit the capture effect and maximize capture

gains will be fully explored.

3.1.2 A Case Study: Capture in the CC1100 Radio

To analyze the capture effect further a case study will be shown for the popular CC1100

radio. The purpose of the case study is to give further details to a reader who is not

well acquainted with the capture effect and to demonstrate the capabilities of modern,

low-power radios.
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Figure 3.1: The five possible regions of packet interference with the three part packet
used in the CC11xx line of radios. Packet regions with interference will have increased
error rates depending upon the relative signal strengths of the two packets.

A packet from the CC1100 radio has three main sections: a preamble, a sync word,

and a data segment. More detailed information about how the CC1100 processes radio

packets is available in [35]. Depending upon which parts of a packet suffer collision,

the packet success rate will differ. There are five different regions of collision with this

packet format, shown visually in Figure 3.1. The probability of each kind of collision

depends upon the durations of the three sections, δpreamble, δsync, and δdata, shown in

Table 3.1.

Collision Region % of Collisions
1 100× δdata

2δ = 10
2 100× δsync

2δ = 20
3 100× δpreamble+δdata

2δ = 30
4 100× 1 δsync

2δ = 20
5 100× δpreamble

2δ = 20

Table 3.1: The percent of collisions that fall into each collision region for a CC1100
radio transmitting a short, 288µsecond packet.
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Radio Chip Limitations and Redundant Receiving

Predicting exactly how often the capture effect will occur is difficult because it requires

knowledge of signal strengths in a possibly changing environment and also requires

detailed knowledge of the physical radio’s behavior. An ideal radio would behave in

an entirely predictable manner and would always receive the packet with the stronger

signal strength during a collision. Unfortunately, the low cost transceivers used in many

sensor networks are not ideal, as we will discuss.

There are two non-ideal behaviors of the CC1100. First, there is a delay after re-

ceiving a packet that causes packet losses when one packet immediately follows another.

Second, once the radio commits to receiving a packet (after the sync word) it will not

switch to receiving a different packet even if the new packet has greater signal strength

and will cause decoding errors in the ongoing packet. Both of these problems can be

partially fixed with what we call redundant receiving.

These problems occur because the CC1100 radio, and other similar transceivers, can

only receive one packet at a time. Once the sync word has been received by the radio it

commits to receiving that packet, even if a stronger packet arrives later. Thus the radio

will attempt to decode a packet with a high error rate when it could successfully receive

that stronger packet that began transmitting slightly later. The ability to receive the

stronger, later packet in this situation is called message in message receiving and is

discussed in detail in [27].

Although the CC1100 and other transceivers used in sensor networks do not have

message in message capability, two radios can be used in tandem to achieve the same

effect. When the first radio begins receiving a packet the second radio turns on and

“covers” for the first one. Without a sync word the ongoing packet is just noise to the

second radio but if a packet with a higher signal strength arrives it can be received

successfully. We will refer to this method of achieving results similar to message in

message receiving as redundant receiving. Redundant receiving does not completely fix

this situation because there is a delay between when the first radio notifies the second

radio to turn on and when the second radio is actually on.
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Evaluation of Collision Behavior

To demonstrate the differences between collisions during different packet phases, we

synchronized two radio transmitters together with a physical wire connection and had

two transmitters create packet collisions in the different collision regions. Packets were

sent using MSK modulation at 902.1 MHz with a 32 bit preamble, 32 bit sync word,

and 16 bits of data with data whitening enabled[35]. Packet filtering based upon the

quality of the preamble, an option of the CC1100, was not used as it would decrease

packet reception rates. Differences in received signal strength (RSS) were measured by

having each transmitter transmit a single packet without collision before each collision.

One transmitter varied its transmission power over time to fill out all of the points on

the curves.

Figure 3.2 shows packet reception rates under different collision conditions. Fig-

ure 3.2(a) shows the packet reception rates when interference begins after the packet

begins and Figure 3.2(b) shows reception rates when interference was present when the

packet began transmitting.

In Figure 3.2(a) the curve showing packet losses during collision region 1, when

just the data segment suffers from interference, shows the effect of bit errors during

decoding. The curve is exponential in appearance because it follows the probability of

having no bit errors out of N data bits, 1−NBER. Since we know the correct values of

each bit in the packet we can calculate the bit error rate as a function of relative signal

strengths. The result of this calculation appear in Figure 3.3, along with a best fit line.

When interference is very strong, bit decoding succeeds as often as random guessing, or

half of the time. As the packet being decoded becomes stronger than the interference,

the BER falls quickly falls close to 0. As expected, once the packets are no longer

overlapping or when the packet being decoded is much stronger than the interference,

packet reception rates are near 100%.

The curve showing packet loss rates during collision region 2, with the sync word

and data overlapping, shows that packet reception begins even before the packet has a

stronger signal than the interfering packet. This is because the radio locks on to the
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Figure 3.2: The packet reception rates for packets in collision regions 1-3 (a) and packets
in collision regions 4-5 (b). The error bars are the estimated 95% confidence intervals.
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Figure 3.3: Observed bit error rates when the data segment of a packet has interference
with the relative power shown in the x-axis. The error bars show the 95% confidence
intervals with several hundred collisions per point. A line generated from regression
analysis is also shown, showing a close match between bit error and the complementary
error function (erfc). The datasheet from the radio itself indicates that an error rate
of as high as 1% should be expected even under ideal conditions, so once the bit error
rate falls very low it is difficult to distinguish errors caused by interference from errors
in either the transmitter or receiver hardware[35].

first signal it detects and thus misses the stronger packet. The weaker packet will have

a large bit error rate however, and will thus often be received incorrectly.

When packets begin transmission simultaneously, as in collision region 3, successful

packet decoding begins to occur when the packet is at about the same signal strength

as the packet it collides with. As observed in [28] the probability of decoding a packet

rapidly rises as one packet’s signal strength becomes stronger, with a gray area in

between a 0% probability of reception and 100% probability of reception. When there

is a collision and a packet is 5 db stronger it will almost always be captured and

successfully received.

Figure 3.2(b) shows packet collisions where the packet begins transmission in colli-

sion and ends transmission on a clear channel. In order for packet reception to occur,

the sync word must be correctly detected. The curve where the preamble and sync

word overlap, collision region 4, goes above a 0% chance of reception before collision

region 3 because, for this packet size, this packet can draw out the sync word of the

previous packet and force the radio to receive this one instead. If the data segment
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of the previous packet was longer by more than 60 µseconds then redundant receiving

would be necessary to receive these packets and the results of collision region 4 would

be closer to the results of collision region 3.

With just the preamble in collision, as in collision region 5, a few different packet

reception rates will be observed. When the entire preamble is interfered with, packet

reception depends upon the preamble of the packet drowning out the sync word of the

previous packet and is thus correlated to the packet’s received signal strength. The

second receiver provided by redundant receiving will not turn on until the first radio

begins receiving a packet so redundant receiving does not help in this case. If the

data segment of these packets were longer, then we would see a curve similar to the

simultaneous transmission case (region 3).

When just half of the preamble experiences interference, we see a flat line that

does not vary with relative signal strength. These packet losses are due to a small,

nondeterministic radio receiver delay in the CC1100 and packet processing after packet

reception. As shown in the figure, these losses disappear with redundant receiving. The

preamble is not decoded so it cannot be corrupted - it merely serves as a frame for the

beginning of a packet - so interference during most of preamble has little adverse affects

upon the packet. The CC1100 does allow packet filtering based upon the quality of the

preamble, but this would actually decrease packet reception and was not used in our

experiment.

3.2 Predicting and Exploiting the Capture Effect

We will begin our analysis by considering a transmit only protocol that periodically

sends a fixed-length packet. This makes the analysis simple and the protocol is realistic

for some energy constrained long lifetime systems[9], such as tracking and monitoring

applications. For instance, if we wish to consider a MAC protocol that is split into

a broadcast phase and an acknowledgement phase. During the broadcast transmitters

send packets to the sinks and during the acknowledgement phase the sink sends a single
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large packet with a bit field indicating the transmitter IDs of the packets that were re-

ceived. The acknowledgement packet itself can be used to synchronize the transmitters

and will lead to very low overhead.

Let us begin by calling the packet duration δ and duty cycle τ . Thus, every τ a sen-

sor will transmit a packet of duration δ. To avoid successive collisions between sensors

the value of τ could either be slightly different at each sensor or could change slightly

from packet to packet. A collision will not always result in data loss however, because

of the capture effect. We will call the probability of successful capture Pcapture and will

provide more details shortly. Since transmission times are random and uncorrelated

the probability that one sensor will have a packet collision with another is the proba-

bility that their packets will overlap with one another in time. This is the probability

that one transmitter will begin transmission while the second is transmitting plus the

probability that the second transmitter will begin transmitting when the first is already

transmitting. Since the packet duration is δ the collision probabilities are

P2−waycollision = Pcapture
2× δ

τ
(3.1)

P (collision|N transmitters)

= 1− P (no collision)N−1

= 1− (1− Pcapture
2× δ

τ
)N−1 (3.2)

The rate at which the capture effect occurs depends upon the environment, network

topology, and specific radio in use, but the general equations for collision losses can still

be formed.

If we take into account the duration of each of the 3 phases of the packet, we can

construct the probability of capturing packets based upon relative signal strength. For

each of the five phases in Figure 3.1 the probability of a collision falling into that region

is shown in Table 3.1. From the values in this table and the results from Figure 3.2

we can construct the probability of packet loss given the relative signal strength of a

packet to its interference. Those probabilities are shown in Figure 3.4.

To determine the probability of capturing a packet when the packet duration is

different from the one used in these experiments, one need only recall that the error
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Figure 3.4: The cumulative probability of successfully receiving a packet despite a
collision occurring. With redundant receiving, collisions during the beginning of the
preamble (collision region 5) do not cause packet losses.
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probability during data decoding for a packet with x bits of data is (1−BER)x. The bit

error rates for the CC1100 appear in Figure 3.3 and can be used to adjust the capture

rate in Figure 3.4 for different packet packets.

We can calculate Pcapture from the curve in Figure 3.4 once we find a function to

predict probabilities of different relative signal strengths between two signals. Power

loss during signal propagation follows the formula P/rα, where P is the power of the

signal at the transmitter, r is the distance from the transmitter that the signal has

travelled, and α is the attenuation factor. In free space α = 2, but in our testing

environment it was measured to be α = 2.69. This measurement was done by taking

four transmitters and four receivers and measuring the change in RSS from a distance

of one foot to a distance of 40 feet in one foot increments. The attenuation factors for

all 16 permutations of transmitters and receivers were calculated and then averaged to

find α = 2.69.

If we assume that the sensors are uniformly distributed then we can integrate over

the uniform distribution to find the probability for each relative signal strength. We

will convert a relative dB amount, ∆, to a relative distance for two transmitters at

distances l1 and l2 and call the conversion factor K.

1
lα1
≥ 10∆/10

lα2

l1 ≤ l210−∆/10α

l1 ≤ l2K, where K = 10−∆/10α (3.3)

We can now integrate over the probability density function of the uniform distribution

to find the probability of a relative signal strength being greater than or equal to some

value, ∆, by finding the probability that one transmitter is farther away than another

transmitter by a factor of K. ∫ b

a/K

1
b− a

∫ Kx

a

1
b− a

dy dx

=
K

(b− a)2
(
b− a

K

)2

=
K

2
if a = 0. (3.4)
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Figure 3.5: Theoretical capture effect gains when sensors are uniformly distributed
about a receiver. Intuitively, rapid signal decay causes very different RSS levels at
different receiver locations and increases the capture effect.

So if the receiver is placed in the center of a uniformly distributed set of sensors,

or if the receiver is placed at the edge of a field of uniformly distributed sensors, then

the probability of the relative signal strength values being greater than or equal to

some value, ∆, is 10−∆/10α/2, from equations 3.3 and 3.4. This relationship will be

approximately correct for any receiver being used with uniformly deployed nodes. We

can now predict the rate of the capture effect for our packets with attenuation α = 2.69.

This is shown in Figure 3.5.

Pcapture from Equation 3.2 can now be determined from Figure 3.4 and Equation 3.4.

Figure 3.4 shows the cumulative probabilites of packet success, which are broken down

into probabilities for each relative signal value. These are multiplied by the probability

of that signal value occuring, obtained from Equation 3.4 with α = 2.69 to find the

probability of a capture event at that relative signal strength level. These are then

summed to find Pcapture.

Using Equation 3.2 and inserting Pcapture we can create the theoretical packet loss

curves shown in Figure 3.6. The value of α for the curves shown matches our test

environment so these curves would be slightly different in other environments. These

curves show that the most effective strategy for utilizing new receivers changes based
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upon the total number of receivers. When the number of receivers is small, using a

new channel with each new receiver and distributing the transmitters evenly among

the channels will decrease collisions most effectively. After the number of receivers

passes a threshold though, it is better to use all of the receivers on the same channel

and rely upon the capture effect to reduce collision losses. No mixture of the two

approaches is worth pursuing. Experimental validation of this theoretical model appears

in Sections 5.1.1–5.1.3.

3.2.1 Capture Threshold Assumptions

In our analysis we do not sum the magnitudes or consider phase differences of multiple

signals overlapping in time, and instead assume the capture effect occurs when the

strongest signal is a given threshold above any of the other overlapping signals. This

assumes that, for any n-way collision, interference remains Gaussian in nature so that

the radio achieves its best SNR performance. If interference is not Gaussian, then the

radio would need a higher SNR ratio to successfully ignore the interference and the
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capture threshold would need to vary with the number of interfering signals.

With a single interfering signal, the data whitening of the signal makes it similar

to Gaussian and the capture effect will perform at a good SNR. When there are many

independent interfering signals, it is well known that by the law of large numbers the

superposition of the signals can be modelled as a Gaussian random process. This is

again the case where radio capture performance is good.

While it is possible that a small number of interfering signals will create non-

Gaussian interference, with very small or large values of n in n-way collisions the

interference will be ideal. There are cases when non-optimal SNR ratios are required

for capture, but we do not expect these situations to occur often enough to make our

model inaccurate.

3.3 Analysis of TO

For the sake of simplicity, we will assume that the signal power of a transmitter at each

receiver is uncorrelated, meaning that the probability of any individual packet being

captured during a collision is the same at each receiver. This allows us to show the

possible benefits of having multiple receivers under a theoretically ideal situation and

will motivate further chapters in this dissertation. We will revisit this assumption again

in Section 4.3 and will discuss how to maximize potential capture gains with multiple

receivers in real-world situations.

In TO the probability of two transmitters having a packet collision depends upon

the duty cycle of transmitters. We will consider a simple case where traffic is periodic

with interval τ and durations δ (a duty cycle of δ/τ). TO is unslotted, so a collision

occurs when any overlap occurs, or 2δ/τ . The probability of two transmitters colliding

is

P2−way−collision =
2δ

τ
. (3.5)

With N transmitters, a transmitter’s packet is received if no collisions occur, the
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probability of which is

Psucc = (1.0− 2δ

τ
)N−1. (3.6)

In the presence of contention, a transmitter may collide with any of the N − 1

other transmitters, but due to the capture effect, its packet can be correctly received

if it collides with transmitters that have lower signal strengths at a receiver. Let us

assume that, even with the capture effect at the receivers, a transmitter’s packet cannot

be received when it collides with any of the C transmitters (a subset of N − 1 other

transmitters). We say that this transmitter’s contention level is C, and the packet

success probability is thus:

Psucc = (1.0− 2δ

τ
)C . (3.7)

This equation gives a good intuition for packet success, but it does not include

details of capture when there are multiple receivers or when it is difficult to determine

the contention level of each transmitter. In this case we must model the system with

a more exact equation that takes into account the probability of a transmitter’s packet

being captured in a collision involving any number of other transmitters, from 1 to

N − 1. The probability of packet loss from a collision is simply a binomial random

variable with the addition of the capture probability with each collision magnitude.

Ploss =
N−1∑
i=1

(
2δ

τ

)i (
1− 2δ

τ

)N−i−1 (
N − 1

i

)
(1− Pcapture). (3.8)

In the case of perfect capture, we assume that during any packet collision with any

number of packets a receiver will always correctly decode one of the packets. In this

case the probability of any transmitter involved in an n-way collision having its packet

captured is simply 1/n. Given n transmitters and r receivers the probability of a

particular transmitter not having its packet captured is

1− Pperfect−capture(n, r) = (1− 1/n)r. (3.9)
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In a non-perfect capture case we need to compute both the probability that the

transmitter we are checking is the strongest transmitter and also that the strongest

transmitter is actually captured over all other transmitters. From Equation 3.3 we

saw that the threshold for capture could be modeled as K, which models both the

capture threshold of the hardware being used, ∆, and the propagation coefficient of an

environment, α, assuming a propagation model of 1/rα. Further, Equation 3.4 showed

that when transmitters are scattered in a uniformly random pattern from the receiver’s

location the likelihood of a transmitter having its packet captured is K/2, and thus

the likelihood of any capture taking place is K. For simplicity we will assume that the

probability of capture at different receivers is independent, although manually chosen

receiver locations will usually have some relationship. The probability that the one of

the packets in a collision is captured over all of the others is the probabilty of n − 1

captures taking place, or Kn−1. Combining this with the probability of a particular

transmitter being that strongest signal and considering the possibility of capture at any

of r receivers when n transmitters collide we find

1− Pcapture(n, r) = (1− PstrongestPstrongest captures)r

1− Pcapture(n, r) =
(

1− Kn−1

n

)r

. (3.10)

Using Equations 3.8 and 3.9 we can calculate the theoretical gains of the perfect

capture effect with multiple receivers, as shown in Figure 3.7. In Figure 3.7, we use

offered packets per packet interval (i.e. the expected number of packets being transmit-

ted at a given time) as the offered load. From this result we can see that the capture

effect could greatly increase throughput in TO compared to a single receiver ALOHA

system without capture.

Using Equations 3.10 and 3.3 we can also estimate performance under non-perfect

capture conditions, for instance by using the 6dB capture threshold of a CC1100 radio

or the 1dB [21] threshold of some Atheros WiFi cards. A very important difference

between perfect and non-perfect capture is that performance degrades as the offered

load increases in the non-perfect case. The rate of this change in performance is actually
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Figure 3.7: ALOHA without capture has a low packet throughput, but when we consider
the capture gains from multiple receivers very high packet throughputs are achievable.
Throughput clears 100% because there are multiple receivers, each with its own chance
to successfully receive a packet, so multiple packets may be simultaneously received
successfully.

a factor of the packet duration and the interval between packet (the duty cycle), as can

be seen by comparing Figures 3.8 and 3.9.

3.4 Analytical Comparison with CSMA

P-Persistent CSMA can be a very energy-efficient protocol while also achieving very

good throughput. Although the value of “p”, the probability of transmitting when

the channel is sensed empty, needs to be tuned for best performance, p-persistent

CSMA is a good standard for us to compare with CSMA. There are of course many

different low power protocols, but many of these were also built for special use-cases. A

direct comparison between CSMA and TO is straightforward, and since so many other

protocols have been compared with CSMA in the past and will be compared with it in

the future, this comparison between CSMA and TO will allow future readers to draw

comparisons between TO and any new protocols that are compared with CSMA.

Since we wish to compare TO with CSMA protocols we will make use of the radio

efficiency analysis performed by Ramachandran and Roy[24] to model a p-persistent

CSMA system. We first show the throughput values for different p-persistent CSMA
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Figure 3.8: The hardware’s capture threshold has a large effect upon performance as
shown in a comparison of the expected throughput of TO with different numbers of
CC1100 radios Atheros WiFi cards. α = 3 is assumed to find the capture rate from
Equation 3.3.

and TO protocols in Figure 3.10. The results clearly show that when we have 3 or

more receivers, the throughput of TO is much higher than the CSMA protocols. TO

throughput improves with the number of receivers because with more receivers, more

packets in a collision can be captured.

We show the corresponding radio efficiency results in Figure 3.11. Radio efficiency

is the ratio between the time spent in successfully transmitting data packets and the

total radio time. The energy requirements of the radio usually dominate the energy

consumption of wireless devices, so this may be the single most important factor for

device lifetime. Again, in TO systems having 3 or more receivers can greatly improve

the radio efficiency, and thus device lifetimes.
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Chapter 4

Maximizing the Effectiveness of Transmit Only

The transmit-only communication model is appropriate for a specific class of wireless

networks where wireless embedded devices report self-contained units of data to a small

number of receivers. The reporting devices are unconcerned with receiving information

from another device, and the number of reporting devices is significantly greater than

the number of receiving devices.

Instead of having complex transmitters that both transmit and receive, TO assumes

a model where one or more dedicated receivers will coordinate data reception to reduce

lost packets and maximize channel efficiency by providing redundancy against fading

and packet collisions. A TO network adopts a single-hop architecture: every transmitter

is within a single hop of one or more receivers. Receivers need to be strategically placed,

maximizing the chances that packets suffering from a collision will be captured by at

least one receiver. This means that the transmitter’s radio hardware and software

can be greatly simplified, reducing both the cost of the device and its development.

Although the network of receivers is more complex than a single receiver, the ratio of

receivers to transmitters is low so the overall improvements are substantial.

As an example, let us imagine a stadium or arena where each of the chairs reports

whether it is occupied or empty (either via a weight sensor or its position). Every 5

seconds, the chair’s sensor will transmit its unique identifier as well as its state. If we

take New York’s Madison Square Garden as an example, (listed as 20,976ft2 with a

capacity of 20,000 people), then this is a radio density of 1.0488 per square foot. Using

retail WiFi base stations, we could hope for 50 devices per base station, requiring 400

access points and many more non-overlapping channels than the 3 available in the U.S.

Clearly this type of protocol is impractical for such an application, while TO’s simplicity
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Figure 4.1: Packet loss at different contention levels for different radio duty cycles at
each transmitter. The contention level seen by one device is the number of transmitters
which prevent packets from this device from being captured by any receiver in the event
of a collision.

can support these high device densities.

4.1 An Important Metric in TO: Transmitter Contention

The end goal of TO is to increase throughput, spectrum efficiency and energy efficiency

in a dense wireless network. There are no control packets to change transmitter behavior

or avoid collisions, so throughput must be increased by reducing packet loss due to

collisions. Packet loss rate is not a clean metric to measure TO’s effectiveness though,

since packet loss rate is impacted by many other factors such as the offered load on

each transmitter and the number of transmitters in the system. Instead of packet loss

rate, we will use transmitter contention as the metric to describe the TO system since

it is not affected by traffic load, but only by the network topology. It is especially

advantageous for systems with a high density of embedded devices that frequently

report their status. In this environment, TO provides more throughput than most of

the conventional protocols.
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In a TO system, the contention seen by a transmitter is the number of other trans-

mitters which, should a collision occur, would prevent its packets from being captured

by any receiver. Given two transmitters A and B, they are in contention with each

other for the radio channel at a receiver if simultaneous transmission by A and B re-

sults in packet loss for both A and B. If A’s signal is stronger than B’s, then A’s packet

is captured by a receiver and B no longer contends with A (although A still contends

with B for the channel).

In a dense network with N devices that can hear each other, when we say device A

has a contention of n, we mean that among N − 1 possible collisions A may have (we

only consider 2-way collisions here), for N − n times we can successfully capture A’s

packet. That is, A’s packet will be lost for the rest of n times. For instance, assume

there were 100 transmitters (including transmitter A) in a TO network with 1 receiver

and no capture effect. A may at most collide with all 99 other transmitters, and none

of its packets can be captured. This indicates A’s contention is 99. If we added several

receivers and each of the receivers had the ability to capture the strongest packets

during a collision, then A’s packet can be captured 50 times out of the 99 possible

collisions. Then A’s contention is cut down to 49, halved from the original setting.

A system’s average packet loss rate is impacted by the contention level, as well as the

traffic. To provide a visual explanation for these two metrics, we have plotted packet loss

rate with different contention for different offered loads in Figure 4.1. Figure 4.1 shows

that to achieve a low packet loss rate, a network needs to minimize both contention and

offered load. This has very important implications to the design of TO networks. On

one hand, the objective of TO is to use receivers to cut down the contention. On the

other hand, we realize that TO is best suited to networks with relatively small packet

sizes. If a network has ten devices transmitting 100ms packets every second then the

packet loss rate would be over 90% – even if we could reduce the contention level by

half packet loss would still be over 50%. On the other hand, if the network has 1000

devices transmitting 100us packets every second, then the packet loss rate is less than

20%. This packet loss rate can be further greatly reduced by the capture effect when

we have multiple receivers.
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4.2 Design Challenges with Transmit-Only

When designing a TO network, we need to pay attention to several detailed issues,

both at the transmitters and at the receivers. Below we discuss these issues and our

solutions.

First, since we rely on the capture effect to reduce packet losses from collisions,

repeated collisions among the same set of transmissions need to be avoided since the

capture effect is inherently unfair. If a certain receiver deployment does not have

any receiver near to a particular transmitter, then packets from this transmitter are

unlikely to be captured and will be lost if it repeatedly collides with the same stronger

transmitters. Other systems would avoid this situation with coordination, but without

listening, these transmitters cannot coordinate to achieve de-synchronization.

The solution to this problem is to ensure that the traffic pattern in TO networks

is stochastic, making repeated collisions unlikely. Even if a deployment calls for a

regular duty cycle each transmitter can add a random component to the timing of its

transmission, or could use an inherently unpredictable local clock to schedule its duty

cycle.

The second challenge faced by a TO network is its manageability. A network usually

employs downlink traffic (from the receiver to the transmitter) to manage or re-configure

the network. The parameter most likely to be reconfigured during the operation of a

data reporting network is the reporting frequency. In a TO network, we solve this

issue simply by over-provisioning. When we design a TO network, we decide on the

maximum reporting frequency for each transmitter, and have the transmitter transmit

at that frequency all the time. During the periods when the maximum frequency is

not needed, the receivers will perform filtering. In this way, we can shift the burden of

reconfiguring the network to the receiver. The cost of over-provisioning will be made

up for by the efficiency of the system.

At the receiver side, several issues must be addressed. First, they require access

to much more energy than transmitters because their radios need to be kept on most

of the time. Second, they need to be connected to a powerful back-haul network.
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Third, they must be able to cooperate, either through a centralized point or between

themselves. Fourth, and the focus of this work, is that their placement can have large

impacts on the quality of the reported data. A much reduced contention is the most

important contribution of having multiple receivers in a TO system, so much of the rest

of this chapter will be devoted to receiver placement strategies that can fully harvest

the capture effect’s benefits. We will show that, with good receiver placement, a small

number of receivers are sufficient for low contention and low packet loss in a TO system.

4.3 Maximizing the Capture Gains

The capture effect’s presence in wireless radio systems increases throughput by reducing

contention for transmitters. If a given system has a desired packet loss rate then a TO

deployment will use receivers to reduce the contention rate to achieve the target packet

loss rate.

Given a certain number of receivers, the effective contention level for a transmitter

is mainly determined by how the receivers are placed. Receiver placement has an

important impact on how many packets can be captured during a collision. In this

section, we will study several receiver placement strategies.

4.3.1 Quantifying the Capture Gain

Previously we assumed that receivers could achieve perfect capture, where a receiver can

always successfully capture and decode the single strongest signal during any collision.

Current radios do not achieve perfect capture and the ability of a radio to successfully

decode the strongest signal during a collision is a function of the relative power of the

strongest signal to the cumulative power of the interfering signals. There is not truly a

hard threshold for successful packet decoding because the relative power of that signal

against noise determines its bit error rate rather than directly determining the packet

error rate. This behavior has been measured in different radio systems and yields similar

curves of bit error rate to relative signal strength[11, 21].

To simplify modeling we will assume that packets will be successful once a threshold



37

is reached in the relative power of a transmitter to any colliding packets. Thus we can

describe the probability of capture as a function of the threshold of a transmitter’s

signal power to the signal power of interfering transmitters, which we will call ∆, and

the signal propagation coefficient of an environment, α.

The signal power observed by a receiver is commonly approximated as P/dα, where

P is the power of the signal at the transmitter, d is the distance between the transmitter

and the receiver, and α is the attenuation factor of the radio signal. In free space α = 2,

but in most environments α ranges between two and four. If d1 is the distance from

the transmitter whose packet we want to capture to the receiver and d2 is the distance

from the interfering transmitter to the receiver, then the threshold for capture in terms

of relative distance of the two transmitters to the receiver is described as the variable

β in the inequality

10log10(
P/dα

1

P/dα
2

) ≥ ∆dB

α10log10(
d2

d1
) ≥ ∆dB

(d2/d1) ≥ 10∆dB/10α

β ≥ 10∆dB/10α. (4.1)

With knowledge of β we can choose the best receiver placement to achieve high

packet capture rates and achieve good fairness in the system.

4.3.2 Optimal Receiver Placement

We now formally define the optimal receiver placement problem. Consider two trans-

mitters located at t1, t2 ∈ R2, and a receiver located at r ∈ R2. For the sake of

simplicity, we will use t1, t2 and r as both their locations and identities. In case of a

packet collision between t1 and t2, the signal from t1 can be captured by r if and only

if

‖r − t1‖ ≤ β ‖r − t2‖ , (4.2)

where ‖·‖ is the Euclidian norm of a vector in R2, and β ∈ (0, 1) describes the relative

distance difference for the capture effect to take place. In this case, we say that the
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Figure 4.2: The capture disk of transmitter pair (t1, t2)

ordered transmitter pair (t1, t2) is successfully captured by r. Our goal is to find m

receiver locations that maximize the captured transmitter pairs and thus minimizes the

average contention.

If (4.2) holds true with some receiver r, we say that the ordered transmitter pair

(t1, t2) is successfully captured. For the sake of simplicity, we focus on 2-way collisions in

this section though our algorithm can be easily extended to solve collisions that involve

3 or more parties. Formally, our receiver embedding problem is defined as follows:

Given: locations t1, t2, . . . , tn ∈ R2 of n transmitters and the number of receivers, m.

Find: m receiver locations r1, r2, . . . , rm ∈ R2 such that the number of captured trans-

mitter pairs is maximum.

F Approximation for Receiver Placement

To solve the optimal problem, we need to first redefine the original optimization problem

as a discrete problem such that we only need to examine a finite number of points in

R2. Let us start this process by finding a necessary and sufficient condition to (4.2). It

is equivalent to

‖r − t1‖2 ≤ β2 ‖r − t2‖2

⇔
(
1− β2

)
‖r‖2 − 2r ·

(
t1 − β2t2

)
≤ −‖t1‖2 + β2 ‖t2‖2 ,

where · takes the inner product of two vectors. It is then further transformed into∥∥∥∥r − t1 − β2t2
1− β2

∥∥∥∥ ≤ β

1− β2
‖t1 − t2‖ . (4.3)
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Algorithm F-Embed
Inputs:

1. n transmitter locations t1, t2, . . . , tn ∈ R2.
2. Positive integer m.

Output: m receiver locations r1, r2, . . . , rm ∈ R2.
begin
1. Compute the center and radius of the capture disk of every ordered transmission pair

(t1, t2) , (t1, t3) , . . . , (tn, tn−2) , (tn, tn−1);
2. Compute all the solution points, i.e., the centers and intersections of capture disks;
3. Construct a bipartite graph G = (S, T, E) as follows;
3-1. S = {s1, s2, . . . , sl} is the set of solution points;
3-2. T = ((t1, t2) , . . . , (tn, tn−1)) is the set of ordered transmitter pairs;
3-3. E is the edge set such that (sj , (ti, ti′)) ∈ E ⇔ the capture disk of (ti, ti′) contains the

solution point sj ;
4. for k = 1 to m do
4-1. Find a solution point sj ∈ S connected to a maximum number of transmitter pairs (ti, ti′);
4-2. Let the kth receiver location rk be this sj ;
4-3. Delete sj and (ti, ti′) connected to sj from G;
5. end for
end

Figure 4.3: Our F-Embed Algorithm to Find m Receiver Locations

The region of possible receiver location r such that (t1, t2) is captured by r forms a disk

whose center is t1−β2t2
1−β2 and radius β

1−β2 ‖t1 − t2‖. We call it the capture disk of (t1, t2)

illustrated in Fig. 4.2. This means that (t1, t2) is captured if and only if its capture

disk contains a receiver.

We can define the discrete version of the receiver embedding problem by the fol-

lowing two steps. First, given n transmitters, we compute the capture disks of all the

ordered transmitter pairs (ti, ti′) (i 6= i′). Second, we compute the corresponding so-

lution points which include the center of each capture disk and the intersection point

between the boundary circles of any two intersecting capture disks. After calculat-

ing the solution points, we can then just limit the possible receiver locations to these

solution points.

The following lemma shows the above discrete problem is equivalent to the original

receiver embedding problem.

Lemma 4.3.1. For any given transmitters t1, t2, . . . , tn for the receiver embedding prob-

lem, there exist optimal m receiver locations r1, r2, . . . , rm such that every rj (1 ≤ j ≤

m) is a solution point.
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Proof. Suppose that an optimal receiver location rj captures p transmitter pairs. It

means that rj belongs to the intersection I of p capture disks. Any such region I

contains an intersection between the boundary circles of two capture disks, or the

center of a capture disk. Let r′j ∈ R2 be such a solution point.

Given any optimal set {r1, r2, . . . , rj} of receiver locations, construct another by

replacing each rj by the above solution point r′j . We have a solution consisting of only

solution points. This proves the lemma.

Thus, in the discrete version, we just need to examine the solution points for receiver

locations to find the optimal solution. Assuming finite digits are used to represent a

vector in R2, this discrete version is similar to classical NP-complete problems such

as subset sum or vertex cover. To expand, in vertex cover we select a minimal subset

of vertices such that every edge in the graph is incident to at least one of the selected

vertices. In the receiver embedding problem we have a set of solution points to which

one or more capture disks are incident and we want to select the minimal subset of

solution points such that every capture disk is incident to at least one of the selected

solution points. We thus believe that both the original and discrete versions of the

receiver embedding problem are NP-hard. Therefore, an approximation algorithm of

constant factor to the optimal solution will be a good alternative.

We will present a 2-approximation algorithm for the receiver embedding problem,

i.e., it always returns a solution that captures at least half as many collisions as the

optimum solution. Our algorithm, called F-Embed, has four steps:

• In step 1, we compute the capture disks for all the ordered transmitter pairs.

• In step 2, we compute the solution points.

• In step 3, we construct a bipartite graph G such that solution point sj is connected

to transmitter pair (ti, ti′) if and only if sj is contained in the capture disk of

(ti, ti′).

• In step 4, we go through m iterations and in each iteration we pick the solution

point that has the maximum number of edges in the graph and remove the solution

point as well as its edges.
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Figure 4.4: Walking through the proposed receiver embedding solution with a 3-
transmitter 2-receiver example scenario. We calculate the capture disks for all six
ordered transmitter pair in (a), and generate their solution points in (b). We show the
bipartite graph between the solution points and the ordered transmission pairs in (c).
(d) shows the resulting receiver locations.

A walk through of the algorithm using a 3-transmitter, 2-receiver example is illus-

trated in Figure 4.4.

The quality of the solution that this algorithm achieves is an important result

though, so we confirm in the following theorem that its approximation factor is 2.

Theorem 4.3.2. F-Embed is a 2-approximation algorithm for the receiver embedding

problem.

Proof. Given transmitter locations t1, t2, . . . , tn and an integer m for the embedding

problem, let oS and cS denote the optimal and F-Embed receiver locations, and oT

and cT denote the ordered transmitter pairs captured by oS and cS respectively.

By Lemma 4.3.1, we assume that the optimal solution oS consists of solution points

only. This means that

oS , cS ⊆ S = {s1, s2, . . . , sl}

and oT , cT ⊆ T = {(t1, t2) , (t1, t3) , . . . , (tn, tn−1)} .

Here S and T are the vertex sets of the bipartite graph G = (S, T, E) constructed by
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Step 3 of F-Embed.

We prove by induction on m that

|cT | ≥
1
2
|oT | . (4.4)

The base case m = 1 is clearly true. Let us assume true for m − 1 and prove true

for m.

Without loss of generality, assume that the solution point chosen by Step 1 is sl ∈ S.

Let Tl ⊆ T be the (set of) ordered transmitter pairs captured by sl. Step 3 removes

them from G, so the remaining solution points are

S′ = {s1, s2, . . . , sl−1} ⊂ S,

and transmitter pairs

T ′ = T − Tl.

If sl ∈ oS , then (4.4) holds true. By induction hypothesis, F-Embed returns cS

such that |cT ∩ T ′| ≥ 1
2 |oT ∩ T ′|. Thus

|cT | =
∣∣cT ∩ T ′∣∣ + |Tl| >

1
2

(∣∣oT ∩ T ′∣∣ + |Tl|
)

=
1
2
|oT | ,

proving (4.4).

So we assume sl 6∈ oS . The optimal solution oS chooses m solution points in S′ =

S −{sl}. Let sl−1 denote an element in oS ⊂ S′, and Tl−1 denote the transmitter pairs

captured by sl−1. We have

|cT | =
∣∣cT ∩ T ′∣∣ + |Tl| ≥

1
2

(∣∣oT ∩ T ′∣∣− |Tl−1|
)

+ |Tl|

≥ 1
2

(|oT | − |Tl| − |Tl−1|) + |Tl|

≥ 1
2

(|oT | − 2 |Tl|) + |Tl| ≥
1
2
|oT | .

This completes the proof of the induction step. The theorem follows.
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Algorithm Grid-Embed
Inputs:

1. n transmitter locations t1, t2, . . . , tn ∈ R2.
2. Positive integer m.
3. Finite set S of points in R2.

(S is typically a given set of grid points.)
Output: m receiver locations r1, r2, . . . , rm ∈ S.
begin
1. Compute the center and radius of the capture disk of every ordered transmission pair

(t1, t2) , (t1, t3) , . . . , (tn, tn−2) , (tn, tn−1);
2. Construct a bipartite graph G = (S, T, E) as follows;
2-1. S is the given set of grid points;
2-2. T = ((t1, t2) , . . . , (tn, tn−1)) is the set of ordered transmitter pairs;
2-3. E is the edge set such that (sj , (ti, ti′)) ∈ E ⇔ the capture disk of (ti, ti′) contains the

grid point sj ;
3. for k = 1 to m do
3-1. Find a grid point sj ∈ S connected to a maximum number of transmitter pairs (ti, ti′);
3-2. Let the kth receiver location rk be this sj ;
3-3. Delete sj and (ti, ti′) connected to sj from G;
4. end for
end

Figure 4.5: Grid-Embed Algorithm

4.3.3 Fast Receiver Embedding in a Grid

The F-Embed algorithm slows down rapidly when the number of transmitters increases

because the number of solution points grows rapidly with the transmitter count. Given

n transmitters, there are O
(
n2

)
ordered transmitter pairs and capture disks. In the

worst case, every single capture disk intersects with every other and there will be

O
(
n4

)
solution points. We must check every solution point to see if it is contained in

one or more capture disks, so with O
(
n2

)
capture disks the worst case running time of

this algorithm is O
(
n6

)
. In the average case, every capture disk does not necessarily

intersect with every other, so the number of solution points will be lower than that in

the worst case. Even so, we will have a vast number of solution points to consider in

the F-Embed algorithm.

To come up with a faster alternative, we approximate the receiver embedding prob-

lem in a grid: instead of searching all the solution points, we examine a list of preset

grid points to see whether they are contained in one or more capture disks. In this

way, we can avoid the calculation of solution points which incurs great computation

complexities. Consider the following variant of the embedding problem.
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Receiver Embedding Problem in Grid

Given: locations t1, t2, . . . , tn ∈ R2 of n transmitters, the number m of receivers, and a

finite set S of grid points on R2.

Find: m receiver locations r1, r2, . . . , rm ∈ S such that the number of captured trans-

mitter pairs is maximum.

The grid embedding problem differs from the original embedding problem in that

we restrict receiver locations to be in S, which is a given set of grid points. The size

of S is adjustable to achieve both good capture performance and fast computation of

receiver locations. We have the algorithm Grid-Embed in Fig. 4.5 to find a solution

set to this grid-based problem. It is significantly faster than F-Embed such that it is

useful for large numbers of transmitters.

We have proved that the Grid-Embed algorithm is a 2-approximation algorithm to

the receiver grid embedding problem, and that when we have enough grid points (say

≥ 400, 000) the algorithm is also a 2-approximation algorithm to the original receiver

embedding problem.

Adaptive Receiver Embedding in a Grid

While Grid-Embed can significantly reduce the number of computations performed,

estimating the number of grid points necessary for effective receiver placement is not

straightforward. The number of grid points needed is highly related to the deployment

area. For instance, the value provided above, of 100,000 points, would be inappropriate

for a physical space of 4 m2. As an alternative, we have also explored the use of an

adaptive grid-based algorithm, Adaptive-Embed, which adaptively add grid points to

those areas that yield the best capture gains.

The Adaptive-Embed algorithm works by initially creating a grid of points across

the entire space, similar to Grid-Embed, but with much sparser grid points. After eval-

uating each point in the grid, we choose the one that is contained in the largest number

of capture disks and create a new grid centered around the point, with dimensions of

one-half the height and width of the previous grid. We continue these steps until we
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Figure 4.6: The different approaches to finding solutions all yield very similar results
so the fastest algorithm can be used without fear of lost performance.

select the same point in the consecutive two rounds.

Using this approach, we find that the results are comparable to F-Embed and

Grid-Embed, but the required running time for the simulation is reduced.

4.3.4 Simulation Results: Reducing Contention with Receiver Place-

ment

Comparison of Different Receiver Placement Strategies

Figure 4.6 shows the resulting contention level by all three algorithms, F-Embed, Grid-

Embed and Adaptive-Embed when we vary the transmitter number from 20 to 100.

We have only considered up to 100 nodes because the time needed to finish F-Embed

for over 100 nodes is too long to be realistic. The transmitters in these results are

uniformly randomly distributed. We observe that though these three algorithms have

very different completion times (with F-Embed much slower than the other two), they

have very similar results – the three lines are almost exactly on top of each other.

The results show that having more receivers will help reduce the contention level, but

the improvement becomes less pronounced as the receiver count increases. Since the
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Figure 4.8: Simulation visualizations for receiver locations calculated by Adaptive-
Embed along the circumference of a circle (a) and by naive placement (b). (c) shows
an analytic comparison of their performance.

three algorithms give the same results, we will focus on Adaptive-Embed which is the

fastest among the three.

We have used Adaptive-Grid on many different deployment scenarios to calculate

the receiver locations. Assuming we have 3 receivers and 100 transmitters we show the

calculated receiver locations and naive locations in Figures 4.8 and 4.9 when the spatial

distribution of the transmitters is along a circle or along a sine wave respectively. At the

first glance, a naive placement of centrally located receivers arranged in a triangle may

seem very intuitive – these receivers are in the “center” of the deployment and thus the

distances between transmitters and each receiver are kept similar so transmitters achieve
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Figure 4.9: Simulation visualizations for three receiver locations calculated by
Adaptive-Embed along a sine wave (a) and by naive placement (b). (c) shows an
analytic comparison of their performance.

consistent and high signal strength values. Though this balanced receiver placement

is beneficial for providing better signal strength coverage, it is not advantageous for

maximizing the capture gains as different relative distances between transmitters and

receivers are required for more captures.

The important lesson we have learned in this exercise is that receivers should be

deployed where most transmitters are. Therefore, if during an actual deployment,

receiver location calculation is not realistic, then we can simply place receivers where

most transmitters are. This is consistent with all the calculated receiver locations that

we have tried in the study.

Contention vs. Receiver Number

Next we look at the total contention reduction ratio by placing 1, 2, 3, 5, and 5 receivers

using the Adaptive-Embed algorithm, and show the results in Figure 4.10. Here, we

have increased the number of transmitters up to 1000 (following a uniform random

spatial distribution). These results show that a small number of receivers are indeed

sufficient to bring down the contention significantly. For example, 3 receivers can reduce

the contention level by 71%, and 5 receivers can reduce the contention level by 87%.

When we have more than 4 receivers, adding more receivers still yields benefits, but

the benefit becomes smaller as we have more receivers. This observation provides the

evidence that TO only needs a small number of receivers, which makes it a very practical
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and competitive approach for dense wireless systems.

We have also calculated the number of required receivers to achieve a desirable

contention level, and shown the results in Figure 4.11. We have looked at three desired

contention levels, 10, 30, and 100. The contention of 10 is a very strict requirement –

with 1000 transmitters and .01% duty cycle, a contention of 10 will lead to a packet loss

rate of .2%. To achieve this, we need 48 receivers for 1000 transmitters. On the other

hand, the contention of 100 is rather relaxed. With 1000 transmitters and .01% duty

cycle, a contention of 100 will lead to a packet loss rate of 2%, which can be achieved

by having 7 receivers.
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Chapter 5

Experimental Validation

The previous chapters of this dissertation have made a case for a Transmit Only (TO)

communication technique over traditional wireless MAC protocols and other proposed

protocols for wireless sensor networks. This section presents experimental validation

of Transmit Only, first by showing agreement between experiments and the predicted

capture effect and then by presenting several case studies of systems and applications

that are supported by a TO deployment.

In TO, transmitters consume a constant amount of energy per transmission regard-

less of the number of transmitters and their offered load. The theoretical analysis shown

in Chapter 3 showed that the energy efficiency of TO (as measured in energy spent to

data delivered) depends upon the percent of packets successfully transmitted. Since

packet success is directly determined by the collision rate (which increases with the

number of transmitters) and the capture effect (a function of the number of receivers

and their placement) the real-world performance of TO may differ greatly from the

theoretical performance if the capture effect does not occur as predicted.

5.1 Validating a General Case

One of the first theoretical results presented was the analysis of capture the capture

effect in an infinite plane of uniformly scattered transmitters that appeared in Equa-

tion 3.4. While building an infinite plane of transmitters is not possible (for this disser-

tation at least), it is simple to build a smaller-scale test bed of transmitters deployed in

a uniform random manner. We will not use the F-Embed placement algorithm discussed

in Chapter 4 because there is no structure to exploit in a uniform random distribution.

Instead we will simply deploy transmitters in a way that maximizes their distance from
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one another, according to the method described by Chen et al. [4].

The experiment described in this section will demonstrate two points. First, that

the simple model of the capture effect in an infinite plane of transmitters is applicable

to some real-life situations. Second, that the capture effect, given beyond some small

number of receivers, reduces collisions more effectively than spreading traffic across

multiple channels with the same number of receivers. The experiment is as follows.

5.1.1 Experimental Setup

Our experiments will confirm that the magnitude of the capture effect has been pre-

dicted successfully by our analysis. Our experimental setup consists of 1 host PC

serving as system controller, up to eight pairs of receivers (The receivers are paired

to implement redundant receiving described earlier in 3.1.2. ), and 100 transmitters

sending a 10-byte (300µsecond) packet ten times per second, creating an offered load

of 30%.

Hardware Description

The radio devices used in our experiments contain a Chipcon CC1100 radio transceiver

and a 16-bit Silicon Laboratories C8051F321 microprocessor and are powered by a 20

mm diameter lithium coin cell battery, the CR2032. The receivers have attached USB

hardware for loss-free data collection but are otherwise identical to the transmitters.

More complete information can be found in [10].

The radio link will operate at 902.1 MHz. Transmitters will use MSK modulation,

a 250kbps data rate, and a programmed output power of 0dBm. Each packet contains

32 bits of preamble, 32 bits of sync word, and 16 bits of whitened data.

Test System Behavior

In our system, each transmitter will periodically send a 10-byte packet (8 bytes of sync

and preamble and 2 bytes of payload) once every 0.1 seconds. The receivers will forward

received packets to the host PC for analysis over a USB connection. The 10-byte packets

being used in our system have an over-the-air duration of 300µseconds.
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We will perform tests to validate the predictions made in Figure 3.6. To validate

the single channel, multiple receiver curve we will operate all of the transmitters and

receivers on a single channel. We will then calculate the collision loss percent using

data from a single receiver, from two receivers, and so on up to the results from all of

the receivers.

To validate our collision loss predictions for multiple channel systems we will scale

down the number of transmitters in a channel by the number of channels in use. For

instance, we will generate results for a two channel system with two receivers by op-

erating half of the transmitters with one of the receivers. Since there would be the

same number of transmitters and receivers on channels 1 and 2 we can generate the

overall collision loss percentage of both channels by just recording the collision losses

on a single channel with half of the total transmitters. Likewise we can divide the total

number of transmitters by four to simulate four channels, and so on. In our experiments

we will generate results for a single channel, 2 channels, 4 channels, and 8 channels.

5.1.2 Test Topology

We will test a dense, short range topology in a 7 meter square area. Transmitters will

be placed following a uniformly random distribution.

Receiver placement will be determined by using the landmark positioning work and

the maxL-minE algorithm introduced by Chen et al. [4]. The maxL-minE (maximum

lambda, minimum error) algorithm takes an optimal geometric pattern for the number

of receivers and finds a deployment pattern by iteratively moving the receivers towards

positions that achieve a local maximum in the deployment environment based upon a

desired metric. In previous work the maxL-minE algorithm was used in a localization

system so the optimization criteria we used was simpler - we started from a known

optimal receiver pattern from previous work [4] and maximized the distance between

receivers in order to maximize the capture effect. Thus we expect our experimental

results for the capture effect to be fairy close to the ideal analytical predictions. How-

ever, the analytical predictions assume receivers see each collision from a completely

random vantage point. In reality transmitters at the edge of the deployment area are
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Figure 5.1: A gridded map of the experimental topology (a) and a photograph (b).

likely to be farther away to a receiver than other transmitters and will have slightly

worse capture rates. Also, transmitters than are in the same location will always have a

very low capture probability when their packets collide, no matter how many receivers

there are.

A map of the experimental topology appears in Figure 5.1. Some of the marked

transmitter locations actually have multiple transmitters, as can be seen in the pho-

tograph. The testing location was in the middle of a large open area to minimize

differences in the attenuation factor within the area so that theoretical and experimen-

tal results could be fairly compared. The receivers are numbered in the order they were

used. Results for a single receiver only used the receiver labelled “1”, results for two

receivers used “1” and “2”, and so on.

5.1.3 Results

Experiment results are shown in Figure 5.2. These results confirm our theoretical

model of the rate of the capture effect and also confirm that using multiple receivers

on a single channel can result in fewer collision losses than using the same number of

receivers spread over several channels. This gain is true whether or not the hardware
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Figure 5.2: Experimental and theoretical packet losses with 100 transmitters sending
ten packets per second. Results for single channel capture are shown with and without
redundant receiving. As predicted, once of the number of receivers passes a threshold
a single channel is better than using multiple channels, with or without redundant
receiving.

supports message in message - Figure 5.2 shows that even without message in message

the single channel approach outperforms the multichannel approach. This approach

replaces increased spectrum usage with increased numbers of receivers in the same

spectrum. The system offered 1000 packets per second and each packet had a duration

of 300µseconds so the offered load was 30%, of which 98.2% was achieved.

The theoretical single channel results in Figure 5.2 are better than the experimental

results. A slightly better experimental result might be achievable with careful receiver

placement but worse results than the theoretical ideal should be expected in real de-

ployment areas because after a certain number of receivers are deployed the differences

between the ideal assumption of an infinite plane of transmitters and the reality of a

finite space become more clear. Transmitters at the edge of deployment areas are more

likely to have weaker signals than other transmitters since no transmitters are further

away then they are, so their capture probabilities remain low. Larger deployment areas

would probably achieve capture rates closer to the predicted values since they have
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smaller surface area to volume ratios.

Figure 5.2 also shows that the redundant receiving method was effective at decreas-

ing packet losses by about 7.1% of what would be achievable with a single CC1100

radio chip. When multiple receivers are used on the same channel to increase the cap-

ture effect this increase is cumulative so the percent reduction in collision losses with

8 receivers on the same channel is 28%. The exact amount of this increase depends

upon the packet size but these results show that using a second CC1100 transceiver as

a redundant receiver can increase packet reception similar to the message in message

capabilities of some 802.11 cards.

A hint of the effects of receiver placement can be seen in Figure 5.3. Some combi-

nations of receivers are more effective than others, but the majority of receiver com-

binations have similar results. Differences are intuitive: highly asymetrical groups of

receivers give worse performance because some transmitters have no nearby receivers,

and asymetrical groups generally have more even (and better) performance because the
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distance to the closest receiver is similar across all of the transmitters. The impact of

receiver placement will be discussed in more detail in the next section.

In addition to reducing packet collisions, the single channel approach also increases

fairness in terms of relative packet loss between the transmitters. With a single receiver

per channel the transmitters closest to the receiver will achieve much better packet re-

ception rates than transmitters that are further away because of both the capture effect

and increased bit error rates due to attenuation. With multiple receivers in the same

channel at different locations though, these problems are mitigated. Figure 5.4 shows

a histogram of packet loss percentages for the 8 receiver, single channel capture system

with 13 transmitters and a single receiver per channel and the 8 channel, 8 receiver

multichannel system with 100 transmitters. The packet loss rates of the multichan-

nel system are scattered around several bins while the packet loss rates in the capture

system are mostly concentrated in a couple of bins and rapidly fall off. Thus the loss

rates of the transmitters in the capture system are more consistent from transmitter

to transmitter. There is no way to achieve this level of fairness with a single receiver
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(a) (b) (c)

Figure 5.5: High density experiments in an open area outdoors. Figure (a) shows the
main set of 10 by 10 meters. (b) shows each bundle of 10 transmitters. (c) shows a
receiver.

per channel without reducing the transmission rate of the transmitters closest to the

receivers, which is also unfair in terms of transmission rate.

5.2 Validation Capture Predictions

This previous chapter showed that a general model of the capture effect is adequate

when transmitters follow a simple, random uniform pattern. In such cases choosing

receiver locations is also simple and a more complicated placement approach using the

F-EMBED algorithm is unnecessary. However, this topology may not be typical in the

majority of deployments. In this section we will demonstrate that we can predict the

capture gains in more complicated topologies and that the F-EMBED algorithm can

predict placement superior (in terms of capture effect) to simple symmetrical patterns

when the deployment topology is not uniform random.

We conduct these experiments in an outdoor environment free of obstructions to

confirm the theoretical models. We will also briefly show results for a dynamic (and

uncontrolled) indoor environment simply to illustrate the effectiveness of TO in a real-

life scenario.

5.2.1 Capture Model Validation

This experiment was conducted on a flat lawn, far (over 50m) from any buildings, in

a 10m x 10m area. The purpose of this experiment is to show that the theoretical

models match real hardware deployments at scale, in this case up to 500 transmitters.



58

 0

 0.04

 0.08

 0.12

 0.16

 0.2

(200) (300) (400) (500)
 0.06  0.08  0.1  0.12  0.14  0.16  0.18  0.2

T
h
ro

u
g

h
p

u
t 

P
e
r 

P
a
ck

e
t 

T
im

e

A: Offered packets per packet interval
B: (Number of Transmitters)

A:
B:

F-Embed Placement
Equilateral Triangle

Naive Theoretical

Figure 5.6: The throughput of the outdoor high-density experiment performs closely
to our theoretical calculation. For simple deployment patterns, such as a uniform grid,
simple receiver patterns will usually be as effective as a more complex approach, such as
our F-EMBED. This is especially true when the offered load, and thus the probability
of collisions, is low.

Figure 5.5(a) shows a map of the experiment for the 500 transmitter and 3 receiver

case with the F-EMBED placement. Bundles of 10 transmitters are shown as black

triangles.

Each transmitter was attached to a 12 inch wooden stake, as shown in Figure 5.5(b),

forming a “flag” like configuration. In order to make the experiment tractable at scale,

groups of 10 transmitters were bundled together in a circular arrangement, as shown

in Figure 5.5(b). All three receivers are connected to a single laptop via USB extender

cables.

Figure 5.6 shows the average number of packets received per packet transmitted as

we scale the number of transmitters, each one beaconing a 24-bit ID once per second.

It also compares the predictions of a naive theoretical model to the measured results of

two receiver placements. The naive model assumes all the transmitters are equivalent

to an average transmitter. The results show that even at 500 transmitters, predicted

throughout closely matches the actual. A second result, also predicted by our models, is

that for uniformly placed transmitters, simple uniform placement of receivers, i.e., and
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algorithm was used to place four of the receivers, while a naive symmetrical placement
was used for the naive placement.

equilateral triangle, is close to the optimal predicted by more sophisticated algorithms.

Figure 5.6 also shows that actual reception rates are good even with a modest

number of receivers. With 200 transmitters 99.4% of the packets were received correctly

for the equilateral triangle deployment. As we increase the number of transmitters

with a constant beacon rate the idle throughput would scale along the 45 degree line.

Figure 5.6 shows that 15% of the packets are lost at 500 transmitters using the F-

EMBED algorithm, which is slightly better than the naive algorithm which loses 17%.

We do not expect the F-EMBED placement to significantly outperform the naive

placement in this trial. The transmitters are deployed in a uniform random pattern

so there is no underlying structure for F-EMBED to exploit and greatly increase the

occurrence of the capture effect. The offered load is also not very high, so collisions are

also not likely. When collisions become common we expect the F-EMBED placement

to show increased performance beyond the naive approach.

5.2.2 F-EMBED Placement in a Dense, High-Load Deployment

In this experiment the offered load in the system was increased and transmitters were

deployed in a more strutured fashion. Transmitters increased their packets to 1ms du-

rations and increased their transmission rates to two times per second. The offered load

ranged from 20% with 200 active transmitters to 100% with 500 active transmitters.
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Figure 5.8: The throughput of the outdoor high-density experiment with a sine-wave
deployment pattern. For simple deployment patterns, such as a uniform grid, simple
receiver patterns will usually be as effective as a more complex approach, such as our
F-EMBED.

Transmitters were also bundled in groups of five and deployed in a uniform random

distribution along a sine-wave shaped line. This creates conditions similar to radios

deployed along existing geographical or manufactured paths of interest to sensing sys-

tems, such as rivers, roads, and borders. An illustration of the deployment appears in

Fig. 5.7.

At low levels of offered load the performance of the simple receiver placement and the

F-EMBED placement were very similar, as shown in Fig. 5.8. However, as the offered

load increased and packet collisions became more probable the F-EMBED placement

begins to distinguish itself. While the simple placement only achieves 87.9% through-

put with an offered load of 100%, the F-EMBED placement reduces packet by 35%

compared to the simple placement, and achieves 92.1% throughput.

5.2.3 Validation in a Real-Life Setting

In this section we describe out experiences using TO in an indoor laboratory setting.

We had 80 transmitters and 3 receivers. We placed the receivers using the F-EMBED

algorithm.
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Figure 5.9: Packet loss in our indoor deployment. Even though individual receivers saw
a large variation in their hour by hour packet reception, the three together maintained
a packet reception rate of about 99% throughout.

We found that we had an average 99.1% packet reception rate. We also found

that our approach of over-provisioning the beacon rate worked well in practice because

it allowed to quickly build a few applications. Additionally, the presence of multiple

receivers provided redundancy even when one receiver experiences poor performance.

For instance, in Figure 5.9 while receiver B experienced very poor reception during

some hours, perhaps due to occlusion by a human, the three receivers in aggregate only

suffered a mild degradation of performance.
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Chapter 6

Use Cases

An important underpinning of this dissertation is the assertion that unidirectional com-

munication is sufficient for many use-cases of wireless networks. To provide examples

backing this assertion, this chapter will go over two important applications that can

be built with unidirectional Transmit Only systems. The first is a simple inventory

tracking system, where system users wish to be alerted as soon as possible when an

item is missing but will tolerate some latency (on the order of seconds) to reduce false

positives. The second example is of a sensing and monitoring system, with various logic

dictating how the system responds to sensed events.

6.1 Example 1: Asset Tracking

Asset tracking is an important application domain for wireless sensor networks. How-

ever, continuous tracking of a large number of items at the individual item level over

a significant period of time is still not feasible. There are two main obstacles. The

first is the need for efficient, low-power communication protocols. Many current proto-

cols employ energy-expensive methods to achieve reliable communication for arbitrary

traffic situations. Such protocols are not suitable for continuous asset tracking appli-

cations. The second challenge is the lack of a robust presence detection algorithm that

can differentiate packet losses caused by a missing item from packet losses caused by

the ambient radio environment. This section will show that TO can be used to create a

“heartbeat” protocol that supports two robust detection algorithms yielding low false

alarm rates while achieving timely loss notification.
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6.1.1 Problem Statement

Wireless sensor networks have enabled many applications that were impossible be-

fore, some of which are continuous, item-level asset tracking applications. A system

that provides continuous item-level tracking capability can be useful in many scenar-

ios. Imagine, such a system will allow the customers at a jewelry store to try on the

merchandise and appreciate them from many angles while freely strolling around the

store; such a system can help keep track of the whereabouts of patient charts so that

they are always available when needed; such a system can also ensure a soldier’s back-

pack is constantly equipped with all the required necessities. Compared to traditional

asset tracking applications which can only report missing items at a coarse temporal

(i.e. once a day) and spatial (i.e. not every item) granularity, continuous, item-level

asset tracking applications demand much finer tracking granularity both in time and

space. These applications must also be fail-safe, unlike many current inventory sys-

tems. Despite the much finer tracking granularity, these applications are not willing to

compromise on the system lifetime – they usually require more than one year’s lifetime

using coin cell batteries. The finer granularity of this system lends itself to a new kind

of asset tracking system - a presence assurance system (PAS). Whereas the status of

an item in current asset tracking systems is expressed in the sentence “item X was last

seen at location Y” the status of an item in a PAS is “item X is currently at location

Y.” If a PAS is robust against sensor failure, tampering, and theft then we call it a

fail-safe PAS.

Building a fail-safe PAS poses new challenges for the underlying system design, in

both hardware and software. Pre-existing solutions do not adequately address these

challenges[38]. For example, passive RFID tags, which are popular for traditional in-

ventory tracking applications, suffer from poor range, difficulty avoiding transmission

collisions in dense environments, and poor performance when attached to certain items.

Sensor networks have also been deployed for asset tracking purposes [12, 22]. While

these platforms provide good range and sophisticated communication protocols, they

are designed for more general-purpose usage, and their protocols and algorithms may
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not suit the specific requirements of these applications, thus leading to excessive energy

consumption and much reduced lifetime.

Earlier work [46, 2] has argued for a “push” architecture for continuous asset tracking

applications in which a sensor is attached to every item in the system, and the sensor

periodically (e.g., once a second) transmits a packet announcing its presence. Once a

sensor is not heard for a period of time, the system can declare that this sensor, or the

item that it is guarding, is absent. Though this architecture has been proven effective

through simulations, practical studies on how to build such an architecture are lacking

because some of the previously discussed algorithms are too complex to be implemented

on a simple and low-cost platform. The straightforward nature of TO is advantageous

here, because it allows us to build applications with very inexpensive radio hardware.

To solve the asset tracking problem we will build a uni-directional heartbeat (Uni-

HB) on top of the TO system. Each sensor will send a small radio beacon at predictable

time intervals. The predictability of packet transmission time and the extremely short

packets in our system (only a few bytes) make the uni-directional heartbeat protocol

more suitable than more power hungry protocols while also providing reliable packet

delivery. Also, we show that we can predict the packet collisions in this protocol in

software because the packet arrival times from the same sensor are regular and can be

easily anticipated, allowing us to reduce false positives during loss detection.

However, packets can also be lost due to the ambient radio environment, which can

lead to incorrect detection results if the packet loss is assumed to correspond to an item

loss. We will show that a good detection algorithm can assign probabilities to these

events to minimize item loss response time. Our first detection algorithm is based on

the length of packet miss chains: it discerns the sensor as missing when the current miss

chain is much longer than what has been observed in the history. Our second detection

algorithm checks the probability of a miss chain by calculating the probability of an

ambient loss based upon RSSI values. Using a trace collected over the course of a week,

we show that our detection algorithms can yield both low false alarm rates and short

detection latencies.
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6.1.2 Collision Prediction

In Uni-HB, each sensor sends out a beacon around the same time within transmission

interval (called an epoch), allowing the back-end processing software to accurately

calculate the anticipated packet arrival times and to predict the collisions that will

occur in the future epoch. Based on the predicted collision occurrence, the system

can correct the received packet sequence from each sensor by marking the unreceived

collided packet as received, thus leading to a higher packet delivery ratio. In this section,

we discuss how this collision prediction process works.

We imagine that an asset tracking system will consist of hundreds to thousands

of transmitters, tens of basestations, and one central processing station (CPS). Data

flows, in the form of packets, from the transmitters to the basestations, and from there

to the CPS. Basestations are deployed to have overlapping coverage, allowing each

transmitter to be heard by at least two basestations. Basestations listen for packets

from the transmitters and place a timestamp on each packet before sending the received

packet (together with the timestamp) to the CPS over an ethernet, WLAN, or USB

connection. Timestamps from the basestation are most accurate when it merely places

a time stamp on received packets and forwards them to the CPS. The timestamps

should give twice the granularity of transmit events, so a 1/5millisecond resolution is

recommended for the 2/5millisecond transmit times. The CPS will receive a stream

of data from each basestation with each data entry consisting of the fields: source

basestation ID, basestation timestamp, source transmitter ID, packet sequence number,

RSSI value, and CRC status.

The CPS first tries to synchronize all the timestamps from different basestations,

and merge all the data entries into a single arrived queue according to the adjusted

timestamps with all the redundant packets from the same transmitter (but received

by different basestations) removed. In addition to the arrived queue, the CPS also

maintains the expected arrival queue, which includes the expected arrival time for each

transmitter in the system. Both queues are sorted in the increasing temporal order.

The actual processing involves taking the first packet in the arrived queue and searching
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for its transmitter ID in the expected arrival queue. Usually, this search only needs to

check the first few expected arrival events in the queue. If the transmitter is found, the

CPS updates its expected arrival time, Texpected = Tnow + Tepoch and moves the event

to the appropriate location in the queue (most likely the end). If the search has to go

through the entire queue and cannot find the corresponding transmitter ID, it means

that this is a new transmitter and the new ID is added to the expected arrival queue.

In such a system, collisions can be easily predicted. Every time when an updated

expected arrival event is relocated to a new position in the queue, we check its expected

arrival time with the expected arrival times of the neighboring events in the queue. If

the gap between two expected arrivals is less than the hazard window, we mark these

two packets as being potential collision hazards. If the packet with a hazard mark

is not received around its expected time, the CPS assumes it was a collision and the

item/transmitter is actually not missing. Each transmitter’s epoch duration slightly

varies from each other so no two packets will transmit at the same time for a large

number of epochs. Here, the size of the hazard window is an important parameter. A

hazard window which is too small will under-predict collisions, while a hazard window

which is too large will over-predict and might mistakenly treat packet loss due to other

sources (e.g. the item missing) as collisions and ignore them. The most reliable and

adaptive way to determine the hazard window is to set it equal to a confidence level

of the expected arrival time of a packet. Inter-packet times are estimated and thus

have some error. By using the confidence interval of this estimation as the basis for the

hazard we compensate for this error and achieve good hazard prediction. In our system

we generally use the 99.9% confidence interval, depending upon the clock resolution of

our basestations.

After removing the predicted packet losses from the total number of packet losses,

unexpected packet loss was less than 1% of all packet losses. Note that the collision

prediction technique cannot be applied to protocols like CS and ACK because their

packet arrivals are not regular due to their feedback or collision avoidance mechanisms.
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6.1.3 Robust Detection of Transmitter Presence From Packet Loss

The ultimate goal of a PAS system is to rapidly and reliably detect when an item is

missing. Ideally every transmitter would send a packet at a fixed interval (called an

epoch here), and a receiver would see one packet every epoch from every transmitter

in the system. If a sensor is lost or broken, then it ceases beacon transmissions and the

system would realize immediately that the sensor has been stolen or broken. In reality

though, one cannot, and should not, simply equate a missing packet to a missing sensor

because packet loss occurs for other reasons. As a result, a robust detection algorithm

tries to differentiate packet losses due to missing sensors and packet losses due to other

causes.

Ambient Packet Loss

There are two kinds of ambient packet loss in TO, those caused by low received signal

intensity being indistinguishable from background interference and thermal noise, re-

ferred to as ambient loss, and those caused by direct collisions between packets in the

system, referred to as collision loss. As discussed in Section 6.1.2, a large fraction of the

collision loss can be identified by the CPS through the collision prediction technique.

In this section, we will mainly focus our discussion on ambient packet loss.

Ambient loss defines the baseline packet loss for a sensor. Its magnitude varies

signals from interfering RF devices (such as other wireless devices, microwave ovens, and

electric motors) and radio propagation effects. The typical ambient loss rate observed

during our trials and deployments is less than one percent. Even poorly placed sensors

can communicate effecively if basestations are deployed so that the multiple basestations

receive the sensor’s packets.

6.1.4 Detection Algorithms

A good detection algorithm will identify that contact has been lost with a sensor quickly

enough for a person to react to the problem but will not have so many false positives

that the alarm is no longer taken seriously. In this chapter, we measure the effectiveness
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Figure 6.1: Experimentally derived ambient miss percentage versus the RSSI, with the
95% confidence interval for each point.

of the detection algorithm of the RollCall system using two metrics: the probability of

raising a false alarm – a false alarm means the system declares a sensor/item missing

while the sensor is still present – Pf , and the time it takes for the system to raise an

alarm after a sensor ceases transmitting packets, Talarm. In this section, we consider

detection based on the resulting packet sequence from the Uni-HB protocol with colli-

sion prediction. As a result, packet misses observed by the CPS will be either due to

ambient loss or a missing transmitter.

There is a tradeoff between Pf and Talarm. If we sought to minimize the detection

latency Talarm without considering Pf , then we would use a näıve technique where a

sensor is considered lost whenever a single packet is missed. This gives the smallest

possible Talarm (1 epoch) at the expense of a very high Pf .

At the other extreme, if we only focus on minimizing Pf without regard to Talarm,

then we can simply wait very long time periods before reporting that a contact has been

lost with a sensor. While waiting for five minutes to pass without seeing a single packet

from a sensor will give a very low Pf which will be too long for anyone to respond to



69

an item’s loss after it is detected. As a result, this extreme is not desirable as well.

In this study, we explored the following detection heuristics:

Detection Based on Historical Maximum Miss Chain Length (Detect-MaxMiss)

Ambient packet losses often occur in bursts because the ambient factor may last for

a period of time. In Detect-MaxMiss, for each sensor, we keep track of the length of

the longest miss chain. The baseline detection is simple: once the current miss chain is

longer than the previously observed maximum miss chain length, we declare the sensor

is missing. In order to avoid the high false alarm rates when the miss chains are short,

we declare a sensor is missing if the current miss chain length is at least K misses more

than the previous maximum chain length. K can be determined heuristically. We call

this Detect-MaxMiss+K.

Detection Based on RSSI (Detect-RSSI)

In this algorithm, we first have a training phase to build a mapping between the RSSI

value of the current received packet and the likelihood that the next packet from the

same sensor will be missing. For example, we find that if the current packet’s RSSI

value is low, then the probability to have an ambient loss in the following epoch is high.

Figure 6.1 shows the ambient loss ratio with RSSI histogram we collected in our lab.

In the test phase, we detect whether a sensor is missing based on the ambient loss

ratio with RSSI histogram. Next, let us look at an example to understand the detection

algorithm. Suppose we have the following packet sequence for sensor i:

Recv(-97dB), Miss, Recv(-95dB), Miss, Miss, ...

Then the detection algorithm works as follows. In the first epoch, since the packet is

received, the probability of the sensor missing Pmissing =0. In the second epoch, the

packet is lost, but from the last RSSI value (-97dB), we know that the likelihood of

having an ambient loss in this round is roughly 0.8. As a result, we estimate Pmissing =

0.2. Since Pmissing is below the preset threshold 0.8, we do not raise an alarm. In the

third epoch, again we have Pmissing = 0. In the fourth epoch, the packet is lost, and

Pmissing = 1 − 0.3 = 0.7 based on the previous RSSI value. In the fifth epoch, the
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Transmitter Number

Figure 6.2: The ambient miss percentages seen by the transmitters during the detection
trial.

packet is again lost, and we calculate Pmissing = 1 − (1 − 0.7)2 = 0.91. Here, since we

do not have the RSSI value in the last round, we have to borrow the value two rounds

ago to estimate Pmissing. At this point, we will report the sensor being missing because

Pmissing is above the threshold value. We note that we could also calculate Pmissing in

the fifth epoch based on the likelihood of having 2 successive ambient losses following a

received packet with RSSI value of -95dB. We will build such histograms in our future

work.

6.1.5 Detection Results

We tested our detection algorithms using the trace that was collected using 31 trans-

mitters over the period of a week. The transmitters were arranged in groups of three

and were placed across several rooms in an office environment. Some of the transmitters

were placed in metal bins and drawers. One transmitter was intentionally placed so far

away from the basestations that the basestation was on the edge of its radio range and

Method Pf (%)
Detect− SingleMiss 100
Detect−MaxMiss+5 .013
Detect−RSSI .011

Table 6.1: Average Pf for different detection algorithms.
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Figure 6.3: Talarm for each transmitter in the detection trial: (a) Detect−MaxMiss,
and (b) Detect−RSSI.

its observed signal was extremely weak. During the testing week, those transmitters

were moved, sometimes outside of the radio range of the basestation to test the system

when an item is slowly removed, or had their batteries removed to test loss detection.

Table 6.1 shows the average Pf for the two proposed detection algorithm together

with the naive algorithm Detect-SingleMiss. Here, Pf is defined as the ratio of the

number of times the system declares a sensor is missing with respect to the number

of miss chains in the trace. Since Detect-SingleMiss assumes a missing sensor every

time there is a missed packet, the value of Pf is 100%. Compared to Detect-SingleMiss,

both of our algorithms have substantially reduced the false alarm rate by correcting

differentiating ambient and collision losses from actual loss events.

On the other hand, it is not meaningful to look at the average Talarm over all the

sensors as some of them were purposefully placed to have very poor signals. As a result,

it is much harder to report that they are missing in a timely fashion – how can a police

officer quickly detect that a person is missing if he only leaves his secret vault once a

month? In this case, we look at Talarm for each individual transmitter. Figure 6.2 plots

the percentage of packet misses due to ambient loss for each of the 31 transmitters,

showing that three of the transmitters had very poor transmissions. Figures 6.3(a)

and (b) show the resulting individual Talarm for the two detection algorithms. From
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these results, we can clearly see that transmitters that have a poor ambient environment

need a long period to be declared missing, while transmitters with a reasonable ambient

environment can be reported missing in a much more timely fashion (around 10 epochs).

This suggests that when deploying a tracking system, we need to make sure all the

transmitters are covered by basestations. This will not cause any issue in the system

we consider because the basestations share the same hardware as the transmitters, and

as a result, share the same cost as well. Thus, having more basestations is easy to

achieve. Further, we observe that the Detect-RSSI algorithm is more robust in rapidly

changing environments and when sensors experience poor signal quality. The Detect-

MaxMiss+5 algorithm will adjust to a changing environment as its history window

updates, but since radio environments can change rapidly the Detect-RSSI algorithm

has an advantage.

6.2 Example 2: Monitoring and Notification

The TO architecture is inherently unidirectional, from the transmitters to a receiver.

This is a natural fit for sensing and monitoring applications, where data is collected

from many sensors before being disseminated to a user. There are some situations, such

as Smart Grid applications or vehicular sensing, where sub-second reporting latency

and reliability to several significant figures are required. However, the majority of

existing and anticipated applications for wireless sensors do not require this kind of

low latency. Using TO in smart homes, habitat monitoring, or data center monitoring

would be perfectly reasonable because trading off a few seconds of latency in reported

data (caused by missed packets) is worth the ease of maintenance for the users of these

systems. Unfortunately, not all researchers would agree with this statement.

There is a movement that promotes running higher level networking on wireless

sensor, such as IPv6 [14], allowing users to directly query each individual sensor. It is

the opinion of this author though, that this approach is poorly matched to the idea of

a sensor network. Users want information in one place, but so the information from the

individually addressable sensors would need to aggregated in any case. If a user wanted

alerts when certain conditions in the sensors occurred, then the sensors would need to
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Figure 6.4: Screenshot of the Owl Platform current sensor status page. It is unnecessary
to have individually addressable sensors since all of their information can be easily
integrated into a back-end system.

communicate with one another to determine if a given state is reached, and would then

need use a very high level communication system, such as SMS or e-mail, to actually

contact the user. This would probably be handled by the same system that aggregated

data, so why not just have an aggregation system and simplify the sensors? This is the

rational behind TO.

An example of a system using this approach is Owl Platform [16], a website that

allows users to view the status of their sensors and sign up for e-mail and SMS alerts. A

screenshot of the current status of sensors in the system appears in Figure 6.4. Sensors

used in the system are running TO, but the details of the sensors are hidden from (and

unimportant to) users of the system. Historic data is easily stored in the back-end of

the system, shown in Figure 6.5. Packet loss in the system may cause latencies, and

hence inaccuracies, of less than a second per beacon missed.

While there are cases when individually addressable sensors are required, abstracting

away the complexities of individual sensors is usually preferable for the user. Whenever

this is the case, there is no disadvantage in using TO over more complex protocols

that allow for bi-directional communication and the benefits of lifetime and ease of
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Figure 6.5: Screenshot of the Owl Platform historic sensor status page. Sensor history
can be stored in the backend of the system, making it unnecessary for sensors to store
data or respond to queries for historic data and allowing system designers to use TO
in their deployments.

deployment work in TO’s favor.
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Chapter 7

Conclusions

In this work we demonstrated the advantages of Transmit Only in a variety of settings

and network topologies. We demonstrated that with careful placement of receivers, we

can leverage the capture effect to recover colliding packets and developed analytic mod-

els to approximate optimal receiver placement and predict their performance. We also

showed that with simple deployment patterns (e.g. transmitters dispersed in random

uniform patters) complex analysis to predict optimal receiver placement is not required

to achieve high capture rates and system performance. These models were validated

via experiments scaling up to 500 transmitters.

Both our models and experiments are in close agreement. These support the fea-

sibility of TO in real deployments by showing that the rate of growth of receivers to

transmitters to maintain a desired level of performance is modest and may be linear

in nature. With showed that with only five receivers, contention in a network can be

reduced by 90%, although there are diminishing returns with each additional receiver

so getting to extremely high reliability is not possible.

This makes TO suitable for many emerging applications where lifetime and main-

tainability are more important than latency and guaranteed reliability, for instance long-

term environmental monitoring or inventory systems. The transmit-only, converge-cast

system used in our experiment can be used as-is in tracking and localization, passive

mobility detection, intrusion detection, and radio interferometry systems since they do

not require a 100% packet success rate but do require frequent, regular transmissions.

Transmitter lifetime is more important than guaranteed packet delivery in those sys-

tems so spending energy for synchronization, channel sensing, or retransmissions for a

small increase in packet success rates would be detrimental.
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These results may also be useful in networks that cannot use a transmit-only proto-

col. A capture-aware time-division MAC protocol for sensor networks would be similar

to the proposal for 802.11 networks to better take advantage of the capture effect [27].

Transmitters using a collision avoidance capture-aware MAC protocol would still use

channel sensing but might choose to transmit in the face of interference if the probabil-

ity of a receiver being close enough to correctly receive its packet is high. A direction

for future work is to study how a transmitter can estimate this capture probability.

The most important result of this dissertation is the idea that a highly asymmetric

wireless protocol can be used to make the energy cost of wireless devices extremely

small. This dissertation has shown that it is possible to run wireless radios for years

on just a coin cell battery, even in deployments with high density and transmitter

mobility. Transmit Only trades off packet delivery guarantees and feedback to the

transmitters to make this low energy requirement possible. In return though, wireless

devices using TO will have spare energy for sensing, and algorithms running external

to the transmitters can detect location, mobility, or loss. This reduces the maintenance

cost and effort for wireless systems to the point where large scale deployments with

hundreds or thousands of sensors are feasible for large organizations and companies.

The ease of maintenance may also make it possible for sensing deployments in private

settings, in smart home and healthcare applications, where frequent visits by technicians

would be unwelcome. TO is an enabling technology for many kinds of applications that

were previously impracticable and fills an important niche among the many wireless

protocols currently in use.
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