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ABSTRACT OF THE DISSERTATION

Understanding Preferences and Similarities from User-Authored
Text: Applications to Search and Recommendations

by Gayatree Ganu

Dissertation Director: Ameélie Marian

Users rely increasingly on online reviews, forums and blogs to exchafaenation, practical
tips, and stories. Such social interaction has become central to their daigjothemaking pro-
cesses. However, user-authored content is in a free-text formatyusvith very scant struc-
tured metadata information. Users often face the daunting task of readingeagiaantity of
text to discover potentially useful information. This thesis addresses #tktoeautomatically
leverage information from user-authored text to improve search ancbtider personalized
recommendations matching user preferences.

We first focus on developing accurate text-based recommendationseVertinformation
present in user reviews by identifying the review parts pertaining to diftgoroduct features
and the sentiment expressed towards each feature. We derive tegt#aséings which serve
as alternate indicators of user assessment of the product. We then siostar users based
on the topics and sentiments in their reviews. Our results show that usingie¢édg petter
user preference predictions than those from the coarse star ratiegalsimake fine-grained
predictions of user sentiments towards the individual product features.

In the interactive and social forum sites users frequently make conngetith other users,
enabling them to find the right person to answer their questions. A chaltbBregeis to score

and rank the short snippets of forum posts while taking into account plegsenal connections.



In this thesis, we learn user similarities via multiple indicators like shared informageds,
profiles, or topics of interest. We develop a novel multidimensional modeluthigédrmly
incorporates the heterogeneous user relations in finding similar partigipamsedict future
social interactions and enhance keyword search.

Search over user-authored data like forums requires providing rélsattare as complete
as possible and yet are focused on the relevant information. We addigproblem by devel-
oping a new search paradigm that allows for search results to be rdteevarying granularity
levels. We implement a novel hierarchical representation and scoringigeehfor objects at
multiple granularities. We also present a score optimization algorithm that efficehooses
the best:-sized non-overlapping result set. We conduct extensive user staidéeshow that a
mixed granularity set of results is more relevant to users than standardrggspproaches.

In summary, this thesis studies the problems in understanding user behawmotektual
content in online reviews and forums. We present efficient technigueano user preferences

and similarities to enhance search and recommendations.
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Chapter 1

Introduction

The recent Web 2.0 user-generated content revolution has enaldied osers to broadcast
their knowledge and experience. Web users have wholeheartedlyparated peer-authored
posts into their lives, whether to make purchasing decisions based anmegalations or to
plan a night out using restaurant and movie reviews. Despite the growpgarity, there has
been little research on the quality of the content. In addition, web sites prguidier authored
content are surprisingly technologically poor: users often have nicebat to browse through
massive amounts of text to find a particular piece of interesting information.

A popular domain for online user generated content is reviews of ptedun services.
Accessing and searching text reviews is frustrating when users omyéhgague idea of the
product or its features and they need a recommendation or closest magiord searches
typically do not provide good results, as the same keywords routinelyaafipgood and in
bad reviews [10]. Yet another challenge in understanding reviews tistreviewer’s overall
rating might be largely reflective of product features in which the seasehis not interested.

Consider the following example:

Example L The NYC restaurant Lucky Cheng’sQitysearchhttp://newyork.citysearch.com)
has 65 user reviews of which 40 reviews have a 4 or 5 star rating (oGtmissible stars).
Majority positive reviews, however, praise the ambience of the restguaanshown in the

following sentences extracted from the reviews:

e “obviously it’s not the food or drinks that is the attraction, but the burlesgew”
e “Dont go for the food because the food is mediocore.”

e “The food was okay, not great, not bad.[...]JOur favorite part, thoughswae show!”

The negative reviews complain at length about the price and service.etAnos interested



in ambience would probably not want to dine at this restaurant. Howevezommendation

based on star ratings would label this restaurant as a high-quality restaur

User experience would be greatly improved if the structure of the contestviews was
taken into account, i.e., if review parts pertaining to different produdtfes, as well as the
sentiment of the reviewer towards each feature were identified. Thigriatan, coupled with
the metadata associated with a product (e.g., location or cuisine for regguiEn then be
used to analyze and access reviews. However, identifying structui@thation from free-
form text is a challenging task as users routinely enter informal text with gpelling and
grammar, as discussed in Chapter 2.

We propose techniques that harness the rich information present indi@bthe reviews
by identifying the review parts pertaining to different product featueeg.( food, ambience,
price, service for a restaurant), as well as the sentiment of the reviewards each feature
(e.g., positive, negative or neutral) and leverage this information to impregeexperience.
Our work addresses categorization and sentiment analysis at the seletexi@as web reviews
are short and designed to convey detailed information in a few senteWagerformed an
in-depth classification of real-world restaurant review data sets usthgshpervised and semi-
supervised technigues, and report on our findings in Chapter 3.

Ideally, users should not have to read through several reviewshbutd be presented with
items that they would find interesting or useful based on some notion ofrenefe through
similarity with other users or items. This task of preference matching is camiglolyaecom-
mendation systems [21]. Current recommendation systems such as theseddsyuNetflix
or Amazon [74] rely predominantly on structured metadata information to makeneenda-
tions, often using only the star ratings, and ignore a very important informsgiorce available
in reviews: the textual content. We apply our text analysis from Chaptea 8doommendation
scenario in Chapter 4 and show that the rich textual information can impating prediction
quality. In addition, we propose methods to predict the sentiments of useasd®individual
restaurant features and enhance user experience by presentmayiéve parts pertaining to
these features.

Another popularly used platform to exchange information is online forumsomimon



approach to gather feedback on a product, disease, or technibténres to ask a question
on an Internet forum and await answers from other participants. Altieety, one can search
through information in forums which often is already present as part diteaiscussions.
Unfortunately, web forums typically offer only very primitive search indeds that return all
posts that match the query keyword. Because of the nature of keywesed search, short
posts containing the query keywords may be ranked high even if theytd@me much useful
information, while longer posts with relevant information could be pushechdowhe result
list because their normalized scores are penalized by their size. Whigigseries to forums,
users face the daunting task of sifting through a massive number of passamate the wheat
from the chaff.

As a new search problem, search over forum text yields interesting spafie Background
information is often omitted in posts as it is assumed that readers share the asktgehnd
knowledge [34]. A critical challenge then for web forums search is teigeoresults that are as
complete as possible and that do not miss some relevant information buetlhég@focused on
the part of individual threads or posts containing relevant text. Thexgiin this type of search
the correct level of result granularity is important. Dynamically selecting ds¢level of focus
on the data helps users find relevant answers without having to readalaaunts of irrelevant
text. Therefore, our goal is to improve the experience of users segrttirough web forums
by providing results that focus on the parts of the data that best fit themiation needs. Our
approach allows for search results to be returned at varying gréguéxels: single pertinent
sentences containing facts, larger passages of descriptive textjrerdiscussions relevant to
the search topics. We propose a novel multi-granularity search foravaimfdata to offer the
most relevant information snippets to a user query, as described in €bapte

Finding similarities in forum participants can enable a search system to retr@ecuseful
and relevant results authored by like-minded users. Finding suchnadizsd similarity is a
complex problem due to the mix of various signals of user affinity. Occaléjpmaeb forums
allow users to make explicit friendships, thus providing the social graphusers. Addition-
ally, there exist several implicit cues of user affinity like participating in thees¢hreads or
discussing the same topics. Yet, two users having similar information neeiffeert times

might never participate in the same discussions. For instance, in a forumotbers several



participants will have similar questions about feeding, teething, and sletgms= However,
some mothers with older children will never participate in newer threads refatadants,
even though they have experience raising infants and may have participatech threads in
the past. On the other hand, for a location-based business searuain, farticipants in the
guery location are likely to provide answers despite largely varying psofitetopics of in-
terest. Therefore, it is an important and challenging problem to uniforngdiuca similarities
in online users while taking into account multiple implicit signals like user profilgscsoof
interest or information needs.

Our approach to address the problem of finding like-minded forum paatitspis to use
a multidimensional random walk that dynamically learns importance of the vantersuser
relations. Random walk on graphs, where nodes represent the frmarttivipants and edges
represent the strength of node association or node similarity, corregiiyrea many notions
of user similarity. However, existing random walk algorithms assume that theriying graph
is homogeneous comprising of nodes and edges of a single type eaciwofuextends the
random walk (RW) algorithm on a graph to a multidimensional scenario, wéegke dimen-
sion represents a different user relation semantic connecting the nodeslgorithm learns
the importance of the various interpersonal relations for a user and fiadisgk most similar
neighbors across these heterogeneous relations. Thus, we exglongptitit social interac-
tions of forum users to enhance search and personalization of resdiseribed in Chapter 6.

In summary, this thesis studies the problems in understanding online usefidredrad
similarities from the textual content in reviews and forums. We presentegftitechniques to

learn user preferences to enhance search and recommendations.



Chapter 2

Challenges in Automatic Processing of Online User Authored Text

In 2006, Time Magazine chose as Rerson of the Yeathe millions of anonymous contribu-
tors of user-generated content. Products are routinely revieweddbgnears on e-commerce
destinations such ammazon.com and review-dedicated websites likéysearch.com
andtripadvisor.com . Web users, for their part, rely strongly on peer-authored posts into
their lives, whether to make purchasing decisions based on peer recdiaines or to plan a
night out using restaurant and movie reviews. According to surveyseoreviews are second
only to word of mouth in purchasing influence [5]. Another study [4] sbtirat 86% of polled
individuals find customer reviews extremely or very important. Furthermdii, &f the indi-
viduals report researching products online often, no matter where thethb product (Web,
catalog, store, etc.).

If online reviews are a trusted and useful source of information for Wés, tools that
leverage the valuable information present in reviews are lacking sorbly.sfieer number of
reviews available for a given product can be overwhelming for usegirsgtito get a compre-
hensive view of reviewers’ opinions. Furthermore, it is often impossitai$ers to know in
advance which reviews contain information relevant to their specific infiomaeeds unless
they skim all the reviews. Not surprisingly, 78% of polled individuals intédhey spend more
than 10 minutes reading reviews for a given product type [4]. Popudhisites have started to
deploy techniques to aggregate the vast information available in user seaigivto identify
reviews with high information contenémazon.com , for instance, relies on the star ratings to
aggregate reviews and user votes to determine which reviews are hélp&linternet Movie
Databaseifndb.com ) uses the reviewer profile and demographics. Websites dedicated to par-
ticular products, likesitysearch.com for restaurants, ask the reviewers a set of descriptive

questions that can be used later as metadata information (Crowded, )Ivemely searching



products (Figure 2.1). This approach however, puts the burdemeiding aggregate informa-
tion on review contributors by asking them many binary or multiple choice qumesstidl these
techniques ultimately depend on how much users are willing to contribute, eithentiewers
themselves in rating products and answering descriptive questions @vtbe/ readers in rat-
ing the usefulness of a review. Furthermore, pre-determined metadaiataabkvays flexible
enough to represent all the information a user can contribute in a reviefertunately, most

aggregation techniques so far, ignore the information conveyed in theftaxteview.

New York

Live like an insider

P Business Info ¥ Reviews (17T} P Nap & Directions

Browsg Cafe Wha?
Bars & Clubs
Live Music 116 Macdougal 5t
_ Mew York, MY 10012-1202 g
Also of I{I[elesl Phone: (217) 254-3708 Fevlews | Wirite a Review
Bars & Clubs
Late-Might Sceng
Ielghborhood
Whiskey Bars
What Users are Saying:
(150
e = Crowded

Best of Citysearch  Trendy 1evlsus)
Tew vork Mightlife 2008 o Gad foratereak J (15 reviews)

. (2 reviems)
Barenders = Good dancing 2
Beer Salaction » Good social scene & revjewel

(5 reviems)
Bloody Ma « Good happy hour
~ [IMare
Yote Sponsored By P = PO P for Cafe Wha
® eat it
by Cltysearch 11001177  lext* See All177 User Reviews
on Facebook S e
areat band!
10/24/2008 Posted by deanwain
My Summary
wias @ crazy night at cafe wha? and the band was probably ane of the best cover acti

Recently viewed =saw... 0n the weekends there is a cover charge hutits worth it in my opinion. enjoy.

Figure 2.1: Citysearch asks the reviewer several optional questionsandrgain information
and opinions otherwise available only in text.

User experience would be greatly improved if the structure of the revielw veare taken
into account, i.e., if the review parts pertaining to different features obdymt €.g.,food,
atmosphere, price, service for a restaurant) were identified, as wiak @entiment of the re-
viewer towards each feature.§.,positive, negative or neutral). This information, coupled with
the metadata associated with a prodec (location and type of cuisine for restaurants), could
then be used to analyze, aggregate and search reviews. Such aleysteging information
from the textual parts of user reviews could then be used in scenaripfdikastance, a user

looking for an Italian restaurant (cuisine type information captured frotadaga) having very



courteous and friendly staff (sentiment towards the restaurant seasicke captured from the
text). Yet, there are several challenges in creating automatic aggregaticeearch tools that
leverage the textual part of reviews. We discuss these challenges maiggrocessing of

user authored text in this chapter, and develop techniques to classéwrext in Chapter 3.

2.1 Automatically Processing User Authored Text

User experience in accessing peer-authored content in reviewspsand blogs can be en-
hanced if information on specific topics was automatically captured from d¢leeférm textual
content. A common approach to identifying topical information over text is tothedseman-
tics associated with the individual terms. Utilizing existing taxonomies [75] likedNet for
computing such semantic coherence is very restrictive for capturing dapedific terms and
their meaning. For instance, in the restaurant domain the text in user resoeans several
proper nouns of food dishes like Pho, Biryani or Nigiri, certain collobfwiards like “apps”
and “yum”, and certain words like “starter” which have clearly diffener@anings based on the
domain (automobile reviews vs. restaurant reviews). WordNet will faibfsture such domain
specific nuances.

Another well-studied approach for text analysis is clustering wordsdbasetheir co-
occurrences in the textual sentences [107, 24] and assigning a sepfassi¢to each cluster.
Yet, such clustering is not suitable for analyzing user reviews; reviesvi/pically small, and
users often express opinions on several topics in the same sententestdiace, in a restaurant
reviews corpus our analysis showed that the words “food” and “s&rvithich belong to ob-
viously different restaurant aspects co-occur almost 10 times as aftiwe avords “food” and
“chicken”. On the contrary, utilizing the context around words canttyessists in building
topically coherent taxonomies.

An additional requirement for automatic review processing is identifying eénéireent of
a statement. Sentiment detection is an open research question and is pbriotidbenging
when used over user authored text. The same adjective can indicatéizepmsa negative

sentiment depending on which feature of a product is discussed, asfolltvdgng example:

Example 2 The word “cheap” is polysemous in the restaurant domain.



e A satisfied reviewer about the restaurant Big Won@Ghéap eats at a great price!”
e A dissatisfied reviewer about the restaurant Chow Bar: “Teeor was cheap looking

and the service was so-so.

We address this challenge by capturing both the topical and sentiment itifomrimaunity
from user generated text as described in Chapter 3. We can then disamebigprds that have
a topic domain specific interpretation.

To complicate matters, some language constructs like sarcasm can camjusg@matic

sentiment analysis tool, as in the following example:

Example 3 The New York restaurant Pink Pony has 18 user reviews with an asestay
rating of 3, indicating that some reviews were positive while some werdineg@his makes it

further difficult to determine the sentiment of a sarcastic review, as shevm

¢ “| had been searching really hard for a restaurant in New York wheteuld really feel
unwanted and ignored and | finally found it! The staff ignored my friendkl &ine entire

time we were thereYou guys are awesome!”

Sarcasm detection is a notably hard task [49]. Our techniques in Chap$ses8s reviews
at the sentence level, thus breaking down the effect of assigningitgipgmlar sentiments to
topics discussed earlier in the reviews. However, we are unable to dateasm at the single
sentence level, similar to a human-being who lacks context.

Finally, processing the genre of user reviews automatically differs fraogssing more
traditional written texts, like news stories. The reviews contain unedited) offermal lan-
guage. Poor spelling, unorthodox grammar and creative punctuatiomngaittéeroduce mis-

takes when using tools like parsers that have been trained on news.stories

2.2 Applications over User Authored Text

Due to the complexity of automatic processing of user authored text, this sclunee for
information has been largely ignored while building applications like seardhemommenda-

tions. Yet, textual data provides detailed opinions and experiences wigickery valuable in



improving the user experience. Unfortunately, users often have tameaayh large amounts
of text to find particular information of interest. We now discuss some additaradienges in
utilizing user authored free-form text in enhancing search and makiegyfimined rich recom-

mendations.

2.2.1 Recommendations

Users should not have to read through several reviews, but sheylcebented with items that
they would find interesting or useful based on some notion of preferdmoagh similarity
with other users or items. This task of preference matching is carried aecbynmendation
systems [21]. Current recommendation systems such as the ones usetflydd Amazon
[74] rely predominantly on structured metadata information to make recommensiadifben
using only the star ratings, and ignore a very important information souatiable in reviews:
the textual content. Yet, utilizing text automatically in recommendation systems isrudjiate
and requires identification of structure over free-form reviews.

First, the same individual words routinely appear in good and in bad re\iH#y. As such,
a basic keyword-based search engine might not help users identifyqisowith good reviews

according to their information needs. Consider the following example:

Example 4 The New York restaurant Bandol@itysearctas several reviews discussing their
desserts. However, these reviews often express opposite sentim¢mesdasserts as shown

below, making it difficult to aggregate the opinions expressed by users:

e “Tiny dessert was$8.00...just plain overpriced for what it is””
e “The mussels were fantastic and so was the dessert ...definitely going tocherdry

soon.”

Another challenge is that a reviewer’s overall rating might be largelyatifie of product
features in which the search user is not interested. Consider Exampulen Cinapter 1 where
the New York restaurant Lucky Cheng’s has 65 user reviews. Otlitesfe, 40 reviews have
a 4 or 5 star rating (out of 5 possible stars). Most of the positive reyibassever, focus on

and praise the atmosphere of the restaurant. The negative reviews, @théin hand, complain
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at length about the price and the service. A user not interested in atmespbeld not be
interested in this restaurant.
Identifying which features of a product were discussed in a reviewnzatioally is a diffi-

cult task. Reviewers are creative in their writing, as shown in the examfde/be

Example 5 The following sentences are all about the atmosphere and decor otirasta,
even though they share little in common, both in their content and style. &hlike “feel
more fast food than fine cuisine” expressing a negative sentiment oridntgesigners will be
delighted” expressing a positive sentiment are difficult for computer sysste automatically

identify:

e A reviewer writes about the restaurant Nadaman Hakubai: “Unflatterilugprescent
lighting and less-than-luxurious furnishings make the space feel mor®tasthan fine
cuisine [...]”

¢ Areviewer about the restaurant Tao: “Great music, beautiful peaprieat service...........
except the part where you don't get seated right away even WIgdexvation.”

e A reviewer about the restaurant Sea: “Interior designers will be debgti

Thus, capturing structure over user generated content in the fornpioktand sentiments
has many challenges, making it difficult to build automatic recommendation systemsser
authored text. We describe our techniques to identify such useful infammizom the free-

form text in Chapter 3.

2.2.2 Search

Users generate massive amounts of content daily in the form of revidasuans. For instance,
a popular forum on BMW cars sees as high as 50K unique visitors eaxgrich forums have
a large amount of data; at the time of this analysis the BMW forum website Hdgasts and
0.6M members. A new BMW car owner is likely to have the same set of questiasaw
owner from three months ago, i.e., users often have similar information n8eids answers
could be efficiently provided if good searching and ranking mechanisendegnloyed over the

large quantity of online user generated content.
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Existing search mechanisms over online user generated content argriveityve; often
posts containing query keywords are returned chronologically. Asisisr above, keyword
searched are not suitable as the same keywords routinely appear irosaivepand negative
reviews. Moreover, users are often interested in broad or vagugdsavhich cannot be di-
rectly captured by keywords. For instance, a user interested in “rorhaesiaurants would
like to find restaurants with soft music, candle-light dinner or Valentineyssgieecials.

User authored content often does not contain keywords pertaining fitetheor feature
searched. Background information is often omitted in posts as it is assuntedatiars share

the same background knowledge [34]. Consider the following example:

Example 6 In a forum thread titled “Herceptin - Quick side effects poll” asking for side@fe
of a drug, several posts provide very relevant information withoutalgtwsing the keywords

“herceptin”, “side” or “effects”:

e “Congestion and constant sniffling for about a week. Also nose blemdstsmes and
persistent nose sores.”

¢ “mild diarrhea for the first two days after”

e “Its a piece of cake compared to everything else | have been througs.toyfatigue,

runny nose and a little achy.”

A search mechanism retrieving posts alone will suffer from lack of corastedta user will
have to read through the entire thread to understand which drug giveskibeeamentioned

side effects.

A critical challenge then for web forums search is to provide results teatsacomplete as
possible and that do not miss some relevant information but that are alsefbon the part of
individual threads or posts containing relevant text. Therefore, in thesd¢f search the correct
level of result granularity is important. When issuing search queries torf®rusers face the

daunting task of sifting through a massive number of posts to separate ¢la¢ fndm the chatff.

Example 7: Consider the search results in Example 7 retrieved in response to thejusgr

hair loss in a breast cancer patient forum. Several succinct sergggehrough (H), shown
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in boldface, are highly relevant to the query and provide very usefuvarss Yet, when a post
contains many relevant sentences as in Postl and Post2, the post is rarestie than the

sentences alone.

e Postl:(A) Aromasin certainly caused my hair lossand the hair started falling 14
days after the chemo.However, | bought myself a rather fashionable scarf to hide the
baldness. | wear it everyday, even at honfB) Onc was shocked by my hairloss
so | guess it is unusual on Aromasin.l had no other side effects from Aromasin, no
hot flashes, no stomach aches or muscle pains, no headachess@anand none of the
chemo brain.

e Post2:(C) Probably everyone is sick of the hailossquestions, but | need help with
this falling hair . | had my first cemotherapy on 16th September, so due in one week for
the 2nd treatmentD) Surely the hair losscan'’t be starting this fast..or can it?. | was
running my fingers at the nape of my neck and about five came outfingeys. Would
love to hear from anyone else have AC done (Doxorubicin and Cyclpphosde) only
as | am not due to have the 3rd drug (whatever that is - 12 weekly se}sifiar the 4
sessions of AC. Doctor said that different people have different dielet®fso | wanted to
know what you all went throughiE) Have n't noticed hair losselsewhere, just the top
hair and mainly at the back of my neck. (F) | thought the hair would start thining
out between 2nd and 3rd treatment, not weeks after the 1st ond have very curly
long ringlets past my shoulders and am wondering if it would be better tajust short
or completely shave it off. | am willing to try anything to make this stop, dogeram
have a good recommendation for a shampoo, vitamins or supplemen(seatiy) a good
wig shop in downtown LA.

e Post3:My suggestion is, don't focus so much on organic. Things can be mrgad very
unhealthy. | believe it when | read that nothing here is truly organic. Teetlowed
a certain percentage. | think 5% of the food can not be organic and it still @ary
the organic label. What you want is nonprocessed, traditional foodsed fbat comes
from a farm or a farmer’s market. Small farmers are not organic justaoese it is too
much trouble to get the certification. Their produce is probably better thast wf the

industrial organic stuff.(G) Sorry Jennifer, chemotherapy and treatment followed
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by hair lossis extremely depressing and you cannot prepare enough for fallingdir,
especially hairin clumps. (H) | am on femara and hair lossis non-stop, | had full

head of thick hair.

Dynamically selecting the best level of focus on the data helps users ligvdme answers

without having to read large amounts of irrelevant text.

Therefore, our goal is to improve the experience of users searchimggtihweb forums by
providing results that focus on the parts of the data that best fit theinmafiton needs. Our ap-
proach in Chapter 5 allows for search results to be returned at varsanglagrity levels: single
pertinent sentences containing facts, larger passages of desctitiver entire discussions

relevant to the search topics.

2.3 Personalization Challenges

Search and recommendations over user authored content can greatiy frem personaliza-
tion of results returned to a user. Online users share many similarities amyflike-minded
users enables us to tailor the user experience to their specific prefsramt needs.

An under utilized signal in forum data is the information on authorship of poSitsce
most online forums require contributors to register, forum participants havidentity and
one can leverage the inherent social interactions between forum pant€ifp enhance search.
User interactions provide vital clues about their information needs, topiasepest and their
preferred other forum participants to answer questions. Some usemrgprolific and knowl-
edgeable, and participate in many different discussions on varying t&ich users are likely
to contribute high quality information to forums and their content should haighehranking
score. Alternately, some users share the same information need, are sira@htother and
can benefit from each other. Consider for instance, the study in fE¥js that patients of
a particular stage of cancer (Stage | through 1V) are more likely to intevdktother users
with the same progression of the disease. Finding such similar users arttingitpeir con-
tent strongly will enhance the personalized experience of a userrtunétely, online forums

largely do not provide such personalized search functionality.
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Finding similarities in forum participants can enable a search system to retraecuseful
and relevant results authored by like-minded users. Finding suchnadizsd similarity is a
complex problem due to the mix of various signals of user affinity. Occaléjpmaeb forums
allow users to make explicit friendships, thus providing the social graphusers. Addition-
ally, there exist several implicit cues of user affinity like participating in thees¢hreads or
discussing the same topics. Yet, two users having similar information neeiffeert times
might never participate in the same discussions. For instance, in a forumotbers several
participants will have similar questions about feeding, teething, and slétgmsa However,
some mothers with older children will never participate in newer threads refatgdants,
even though they have experience raising infants and may have participatach threads
in the past. On the other hand, for a location-based business seatoh,garticipants in the
query location are likely to provide answers despite largely varying psajiléopics of interest.
Therefore, itis an important and challenging problem to uniformly captorigssities in online
users while taking into account multiple implicit signals like user profiles, topi@astefest or
information needs and assigning egocentric importance to each of theperstaral relations.
We discuss our approach to address the problem of finding like-mindeh foarticipants is to
find a multidimensional user similarity score that takes into account the egdenortance
associated by a user to the different interpersonal relations, dedamnibetail in Section 6.

Thus, extracting relevant features from text and discovering usginsnt towards these
features is a challenging task, and utilizing this free-form user authorédntesearch and
recommendation systems poses several interesting challenges. In thenfplidvapter, we
discuss our techniques for automatically processing user generatdd teqiture important
topics and user sentiment expressed towards these specific topics. fhelgmined textual

analysis helps in addressing several challenges discussed in thisrchapte
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Chapter 3

Structure ldentification over Text

Web reviews have a combination of linguistic characteristics that depanttfre genres tradi-
tionally considered in the field of information processing: the language ia gfiée specific
to a particular domain (reviewers of electronic goods, for instance, usg teahnical terms
to describe product features like resolution, battery life, zoom); at time seme reviews are
unedited and often contain informal and ungrammatical language. Certgimalg®e constructs
like sarcasm, make it difficult to identify review sentiment using words as italisaas de-
scribed in the previous chapter. Finally, reviews often contain anecihdtaimation, which

does not provide useful, or usable, information for the sake of autonmaegsing.

For automatic processing of user authored text in applications like seagcte@ommen-
dations, we develop techniques to identify structure over this free-foxtirtethe form of
domain-specific topics and user sentiment towards these features. Ihdpie we detail our
methods for supervised classification of text at the sentence level in $8ctioWhile super-
vised classification provides very accurate topical and sentiment anayststechniques are
expensive due to the cost of manual annotation of labeled samples.tiorS:e, we develop a
semi-supervised method for discovering the most meaningful wordsseagineg the topics of

interest, and show that we propagate these topical labels nearly optimaiighevext graph.

3.1 Supervised Classification of Review Sentences

Our approach to addressing most of the challenges from Chapter 2 isgimiepa review not
as a unit of text, but as a set of sentences each with their own topicsratimdesats. This added
structural information provides valuable information on the textual contentiae-grain level.

We model our approach as a multi-label text classification task for eaténeenwhere labels

are both about topics and sentiments. We focused our classificatiohogff@restaurant review
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data set, described in Section 3.1.1. We report on our classificatiohiafeection 3.1.2, and

on the results of our analysis of user reviewing patterns in Section 3.1.4.

3.1.1 Data Set

We focused our classification effort on a restaurant review dataxdetcted from the NY City-
search web sité. The corpus contains 5531 restaurants, with associated structuredatifon
(location, cuisine type) and a set of reviews. There are a total of 5&26dws. Reviews
contain structured metadata (star rating, date) along with text. Typically redessmall; the
average user review has 5.28 sentences. The reviews are writter8b¥ 8iktinct users, for
whom we only have unique username information.

The data set is sparse: restaurants typically have only a few reviewsl 38threstaurants
having more than 10 reviews; and users typically review few restausaittsonly 299 (non-

editorial) users having reviewed more than 10 restaurants.

3.1.2 Structure Identification and Analysis

As the first step, we analyzed the data to identify categories specific todtairant reviews
domain. These dimensions focus on particular aspects of a restauraidiemiged the follow-
ing six categories: Food, Service, Price, Ambience, Anecdotes, anteMiseous. The first
four categories are typical parameters of restaurant reviews (eggt Zatings). Anecdotal
sentences are sentences describing the reviewer's personakagpenr context, but that do
not usually provide information on the restaurant quality (8.¢gnew upon visiting NYC that
| wanted to try an orginal delij. The Miscellaneous category captures sentences that do not
belong to the other five categories and includes sentences that aralgesemmendations
(e.g.,"Your friends will thank you for introducing them to this gen!'Sentence categories are
not mutually exclusive and overlap is allowed.

In addition to sentence categories, sentences have an associated deftonitine, Nega-

tive, Neutral, or Conflict. Users often seem to compare and contradtaymbbad aspects; this

Classified and original data can be downloaded at
http://www.research.rutgers.edu/ ~ gganu/datasets
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Sentence Category| Accuracy | Precision | Recall
FOOD 84.32 81.43 76.72
SERVICE 91.92 81.00 72.94
PRICE 95.52 79.11 73.55
AMBIENCE 90.99 70.10 54.64
ANECDOTES 87.20 49.15 | 44.26
MISCELLANEOUS 79.40 61.28 64.20
Sentiment Accuracy | Precision | Recall
POSITIVE 73.32 74.94 76.60
NEGATIVE 79.42 53.23 | 45.68
NEUTRAL 80.86 32.34 23.54
CONFLICT 92.06 43.96 | 35.68

Table 3.1: 7-Fold cross validation of classifier results.

mixed sentiment is captured by the Conflict category (€Tdhe food here is rather good , but

only if you like to wait for it).

Manual Sentence Annotation

To classify sentences into the above mentioned categories and sentimses clas manually
annotated a training set of approximately 3400 sentences with both catgbrgentiment
information. To check for agreement, 450 of these sentences wertatethby three different
annotators. The kappa coefficient measures pairwise agreement asmigpf annotators
making category judgments, correcting for expected chance agreedigni\[Kappa value of
1 implies perfect agreement, the lower the value, the lower the agreemernht@hannotator
agreements for our annotations were very good (Kappa above 0.8)ddfood, Price, and
Service categories and Positive sentiment. The Negative sentiment (deif)al and Conflict
sentiments, Miscellaneous and Ambience categories all had good agreéaents0.6). The

ambiguous Anecdotes category is the only one for which the Kappa vakimaderate (0.51).

Automatic Sentence Classification

We trained and tested Support Vector Machine classifiers [58] on ouwnatigrannotated data
(one classifier for each topic and one for each sentiment type). Fedtural classifiers were
stemmed words (extensive experiments did not suggest significant innpeot® in accuracy

when other features like n-grams and parts-of-speech tags werdarsddssification). We



18

used svm light with default parameters for building our text classifiers.

We performed 7-fold cross validation [65] and used accuracy, poecid recall to evalu-
ate the quality of our classification (see Table 3.1). Precision and rec#tionain categories
of Food, Service and Price and the Positive sentiment were high (7Q8it¢, tivey were lower
for the Anecdotes, Miscellaneous, Neutral and Conflict categoriesseltow results could be
due to the ambiguous nature of these categories but also due to the smalk afmtwaiming
instances in our corpus for these categories in particular.

While the specific categories we identified are tailored for a restauramaisogour classi-
fication approach could easily be translated to other types of data sets effgcal analysis to

identify product-specific sentence categories.

3.1.3 Cuisine-specific Classification

As described in EXAMPLE 4 in Chapter 2, some words have different imgann different
contexts and could confuse both the topic and sentiment classification. ofpusccontains
metadata tags like cuisine type or location that can be used for disambiguatioerify this
hypothesis we conducted the following experiment: we controlled for théneutigpe in both
the training and testing sets. Sentences of a particular cuisine were usad todiassifier, and
the classifier was tested with sentences belonging to the same cuisine. TEsifeecs yield
significantly more accurate results than in the general case (see Figurétgsiresult confirms
our intuition that metadata tags can be used to guide text classifiers. Sincaldh&tandard
does not span all the cuisines in the dataset with sufficient represensatitences (only 10
cuisine types in the corpus were included in the gold standard, and tHesrieskigure 3.1
are observed using 5 cuisine types with an average of 268 sentereashofuisine type), we
do not investigate this type of stratification further. We acknowledge, henvéhe potential

improvement in classification accuracy.

2http://svmlight.joachims.org
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Figure 3.1: Comparison between accuracy of general and cuisindicpissification.

3.1.4 Text Review Analysis

To understand trends in reviewing behaviors, we performed an in-dejpilisis of the corpus
of 52264 user reviews augmented with our automatic classification. Thuspule study the
relation between the textual structure of the reviews and the metadata dntehedreviewers,
such as star rating. While we uncovered some surprising and interestiag,tkee also con-
firmed some obvious and expected behavior. The later shows that osifici&®n is sound

and our analysis of textual information conforms to the expected behawioser reviews.

User Reviewing Trends

Our analysis of the annotated corpus of reviews shows that the sentingessed in the
reviews was mostly positive (56% of sentences), while only 18% of thewesémtences ex-
pressed negative sentiment. This is consistent with the star ratings prowideeérs, with 73%
of reviews having a star rating of 4 or 5.

Most reviews describe the food served by the restaurant (32%), velwier than 17% of
the sentences are about the service, 10% are about ambience and®.&886wat price. The
distribution of topics covered in the reviews is dependent on the cuisingnygiadata) of the
restaurant as discussed below. The distribution of sentence categatissntiments are shown

in Figure 3.2.
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Figure 3.2: Distribution of the categories and sentiments of automatically cldss#igences.

Dependence on Cuisine Type

We observe that in addition to the free-form textual data in reviews themdlsble informa-
tion in the structured metadata associated with the reviews, and in fact thepartsmf the
reviews are often related. We now explore the correlation between tireictosed text and the
structured metadata.

The distribution of topics in reviews is dependent on the cuisine classific@tietadata)
of the restaurant. Restaurants serving French and Italian cuisinesrizenjeService related
sentences (20%). Surprisingly most of these sentences for Frestalunants were Negative
(50%) while for Italian restaurants these sentences were mostly Posi#%).(1n contrast,

reviews of Chinese restaurants, Delis and Pizzerias focus mostly on Food

Dependence on Price-Level

Coarse price level metadata information (numerical value from 1 to 4, 1 bieéncheapest) is
associated with restaurants in the data set. Figure 3.3 shows that the ndrpbsitiee price
related sentences decreases and the number of negative price refa&sttss increases as the
metadata price level increases implying, unsurprisingly, that users compia@about prices

of expensive restaurant.



21

70%

60% -
50% o
40% 7 —m— Positive

30% - — —e — Negative

Percentage of Price Related
Sentences

10%

0%

Price Level

Figure 3.3: Impact of price level on perception.

Comparing Star Rating with Sentiment

Probably the most important metadata information in reviews is the user-inpuasta (from
1to 5 in our data set, 5 being the highest). We compare this star rating with ttie esen
annotation produced by our classifier using the Pearson correlatifficiard [89]. The coef-
ficient ranges from -1 to 1, with -1 for negative correlation, 1 for pesitorrelation and 0 for
no correlation. Our results show a positive correlation (0.45) betweestéingating and the
percentage of positive sentences in the review, and a negative dongl®.48) between the
star rating and the percentage of negative sentences. On avera@esrith good ratings of
4 and 5 mainly have positive sentences (71%), and very few negatitenses (6%). In con-
trast, reviews with bad star ratings (1 or 2) have 5% positive sentendezbane 78% negative
sentences. These observations and the much finer range of interpietdtioxt reviews gives
us motivation to include text in a restaurant recommendation system, as édsar®hapter 4.
While supervised classification suffers from requiring a large quantitgt@fled instances,
our experiments indicated that this technique yielded more accurate resealtséthe topical
and sentiment information captured at the sentence level in Chapter 4ilidinguext-based
recommendation systems. Next, we describe an alternate semi-supervised foetiopical
analysis [44] that can be easily ported to new domains or new definitionsatires to be

discovered.

3.2 Semi Supervised Text Classification

Semi-supervised learning is a field of machine learning that studies learomgbbth labeled

and unlabeled examples. In practice, large amounts of data are availabidyba tiny fraction
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of these data is labeled. Such problems can be often cast as semi-seghbaining problems
and various methods for solving these problems exist [L09]. The fddhsssection is graph-
based learning [110], and in particular the harmonic solution (HS) orhgraphich serves as
a basis for many semi-supervised learning algorithms [15, 109].

In this section, we show how the harmonic solution on a graph can be apyatex! by the
HS on its subgraph, with provable guarantees on the quality of the apptixim@he premise
of our technique is that the subgraph is much smaller than the graph and ¢hdSton the
subgraph can be computed more efficiently. We state conditions under thigicdubgraph
yields a good approximation, prove bounds on the quality of the approximaticishow how
to build the graph efficiently. Our method is evaluated on handwritten digigrétton and
two bigger problems: topic discovery in restaurant and hotel reviewsegperimental results
support our claims that only a small portion of the graph is usually neededntfigdtopics on
the entire graph.

The techniques in this section as discussed in [44] address an importalgmprdn prac-
tice, data are large-scale and often only a small portion of labels can reethf@ith high
confidence. The low confidence predictions are typically of little utility beedligy are noisy.
We show how to identify high confidence predictions without the overh&amdeling the low
confidence ones. This is the first such result for graph-based sgrivgsed learning.

Our algorithm for building subgraphs (Section 3.2.1) can be viewed asna db self-
training. Similarly to self-training, the algorithm is iterative and easy to implementik&n
self-training, we provide guarantees on the quality of the solution. In etbeds, we show
how to do self-training in a proper way.

This section is organized as follows. First, we introduce basic concepth, & semi-
supervised learning on graphs (Section 3.2.1) and self-training (Se&8oh). Second, we
motivate our approach, analyze the error in the estimate of the harmonic sasutithe sub-
graph, and propose a method for building the subgraph (Section 3.tha)lyFve evaluate the

method on three datasets, two of which are large-scale (Sections 3.2.2atd 3
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3.2.1 Semi-supervised learning: Preliminaries

We adopt the following notation. The symbaisandy; refer to thei-th example and its label,
respectively. All examples belong to oneaiflasseg € {1,...,c}. The examples are divided
into the labeled and unlabeled sdtandw, and we only know labels in the labeled $efThe
cardinality of these sets arg andn,,. The total number of the examplesis= n; + n,,.
Semi-supervised learning can be formulated as label propagation omla, gvhere the
vertices are the examplas [110]. The labels can be computed by solving a system of linear

guestions:
Fu = *(Luu)_lLulﬂy (31)

whereF € {f;[k]}"”¢ is a matrix of probabilities that the vertéxbelongs to the class; F;
and F,, are the rows off’ corresponding to the labeled and unlabeled vertices, respectively;
L = D — W is theLaplacian of the data adjacency gragh'; and D is a diagonal matrix
whosei-th diagonal entry is computed as = Zj w;;. We refer to thei-th row of F' as
f; = (fi[1],..., filc]) and to themost confident predictioim the row as|f;|| . .= max;, | f;[£]|.
We adopt the convention that vertices are indexeddydj, and labels by:.

The solutionF;, is known as thdnarmonic solution (HShecause it satisfies th@rmonic

property f;[k] = d%, > j~i Wiz fi[k]. It can be rewritten as:
F, = (I - Puu)_lpulﬂ
= (I + Py + P2, +...)PyF, (3.2)
where P = D~!W is a transition matrix of a random walk div. As a result,f;[k] can

be viewed as the probability that the random walk that starts from the verseabsorbed at

vertices with labelg [110]. Our work relies heavily on this interpretation.

Large-scale semi-supervised learning

In general, the space and time complexity of computing the harmonic solutiomtj&qs.1)
aref(n?) andf(n?), respectively. So it is challenging to compute the exact solution when the
number of vertices exceeds several thousand. The computation can be sped up significantly

by taking into account the structure of the problem. For instance, wherrdipb @/ is O(n)
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sparse, the time complexity of computing the H8(is?) [109]. Moreover, when the system of
linear equations (Equation 3.1) is properly preconditioned [95], it casob&d approximately

in nearly linear time inn. Data dependent kernels for semi-supervised max-margin learning
can be also built in nearly linear time [71].

A few methods can approximate the HSfifn) time [98, 38, 102]. Fergust al.[38] cast
this problem as regression on basis functions, which are eigenfunctiengeatures. Valket
al. [102] choosé: representative vertices, compute the HS on these vertices, and thaggti®p
the solution to the rest of the graph. The space and time complexity of this meth6g:4)
andd(kn + k3), respectively. Our solution is later compared to this approach.

Our work is orthogonal to the existing work on large-scale semi-supehl&sning on
graphs. In particular, we study the problem where only a small portioneodtaph, typically
in the vicinity of labeled vertices, is sufficient to identify most confident pisatis and show
how this subgraph can be learned efficiently. Our method can be easilyrmdnkith existing
approximations, such as data quantization [102]. In this case, we woulcHea@pproximation

to the subgraph.

Self-training

Self-training [106] is one of the oldest and most popular methods for sepeirgised learning.
In self-training, a classifier is initially trained on a few labeled examples. Thisnused to

predict labels of unlabeled examples, the most confident predictionsldeel &0 the training
set, the classifier is retrained, and this is repeated until a stopping critermt.iSelf-training

is very common in natural language processing, and was applied to varimhbiems, such as
named-entity [35, 82] and relation [22, 7, 83] extraction.

The disadvantage of self-training is that it is subject to local optima and mmgzrovide
guarantees on the quality of the approximation [110]. Our algorithm foniege-subgraphs
(Algorithm 1) can be viewed as a type of self-training. Similarly to self-trainihg method is
iterative and easy to implement. Unlike self-training, we provide guarantedsecquality of

the solution.
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3.2.2 Inference on a Subgraph

We now introduce our setting and demonstrate subgraph inference oxawple problems.
Next, we identify a class of subgraphs calledubgraphs, and bound the quality of the HS
approximations for these graphs. Finally, we propose a techniqueristractings-subgraphs

and discuss how to apply it in practice.

Subgraphs

We want to efficiently approximate the harmonic solution on the graph by therH& sub-

graph, defined as follows:

Definition 1. A subgraph We| of a graphW induced by vertices is a graph overe where
two vertices are adjacent if and only if they are adjacenilin The subgrapfiV[e] is given by

an x n adjacency matrix:

(WMM{1%<@6@A06@

0 otherwise.

In other words, the edg’;; appears in the subgraphi[e] only if bothi andj are subgraph

verticese.

We refer to the harmonic solutions ¥ and its subgraph[e] asF™* and F¢, respectively.
The respective solutions at the verteare denoted by* andfy. If the vertexi ¢ e is not in
the subgraph, we assume tliat= 0.

Our goal is to learn a subgraph such that the difference between tin@miarsolutions*

andfy is bounded at verticesc e. The difference is measured by thrax-norm distance
I — £ lloo = max[f7[k] — f7IR]] - (3.3)

We opt for this distance because it allows us to identify highly confiderdigiens oni¥/.

In particular, note that whejfy — £||__ is small and the confidencg[£] on the subgraph is
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»

Figure 3.4:a. A line graphof n vertices. b. A subgraph of the line graph on vertices=
{1,2,3,...,n}. c. A star graphof n vertices.d. A subgraph of the star graph on vertices
e=11,2,3}.

high, then the corresponding confidengk] on W is bounded from below as:

7R = 2K = (TR = 77 )
> fe k] — a2 (1] — 1K)

= JiTR = I = £ ]l oo (3.4)

and is also high. In the rest of the section, we discuss two examples amieieon subgraphs.

The first example is Bne graphof » vertices (Figure 3.4a):
Wiy =1{[j—i[=1} Vije{l,...,n}. (3.5)

In this graph, all consecutive verticesandi: + 1, are adjacent. The vertices 1 andare
labeled as classes 1 and 2, respectively. Let the subdfgphbe induced by: — 1 vertices

e ={1,3,4,...,n} (Figure 3.4b), all but the vertex 2. Moreover, let the size of the graph
increase. Then note théf — (1,0) because the distance of the verteto labeled vertices

1 andn remains constant and increases linearly witmespectively. On the other han{, =

(0, 1) for all n because the labeled vertex 1 cannot be reached from the vertex & @sttince
between the harmonic solutiofi; — f5{| . — 1. In other words, the HS on subgraphs can be
inaccurate, even when the subgraph covers a large portion of the gnatjiel1.

The second example isstar graphof n vertices (Figure 3.4c):
Wi=1{(i=1)v(i=1} Vije{l,...,n}. (3.6)

In this graph, all vertices are adjacent to a single central vertex. Ttiee®2 and 3 are labeled

as classes 1 and 2, respectively. Let the subglEp] be induced by 3 vertices= {1,2,3}
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Figure 3.5: Ans-subgraph over nine vertices. The dark and light red vertices areotkeand
surface vertices of the-subgraph, respectively. The subgraph edges are shown inlgd co

(Figure 3.4d). Moreover, let the size of the grapincrease. Note that regardlessioff; =
f¢ = (1,1). So the distance between the two solutiffis— f;|| _ is zero for alln. In other
words, the HS on subgraphs can be highly accurate, even when ty@ghlzovers only a tiny

portion of the entire graph’.

e-subgraphs

Our examples illustrate that the HS on a subgraph can be both a good aadpgragimation
of that on the entire graph. The quality of the approximation depends ortliesubgraph is
constructed. In this work, we analyze a special family of subgraphgtheaide guarantees on

the quality of the approximation.

Definition 2. Ane-subgraph W{e] induced by verticesis a subgraph that has two additional

properties. First, the set can be divided int@ore

et ={ice: |, >c}
surface

e ={ice:|[ff]o <e}

vertices such that all neighbors of the core vertiegsin W are ine. Second, all labeled

vertices] are ine.
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Informally, we refer to the vertices whose most probable label is predititbdat least:
probability, ||f;|| ., > €, and no more than probability, ||f;|| ., < ¢, ashighandlow confidence
predictions, respectively. The core and surface ™ vertices in thes-subgraph are examples
of high and low confidence predictions, respectively.

The e-subgraph is a graph where high confidence predictions are sepfate the ver-
ticesu \ e that are not in the subgraph by the low confidence ones (Figure 3.%).t®dihis
structure, we can make two claims. First, if a vertex is not predicted with higfidemce on
the subgraph, it cannot be predicted with high confidence on the gésalond, if a prediction
on the subgraph is highly confident, it is also confident on the graph.

In the rest of this section, we prove these claims. First, we show that itexiesmot a core

vertex, it cannot be predicted with high confidencen
Proposition 1. Leti € u \ e. Then||f}||  <e.

Proof: Our proof is based on the random-walk interpretation of the HS. In pantjctfig] is
the probability that random walks div that start in the vertex are absorbed at vertices with
labelsk. Note thati¥ [e] is ane-subgraph. Thereforé,C e* and all neighbors of ™ are ine.
So all random walks o from i € « \ e™ must visit at least one surface vertex before being
absorbed. Lej be the first such vertex after no vertex fram e is visited. Thenf;[k] can be
rewritten as:
Fik = ol [T, (3.7)
jee~

wheregbfj is the fraction of the aforementioned random walks that correspond tcetitexy
and f7[k] is the absorption probability at this vertex. Note tiigfti] is bounded from above by
e. Therefore, it follows:

1110 < max |7 K]] < max| S ol £ 1K) <e. (3.8)

jee~

——
1

This concludes our prook

Proposition 1 says that if a vertex is not a core vertex, it can only bagbeeldwith low

confidence or/. Another way of interpreting the result is that only the core vertices
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can be ever predicted with high confidence. In the following claim, we bdb@adlifference

between the harmonic solutions 8 and its subgraphi’[e] on the core vertices™.

Proposition 2. Leti € e™. Then:

. 1—[|£7]
I8 =l = ——

9
Proof: Our proof consists of two main steps. First, we bound from below the fractio
random walks that visit only the core vertices. Since all neighbors of the vertices are in
We], these walks do not change betwd&nandW[e]. Based on this fact, we prove an upper
bound on the difference in the harmonic solutions.

Let p;;. andp;, be probabilities that random walks 6fi[e] that start in the vertex, and
visit only the core vertices and at least one surface vertex, resplgctive absorbed at vertices

with labelsk. Then the probability that the vertéxhas labek can be written as:
fElk] = apg, + (1 — a)pip,, (3.9)

whereq is the fraction of the walks that visit only the core vertiegs The fractiono can be

bounded from below as:

B L e

Cik > ik > (3.10)
Py — Dix 1—py, 1-¢

(07

The last inequality is due to the fact th‘g#% decreases whepj, increases and;[k] <
1. We boundp,, from above bys. This upper bound follows from the observation that the
probabilityp,, can be rewritten as:
P = > $5ISIE], (3.11)
jee~

where¢>§‘j is the fraction of random walks from the vertewhere the first visited surface vertex
is j and f{[k] is the absorption probability at the vertgx SincelV[e] is ane-subgraph, the
probability f7[k] can be bounded from above by So any convex combination ¢f k], such
asp,,., is bounded by.

The lower bound on the fractiom (Equation 3.10) holds for ak. So we boundx from

below by the largest one with respectito

efp] — fell —
a > max{f’ k] 8} = 15 o ° (3.12)
k 1—¢ 1—-¢
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Since the fraction of random walks that visit only the core verticess bounded from below,
and these walks are the sameldhand ¥ [e], the difference in the harmonic solutions @n
andWe] can be bounded from above as:

il =& _ 1= [fiflo
l1—¢ 1—¢

[fER] = R <1

(3.13)

This concludes our prook

Proposition 2 says that highly-confident predictions on the subdiéjghare good approx-
imations of those on the graph’. For instance, wherff[k] = 0.9 ande = 0.5, the distance
|7 — £, cannot be larger than 0.2, no matter how miighand W [e] differ. Our upper

bound on||fy — £|| ., can be applied to Equation 3.4 and yields the following lower bound.

Proposition 3. Leti € e™. Then:

Normalized Laplacian

The LaplacianL in the harmonic solution is often substituted for th@malized Laplacian
L, = I[—-D~3WD~3. Inthis section, we show how to generalize our results to the normalized
LaplacianL,,. The main difficulty is that the HS oi,, does not have a clear random-walk

interpretation. To obtain it, we rewrite the HS as:
Fy = (I — Dot WauDi2 )" Dt Woi Dy, i
= (D3u(I = D3 Wo) Do )" Dind WDy i
= DI - Dy W)™ Dl WuDy
= Déu(l — Puu)—lpulD;%Fl. (3.14)

_1
Finally, we multiply both sides of Equation 3.14 Iby,,/ and get:

_1 _1
[Duu2Fu] - (I - Puu)_lpul[Dll 2Fl]

_1
=+ Py + P2, +...)PulD, > ). (3.15)
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Equation 3.15 has the same form as Equation 3.2. As a result, we may coticdtidee HS
on the normalized Laplaciah,, has indeed a random walk interpretation, where thef $
additionally scaled b)D;u%.

Let the self-similarityw;; of all verticesi be 1. Therd; > 1 for all verticesi. Moreover,
note that|f;||; = 1 at all labeled vertices becaufes a distribution over labels. As a result,
Hd;%fiHl < 1 at these vertices. From Equation 3.15, it follows qm@f%fiul < 1foralli. So
d; %fi can be loosely interpreted as a distribution.

Based on our discussion, the HS on the normalized Lapldgiamas a random-walk inter-
pretation (Equation 3.15), adﬂi;%fiﬂm < Hd;%fi]h < 1 at all verticesi. Therefore, we can

follow the same reasoning as in Section 3.2.2 and generalize our resulioas fo

Proposition 4. Let F* and F*° be harmonic solutions on the normalized Laplaciangloand

its e-subgraphi¥V [e]. Let thecoreand surfacevertices be defined as:
_1
cf = {icesd gl > <
and
_1
v = {icesd il <e).
respectively. Then:
_1 "
d; * [l <

forall i € v\ e. Moreover:
n

_1
1—d, * |Iff]l

_1
diQHfie_fiHooS 1—¢

foralli € e},

Algorithm

In Section 3.2.2, we showed how to bound the difference between the hiarsaution
on the grapi¥ and itse-subgraph¥[e]. In this section, we propose an algorithm for building

e-subgraphs.
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Algorithm 1 Incremental subgraph learning.

Input:
GraphWw
Confidence levet € [0, 1]

e «—1Uficudjel:wy; >0}
t+1
repeat
L < n x n Laplacian ofi¥ [e®)]
infer F, + —(Lyu) 'Ly Fy
et « {ice® |f||, >e}
et e uficu:Ijecel (wy>0)}
t—t+1
until ((Je®] = [ D)) v ([e®] = n))

Output:
e-subgraphv[e(®)]

The algorithm proceeds in iterations. First, the subgraph vertiéeare initialized to la-
beled vertices and their neighbors. Second, we compute the harmonicrsolutioe subgraph
W e®). Third, we find vertices™ whose labels are inferred with sufficiently high confidence
and add their neighbors to the subgraph verti¢est). Finally, we compute the harmonic so-
lution on the graphV [¢(**1)] and repeat all steps until the s&t stops growing. Our method
is outlined in Algorithm 1.

Algorithm 1 can terminate for one of two reasons. Fifst!)| = |¢*~1|. In this case,
all neighbors of highly confident predictions are ine®, and soW [e(*)] is ane-subgraph.
Second/e)| = n. In this case}¥V[e())] is the entire graph, which is ansubgraph for alk.

So Algorithm 1 always outputs ansubgraph. Note that the s€t) increases monotonically,
e C e(tt1) | As a consequence, Algorithm 1 always terminates, for one of the abasgens.

The confidence leved is the only parameter of Algorithm 1. The parameteontrols the
size of the resulting-subgraph¥ [e]. The smaller the value af, the larger the subgraph. We
study this trend in Section 3.2.3.

Let W[e(T)] be thee-subgraph generated by Algorithm 1. Then the space complexity of
Algorithm 1 isO(|e(™)|?), the space taken by [e(T)]. The time complexity i) (7| |? +
nle(™)]), whereT is the number of iterationg)(|e(”)|?) is the cost of computing the HS in

each iteration, and]e(T)\ is an upper bound on the total number of tests for neighbors of the
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verticese™ when the set(*™1) is generated. As a result, WhEﬁT)| < n, the time complexity
of our method is linear im.

The above analysis makes no assumption$lga(’)]. Suppose thatV [e®)] is O(|e®))
sparse for alt. Then the space and time complexity of our method are 6Hliy(™)|) and

O(T|e™M|?), respectively. Sparsity is common in practice.

Practical issues

The worst-case number of iterations in Algorithm 1 can be large. Consideliné graph
example in Section 3.2.2 (Figure 3.4a). In this example, the labeled vertices-arehops
apart, and our method convergegifn) iterations irrespective of the confidence levelvhen
thee-subgraph covers the entire graph

Obviously, this behavior is undesirable. To avoid such cases, we stugggilarizing the

harmonic solution as [69]:
Fy = —(Luu + L)' Lu F, (3.16)

wherel, is an, x n, identity matrix andy is a tunable parameter. The regularizdy, can
be viewed as a specisinkvertex. At each step, the random walk on the gréplis absorbed
in the sink with probabilityﬁ. So the confidencé;[k| of labels decreases with the distance

from labeled vertices In particular, note that:

filk] < (1 -~ 1 7>Ti , (3.17)

wherer; is the number of hops between the veriexd the closest labeled example. The above
claim holds for any graph.

The parametey can be used to control the number of vertices in the subgraph. In particula
note that Algorithm 1 can add a vertex only if its neighbor is among the verticeshich are

defined ag™ = {i € e® : ||f;|| , > ¢}. When:

1
v = <exp [— ogg] — 1) max d;, (3.18)
K %

|fill., < e for all vertices that are at leasthops from the closest labeled vertex. This can

be easily verified by substituting the aboyéo Equation 3.17. As a result, Algorithm 1 never
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Figure 3.6: The TPR and FPR of three harmonic solutions on the digit rémpdataset.

adds a vertex that is more thanhops from the closest labeled vertex. In Section 3.2.3, we
study how the performance of Algorithm 1 changes wijth
Finally, note that Algorithm 1 requires the graph to be sparse. Therefore, we consider

similarity functions of the form:

2
x5

exp |- 2Bk - x)2 < 0

0 otherwise,

(3.19)

wij =

where the parametercontrols the sparsity dfi’.

3.2.3 Digit Recognition

We now evaluate our approach on the digit recognition problem. The datedexperimental
setup are described in detail in Section 3.2.3. The digit recognition datasealsand there-
fore we can build the entire data adjacency gréiph In addition, all data points are labeled.
Therefore, we can easily evaluate the accuracy of our approachasnpare it to baselines
(Section 3.2.3). We also study the sensitivity of our method to the setting of isneters
(Section 3.2.3).

Experimental setup

The performance of our solution is evaluated on the problem of handwditgrrecognition
[47]. The digit recognition dataset comprises of 5620 examples, digitseket® and 9. Each

digit is described by 64 features, which are discretized o arg grid.
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Figure 3.7: From left to right, we report the TPR and FPR of the HS-eanbgraphs, and the

size of the subgraph:fo)o%, as functions of the confidence thresheld he subgraphs are built
for four different values ofy.

The data adjacency graph is constructed as described in Section 3.2.2. The heat param-
eter and sparsity threshold are setas 0.1v/K and¢ = 20, whereK = 64 is the number of
features. In summary, the similarity of examples decreases exponentiallyistdéince and is
zero when the examples are more distant 2wanThis results in a sparse graph.

We cast digit recognition as a set of binary classification problems, aneafth pair of
the digits. In each problem, we label 10 randomly selected examples fodegacim the pair.

The labels of other examples are inferred ondtseibgraphi’[e]. We regularize the Laplacian
as described in Section 3.2.2 and set the regularization paramébed.1. Our results are

averaged over all classification problems.

Comparison to baselines

The digit recognition dataset is small and therefore we can build the datzeadjagraphi?” on
this dataset. The accuracy of predictions ondfseibgraph is expected to be suboptimal when
compared to those div. Perhaps surprisingly, we show that our predictions are nearly optimal.
We also compare our solution to graph quantization (Section 3.2.1). In gragtiization, the
graphW is approximated by a smaller graph bnepresentative examples. In our experiments,
k = |e| and therefore the quantized graph has the same size as the corregpoesdigraph.
In other words, the HS on the quantized graph is of the same time and spapkexity as the
final iteration of Algorithm 1.

In Figure 3.6, we compare the TPR and FPR of the harmonic solutiosssabgraphs,

the entire grapl’, and the quantized graph. érsubgraphs, we only predict the labels of the
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core verticeg ™. To make a fair comparison, the two baselines also predict onljetopmost
confident labels according to the HS. We vary the confidenceddeajet subgraphs of various
sizes, and get a point on the ROC curve for each

Figure 3.6 shows that our method makes almost as accurate predictionsHS tmethe
graphW. In fact, our results are so good that the corresponding ROC curgédmsed to distin-
guish. Moreover, note that our method performs significantly better thephgyuantization.
This shows that smart allocation of vertices, by buildingubgraphs, leads to better results

than covering the graph by randomly chosen representative examples.

Sensitivity to parameter settings

In the second experiment, we study the sensitivity of the HS oa-#ubgraph to its two param-
eters, the confidence leve(Section 3.2.2) and the regularization parametébection 3.2.2).
We plot ROC curves for several valuespénd varys to get points on each curve. Our results
are summarized in Figure 3.7.

In most cases, the TPR and FPR of the harmonic solutiosnrgubgraphs are pretty high
and relatively low, respectively. Whenis close to zero, the subgraphs cover a large portion
of the graph and the TPR is at the maximum. Amcreases, the FPR and TPR decrease.
Finally, whens = 0.5, all subgraphs cover less than 30% of the entire graph and we make only
confident predictions. Note that the minimal subgraph to predict corrdtilyséances of the
two digits in each problem is about 20% 1df.

The regularization parametercontrols the size of-subgraphs (Section 3.2.2). Asin-
creases, fewer vertices are added to the subgraphs since the coafid@redictions decreases
faster with the number of hops from labeled vertices. Therefore, thedarflR-PR decrease.
Finally, note that-subgraph learning changes smoothly witande, and it is not sensitive to

small perturbations of these parameters.

3.2.4 Topic Discovery

In this section, we tackle a large real-world problem of semantic inferen¢epa discov-

ery over graphs generated from free-form text. We analyze two @atgsets of restaurant
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and hotel reviews, and infer multi-class membership probabilities over remuhgontextual
descriptors in the corpora. It is computationally expensive to build a falplyrover these
datasets. Hence, our method is very useful in finding a relevant qatbgyathe task at hand.
In Section 3.2.4, we define the construction of the gidpthat is approximated by our method.
In Section 3.2.4, we introduce the domains of restaurant and hotel re\vaedsdescribe our
datasets. Our results are presented in Section 3.2.4 and we compareithdseseline meth-
ods in Section 3.2.4. Finally, we study the computational complexity of our algoiiirSec-

tion 3.2.4.

Data adjacency graph

We build a semantically coherent grapgh over the text by utilizing the contextual descriptors
around the words in the text. While semantically dissimilar words are often udbd game
sentence, the descriptive context around the words creates a stpicey tmk. For instance,
in our restaurant reviews the words “food” and “service” which bglamobviously different
restaurant topics co-occur almost ten times as often as the words “faddthicken”. How-
ever, we never expect to see the phrase “service is delicious”, acdwe use the contextual
descriptor “__is delicious” to link words under the food topic.

We build the subgraph over the textual data using Algorithm 1. Our grapipgses of two
types of vertices - words and descriptors. The contextual descripposist of 1 to 5 words
appearing before, after, or both before and after the words in resémtences. A five word
window is sufficient to capture most commonly used phrases. There are midifocontext
descriptors and we consider only those which occur at least 20 timedditioa, we prune the
list of descriptors to remove those with only stop words; a descriptor like “tHiés not very
informative. Secondly, our graph comprises of words that fit the geecs. We restrict this
step to finding nouns as in a sentence as the semantic meaning is often cathiechauns.
Therefore, we build a bipartite data adjacency gr&ghwhere the two parts correspond to
words and their contextual descriptors.

The words and descriptors that co-occur in a sentence are linkedgeyg aeighted by the

point-wise mutual information (PMI) score [101, 26]. The edge weiglivben word: and
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context descriptoy is:

w;; = log <max {m — ¢, 1}) , (3.20)
whereP(i N j) is the probability that word and contexy appear togethe® (i) is the proba-
bility of the wordi, and P () is the probability of the context The value ofP (i) is estimated
directly from data. Instead of computidg(iNj) andP(5), which would require normalization
over all contexts, we estimate the raﬁé’g—f) as the fraction of contexiswith the wordi. The

thresholdy controls the sparsity of the graph.

Datasets

We obtained two large user reviews datasets from popular online reviemghgites: the
restaurant reviews dataset was mined from Yélippf//www.yelp.com ) and the hotel
reviews dataset was mined from TripAdvisduttp://www.tripadvisor.com ). Both
these datasets have very different properties as described belmuizndarized in Table 3.2.
Yet, our methods are easily applicable to these large and diverse datadeiaraalgorithm
finds very precise semantic clusters as shown in Section 3.2.4.

The restaurant reviews corpus has 37k reviews with an average lehgt@ sentences.
The 344k sentences were used to compute the PMI for constructing fhte Ji@e vocabulary
in the restaurant reviews corpus is very diverse and contains sgvepeer nouns like menu
items and server names. We used the openNLP toolkit [3] for sentence dajiaighpart-of-
speech tagging to detect the nouns in the data. We ignore infrequentiyiogamisspellings
and idiosyncratic word formulations, and retain the nouns that occur st 1€atimes in the
corpus. The restaurant reviews dataset contains 8482 distinct.ndendefined five semantic
categories over the text: food, price, service, ambience, social itestribing the purpose
of the visit). We used only a handful of labeled seed words for eack.cHse choice of the
seed words was based on the frequencies of these words in the asrwed as their generally
applicable meaning to a broad set of words. The seed words useddognoe are shown in
the top portion of Table 3.3.

The hotel reviews dataset is much larger with 137k reviews on hotels irpEuas shown

in Table 3.2. Yet, the average number of sentences in a review is only Tehsea and despite
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Restaurants | Hotels
Reviews 37224 137234
Sentences 344217 971739
Businesses 2122 3370
Users 18743 No unique user

identifiers available

Distinct Nouns| 8482 11212
Distinct Words| 12080 19045

Table 3.2: Description of two large reviews datasets.

four times as many reviews as the restaurants corpus, the number of digtinet is only
11k. In the hotel reviews dataset, reviewers rate six different aspetite hotel: Cleanliness,
Spaciousness, Service, Location, Value and Sleep Quality. Assuminthésat six semantic
classes are important to users, we adhered to the same in our experimeatigbdled seed

words used for each class are shown in Table 3.5.

e-subgraph inference evaluation

We computed the HS on thesubgraph on the restaurant reviews dataset, and learned class
labels for words and descriptors. The algorithm is parameterized &s1, e = 0.3, and

¢ = 128. These parameters were chosen such that we explore only a small pdttiergraph.

Our algorithm quickly converges in 7 iterations and finds semantic confdsarares over 11%
nouns. Table 3.3 shows the top 10 words with the highest class membesbébiity returned

by the HS on the-subgraph. We observe that our method assigns high confidenass $oor
several synonyms of the seed words lgerver, waitress, proprietofor the service class and

our method also captures common abbreviations and domain specific usegrelsiikeapps
andstartersfor the food class.

We do not have ground truth on the semantic meaning on words. Therefmanually
evaluated the lists of top-K words with the highest confidence scoresefonging to each
semantic group. We evaluated the performancesibgraph inference using the precision@K
metric for each semantic class. A high precision value indicates that a lamggenof the top-

K words returned by the algorithm are labeled with the correct semantic clésee judges



Labeled seed words

food price service ambience | social intent
food price service ambience boyfriend
dessert cost staff ambiance date
appetizer costs waiter | atmosphere| birthday
appetizers value waiters decor lunch
Top-10 discovered words bye-subgraph inference
food price service ambience | social intent
starters pricier illusionist | downside bday
apps steamed bruno setting graduation
howard pricing swan general lady
starter tho particular | presentation husband
flatbreads diego server sink goodbye
error source proprietor| comstock wife
don crap servers vibe farewell
sides theres waitress | impression | bachelorette
app attitude banter uses mom
desert | interpretation| tenders octopus sally
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Table 3.3: Labeled seed words and top 10 words discovered by the & o1subgraph in the
restaurant reviews domain.

evaluated the quality of the word classification (with inter-annotator kapji¥s and we used
the majority vote for assessing the results. Table 3.4 shows the precisianretdinned results
for the five semantic classes &t = {5,10,20}. We see that ak’ = 10, we have a very high
precision of over 90% for service and social intent and over 60%cdfod find ambiance. Our
performance on the price class is poor because users rarely writetabqurice and rely on
the metadata price classification of the restaurant.

Using the same parameter settings on the hotel reviews dataset, we run 5nigeeaitb
explore a subgraph over 20% nouns and 14k descriptors, again amhak fraction of the
complete graph over the text. Table 3.5 shows the top 10 words with the hiaesmember-
ship probability returned by our-subgraph inference algorithm. Next, we evaluate the labels
learned for the six semantic categories in our corpus. The precision@tkda-subgraph
inference on the hotel reviews dataset is shown in Table 3.6. We havé afeigision (above

70%) for all categories in this dataset with perfect precision for thaseolass. These results



Precision | Semantic e-Subgraph | Quantized | Self
@ Class Inference Subgraph | Training
food 0.8 0.6 0.2
price 0.4 0.4 0.6
5 service 0.8 0.8 0.6
ambience 0.8 0.8 0.6
social intent 1 1 0.8
Average 0.76 0.72 0.56
food 0.7 0.6 0.5
price 0.2 0.4 0.5
10 service 0.9 0.6 0.5
ambience 0.6 0.6 0.7
social intent 1 0.8 0.8
Average 0.68 0.6 0.6
food 0.65 0.75 0.3
price 0.35 0.3 0.35
20 service 0.9 0.55 0.6
ambience 0.55 0.55 0.8
social intent 1 0.55 0.75
Average 0.69 0.54 0.56

Table 3.4: Precision at top K semantic labels learned in the restaurant sedosaain.
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are slightly better than the ones on the restaurant reviews dataset. We Ilediethe improve-
ment in precision is due to the better defined and distinct classes in the hateindderived

directly from TripAdvisor.

Comparison to baselines

We now compare the precision of our method with two baseline methods for Serokass
labeling. First, we build a quantized subgraph (Section 3.2.1) by a raneleatisn of vertices.
We build the similarity graph using Equation 3.20, and compute the HS on thisaplbgr
In essence, inference on this quantized graph differs from our methigdrothe selection
of the vertices to build the subgraph. For a fair comparison witheesubgraph inference
method, we used the same number of noun and descriptor vertices as ghapsutound by
our technique. Table 3.4 shows the precision@K for this quantized suibgrathe restaurant
reviews dataset. As expected, we see an overall lower precision ftaltbks learned over the
guantized subgraph in comparison with our method KAt 20, while e-subgraph inference
generates high precision labels (.9) for the service and social intent classes, quantization
generates significantly lower precision (0.55).

As a second baseline, we adapt the self-training method from [82] calipte&so. As
described in Section 3.2.1, the principle idea is that at each iteration Esfireisnew vertices
in the data graph and deterministically assigns class labels to a few. The reliatditic
described in [83] is used by Espresso to label vertices. This greedydhdifiers from our
algorithm only in that it makes hard class decisions based on the reliability mettihare is
no random walk inference computation. The construction of the similarityhgsaidentical to
our implementation. As shown in Table 3.4, the Espresso self training algorithwnidps less
accurate class labels on the restaurant reviews dataset. Moreoweanrthatational complexity
of such an algorithm is very high. Across all semantic classes, this silfrgaalgorithm
explored as many as 25% and 43% nouns in the restaurant and hotelseldeasets only
in the fourth iteration. Eventually, Espresso evaluated over 94% nouescesl self-training
methods achieve low precision and low efficiency in comparison ta@ubgraph inference
method. For all = 5,10, 20, the average precision across all five semantic classes is highest

when using ouk-subgraph inference. AK = 20, we see a 28% and 23% improvement
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Labeled seed words

cleanliness | service |spaciousness location value |[sleep quality
cleanliness service size location price sleep
dirt staff closet area cost bed
mould receptionist bathroom place amount sheet
smell personel space | neighborhood rate noise
Top-10 discovered words bye-subgraph inference
cleanliness | service |spaciousness location value |[sleep quality
accomodationy  folks sup neighbourhoodpackage| noises
accommodation clerks wardrobe | someplace | airfare pram
oder attendants vale neighborood| deal mattress
mold workers storage |schillerstrasse tariff sleeping
wonder |receptionists fringe recomend sum crash
odor gals warning palce alot coins
mildew personel | cupboard hell VS jams
show staffers drawer | neigbourhood lot noice
hygiene julie counter cul charge terror
stains benedetta shelf intending |evaluation pensionato

Table 3.5: Labeled seed words and top 10 words discovered by the & osubgraph in the
hotel reviews domain.

averaged across all classes by our method over quantization andisétigtr@spectively.

We now compare the inference of the alternate baseline methods on the higelsre
dataset. The performance of the HS ondksibgraph is significantly better than the baselines
of quantization and the self-training. Averaging across the six semantiesla#y = 20, we
see a large improvement of 29% and 45% of our method over quantizatiose#fridaining
respectively. In the future, we wish to evalaute these alternate apg®oadéth a much larger

set of hand-labelled assessments.

Computational complexity

We now assess the gain in performance by using our method. We preselts in the restau-
rant reviews domain; the hotels domain had similar gains. On the restawavwsalataset

our algorithm runs for 7 iterations and finds semantic confidence sceeed % nouns in the



Precision | Semantic e-Subgraph | Quantized | Self
@ Class Inference Subgraph | Training
cleanliness 0.8 0.6 0.8
service 1 1 0.8
spaciousness 0.8 0.6 0.2
5 location 0.8 1 0.6
value 1 0.8 0.6
sleep quality 1 0 0.6
Average 0.9 0.8 0.6
cleanliness 0.8 0.7 0.7
service 1 1 0.7
spaciousness 0.8 0.8 0.5
10 location 0.8 0.8 0.5
value 0.9 0.6 0.6
sleep quality 0.7 0.9 0.4
Average 0.83 0.8 0.57
cleanliness 0.8 0.65 0.7
service 1 0.75 0.75
spaciousnessg 0.7 0.65 0.5
20 location 0.8 0.6 0.65
value 0.85 0.55 0.5
sleep quality 0.7 0.6 0.25
Average 0.81 0.63 0.56
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Table 3.6: Precision at top K semantic labels learned in the hotel reviews domain

corpus. To evaluate the reduction in computational cost, we generateshtadkt descriptors

in the corpus using the neighborhood window around all occurrerfogerds and found that

our corpus contains 41k frequent descriptors (occurring at |€astr2s). In comparison, our

algorithm generates a subgraph comprising less than 5k descriptors, Wéexplore only a

small fraction of the complete graph that is most semantically meaningful.

The computation time of the topic discovery experiments is dominated by queries to th

database that store the sentences from the reviews. At every iteragi@xpand highly confi-

dent vertices:™. This involves retrieving sentences from the database containing theegertic

and finding new neighboring vertices in the text. TheeSsetomprises of only 0.7% nodes in

the restaurant reviews domain, resulting in significant improvement in cotigouteme. In ad-

dition, thes-subgraph¥ [e(T)] comprises of only 11% nodes and the space requirgd ™) |?)
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is two orders of magnitude smaller than the full graph built on all verticedi(8e8.2.2). How-

ever, our algorithm requires finding the HS for each iteration. Yet, opegments require very
few iterations in general, 7 and 5 iterations over the restaurant and lootalids respectively.
Therefore, the dominating time is the database queries for finding neigbbwestices and
generating the adjacency matrix. Overall our algorithm achieves sigrtifieaformance gain

over a one-shot inference on the full graph.

3.3 Conclusions

In this chapter, we presented the user reviews supervised classificati@malysis effort per-
formed as part of our URSA (User Review Structure Analysis) projece si\bw that both
topic and sentiment information at the sentence level are useful informatiendmge in a
review. We developed technigues for manual annotation of labeled ddtautomatic sen-
tence classification over the review sentences with both the topic and sentiieesds. Our
SVM-based classifiers yield highly accurate results, augmenting freetfext with structure
useful for automatic processing.

Additionally, we described a highly efficient semi-supervised algorithnidpic discovery
that does not require large amount of human input. The harmonic solutiamyaph is a pop-
ular approach to semi-supervised learning. Unfortunately, the methedhdbscale well with
the size of training data because its space and time complexity &re’) andd(n?), respec-
tively. In this chapter, we studied a new approach to approximating the harmalution and
we show how highly confident HS predictions on a graph can be identiigeidoon a subgraph.
We demonstrated the performance of our method in obtaining nearly optimahseiadels
over words in a graph over user reviews in the restaurant and heteMedomain.

In the following chapter, we leverage the topical and sentiment informatwn frser re-
views to build a text-based recommendation system. Our experiments showkthat iefor-
mation, as captured by the classification techniques described abovenaing for highly

accurate and fine-grained predictions of user preferences.
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Chapter 4

Text-based Recommendations

Today, web users have wholeheartedly incorporated peer-autpooddct reviews into their
daily decisions. Yet, web sites providing user reviews are surprisinghnt#aogically poor:
users often have no choice but to browse through massive amountg td fexd a particular
piece of relevant information.

Accessing and searching text reviews is particularly frustrating whersumly have a
vague idea of the product or its features and they need a recommendatims@st match.
Keyword searches typically do not provide good results, as the sam@kgyroutinely appear
in good and in bad reviews [10]. Another challenge in understandingweys that a reviewer’s
overall rating might be largely reflective of product features in whichsbarch user is not
interested, as demonstrated in Example 1.

Ideally, users should not have to read through several reviewshbutd be presented with
items that they would find interesting or useful based on some notion ofrenefe through
similarity with other users or items. This task of preference matching is caniglolyarecom-
mendation systems [21]. Current recommendation systems such as theseddsyuNetflix
or Amazon [74] rely predominantly on structured metadata information to makeneenda-
tions, often using only the star ratings, and ignore a very important informsdiorce available
in reviews: the textual content.

We propose techniques that harness the rich information present indij@bihe reviews
by identifying the review parts pertaining to different product featueeg.( food, ambience,
price, service for a restaurant), as well as the sentiment of the reviewards each feature

(e.g., positive, negative or neutral) and leverage this information to impreeeexperience.
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Identifying such structured information from free-form text is a challeggask as users rou-
tinely enter informal text with poor spelling and grammar. In the previoustehap/e per-
formed an in-depth classification of a real-world restaurant review ddatasing supervised
classification with topical and sentiment classes. Our work addressg®ga#tion and sen-
timent analysis at the sentence level as web reviews are short andatbtigronvey detailed
information in a few sentences. In this chapter, we apply our text claggificep a recom-
mendation scenario and show that the rich textual information can improve gataiction
quality. In addition, we propose methods to predict the sentiments of useasd®wmdividual
restaurant features and enhance user experience by presentimyitve parts pertaining to
these features.

Our work, performed as part of th¢RSA (User Review Structure Analysis) project, takes
the novel approach of combining natural language processing, mdehiming and collabo-
rative filtering to harness the wealth of detailed information available in wabwe\43]. Our
techniques utilize the free form textual data from user reviews for calidive filtering, a do-
main where most studies have focused on using ratings and other stductetadata. In this
chapter we present personalized recommendation techniques that fiigetéxé of a review to
make ratings predictions as well as predictions on user sentiment towatdarent features.

In particular we make the following novel contributions:

e We implement a new quadratic regression model using all of the detailed taxtraha-
tion obtained from the text classification, to derive text-based ratingsi¢8et2.2). In
comparison with the simple ad-hoc and linear regression presented itHd 2Juadratic
model is a better fit for our data (estimated by the lowered error in regrgsaind yields

more accurate rating predictions.

e We compare the predictive power of star and textual ratings using a+beeed strate-
gies that incorporate the rating behavior of the user, the average qudlity @staurant,

and a combination of both (Section 4.2.3).

¢ We reviewed state of the art recommendation techniques and evaluatec:tfaimance
on our restaurant reviews corpus. As described in Section 4.3.1 zsed methods us-

ing latent factorization and neighborhood models do not yield significantovepnents
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over average-based baseline predictions for our sparse dataset.

e We utilize the rich textual information present in the reviews to better group similar
users for making recommendations. Users who have reviewed commouragtsaare
clustered together if they have liked or disliked the same aspects of thereggtau
the text of their reviews, thus providing an approach to address théepradutlined
in Example 1. We implement a text-based soft clustering of users and desigveh

prediction approach for making personalized predictions in Section 4.3.2.

e We present an approach to predicting not just a numeric rating, but thiensats of

users towards individual restaurant features (Section 4.4).

We described our restaurant reviews data set in Chapter 3 and didausstext classi-
fication approach. We utilize the supervised classification model identifyintppics and
four sentiment classes over the sentences in restaurant reviews. W\idiliwe this structure
augmented text to build a text-based recommendation system over useeduthoews.

The techniques in this chapter have been published in [43]. This chamudtured as
follows. We describe the evaluation settings for our prediction experimergation 4.1.
In Section 4.2, we propose new regression-based measures thatttakedaunt the textual
component of reviews for deriving alternate text-based ratings forresews. We then turn
our focus to accurately predicting ratings for making useful recommemaatising average-
based recommendation strategies. In Section 4.3, we evaluate populathatia methods
like matrix factorization and KNN and evaluate the use of the textual informatiotidistering
like-minded users in personalized prediction settings. We show that relyinger reviewing
behaviors, as determined by the type of sentences covered in the reréswis in an im-
provement in predictions over techniques that only consider ratings. &veude the textual
information to predict user sentiments towards individual restaurantésaituSection 4.4. We

conclude in Section 4.5.
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4.1 Recommendation System Evaluation Setting

To evaluate the predictive value of our recommendation methods, we randgtrdgted three
test sets of around 260 reviews each from the restaurant data segnthming reviews com-
prised the corresponding training sets. A review set aside in the testragtused in making
predictions, but is only used in evaluating the accuracy of the predictiangpersonalized rec-
ommendations, we are interested in using user-specific information forrohgstesers, and we
need at least one review written by the users in the test set to derivepesgfic information.
Therefore, two of our test sets — A and B, are randomly chosen suthabh test user has at
least one review in the training set in addition to the review set aside for theetes

Test set C contains one review each from users who have ratedtd teataurants. There-
fore, Test set C contains more usable user-specific information thaartdemly chosen Test
sets A and B.

Our data contains only the review date information and no time stamp. A majority)(86%
of users have written all their reviews on the same day. Hence, we dbteunareate test sets
containing the last review written by the user, as is often done, e.g. the Netifikenge test
set [19].

We now focus on predicting ratings for the test set reviews using baselerage-based

strategies.

4.2 Predicting Restaurant Ratings

In this section, we first describe our methodology (Section 4.2.1) forigineg the overall

ratings for the reviews in the test sets. To compare the use of star ratingthevitextual data
in a recommendation scenario, we propose a novel method for derivingateatings using
our sentence classification in Section 4.2.2. Textually derived ratinge sanan alternate
assessment in the review based on the user sentiment towards diffievéuttpaspects. We
then evaluate the predictive utility of the star ratings and the text-based rasimgsaverage-
based prediction strategies in Section 4.2.3. Note that in Section 4.4, we gocdbie goal

of predicting the overall review rating and focus on making fine-grainediptions on user

sentiment towards individual restaurant aspects.
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4.2.1 Methodology

Our goal is to use the information present in the training data to accuratelicptiee ratings
in the test set. To explore whether the text in reviews is a better predict@eofassessment
of a restaurant than the star ratings, we derive an alternate textual fratinghe body of the
reviews as described in Section 4.2.2. Using this analysis, we have twoasdtenethods to
manipulate the information present in the training data: the star ratings in thevseaed the
textual ratings derived from the body of the reviews.

In addition, the reviews in the test set also contain both star ratings andltextings.
Therefore, we have two prediction goals: accurately predicting the atiags of the test set
reviews and accurately predicting their text ratings.

We use the popular root mean square error (RMSE) accuracy metrialtaéy our predic-

tion techniques [52].

4.2.2 Textually Derived Ratings

The text of a review (as approximated by its associated topics and sentimemex)able us to
capture the detailed assessment by a user of the restaurant. We usessioagbased method

for deriving textual ratings from the review text as described below.

Regression-based Method

Typically, users assign different degrees of importance to the topicefréviews. For each
review in the corpus, we propose a textual rating which incorporatesstapid sentiments
with varying levels of importance into a regression-based rating. Regnesi$ows us to learn
weights to be associated with each sentence type. These weights ard feanm¢he data set
itself, and therefore closely represent how people write reviews in aidorr regression
models the user-provided star ratings as the dependent variable; thecgetypes represented

as (topic,sentimentpairs are the independent variables, i.e., we performed a multivariate re-
gression which learns weights or importance to be associated with the diiffextual infor-
mation (represented by the several sentence type variables).

We computed the multivariate regression using the least squares estimated. méiio
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| Constant | 368 | \ \ \
15t Order Variables | Positive | Negative| Neutral | Conflict
Food 2.62 -2.65 -0.078 | -0.690
Price 0.395 -2.12 -1.27 0.929
Service 0.853 -4.25 -1.83 | 0.358
Ambience 0.747 -0.269 | 0.162 | 0.215
Anecdotes 0.957 -1.75 0.061 | -0.186
Miscellaneous 1.30 -2.62 -0.303 | 0.358
2nd Order Variables | Positive| Negative| Neutral | Conflict
Food -2.00 2.04 -0.134 | 0.664
Price -0.265 2.03 2.26 -1.01
Service -0.526 3.15 1.79 0.354
Ambience -0.438 0.801 | -0.263 | -0.595
Anecdotes -0.401 1.97 -0.081 | -0.262
Miscellaneous -0.651 2.38 0.492 | -0.089

Table 4.1: Four-sentiment regression weights.

performed a qualitative comparison between different sentence tyftiegseand varying re-

gression models, as described in the following section.

Four-Sentiment Second-Order Regression

A important step when fitting data is to find a good regression model. We expeaecwith
linear multivariate models, as well as second order and third order mode&gobuness of fit
for these models is estimated using the root mean squared error for thesiegr[78].

We observed that the quadratic regression model, incorporating all tialttéatures (six
topics and four sentiments), is a better fit for the restaurant reviews efthas the earlier
proposed linear model in [42] (as estimated by the lowered error in @grgs Our quadratic
regression model for deriving textual ratings has the general forthfee independent vari-

ables shown in Equation 1.

Y+ ¢ = Bo+ Bra1 + Paxa + B3xs + Baxt + Bsrs + Bers 4.1)

In the abovepy, 51, . . . , Bg are the unknown weights that we wish to determing.xs, 3
are the sentence types frequencies. The dependent vayietiee star ratinge is the error in

regression, a good model will have a low error.
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Restaurant Average User Average Combined

TestA | TestB | TestC | TestA | TestB | TestC | TestA | TestB | TestC
Predicting | Using Starrating| 1.127 | 1.267 | 1.126 | 1.313 | 1.349 | 1.061 | 1.283 | 1.363 | 1.095
Starrating | Using Textrating| 1.126 | 1.224 | 1.046 | 1.149 | 1.231 | 1.035| 1.143 | 1.236 | 1.029

Predicting Using Star rating| 0.703 | 0.718 | 0.758 | 0.971 | 0.969 | 0.649 | 0.990 | 1.031 | 0.812
Textrating | Using Textrating| 0.545 | 0.557 | 0.514 | 0.603 | 0.631 | 0.491 | 0.609 | 0.637 | 0.523

Table 4.2: Prediction RMSE using average-based methods.

This model uses all information derived from the text classification whicherseficial
for building a robust system. We build our model on the 50K examples in thengaset as
described in Section 6.3.1. Note that our model provides a regressistanbwhich serves as a
default rating when no textual information is available. The constaBt6sfis slightly skewed
towards a good review (star rating 4 or 5); this is consistent with the distribofistar ratings
in the restaurant review corpus as discussed in Chapter 3. Finally, dbedserder weights
(shown in Table 4.1) have the reverse polarity as the correspondit@rilsr weights: the
second order variables tend to dampen the effects of the first-ordablearif many sentences
of a type are present in a review.

The weights for our quadratic regression model are shown in Table 4é&.pfoportion
of Positive and Negative sentiment sentences have a clear effect aattitigein a review, as
shown by the highly polar regression weights for these sentiments. Astedpé¢he weights
confirm that the Food category has the highest impact on the perceptioresfaarant. The
weights of the negative Price and Service related sentences are quifieagnindicating that
unacceptable prices or poor service in a restaurant has a verysadugpact on the dining

experience of users.

4.2.3 Average-based Predictions

We now focus on making predictions for the reviews in our test sets, usieg tiverage-
based techniques. Our methods use the average assessment of tihamgstee average rating
behavior of the user, and a combination of both. For each strategyciioed using text ratings
provide better predicting accuracy (lower RMSE values) as comparee faréictions using

the star ratings as shown in Table 4.2.

In the restaurant average-based prediction technique the rating ¢ofrevies is predicted
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as the average rating of all the other reviews for the test restaurante3iéng RMSE values
are shown in the leftmost columns of Table 4.2. For the task of predictingatiags, there is
a significant improvement in prediction accuracy (7.1% and 3.4%) achfevd@eést sets B and
C, when textual ratings are used for making predictions.

For predicting textual ratings, the text again always outdoes the stargatingaking accu-
rate predictions. Textual ratings indicate the general preferencesafraawards the restaurant.
However, information in the review about the sentence topics and sentimrerdsrabined in
a single rating. Predicting text ratings coarsely predicts the textual compoha review but
does not predict individual topics and sentiments that are likely to be in WenreWe will
focus on such detailed qualitative predictions in Section 4.4. Note that thekeatungs have
a lower standard deviation and therefore average-based stratagiesdizting text ratings are
expected to have lower errors.

We next examine the user average-based prediction strategy whenethetgd value is
the average rating of all the other reviews written by the test user (secturdrc of Table 4.2).
Lastly, we use a combination method where the predicted rating uses the deviatie user
average and the restaurant average from the data set averageasatsuggested in [66]. The
results for this combined average-based method are included in the rigltohosins of Ta-
ble 4.2. For Test set C, where users have reviewed many restawsargyverage or combined
average prediction strategies prove to be less erroneous than thmafdi@ed restaurant av-
erage strategy. However, a large majority of users do not write manyvey#% users have
written only one review). The restaurant average predictions perfoettsr in the generalized
setting. Thus, we use the restaurant average approach as ourdaselin

The results in Table 4.2 show that for each of the three average-basiidtipn strategies,
using our textual ratings has a considerable advantage for makingeepuedictions over the
star ratings. We now focus on making better predictions using personatizethmendation

strategies by finding like-minded users.



54

4.3 Personalized Rating Prediction

A limitation of the prediction metrics presented in the previous section is that thegtdake
advantage of all the usable information: the restaurant average pradsttagegy results in
all users receiving the same prediction for a restaurant regardldagioiflual preferences.
In order to make better and personalized predictions there is a need tagevieformation
beyond the restaurant average by taking into account the similarities betisess.

In this section, we investigate personalized recommendation techniquesctiors4.3.1,
we implement two popular state of the art collaborative filtering methods thabrefatings
(either star ratings or textually derived scores) for making predictionsSelction 4.3.2 we
demonstrate the utility of our sentence classification for making accuratenneendations.
We not only use textually derived ratings, but also utilize the textual patieraser reviews

for a grouping or clustering of similar users using a text-based soft diugtef users.

4.3.1 Rating-based Personalized Prediction

In recent years, there have been several studies on collaborléviadi models that rely pre-
dominantly on the ratings given by the users to the different items to make fioadicSuch
models saw a surge in popularity during the Netflix challenge [19]. In thisosgonve im-
plement two ratings-based methods for making personalized predictioBgction 4.3.1, we
first implement a factorization method on the matrix of ratings in the training setdoven
latent features for predicting the ratings in the test sets. Next, in Sectiorwle3driplement a

neighborhood-based model for grouping or clustering of similar users.

Latent Factor Model

Matrix factorization (MF) has been useful for collaborative filtering inesal previous studies
[17, 16, 97, 104, 67] due to its ability to discover latent factors underlgiiegatings given by
the users to the items. These latent factors can then be used to predictantatings. For
am x n matrix R comprising ratings given by users ton restaurants, MF approximatés
with the best ranke approximationR;.. Ry, is computed as the product of two matrid@s

and@, «x. In other words, to approximate we factorize it into two low dimensional matrices
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P andQ (typically k << min(m,n)) such that?;, = PQ” or R ~ PQT.

MF associates each usewith a user-factors vectar; of sizek representing the underlying
latent factors explaining user ratings, similarly each restayraith a vector@;. To find the
suitable factors® and@ we apply a gradient descent method [97, 67]. We start with randomly
initializing P« and @, xx, and calculate how different their produRAtC is from R for the
known ratings. Note thak is a very sparse matrix, with zeros representing missing or unknown
ratings. Let(z, j) represent thé known ratings in the dataset given by uséts restaurantg.

The basic form of the squared approximation error is computed as follows:

eii? = (Ry—PQ;")?*  for(i,j) et
2
= > (Tij - ZPik%j) (4.2)
(i)t k
To avoid over fitting, we apply regularization to the basic form [17, 97] éyalizing with
the magnitude of the user vectBy and restaurant vectofg;. We introduce the regularization
parameten which controls the magnitude of the vectd?sand(); such that they would be a
good approximation oR? without containing large numbers. Therefore, the error is computed

as:

ij = ;(eif + AP+ \QjIQ)) (4.3)

We iteratively reduce the error in Equation 4.3 by implementing a gradienédesethod

to find a local minimum on the error. We compute the gradiera:lgjofor eachk as follows:

9 9
Opin €;j = —€ij-Qkj + A-Diks @ei]’ = —€;-Dik + /\.qkj (4.4)

Therefore, in each iteration we change the valugd and( to decrease the approximation

error. The change in the values is in small steps controlled, las follows:

Dy = Dik+ a.(eij.qkj — )\.pik) (4.5)

Qi = Qi+ (eij-pir — A\qrj)
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TestA | TestB | TestC
Predicting Using Star rating 1.187| 1.270| 1.146
Star Rating | Using Textual rating 1.148 | 1.215| 1.083
Predicting Using Star rating 0.856| 0.913| 0.838
Textual rating| Using Textual rating 0.630 | 0.640 | 0.599

Table 4.3: Prediction RMSE using matrix factorization for personalizedigtieds based on
ratings.

We implemented the above mentioned regularized MF with gradient desceunt ogstau-
rant reviews dataset. For our dataset a r2thigpproximation with the regularization parameter
A set to0.2 gave us the lowest RMSE errors. Table 4.3 shows the errors in predicéimgtings
on the three test sets. We observe that matrix factorization does not yitdddesults than our
restaurant average-based strategy (Section 4.2.3). Our dataset spaese and a large num-
ber of rows and columns in the ratings matrix have almost all zero entriegioBsestudies
[17, 16, 97, 67] showed the usefulness of MF on the Netflix Challentge [d8], which has
40 times more known ratings in the training set as compared to our corpus. Feoradhits
in Table 4.3, we see that MF does not perform well in very sparse sosn&lote that matrix
factorization captures both user and restaurant biases, and shoeldamigrbe compared with
the combined averages method of Section 4.2.3. In comparison to this bateliegys for the
general Test Sets A and B the personalized prediction using MF perforngenaldy better.

Latent factor models have been successfully used in several prestizdiss [17, 16, 97,
104, 67]. However, MF does not yield sufficiently low errors on olarsp restaurant reviews
corpus. In addition, latent factor models have low explainability; the meariitigg@iscovered
latent factors is unclear. In the following section we experiment with neididon-based

methods by grouping users based on the similarities in their rating behaviors.

Neighborhood Model

Our dataset has many more reviews for each restaurant on averaghdlaverage number of
reviews per user. As a result, a restaurant average-based stpatégyns well on our corpus
as shown in Section 4.2.3. Therefore, we now focus on grouping simigis and make the

prediction as the weighted average of the ratings given to the test regthyicose neighbors.
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TestA | TestB | TestC
Predicting Using Star rating 1.130| 1.259| 1.124
Star Rating | Using Textual rating 1.125| 1.224| 1.048
Predicting Using Star rating 0.704| 0.719| 0.767
Textual rating| Using Textual rating 0.543 | 0.559| 0.514

Table 4.4: Prediction RMSE using KNN for personalized predictions basedtings.

We consider a K-Nearest Neighbor algorithm (KNN), a popular collatdee filtering tech-
nigue [52], to identify the closest neighbors to a test user. After empiricallyparing several
distance functions, we computed the neighbors using a Pearson distaoterf with threshold
[89] (our implementation uses a threshold value of 5). The threshold atctar the number
of items in common between users so that users are not considered atogerpeighbors on
the basis of only one common restaurant rated similarly.

The prediction algorithm uses the average of the K closest neighborgss(star rating or
text rating) for the target restaurant as the predicted score. If abmmidgitas not reviewed the
restaurant, it uses the restaurant average-case prediction (Se2ti®yfdr that user.

We experimentally observed that the closest predictions were made wHeseaneigh-
borhood of three users was uséd=£ 3). The resulting RMSE values are given in Table 4.4.
The results are comparable to the baseline restaurant average-tedietign of Section 4.2.3;
using close neighbors based on star or textual rating information dodseimin improving
rating predictions. In our sparse data users tend to review few restaumaking it difficult
to find good neighbors that have reviewed the same restaurants andsgiitar ratings (cold

start problem).

Using only the coarse ratings (star ratings or textually-derived ratings)dstering is very
restrictive. While the text-based ratings are derived using our sentdaresfication, all the
information is combined into a single rating, making it difficult to distinguish the icdiz!
topics and sentiments covered in the review. Therefore, there is a nese theufull detailed
textual information for finding like-minded users to make better personalizetdiqtions, as

described in the next section.
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4.3.2 Text-based Personalized Prediction

We now explore enhanced techniques for finding similar users via clugtiérat utilize the
textual information gained from the topical and sentiment classification. Ualikard clus-
tering of users that assigns each user to exactly one cluster, softiclggrchniques assign
users to every cluster with a probability greater than or equal to 0, andithefscluster mem-
bership probabilities for a given user equals to 1. There is evidence ilitghegure that in
comparison to hard clustering, soft clustering is more robust to noiseaafatms better when
the data cannot be separated into distinct clusters [40, 73]. Textuaisdaften fuzzy and a
recommendation system built on such data will benefit from using probabtéstimiques for
smoothening misclassification errors. Soft clustering captures the untgiteassigning val-
ues to clusters due to the similarity of values [31]. It also allows users to ¢pedodifferent
clusters with various degrees of confidence, allowing to represeimgtance, user taste for
both fine French cuisine and cheap Chinese dim sum. Therefore, weekm implement a
soft-clustering of the users to find similar users.

We use the Information Bottleneck (IB) Method [92] that assigns a pitityato each
user to belong to every cluster. The IB principle is described briefly ini@ed.3.2. In Sec-
tion 4.3.2, we describe our adaptation of the iterative information bottleneé8k glorithm
[92] for clustering. We describe our novel prediction strategy usingctiwster membership
probabilities of users gained from the iIB algorithm in Section 4.3.2. Thetsffef parame-
ter selections for the iIB method on the accuracy of ratings predictionsesmaided in Sec-
tion 4.3.2. Finally, after laying the groundwork, we describe experimenisyube textual
information in reviews as features for clustering in Section 4.3.2 and contipangrediction

accuracy with the baseline restaurant average strategy of Section 4.2.3.

Information Theoretic Clustering

The Information Bottleneck (IB) method was first introduced in [99] as &orimation-theoretic
approach for data analysis and clustering. This method has beensfutigesed in document

classification [93], unsupervised image clustering [48] and many otlpdicapons. We use the
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Ry | Ry | R3
Ui | 4 - -
Uy | 2 5 4
Us | 4 * 3
Us | 5 2 -
Us | - - 1

Table 4.5: Example: Matrix of ratings given by five users to three regtéira

Ry Ry R3
Food Food Price Price| Food Food Price Pricel Food Food Pricel Price

Pos| Neg| Pos| Neg| Pos| Neg| Pos| Neg| Pos| Neg| Pos| Neg
U:/]06|0202| - - - - - - - - -

U, 03[06[01] - [09] - [01] - [06]01]02]01
Us| 0.7/ 01]015/005 - | - | - | - [02]08] - | -
U,] 09]0.05/005 - |[03]04[02/01] - | - | - | -
Us| - | - - -] -1-1-1-1]-]o07[03] -

Table 4.6: Example: Matrix with four features as input to ilB algorithm.

IB method in a collaborative filtering scenario to find similarity between usdrs.riain prin-
ciple behind the Information Bottleneck clustering is that the data is clusterechgpressed
such that the new compressed representation of the data retains the mayssiloepamount
of relevant information present in the data.

Let X be a discrete random variable distributed according9; the variableX represents
the objects to be clustered. contains information about another variable: the relevant variable
Y. The goal of any clustering method is to cluster the data poin# such that the resulting
clusters maintain most relevant information abbutLet 7', another random variable, denote
the compressed or clustered representatioX ofA soft clustering, as achieved using the 1B
method, is defined though a probabilistic mapping of each valgeX to each valueg € T.
Therefore, the final output of the IB method is the membership probabilitifteealata points
in X in each of the clusterg.

The IB principle has its roots in Rate Distortion Theory. There can be aepessible
clusterings of the input variabl& into the new representatidii. One goal of clustering is

to compressX, or to represent the input data points using a small number of clusters, Thu
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C1 C2 C3

Uy | 0.04 | 0.057| 0.903
U | 0.396| 0.202| 0.402
Us | 0.38 | 0.502| 0.118
Uy | 0.576| 0.015| 0.409
Us | 0.006| 0.99 | 0.004

Table 4.7: Example: Cluster membership probabilities generated by the ilBtaigor

the quality of the new representati@hcan be measured by its compactness. However, the
compression is not enough. Thempression measu@n always be improved by ignoring
details inX (e.g., by grouping all users in a single cluster), which will imply that the new
representatiofi’ loses all relevant information abolit. Therefore, an additional constraint is
needed; aistortion measuravhich represents the distance between the random vadiahled

its new representatidfi. The trade-off between the compactness of the new representation and
its expected distortion is the fundamental trade-off in rate distortion theory.

Using the compression-distortion trade-off, the IB method aims to minimize the mtual
formation betweerX and its compressed representatiofcompression measuta)nder some
constraint on the minimum mutual information tajpreserves about the relevant variable
(distortion measure)ln this sense, one is trying to squeeze the informaloprovides about
Y through the compact “bottleneck” formed by the compressed represeriag?].

The trade off between the compression and distortion is parameterizedngyealsagrange
parametep. A large value of5 (8 — oo) indicates that the focus of the clustering is on the rel-
evance of the underlying data, and the compression achieved throwgériclg is immaterial.

In this case, each data point is put in a separate cluster of its own. Onrttrargpa small value
of 8 (8 — 0) assigns all data points in the same cluster, achieving maximum compression.

A detailed explanation of the IB method and the various algorithmic implementations ca
be found in [92]. In particular, we adapted the iterative information bottleii¢B) algorithm,

and describe our implementation for the restaurant reviews data set idltvérig section.
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Iterative Optimization Algorithm

We used the Iterative Information Bottleneck (ilB) algorithm, introduced @},[® cluster like-
minded users based on their reviewing behavior. As mentioned earliegahisdo cluster the
input variableX via a probabilistic mapping to the varialdie while ensuring thal” maintains
maximum possible information abolit. Thus, in our case, the variahlé represents the 30K
users in our corpus. We use the different sentence types obtaimedHeotext classification,
represented a@opic, sentimentpairs, as features for clustering. Therefore, the relevant vari-
ableY represents the user preferences modeled by the information conveyedtéxt of the
reviews.

Consider the following artificial example consisting of a corpus of five sised three
restaurants. The matrix representing the ratings given by these usezséstiurants is shown
in Table 4.5; a blank matrix entny;; indicates that the corpus contains no review by user
for the restaurank;. Also, thex in thems, cell of the matrix indicates that we wish to predict
the rating given by/; for Rs.

For simplicity, suppose that we cluster the five users based on only fateree types;
positive and negative sentences belonging to the food and the pricemasg@ actual exper-
iments, all combinations of the six topics and four sentiment classes are dsesYextually
derived information is represented in a matrix shown in Table 4.6. The matnxsstinat in the
review written byU; for R; with 5 sentences, 3 were positive sentences about food, 1 was a
food-related negative sentence and there was 1 positive price-reitézhce. The entries in
the matrix for each of the features is the normalized number of sentences fefatiure type.
(In actual experiments, the input matrix(X,Y) is a joint probability matrix, which is ob-
tained from the matrix of restaurant-wise sentences of each type writte lngéhs, similar to
Table 4.6, after first ensuring that the sum of all entries in each row isdlLtreen normalizing
such that the sum of all entries in the matrix is 1.)

Given the input joint probabilitie® (X, Y'), the iIB algorithm starts with a random initial-
ization of the cluster membership probabilitjgg|x). It then iteratively updates the probability
matrix and converges to stable probability estimates [92]. The resulting aftfhe algorithm

at the end of: iterations is a matrix™ (t|z) containing themembership probabilitiesf each
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user for each cluster.

Now, suppose we wish to cluster the users in Table 4.5 into 3 soft clustereuFexam-
ple the output matrix is shown in Table 4.7. As expedigdandUs are somewhat similarly
clustered, while the clustering &f; or Us is distinct from all other users. These membership
probabilities are then used for making personalized rating predictions{5dc3.2).

We experimented with several values for the cluster cardindditgnd the trade-off param-
eter3. We use a sufficiently large value for the cluster cardinalitfy £ 300) and set5 = 20.

A brief comparison of the effects of parameter selection on predictiorracyis outlined in

Section 4.3.2.

Personalized Prediction Strategy

We now describe our novel rating prediction strategy based on a sefedhg of users. The
output of the iIB algorithm is a soft clustering of the usérsnto 7" clusters with the probabil-
ities given inP(™ (t|z), similar to Table 4.7. We use these probabilities to find the weights to
be associated with the users who have reviewed the restaurant oftinterethe restaurant in
the test case. The predicted rating for a test case is the weighted avéthgeaatings of all
other users who have reviewed the restaurant.

The weights model the similarities between users. Users who have similar chester
bership probabilities across all clusters are close neighbors. Focketar, we first compute
the cluster contribution as the weighted average of the ratings of all uberfiave reviewed
the test restaurant. Formally, suppose we want to predict the rating lgjvire test uset/;
to the test restaurai?;. Let Pr(U;, R;) denote this prediction. Assume thausers have re-
viewed the test restaurant with ratingsiting (U, R;), rating(Usa, Ry), ..., rating(Uy, Ry).
Also, for each user/;, Us, ..., U, who has reviewed the test restaurant,Uetc;), Ua(c;),

.., Upn(c;) denote the probabilities with which these users belong to a clustddow, the
contribution for a clustet; is given by:

" Uj(c;) * rating(Uj, R
Contribution(c;, Ry) = Z]—l i( 73 9(Uj, Ry)
ijl Uj(ci)

Furthermore, we hav@/ clusters, say;, cs, ..., ¢n. The final prediction for the test

(4.6)
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review takes into account the cluster membership probabilities of the te€faisgrto compute
a weighted sum of the individual cluster contributions from Equation 4.@ré&fore, the final
predictionPr(Uy, R;) is given by the following formula:

>t Ui(eq) * Contribution(ci, Ry)

P’I”(Ut,Rt) = Enil Ut(Cz’) (47)

Consider the example in Section 4.3.2 again. Suppose we want to prediatitigegiven

by Us to Re. There are two other user&4{ andU,), who have reviewed this restaurant. For
each of our three clusters, we find the cluster contribution as the weighteafsthe ratings
given by these two users to the test restaufant Using Equation 4.6, and the matrices in

Table 4.5 and Table 4.7, we have:

> j—2.4Uj(c1) x rating(U;, Rs)
Zj:2,4 Uj(c1)

Contribution(c1, R2) =

(4.8)

_ 0.396 x5 4 0.576 * 2 _ 3999
0.396 + 0.576

Similarly, Contribution(ca, R2) = 4.793 and Contribution(cs, Ry) = 3.487 for the
other clusters. The final prediction for UsE€s and Restaurank, is computed using Equa-

tion 4.7 and the cluster membership probabilities of the test Wggrfom Table 4.7; given

by:

Z?:l Us(c;) * Contribution(c;, Ra)
Z?:l Us(ci)

Pr(Us,Rg) =

(4.9)

_0.38%3.222+0.502 % 4.793 4 0.118 % 3.487 104
N 0.38 + 0.502 + 0.118 o

This predicted value is compared with the actual rating given by the usesntpude the
error in prediction.
Parameter Selection

The two input parameters to the iIB algorithm are the cluster cardinality paratietand the

Lagrange parametérthat determines the trade-off between the compression and the relevance
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of a clustering. The parametéf needs to be large enough for the data points to be clustered.
However, the complexity of the algorithm increases linearly with an increa®inumber of
clusters. Although, it is possible to run the algorithm offline with periodic tgslar to speed

up the computation using distributed processing; in our experiments wevedsgiminishing

and unclear improvements in prediction accuracy as the number of clustezased above

M = 300. Therefore, for the iIB experiments we fix the number of clusters to 300.

The selection of the trade-off parametgiis more interesting as the prediction accuracy
clearly differs with different values for this parameter. For low valuesofmplying that
the primary focus of the clustering is on the compression of the data, ai aserclustered
similarly. This makes the weighted restaurant average of the ilB algorithynsimiilar to the
baseline restaurant average of Section 4.2.3. Figure 4.1 shows tleatage improvement of
the accuracy of the iIB method using textual features over the accurteoy estaurant average
prediction of Section 4.2.3, for different values @f The figure represents the accuracy for
the task of predicting the star ratings for our three experimental test st6qi$6.3.1) as
increases from 1 to 30 (with/ = 300 clusters). We notice that, initially @increases, there
is a steady improvement in prediction accuracy. However, @fter 20 there is an increase
in the error. This can be explained by the fact thadascreases to very high values, the
compression achieved via clustering become irrelevant. This results irgpmguing of users,
in turn causing the error values to increase. The clustering for ouritpais done offline and
the actual overhead is transparent to the users. All clustering-bessamendation algorithms
require this offline step, and it does not impact the actual recommendationrtmeafuser’s
perspective. An open research direction is to adapt our algorithm wienarcremental data

updates without recomputing the entire clustering; this is left for future work

Clustering based on Full Textual Features

We first experimented with using the ilB method with only the star-ratings matrixected

to the input joint probabilityP?(X,Y"). However, as expected the improvements in prediction
accuracy over the corresponding results obtained via the rating-brestbdds (Section 4.3.1),
were marginal. The star ratings lack in conveying all the rich informatiorepitda the text of

the reviews: a user should not be suggested a restaurant, whereeth# mting is reflective
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Figure 4.1: Effect of varying on prediction accuracy.

of topics in which a user is not interested, as illustrated in Example 1. By usitppics
and sentiments present in user reviews, we can derive user grotipindake into account the
individual interests of users. Therefore, we use the textual informabitained from our clas-
sification for clustering users. This allows us to cluster users not ongda@sthe commonality
of the restaurants reviewed, but also on their text reviewing patterreiish

For the textual content experiments, the input maft{X’, Y) contains features represent-
ing the different sentence types in the text of the review, for each of38# Eestaurants. In this
case, our features mirror the reviewing behaviors of the users seapeal by the topics of sen-
tences in the review and the sentiments towards these topics. For the expéarithersection,
we used the full textual information derived from the reviews. Theeeftor each restaurant
in the data set, we have 34 sentence types representing all combinatioasehtbnce topics
and sentiments (sentences can have a combination of a topic and a sentiraaatpbeither),
resulting in about 190K features.

Table 4.8 shows the RMSE errors in the predictions for the three test setsti richer
textual information is used as features for the ilB clustering. Note that iraakts; the clus-
tering is done using sentence features, but different ratings (staxtpate used for making
predictions. Using textual information for personalized prediction alwasisls lower error
values than the rating-based personalized predictions of Section 4.8l& @14) and the ma-
trix factorization method of Section 4.3.1 (Table 4.4). Moreover, in compatisdhe restau-
rant average-based predictions of Section 4.2.3 (Table 4.2), the inmpeove in RMSE values

shown in the results presented in Table 4.8 are statistically signifigpant§lue < 0.05 using
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TestA | TestB | TestC
Predicting Using Star rating 1.103| 1.242| 1.106
Star Rating | Using Textual rating 1.113 | 1.211| 1.046
Predicting Using Star rating 0.692| 0.704 | 0.742
Textual rating| Using Textual rating| 0.544 | 0.549| 0.514

Table 4.8: Prediction RMSE using full textual content for personalizediptions.

the one-sided Wilcoxon test) for all test sets for the task of predictingamkrstar ratings
using training data star ratings; for the task of predicting star ratings usiimgnty data text
ratings, the improvements in RMSE values shown in the results presentedlen4l8bare
statistically significant over those of Table 4.2 for the randomly chosers&s® and B.

Comparing the personalized predictions based on using coarse ratimgatifn (Sec-
tion 4.3.1) and on using the review text content (Table 4.8) for groupiegsusve see that
for the traditional recommendation task of predicting unknown star ratingg tise training
data star ratings, our three test sets A, B and C show a 2.41%, 1.34% a68% (resp.)
improvements when textual information is used.

An important task for a recommendation system is to return thekbesiduct choices for
a user. In [66], the author shows that a small improvement in RMSE (evdomaas 1%)
has a significant impact on the precision of tofists. Achieving improvements in prediction
accuracy is a notably hard task. The recent Netflix challenge [19}dmala prize of 1 million
dollars to a team achieving a 10% improvement over the existing algorithm; albhgtep
prizes for each 1% improvement. This shows that our methods of incainq@praview text in
a recommendation system have significant benefits for collaborative fijtgystems.

In conclusion, the error values in Table 4.8 show that using the textuaimation in con-
junction with the ilB clustering algorithm improves on the baseline restaurarage predic-
tion from Table 4.2. Moreover, for our dataset this method is more adepkihg personalized
prediction than the KNN-based predictions of Section 4.3.1 and the fadtorizzased method
of Section 4.3.1. Thus, our techniques demonstrate that the largely udttppeal informa-
tion in user reviews contains very rich and detailed information that canféetigély used in

a text-based recommendation system to improve rating predictions.
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4.4 Qualitative Prediction of Review Components

An important task in understanding and analyzing user reviews is the ability ke firee-
grained predictions on the actual content in the reviews. Several webk#dripAdvisor and
Yelp have recognized the need for presenting a summary of sentimentisogifierent product
features. Some web sites such as Citysearch, provide binary yeswerarno questions per-
taining to the Ambience and the Service of each restaurant (Romantic? Feeatptg? Good
for Groups?) as well as a numeric Price level. However, this limited summaogmiation is
gathered by asking reviewers several yes-or-no questions, makirnigsk of writing reviews
very daunting. In addition, the information presented to users is notmaized to match their
tastes.

In this section, we describe our techniques for making fine-grainedaticets of user sen-
timents towards the different restaurant aspects, derived automaticatiytifie text of the re-
views. First, we cluster users based on their opinions about an indiddpatt of the restaurant
(Section 4.4.1); such specialized clustering results in neighbors whalegame sentiment
towards the particular restaurant aspect. We use the cluster membestébipties derived
from this topic-wise clustering, to predict the importance that a user will agsigeach fea-
ture and sentiment in his review. We then translate these predictions to binefgidike
judgments (Section 4.4.2) towards each restaurant feature and evatuptediction accuracy

in Section 4.4.3.

4.4.1 Clustering based on Restaurant Topics

The average and personalized predictions of Sections 4.2 and Sectioroviiclepan overall
predicted rating for a restaurant that does not differentiate on theugar@staurant features.
Yet, a user might have different sentiments towards a given restaumaninstance liking
the Food and Price but disliking the Service. To accurately predict tharsant of the user
towards eaclindividual aspect of the restaurant (Food, Service, Price, Ambience, Aneszdote
and Miscellaneous), we cluster users along six dimensions, using thesesnteelonging to
each of the six restaurant topics separately. For each user we obtagtsif neighbors, one

for each identified topic.
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Figure 4.2: Prediction accuracy for positive ambience reviews with vatyireshold values.

We cluster users using the information bottleneck method described in Se@i@nwvth
the features belonging to a particular topic. For each restaurant in theedalee use 5 sentence
types features representing all combinations of the sentiments for a partapita(sentences
belonging to a topic can have one of the four sentiments: Positive, Negdtugral, or Con-
flict, or no sentiment), for clustering. The resulting cluster membership pilities indicate
the topic-wise similarity between users; users who have similar sentiment ®werdopic
across all commonly reviewed restaurants are clustered together. Usictusiter member-
ship probabilities, we now predict the percentage of sentences beldogagh sentence type;
not a numeric rating as discussed in Section 4.3.2. The sentence propukimging to a
particular(topic, sentimentpair is the weighted average of the proportion of sentences of that
type written in the other reviews of the restaurant. This weighted averagenigputed using
the prediction algorithm described in Section 4.3.2, where the neighbor ratiegsplaced by
their sentence type proportions. Therefore, we have predictionsdqrtportion of sentences
of each type that a user may write for the restaurant. In the following se@tmdescribe how
these predicted sentence proportions are translated into qualitative bikeddyslike predic-

tions.
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Figure 4.3: Prediction accuracy for negative ambience reviews withingatireshold values.

4.4.2 Topical Sentiment Prediction

We are interested in determining qualitatively whether a user will like (is pretictdave a
positive sentiment towards) or dislike (is predicted to have a negative sentioneards) a par-
ticular restaurant aspect. Our data does not contain any ground trighiaithe form of binary
judgments or ratings for the user sentiment towards the individual restaaspects. There-
fore, we make sentiment predictions using the predicted proportion of\gositid negative
sentences belonging to a particular topic (Section 4.4.2). We next learnghleparameters
for making highly accurate sentiment predictions in Section 4.4.2 and evalurapeaalictions

accuracy and F1-score.

Parameters for Sentiment Prediction

For each restaurant topic, we need to determine two threshildg.andd,.;. For a topic, if
our predicted review composition contains a proportion of positive seesagreater thaf,, ..,
we predict that the user will like this restaurant aspect. Similarly, if ouriptieth contains a
proportion of negative sentences greater than or equdl t06,,.4), we predict that the user
will dislike the restaurant aspect. Reviews which do not meet either of thditeans above
(due to the existence of Neutral and Conflict sentiment sentences)eatietpd to be neutral
reviews; for such reviews we cannot make polar judgment predictions.

To evaluate our predictions we also need to determine whether the acieal (vthe test
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set) indicates that the user will like or dislike the particular restaurant aspberefore, for
each restaurant topic we define a threshold for the actual user judgipenifhe actual judg-
ment towards a restaurant aspect is considered to be positive if the Evi¢ains a proportion
of positive sentences greater théag;, if the review contains a proportion of negative sentences
greater than or equal td — 6,.;) the review is considered to be negative, else the review is

considered to be actually neutral towards the particular restaurarttaspe

Learning from the Data

We created topic-wise development sets of 215 reviews for each rastaopic, to empirically
determine the threshold values for each topic. Using the training sets, dietpoethe review
composition for each review set aside in the development sets. We usa@cas the metric
for evaluating our predictions. Accuracy measures the proportionrcdctty predicted reviews
(true positives and true negatives) to the total number of predictions.

For each restaurant topic, we varied both the actual and predictechgiara. Figure 4.2
shows the accuracy for predicting whether a user will like the ambienceestaurant. We
see that atf,.: = 0,6,..q4 = 0), we predict all reviews to be positive about the ambience and
trivially achieve an accuracy of 100%. Fixifig.; = 0, as we increase the prediction threshold
Orea, We predict fewer reviews to be positive on the ambience and the agcgradually
decreases (true positives decrease and false negatives incr8aséarly fixing 0,,..q = 0,
as we increase the actual threshélg the accuracy decreases as true negatives decrease and
false positives increase. Interestingly, we get a high prediction ancoféd5% when we set
(Bact = 0.8, 0.4 = 0.8). This implies that even though we are quite selective in assuming that
the review is a positive ambience related review, our prediction methodslar@aapture the
sentiment with a very high accuracy.

For predicting whether a user will dislike the ambience in a restaurant, theaagcat
varying thresholds is shown in Figure 4.3. Again, we achieve a goodamc(93%) when
we set(f,: = 0.8,0,..4 = 0.8), as described above. The threshold values seRanhdicate
that for a review to be deemed positive on ambience it needs to have mor@d¥apositive
ambience related sentences; whereas if the negative sentencesig@d% times, the review

is deemed negative. This is consistent with our observations of the sentisgiiiution [46].
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Oact | Oprea | Combined| Positive | Negative

Accuracy F1 F1
Food 05| 05 73% 0.85 0.19
Price 05| 05 76% 0.86 0.49
Service 05| 05 61% 0.76 0.22
Ambience 05| 05 76% 0.86 0.49
Anecdotes 05| 05 65% 0.78 0.36
Miscellaneous 0.5 | 0.5 63% 0.77 0.25

Table 4.9: Evaluating sentiment predictions Wit = 0.5, 0,cq = 0.5).

We have similar trends with varying thresholds for the other 5 restauraicst@nd omit the
accuracy plots due to space limitations.

We next evaluate the review sentiment prediction using combined accurddylascores.
The combined accuracy is computed as the proportion of all corredtpioed (positive, neg-
ative or neutral) to the total number of reviews. Unlike the separate assptsf positive
and negative accuracy in the plots above, the combined accuracy is morasit does not
benefit much from many true negatives. We set the threshol@sas= 0.5, 6,,,.¢ = 0.5), and
show the prediction accuracies in Table 4.9. We achieve a good combioeeyg ¢73%)
for only the Food, Price and Ambience categories. We also include thedféssfor predicting
the positive and negative sentiments. Our results show that we achievelhiggores ¥ 76%)
for making positive sentiment predictions for all topics, but very low Fdrss for negative
predictions.

Fixing the threshold parameters (.. = 0.5, 0, = 0.5) is not representative for our
corpus. Due to the skew towards positive sentiment in our corpus, ®riew to be consid-
ered positive on a topic the threshold parameters should be higheb.thafable 4.10 shows
the accuracy and F1 scores when the threshold parameters mirror thiteutgstrof positive
and negative sentiment towards each topic in our data. A threshold valug fofr the Food
category indicates that the positive food related sentences and ndgativeelated sentences
have a 80-20 distribution in our classified data. As seen in Table 4.10jrigédtre threshold
values from the text itself, results in a high combined accura&0@6) for the main categories
of Food, Price, Service and Ambience. Anecdotes and Miscellaneoigs tgpld lower ac-
curacy values. However, qualitative judgment predictions for thesegstalniciot add much to

the user experience. Note that with threshold values learned from thimeandistribution,
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Oact | Oprea | Combined| Positive | Negative
Accuracy F1 F1
Food 0.8 | 0.8 78% 0.87 0.80
Price 07| 0.7 86% 0.91 0.92
Service 0.7 | 0.7 70% 0.80 0.72
Ambience 0.8| 0.8 85% 0.89 0.87
Anecdotes 0.6 | 0.6 69% 0.81 0.58
Miscellaneous 0.8 | 0.8 67% 0.81 0.63

Table 4.10: Evaluating sentiment predictions with threshold parametersddaonethe text.

we achieve very high F1 scores for both the positive and the negatitiensats, unlike the
results in Table 4.9. A high F1 score for the negative sentiment indicatesuh&tchniques
are proficient in detecting the negative judgement in the reviews with higlispoe and recall;
a task that is notably hard due to the lack of sufficient negative exampiesefbre, we set the
threshold parameters for the different topics to the values in Table 4.10.

In the following section we discuss an example system that utilizes our teattvasng

prediction from Section 4.3.2, as well as the qualitative binary predictions.

4.4.3 Example Interface and Evaluation

Our methods allow us to make rating predictions which indicate the generahssessment
of the restaurant, as well as fine-grained qualitative predictions alseutsentiment towards
individual restaurant features. The key point is that these predictimmade automatically
by deriving useful information from the textual content in reviews.

Figure 4.4 shows an example interface for a system built using our te@miéis shown,
a user can search for a restaurant and we provide text-basedtioreslido evaluate the quan-
titative rating predictions and the qualitative judgment predictions of suclsteray we set
aside a new joint-predictions test set containing 30 reviews, and wheheusar has reviewed
at least five restaurants. For the new test set our text-based methodSéction 4.3.2 (text
for clustering, as well as textual ratings for predictions) result in a RM&&e 0f1.043. For
the same 30 test reviews a star rating-based neighborhood model (Sk8tibnresults in a
RMSE error of1.210. Hence, our text-based techniques show a 13.8% improvement over the
star rating-based system. In addition, for this new test set we providiensen prediction for

the individual restaurant features, using the threshold parametess sholable 4.10. The
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Gl URSA Project's Search Interface

Log Out| Welcome FoodGeek26!

Have a restaurant in mind?
| Search. |
We will tell you all about it.

« Always a fun place... the

Do you want suggestions? food is deeelish!
[ Top Restaurant Ficks for Youl | * Dessert - can't be missed ,
so save room!!!

Cafe Noir * Food was great and so was
Based on what other users had to say, il
this is our prediction for you mUSICE

L 2 & & & Food: ﬁ

4.2 stars Ambience: ﬁ

Service: ?

Reviews from users similar to you:

myc_critic #kkw
Always afun place ... the food is deeelish! The staffis n't the friendliest or most competent, and I am stickler for service, but everything
else about this place makes up for it. Great for groups, great for a date. great for sarly brunch or a nighteap. Another great place to take

Figure 4.4: Example search interface with rating predictions and fine-graimatiment pre-
dictions.

sentiment predictions have a combined accuracy of 81.8%; indicating th&gahniques are
proficient in capturing the information present in the review text to makegragied person-
alized predictions.

Our interface also offers an alternate way to accessing the informatiearrim the tex-
tual reviews, by providing example sentences belonging to the difféigit,sentimentlypes.
Therefore, a user no longer has to browse through the large amounswiictured text in the
reviews, but can browse a few sentences for each topic and sentiraergftact the character-
istics of the restaurant. Our future work includes choosing the bestre@stéo be displayed
to the user based on length, number of nouns and adjectives, frequepgbting phrases, and
other indicators.

Our novel qualitative predictions of individual features is a promisingetiiva to follow to

understand and analyze user reviews in detail.

45 Conclusions

In this chapter, we presented the user reviews classification and ardfgsiperformed as part

of our URSA project. Our main contribution is the assessment of the impacktediéeived
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information in a recommendation system. We show that both topic and sentimemntation

at the sentence level are useful information to leverage in a review. ditiard we use soft
clustering techniques to group like-minded users for personalized recodatiens, using the
detailed textual structure and sentiment of revie@sr techniques make better ratings predic-
tions using the textual data, and moreover, we make fine-grained prediofioiser sentiment
towards individual restaurant features.

We are investigating additional refinements to our text-based recommendaicndjng
better text classification strategies and utilizing temporal factors and othidatzle metadata to
guide our analysis. In addition, we are interested in the impact of text ctagiifi on search
over reviews and are implementing tools that allow users to search reviéwgstapic and
sentiment information. Lastly, similar to the study in [29] we are interested in atiatuthe
performance of our techniques in generating top-k restaurant recodaiamlists.

We make our data available http://spidr-ursa.rutgers.edu/datasets ,
and our code for making personalized predictions using the InformatidtieBeck method
at http://spidr-ursa.rutgers.edu/code

In the next chapter, we change focus to search over user geneomitesht. As described
in Chapter 2, search over user generated forum data has severastinig challenges. We
address these by implementing a new search paradigm, allowing retrieesluttisrat varying

focus levels.
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Chapter 5

Multi-Granularity Search

Web forums serve as a very popular mean of communication and informatbbareye. A
common approach to gather feedback on a product, disease, or tégldam is to ask a
guestion on an Internet forum and await answers from other partisipahernatively, one can
search through information in forums which often is already presentra®faarlier discus-
sions.

Unfortunately, web forums typically offer only very primitive search indeds that return
all posts that match the query keyword. Because of the nature of keylasred search, short
posts containing the query keywords may be ranked high even if theytd@mme much useful
information, while longer posts with relevant information could be pushechdowhe result
list because their normalized scores are penalized by their size. Whigngigseries to forums,
users face the daunting task of sifting through a massive number of pastsamate the wheat
from the chaff.

As a new search problem, search over forum text yields interesting spafie Background
information is often omitted in posts as it is assumed that readers share the agkgeohnd
knowledge [34]. A critical challenge then for web forums search is teigeoresults that are as
complete as possible and that do not miss some relevant information buteresarfocused
on the part of individual threads or posts containing relevant text. efo, in this type of
search the correct level of result granularity is important.

Consider the results in Table 5.1 retrieved in response to the userltpiefgssin a breast
cancer patient forum. Several succinct sentences (A) througklieiyn in boldface, are highly
relevant to the query and provide very useful answers. Yet, whestacpntains many relevant
sentences as in Post1 and Post2, the post is a better result than theesealieme. Dynamically

selecting the best level of focus on the data helps users find relevameenwithout having
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to read large amounts of irrelevant text. Therefore, our goal is to imptevexperience of
users searching through web forums by providing results that focubeoparts of the data
that best fit their information needs. Our approach allows for seamahitseto be returned
at varying granularity levels: single pertinent sentences containing, flacter passages of
descriptive text, or entire discussions relevant to the search topicss kchidmpter, we focus our
analysis on a patient forurbyeastcancer.org , although our techniques can be ported to
any domain. Our example forum provides very basic search capabiligysvokds are used
for filtering posts which are presented chronologically.

We propose a novel multi-granularity search for web forum data to tffemost relevant

information snippets to a user query. In particular, we make the followingibations:

e \We propose a hierarchical model to represent forum data and preseaursive scor-
ing function over the hierarchy (Section 5.1) which allows us to rank textoiglcts of

varying sizes while taking into account their inherent containment relatiosish

e We present a novel score optimization algorithm that efficiently choosdsesig-sized
result set while ensuring no overlap between the results (Section 5.2hamdthat our

optimization algorithm is highly efficient in Section 5.5.

e We study the usefulness of the multi granularity results by conducting tsgies to
evaluate their relevance (Section 5.5). We show that a mixed granulari§ estults is

more relevant than results containing only posts, as is the current sdandar

This chapter is structured as follows. We discuss our hierarchical datalimdSection 5.1,
and describe our novel scoring over the multi-granularity hierarchy.pk¥eent an efficient
algorithm to compute the optimal-scored non-overlapping result set ovandttegranular
objects in Section 5.2. In Section 5.3, we describe our forum dataset. d&fssathe retrieval
effectiveness and relevance of results generated by our multi-graysksarch in Section 5.5,
and demonstrate the efficiency of our score optimization algorithm. We canicli8kction 5.6.

This work was performed as part of the PERSEUS (Patient Emotion andtetRiBearch
USer interface) project, which aims at helping both patients and healthspiofials access
online patient-authored information by creating tools to process and emttantextual data in

patient forums. The multi-granularity search techniques in this chapteubtisiped in [45].
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Example Textual Results

Top-4 Results

Post1:(A) Aromasin certainly caused my hairlossand the hair started
falling 14 days after the chemo.However, | bought myself a rather fas
ionable scarf to hide the baldness. | wear it everyday, evemae. (B)
Onc was shocked by my hailossso | guess it is unusual on Aromasin.
I had no other side effects from Aromasin, no hot flashes,oroath aches
or muscle pains, no headaches or nausea and none of the ctraimo b

Post2:(C) Probably everyone is sick of the hailossquestions, but | need

help with this falling hair . | had my first cemotherapy on 16th Septembe

so due in one week for the 2nd treatme(i) Surely the hair losscan’t
be starting this fast..or can it?. | was running my fingers at the nape
my neck and about five came out in my fingers. Would love to haar
anyone else have AC done (Doxorubicin and Cyclophospharoidg as
I am not due to have the 3rd drug (whatever that is - 12 weeldgisns)
after the 4 sessions of AC. Doctor said that different pebjalee different
side effects, so | wanted to know what you all went throu@).Have n’t
noticed hair losselsewhere, just the top hair and mainly at the back of
my neck. (F) | thought the hair would start thining out between 2nd
and 3rd treatment, not weeks after the 1st one.l have very curly long
ringlets past my shoulders and am wondering if it would bégbeo just cut
it short or completely shave it off. | am willing to try anythito make this
stop, does anyone have a good recommendation for a shanifuins or
supplements and (sadly) a good wig shop in downtown LA.

Post3: My suggestion is, don't focus so much on organic. Things eatf
organic and very unhealthy. | believe it when | read that ighhere is
truly organic. They’re allowed a certain percentage. | this% of the food
can not be organic and it still can carry the organic label. &¥lgou want is
nonprocessed, traditional foods. Food that comes from mfar a farmer’s
market. Small farmers are not organic just because it is tahrtrouble
to get the certification. Their produce is probably betteartrmost of the
industrial organic stuff(G) Sorry Jennifer, chemotherapy and treatment
followed by hair lossis extremely depressing and you cannot prepare
enough for falling hair, especially hairin clumps. (H) | am on femara

and hair lossis non-stop, | had full head of thick hair.

tfxidf

'Sent(E) (4.742)
Sent (A) (4.711)
Sent (C) (4.696)
Sent (G) (4.689)

BM25
Sent (D) (10.570)
8ent (B) (10.458)
Sent (H) (10.362)

Cf)fSent (E) (10.175)

HScore

Post2 (0.131)
Sent (G) (0.093)
Post1 (0.092)
Sent (H) (0.089)

nb

Table 5.1: Posts and sentences A through H (shown by the boldfacecteiayed for the query
hair lossin a search over breast cancer patient forums.
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5.1 Forum Data Representation

Forum data has an intrinsic hierarchy; usually there are a few broadtopitaining several
threads on each topic, and each thread contains many posts written bgrdit@thors. Ef-
fectively searching through forums requires navigating through thadeieical structure of the
multi-level textual objects. We use the natural hierarchy to model forum détalower lev-

els containing smaller textual snippets (Section 5.1.1). We then design a wufigdg over

objects at all granularity levels (Section 5.1.2).

5.1.1 Hierarchical Data Model

A natural way to look at information in web forums is to break down the pietegarmation
into the structural components: edbeadrepresents a discussion where users interact through
individual postswhich each contain seversgéntencesWe use these three levels of information
as the searchable objects in our system.

Figure 5.1 shows an example hierarchy over 12 searchable objectste@ces and 4 posts
contained in 2 threads. This representation models the containment relgtibesheen the
different object levels, while also representing the strength of the ias®ocbetween parent-
child nodes. The leaf nodes contain the keywords in user queries, st tIbjects are at
higher levels. The edges represent containment indicating that the teghteht of the child
occurs completely in the text of the parent. The edge weight is equal to thbanof times
a child occurs in the entire text of the parent, i.e., the edge weight repsebenassociation
strength between the parent and the child. The default edge weigls few instances of edge
weight2 are shown in Figure 5.1 where a word repeats in the sentence, or resehtence
like “Thanks.” occurs two times in the same post. Note that other granularipjetts could
also be consideregaragraphswithin posts,groups of threaden the same topics, @roups
of postshy an author.

The hierarchical model for forum data allows us to effectively storees& and score the
objects at multiple levels by providing efficient access to the parents andahitd a node.

We now use this data hierarchy to develop a unified scoring function.
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5.1.2 Scoring Variable Granularity Objects

Our search system enables users to retrieve results at differentdégedmularity: sentences,
posts and threads. A challenge of the search is to provide a scoring roketypdhat assigns
comparable scores across all levels of objects and that incorporatesritanment between
objects. In this section, we first outline the shortcomings of traditional IRrsgfor evaluating

multi-granularity objects. We then design a novel scoring function tharseely computes

scores for the nodes in our data hierarchy.

Dataset

Thread 2

Thread 1

| Post 1 | | Post 2 | | Post 3 | | Post4 |

| Sent 2 || Sent 3 || Sent4 | | Sent5 |

A
| Sent6 |

Figure 5.1: Example searchable hierarchy over forum data.

Traditional Scoring Mechanisms

The populartf*idf scoring increases proportional to the frequency of a term in the dodumen
but is offset by the number of documents containing the term. In a multi-gnayugstem,
the documents would include sentences, posts and threads. Suppasehaesgn occurs only
in one sentence in a thread. A ba#itidf scoring will assign the same score to the sentence
as the post and thread containing the sentence. This is not ideal asvilskese to read the
entire thread to find the single relevant sentence.

A common variation of théf*idf scoring is to weight the score of an object with the char-

acter length [77], as shown below:

N 1
Scorepyiar(t,d) = (1 +log(tfra)) * log(=+

7" Clengin(@’ ®-1)

where the search termisthe document ig, IV is the total number of documenty, 4 is the
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frequency oft in d anddf; is the number of documents containihgEquation 5.1 correctly
assigns higher scores to smaller objects, all other aspects kept equakvétoconsider a
typical thread with two orders of magnitude biggéfength than a sentence. Far = 0.5
the thread is penalized by an order of magnitude more than the sentence.sémtence has
tf = m, for the thread to have a comparable score it needs to have m'°, which is
inadequately large. Hence, Equation 5.1 fails to score objects at multipleileest®mparable
manner.

Another popular IR scoring is OkapiM25[77] which has two parameters:(0 < b < 1)
controls the scaling by document length d@rdcontrols the effect of the term frequency. With
the ideal parameter selection (for instance, making the impact of size negligheef*idf
andBM25 scoring methods could be tweaked to assign comparable scores to senperste
and threads in our corpus. However, these existing methods score @bjeets in isolation
and ignore the containment relationship amongst the multi-granular objectsstAgntaining
many relevant sentences should have a higher score than the indivedtethses, presumably
the overall post is more coherent and meaningful. Yet, if all the relevdotnvation is in
a single sentence then the parent post must have a lower overall seaoh. containment
dependencies are not captured by these existing scoring functions.

Consider the performance of thigidf andBM25 scoring on the objects in Table 5.1. We
also compare our novélScorescoring, described in the following section. For the quair
loss all three scoring functions score and rank the 3 posts and 8 seni@jcésough (H).
Postl and Post2 are highly relevant posts containing many relevantseEn{é) through (F).
These posts are more useful for the search task than the sentenee$alstd contains a large
amount of irrelevant text. Answering the query with the sentences (GjHldy themselves
saves user time in reading the irrelevant text in the larger Post3. The tapkéd results
generated by thé&*idf and HScorefunctions (size parameter = 0.3), and BM25 (typical
parameter$ = 0.75, k1 = 1.2) are shown in Table 5.1. The ranking reveals that both the
existing tixidf and BM25 functions favor small sized objects and retrieve top-4 results only
at the sentence granularitBiM25 favors sentences with smallest length, whitedf picks
sentences with highet). These scoring functions rank sentences (A) through (E) higher tha

the more meaningful Postl and Post2. Thus, Table 5.1 shows the failueeefithing scoring
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functions in generating a mixed granularity result set. In conttéStorecorrectly assigns a
higher rank to Postl and Post2, and correctly selects the sentencesd(@))an the top-4
results instead of Post3. Moreover, the only scoring that yields mixediigwdty objects is

HScore described in the next section.

Hierarchical Scoring Function

We use the ideas motivating IR scoring and our hierarchical data modebkignda scoring
function over the largely varying sized objects in our search system.ddting methodology
operates in a bottom-up fashion: first keywords at the leaf level ared@mnd the scores are
built incrementally up the hierarchy. The hierarchy allows scoring evbejgcb using only its
parent and children relations, thereby treating different levels in a cablgamanner. Our

hierarchical scoring is built on the following intuitions:

e Score of a node is proportional to the score of its children.

e A node having several children or a large sized node, should haveoits decreased

proportionally to its size.

¢ If the association between parent and child is strong, as learned froedtjeeweights,
then this child contributes strongly to the overall score of the parent. Thihd is
commonly captured by thé metric. In Figure 5.1}Word5 is a stronger contributor to

the score ofSent5 thanWord3 or Word4.

¢ If a child node occurs frequently in the corpus, it carries a lower weighontributing
to each parent’s scordl¥ ord3 is a commonly occurring node and is less influential in

affecting the score of its many parents. This is what is commonly capturitl.by

Therefore, the score for a noden our hierarchy with respect to the search termnd

havingj children is given by the following:
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N (1 + log(ew;;)) x HScore(t, j) 1
HScore(t,i) = Zj: [ T+ 102(P()) * cap

...if iis a non-leaf node
= 1...if ¢is aleaf node containing

= 0...if 7is a leaf node not containing (5.2)

whereH Score(t, n) represents the score derived using our hierarchical data modelder n
n W.r.t. termt, ew;; is the edge weight between pareind child; and is equal to the number
of times a child occurs in the entire text of the pardnt;j) is the number of parents ¢f C(7)
is the number of children afand the parameter controls the effect of the size of the node.

To score the forum data at multiple levels, we assume thakitbeore(t, ) of a leaf node
i containing the query keywords is 1, all other leaf nodes have a Scaiée then recursively
compute scores for all parent and ancestor nodes containing the lopyavgrds. For queries
with multiple terms, the final score of a node is the sum of its scores for indiviéums [77].
Thus, our bottom-up hierarchical scoring leverages the containmengasirtbe multi-granular
objects, which is ignored by existing scoring functions.

Note that the scores computed using the hierarchical scoring functioguatien 5.2 are
not monotone to allow for comparable scores across all granularity leMeléng computed
the scores of nodes in one level, we cannot guarantee any bounds stotles of the parents
or ancestors. As a result, our scoring cannot be used in conjunctiorpegithiar top-k algo-
rithms [36]. Our current implementation scores all objects and retrieve®#ig bbjects using

the techniques described in Section 5.2.

Size Weighting Parameter

Our hierarchical scoring function has a size weighting factor invergelygstional to the num-
ber of children of the node. The score of a neti@ving many children, or a large sized node, is
penalized by a factat'(i)“. Therefore, the parametarcontrols the composition of the mixed
granularity results.

Figure 5.2 shows the average composition of the top-20 results acrosgefi8glisted in
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Figure 5.2: Composition of top-20 result sets with varyinig the hierarchical scoring function
andBM25scoring function.

Table 5.4, for varying values af. At o = 0, the scoring function ignores the size of the objects
and larger objects possibly containing many relevant children have higoees. Hence, at
a = 0,0.1 we see a large number of threads in the top-20 resultsa: AEreases we see a
mix in result granularity. Eventually at > 0.4 the results comprise mainly of smaller objects
or sentences, i.e., the size becomes the dominant factor in the scoringgdaugér objects to
be severely penalized. As discussed in Section 5.1.2, existing scoringam&tis liketf*idf
andBM25are not suitable for generating mixed granularity results. Yet, as a basalinshow
in the rightmost column of Figure 5.2, the composition of the mixed granularitytsesiuthe
BM25 scoring. Figure 5.2 shows th&M25 with typical parameters [77] of = 0.75 and
k1 = 1.2 retrieves 98% sentences in the top-20 results. Reducing the effeatwhdat length
(b = 0.5) and increasing the effect of term frequengy & 2) still resulted in 88% sentences.
Ideally, we would like to generate a result set with a mix of granularity anddeve
seta t0 0.2 or 0.3. Note that users can have the flexibility of choosing their preferredtresu
granularity level by varyinge. In the following section, we discuss the challenges and strategies

for generating a mixed result set for a user query.
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5.2 Generating the Result Set

An issue that arises in a mixed granularity search is redundancy. Sinobjtws at different
levels have a containment relationship the same information will be presenemense and
its parent post and thread. Repetition should be avoided to ensuredmatlosot see the same
information several times [9]. We now describe methods for finding namlapping results
while ensuring the optimal aggregate score. First, we describe res@ltagem strategies in
Section 5.2.1 and then describe our efficient OAKS algorithm for finding phienal-scored

non-overlapping results in Section 5.2.2.

5.2.1 Search Strategies

When generating results with a non-overlapping constraint, it is not muffitco simply rank
objects using their score as computed in Section 5.1. Instead, we neecttatgamresult set
that takes into account the containment relationship among objects. Forcmsifame include
a post in the final result we should no longer include the sentences in sh@ipthe thread
containing the post.

Greedily selecting objects in our hierarchy with the highest scores malf iresgjecting
other good high scoring objects, causing a decrease in the overall cpfality result set pro-
duced. Suppose we want to maximize the sum of the scores of the objectséstitesetR.
Let us call this optimization functio®umScore. Over ak-sized result set our optimization

problem is as follows:

Maximize SumScore(R)
s.t. |R| =k,

(s, xj) EeRxiNx;=¢ (5.3)

For example, suppose that the searchable objects containing the qyemyrds are the
12 objects (sentences, posts and threads) from Figure 5.1, and the at®® s shown in Fig-
ure 5.3. Threadl has a score 0f.1, Postl has a score of.1 and so on. Note that the leaf

nodes containing query keywords are used for scoring objects usjngtign 5.2, but are not
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presented as search results by themselves. We now describe thregestritegenerating a

result set:

e Overlap: Highest scored objects containing the query keywords are naively included
in the result set allowing repetition of text across different granularitglev From
Figure 5.3, fork = 4 the result set will contai{ Post3, Post1, Post2, Sent1} with
SumScore = 8.2. While the overlap strategy will always return the result set with the
maximum.Sum.Score, repetition of text should be avoided as is achieved by the next

two strategies.

e Greedy. Here, we include the highest scored object that is still available in the final
result, and repeat thistimes. Each time after picking an object we make all its ancestors
and descendants unavailable. From Figure 5.3kfer 4, we first pick Post3 with the
highest score and malé&nt5 andT hread2 unavailable. Repeating this we generate the

top-4 greedy result of Post3, Postl, Post2, Sent6} with a SumScore = 7.0.

e Optimal-score: In general, the greedy strategy may not yield the optimal-score result.
From Figure 5.3, the best non-overlapping result set maximizingtheScore over
thek = 4 results is{ Post3, Post2, Sentl, Sent2} with a SumScore of 7.6. This is

significantly higher than th®umScore of the greedy method.

Our experiments show that 33% queries have 3 or more overlapping resjuiss the top-
10 results returned by overlap, possibly causing user frustration. éMesftimal-score nor
greedy strategies have any overlapping results. In the following seet@describe our novel

algorithm for finding the optimal-score result set with no overlap.

5.2.2 Finding Optimal-score Non-overlapping Result

For a result set of sizewe wish to maximize a global function like the sum of the scores of the
k objects. The problem of finding such a set can be cast as a knapsédérp [103]. Finding

a k-sized result set involves solving a knapsack problem withkaapsack weight limit, unit
weight and score as value on all objects, and we have the additionakimdiepce constraint

amongst the objects. The knapsack problem is NP-Hard and so it is g@ifedolem to find a
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Figure 5.3: Hierarchy of relevant nodes and scores with respectuerg.q

non-overlapping optimal-score set. Note that, as described in Section 54 Riethrchical
scoring is not monotone to allow objects at multiple levels to have comparablessédence,
top-k optimization algorithms [36] are not useful for generating result sets

In this section, we describe our approach for finding an efficient solutidhis problem.
First, we describe our modification to the search graph in Section 5.2.2 dndereur result
generation problem to the independent set problem. In Section 5.2.2,seeldethe existing
LAIS algorithm for listing all maximal independent sets and then describeffiasient OAKS
algorithm for finding the optimal-score result set in Section 5.2.2. For simplibitgughout
this chapter we assume that the optimization task is as described in Equatiaristavial to
adapt our algorithm to other linear optimization functions, and our experimatitalternate

optimization functions did not indicate significant variation in result relevance

Search Graph Augmentation

We approach the optimization problem of Equation 5.3 as an independemirgblsm. An
independent set of a gragh = (V, F) is a subset of nodeg’ C V such that each edge in
the graph is incident on at most one nodé/i[28]. To model the adjacency constraint appro-
priately, we first augment the search hierarchy with edges connectingadktor-descendant
pairs shown by the dotted lines in Figure 5.3. To satisfy the non-overlagtraimt we now
need to find an independent set over this augmented search graph.

In particular, we are interested in finding all maximal independent setstbeesearch

graph. An independent set that is not a subset of any other indepeset is called maximal
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[59]. Once we find all the maximal independent skt®ver the graph, we can generate our
optimal-score result set by computing the sum of the scores df tlighest scored elements
from each setn € M. However, there are exponentially many maximal independent sets too.
We now present an algorithm that generates the maximal independent aetpeaific order

with only polynomial delay.

Lexicographic Independent Set Generation

An algorithm for generating all maximal independent sets of a graph in lgraphic ordering
is presented in [59]. Assume that we have a fixed ordering over allsriadbe graph. For our
problem, we fix the ordering by decreasing object scores. A lexichigapdering of sets has
the first possible node in the first possible set. For instance, for a grigipfour nodes ordered
as{a,b, c,d} having sets ab, c}, {a, ¢,d} and{a, d}, the lexicographic ordering i, c, d},
{a,d}, {b,c}.

The Lexicographic All Independent Sets (LAIS) algorithm [59] is shaw Algorithm 2.
The algorithm begins by inserting the first lexicographic maximal indepdrsa@¢m the priority
gueueq); this is the set chosen by the greedy strategy. In each iteration, LAIS pimi Q a
setS, and then selectively branches frario find new candidates. For a noglet S such that
in the sorted ordering occurs after nodé € S, a candidate sef; is consideredC’; contains
nodes inS up to and includingj, after removingl'(j) neighbors ofj. If C; is maximally
independent on the firgtnodes of the sorted order, the first maximal independent sébsen
greedily and containing nodes @Y is inserted intay).

Suppose that the LAIS algorithm is applied on the graph shown in FigureTh& fixed
ordering of nodes based on the decreasing scoré®is3, Postl, Post2, Sentl, Sent2,
Sent3, Sent4, Sent6, Sentb, Post4, Threadl, T hread2, breaking ties arbitrarily. The scores
are only used to fix the ordering, and LAIS generates all maximal indepersets irrespec-
tive of the scores or sum of scores. The first maximal independemt«seiosen greedily is
{Post3, Postl, Post2, Sent6}. In the first iterationS = Sx, and we consider all nodes
in the sorted ordering such thatis adjacent to a hode € S, and: precedeg in the sorted
orderi < j. The first such node iSentl andC; = {Post3, Post2, Sentl} is a maximal

independent set on the first four nodes of the fixed node orderingrefore, we insert the set
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T = {Post3, Post2, Sentl, Sent2, Sent6} into Q. In this first iteration there exist othgr
nodesSent3, Sentb, Post4, Threadl, Thread2 resulting in five new candidate sets. Setting

j to nodeSent2 or Sent4 yields non-maximal sets on the first five or seven nodes respectively,
and hence these candidates are not addél ta the subsequent iteration, each of the six new

sets are popped frol) one at a time for finding new maximal independent sets.

Algorithm 2 Lexicographic All Independent Sets Algorithm
INPUT: GraphG, First maximal independent s&t, Priority queue

ALGORITHM:
Q + Sx
while @ is not emptydo
S =first set from@Q
OutputS
for each nodeg in G adjacent to a nodgein S, andi < j do
LetS; =Sn{1,...,5}
LetC; =5, — NGO
if C; is a maximal independent set of the fijstodesthen
Let T" = lexicographic first independent set contain{ig
QT
end for
end while

The correctness proof and time bounds are in [59]. The delay betwépattng sets is
bounded byO(n?). At each iteration a set is extracted frag) followed by n calculations
of new candidates, each time requiri®gn + m) to find a maximal sef’. However, LAIS
achieves the polynomial delay by using exponential space to store theesxjm maximal
independent sets if).

We now present a new algorithm that improves on these time and spacesizigmiéicantly,

and finds the optimal-scoresized result set.

Efficient Result Generation Algorithm - OAKS

We wish to generate an optimal-score result set of sizeich that theSumScore of the k
nodes is maximized. Finding ordered independent sets is useful to soly@rabiem. The
Optimal-score Algorithm fork Set (OAKS) of results is presented in Algorithm 3 and has
some key modifications over LAIS. First, for tieresult set we do not go through allnodes

of the graph to find a maximal independent set. A user is often interestednotilg top 10
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or 20 results, i.ek << n (Table 5.4 shows that across 18 queries the averageur corpus

is 23K). Secondly, for a sef*) picked from the priority queue, we branch only at nodes
jli < End(S™®). Since the nodes are ordered by decreasing scores, a node aftér tioele

of S*) will have a score lower than or equal to th# node, and an independent set generated
by branching from this node will have a lower overall score. Thirdhdawe we add &-sized
independent set t@, we check if this set has a higher score than the previous best set. If the
k*" node of this new higher scored set precedes:tha@ode of the previously best set, then we
reduce the search space further by settipg = k' node of the new set. We reject sets from

the priority queue where the first node of the Setrt(S*)) occurs after the curret,.;.

Algorithm 3 Optimal-score Algorithm fok Set

INPUT: G, Firstindependent set éfnodesSx«(¥), Priority queue

ALGORITHM:
Let £p.s; = nodek of Sx*) | scposr = SumScore(S*(k))
Q + Sxk)
while @ is not emptydo
Sk)=set inQ,Start(S*))=nodel of S*), End(S*))=nodek of S*)
if Start(S®)) < . then
OutputS®*)
for each nodg adjacent to a nodec S, i < j, j < End(S™®) do
Lets\¥ = 54 N {1,....j}
Letct” = s —r(j)u
if CJ(.k) is a maximal independent set of the fijstodeshen
Let 7(*) = First k-independent set containirmg(.k)
Q<+ T
if SumScore(T(k)) > SCpest then
SChest — SumScore(T™H))
if nodek of T*) < ¢,.; then
lpest — nodek of T()
end for
end while

To illustrate the functioning of OAKS let us return to our example graph frogare 5.3.
Using OAKS withk = 4, the initial greedySx is the set{ Post3, Postl, Post2, Sent6}.
Note that we only need to find f&asized independent set. We set..; t0 7.0 and fp.4; tO
the k' node of Sent6. In the first iteration, we evaluate branches of this set only from the

nodes occurring befor&ent6 in the sorted order. Therefore, we do not evaluate branches from
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Sentb, Post4, Threadl or Thread2. In the first iteration, new sets ¢Post3, Post2, Sentl,
Sent2} with SumScore = 7.6 and{Post3, Postl, Sent3, Sent4} with SumScore = 7.3

are added to the queue. Thus, after the first iteration only two new seented inQ
compared to the six in LAIS. We then further reduce the search spaatingscy.s; «+ 7.6
and/.s; «+ Sent2. In just the second iteration, no new candidates are generatedrands,
Post2, Sentl, Sent2} is returned as the optimal-score answer. In comparison with LAIS,
the OAKS algorithm evaluates significantly fewer candidates and gend¢hateptimal-score

result efficiently.

OAKS Proof of Correctness: We now prove that thé-sized subset returned by OAKS
is optimal-scored, i.e., no othérsized independent set hassamScore greater than the set
returned by OAKS.

Assume a fixed orderin@, vo, . . . , v, ) over then nodes by decreasing scores in response
to a query. LetX be thek-sized independent set output by OAKS with nodles, zo, . .., x4 }.
Our proof consists of two parts. First, we prove that OAKS finds antlates at least the
first k-sized independent set starting from all nodgegppearing before, in the sorted or-
dering,v; < xx, when such nodes are viable, i.e., qualify to be the starting nodes of maximal
independent sets. For instance, the noglest2 andSent4 in Figure 5.3 do not qualify to be
starting nodes of maximal independent sets over the fixed sorted ord8engndly, we show

that OAKS finds the highesfumScore k-sized set starting with,;.

Theorem 1. Starting nodes of independent sets
For every nodey; |v; < xi in the sorted ordering, OAKS evaluates at least the first independent

set starting withv;, when viable.

Proof. OAKS starts with the greedily chosénsized independent set with as the first node.
Let us call this set as S with nodes s, ...s;,. OAKS then branches from all nodes < s;,
when such branching yields new maximal independent sets. Some of thesbds will result
in including a neighbor of; and hence we would rejeet in creating the candidaté‘éf) =
Sq()ff) —I'(vj)Uwvj. This will yield a set with a starting node other thanand we include this set
in the priority queue if it passes the maximality test. Repeating this across iteratierisd

new candidates with possibly new starting nodes, as long as the starting aygulsars before
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the k** node of the current higheStumScore set, i.e. lyest.

At some iteration, OAKS finds the optimal-score 3&tassigndy.,; to z, and insertsX
into the priority queue. OAKS arrives at the s€tafter considering all viable starting nodes
appearing before;. When OAKS picksX from the queue and starts branching, it evaluates
candidates from all nodes befarg and inserts new candidate sets with possibly new starting
nodes into the priority queue. Hence, OAKS evaluates at least thé-&iged independent set

starting from all viable starting nodes < z. m

Theorem 2. Optimal-score k-set with v; as starting node
For an independent set with; as the starting node, OAKS finds and evaluates the highest

SumScore k-sized set starting with;.

Proof. From Theorem 1, OAKS inserts in its queue at least the firsized independent set
with v; at the starting position when possible. Consider the iteration of OAKS whéee th
first independent set, salyi, starting with the node; is popped from the priority queue.
OAKS finds all branches aof ¥ originating from nodes up to theé” node of F¥i, i.e., OAKS
branches from all nodes; < F}*. Branching from a node appearing affgf’ will result in
replacing some nodes appearing befbfe (due to adjacency) with nodes appearing afgr
and such sets will indeed have a lowsarm.Score than FVi. Now, for all branches from nodes
v; < F}*, OAKS finds new candidate sets whéi’) — T'(v;) U v; is maximal on the first

j nodes, and inserts these into the priority queue. Repeating this prodedeseh of these
new candidates*), OAKS evaluates alk-sized independent sets by branching from nodes
precedingEnd(S™*)). Therefore, across all iterations of OAKS, for a starting nod®AKS

certainly evaluates the higheStimScore set.m

For a sefY” to have a highebumScore than X, at least the first node &f has to appear
before thek! node of X, y; < ;. From Theorem 1, OAKS does not miss evaluating such
independent sets with < x;. Moreover, from Theorem 2 we see that OAKS finds the highest
SumScore set amongst alk-sized independent sets starting from such a ngdd herefore,
it follows by contradiction that & cannot exist such that it has a highfeimScore than X.

OAKS finds the optimal-scork-sized independent set.
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In the worst case, OAKS goes through alihodes to find & sized subset, i.e., thieh
independent node is the same as e node. In such a rare scenario, OAKS achieves no
performance gain over the LAIS algorithm. However, typicdlly< n. Suppose that the
k' node of a sefS extracted fromQ appears at positiop of the sorted order. We find new
candidates by at mogtbranchings fron. Thus, the OAKS algorithm has a time complexity
in the order ofO(p?) which gives us a significant improvement when<< n, as shown in
Section 5.5.3. Moreover, OAKS requires potentially exponential spageaird not inn, and
each set i) has onlyk nodes, resulting in significant space savings.

Thus, we design the novel OAKS algorithm for efficiently finding the optimakesé-
sized result set. The fixed decreasing score ordering of the setaimdly OAKS ensures
that in case of a tie irbumScore, OAKS outputs the highest scored nodes at the earliest
possible position in the ranked list and these results are accessed fhistdgarch user, which

is desirable.

5.3 Forum Data Set

We implement a multi-granularity search system on a breast cancer patiemt f57]. The
data was collected from the publicly available posts on the onlindsi@stcancer.org
The forum data contains threads on a variety of topics useful to breas¢cpatients and their
families, as well as for health professionals. The search functionaligyeaffby the web site
over its forum data is very basic. Results are presented as a chrombligjiof posts filtered
by keywords, irrespective of whether the post is the right level afltésr the particular query.

The forum corpus is a large collection of 31,452 threads comprising 98Q@osts writ-
ten during the period of May 2004 to September 2010. We used the Opeja\tdvlkit for
sentence boundary detection and chunking on the text. This resulted irubig sentences
composed of several search keywords. We prune infrequent mllagis and word formula-
tions and retain 46K keywords that occur at least five times in the entiresorp

We store our data in a MySQL version 5.5 database containing tables florleaat in
our data hierarchy: words, sentences, posts and threads. Exd@imthe database contains

attributes to store parent and children information, allowing for efficieatescomputation
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using Equation 5.2. For generating a non-overlapping result set aghisin Section 5.2,
these parent-children relations are extended to find and exclude as@slalescendants when
required. The score computation and result set generation is implemeintgdPython version
2.6. All experiments were run on a Linux machine (CentOS 5.2) with Intel X8@&Gtz, 16GB
RAM).

5.3.1 Data Characteristics

As described above, the forum data comprises of several posts aadishrontaining useful
information on a variety of topics. In this section, we describe the charstatsrof the hierar-
chy generated over this data while scoring and evaluating the multi-grarjét® using our
methods.

Table 5.2 shows the composition of the data hierarchy for various settimgs.wWe look
at the entire corpus of breast cancer patient forums and build a tigraver all the data. We
see in the first row of Table 5.2 that the corpus contains 2.3M nodes sagxpacted contains
a large number (83%) of sentence nodes, 13% posts and 2% threasl Mbdse are the result
granularities we consider while retrieving search results. The corpuaios 2% word nodes
which are used for building the relevant portion of the data hierarchy wisér query. In
addition, the hierarchy over the entire corpus contains 34M edges as shdable 5.2 and
we see that there is a large number of nodes having multiple parents anéhildr

Next, we look at the average composition of the nodes across 100 randbadgn single
word queries with corpus frequency in bucketsfobq < 50, 50 < freq < 100, ..., 350 <
freq < 400. About 90% of all words in our data have a corpus frequency less 1D@n As
shown in Table 5.2, for the single word queries the average resultlgranis approximately
equally distributed between sentences, posts and threads. Hencérauchy does not have
an inherent bias of prefering a particular result granularity. The ®dgthe hierarchies built
from single word queries have approximately as many edges as nodesya&marely have a
situation where a parent node contains many children nodes (in the higrdiee to the lack
of the overlap in the edges between sentences and words. On the yon&ralso study the
hierarchies generated by 2-word and 3-word phrases, which mak@ngad search queries.

As shown in Table 5.2, the number of nodes in the hiearchy significantlydseseas the query
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[ Hierarchy Type | TotalNodes [ Sentences | Posts | Threads | Words [ Total Edges |
Entire corpus 2.3M 1.8M (83%) | 300K (13%) | 31K (2%) | 45K (2%) 34M
T-word0 <freq< 50 40 14 (35%) 13 (33%) 12(29%) | 1(3%) az
T-word50 <freg< 100 182 64 (35%) 63 (34%) | 55(30%) | 1 (1%) 202
T-word 100 <freq< 150 316 113 (36%) | 107 (34%) | 95(30%) | 1 (0%) 350
T-word 150 <freg< 200 441 152 (35%) | 154 (35%) | 134 (30%) | 1 (0%) 494
T-word 200 <freq< 250 576 199 (35%) | 201 (35%) | 175 (30%) | 1 (0%) 639
T-word 250 <freq< 300 699 250 (36%) | 244 (35%) | 205 (29%) | 1 (0%) 789
1-word300 <freq< 350 810 203 (36%) | 281 (35%) | 236 (29%) | 1 (0%) 926
T-word350 <freq< 400 942 333 (35%) | 328 (35%) | 279(30%) | 1(0%) 1065
2-word queries 5658 2427 (43%) | 2005 (35%) | 1223 (22%)| 2 (0%) 7604
3-word queries 47245 21550 (46%)| 17860 (38%)| 7832 (17%)| 3 (0%) 57864

Table 5.2: Characteristics of data hierarchy with different query settings

comprises of multiple words: 5.6K for 2-word queries and 47K for threedvgmeries. Also
the number of edges grows due to the overlapping relationships, reqthiengeed for our

hierarchical scoring function built on correctly leveraging the paréiitd@ode relations.

5.4 Other Forum Data

We focus our experiments and evaluation in this chapter on the patient falesasibed in
Section 5.3. While we built our multi-granular search system over breasecéorums, in this
section we describe characteristics of forums from other domains amdtehothey exhibit
similar trends. We did not build and evaluate entire search systems on themifferum do-
mains described here due to budget constraints (as described in Sectigag@Guire manual
annotators to assess relevance of search results), and leave amalytisr domains for future
work.

Table 5.3 shows the comparison of several data characteristics acressdrums: the
breast cancer patient forum described in Section 5.3, a corpus dagt@NET forum posts
(http://forums.cnet.com ) on the topic of “Computer help”, and discussions on Apple
forums fittps://discussions.apple.com/ )L. As shown in Table 5.3, the three cor-
pora display remarkably similar characteristics. Our breast cancer pfatiam is the largest
collection with over 31K threads and 301K posts. Yet, threads make umfpr2e3% of all

the nodes in the data hierarchy for each of the three forum datasetgyeAntejority of nodes

!Data for CNET and Apple forums was acquired from the DAIS LaboyatrThe University of lllinois at
Urbana-Champaigrh(tp://sifaka.cs.uiuc.edu/ ~wang296/Data/ )
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] | Breast Cancer Forum | CNET Forum | Apple Discussions

Nodes 2.3M 1M 0.4M
Edges 34M 14M 5M
Avg. node degree 15 14 13
Threads 31K (2%) 29K (3%) 12K (3%)
Posts 300K (13%) 131K (13%) 62K (17%)
Sentences 1.8M (83%) 0.8M (81%) 0.3M (76%)
Words 45K (2%) 30K (3%) 15K (4%)

Table 5.3: Characteristics of data hierarchy across three forums irseigemains.

are posts and sentences, as expected. Patient forum posts are slightiptaaverage, as seen
by the large 83% sentence nodes in the patient forums. Overall, all thnegioshow a com-
parable proportion on nodes of each type in the data hierarchy as vib# asimber of edges
and average node degree. Hence, our multi-granular search systeovér the data hierarchy
from each of these three domains will have a similar composition of resululgwdties, and
we can easily port our methods across domains.

Therefore, our domain-independent search methods can be usdrtwenser experience
in accessing forum data across a variety of topics. In the following secatierevaluate the
performance of the hierarchical scoring function and assess rekeadithe mixed-granularity

search results on this forum data.

5.5 Experimental Evaluation

We now report on our experimental evaluation. In Section 5.5.1, we deatha retrieval
performance of our hierarchical scoring function from Equation 5y2stindying the ranks
at which target objects are retrieved by our scoring function as comhpgarthe traditional
tf*idf scoring. We then conduct relevance assessment using crowdrgpard show that
the relevance of search results improves when users are given a mbjectat different
granularity levels (Section 5.5.2). In Section 5.5.3, we study the optimal-aoskeer and the

efficiency of our OAKS algorithm.
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5.5.1 Evaluating Hierarchical Scoring Function

We compare our hierarchical scoring with state-of-thetféidf scoring by the ranks at which
relevant results are returned, when retrieving objects at a single lgrijwu We randomly
selected 20 queries in the breast cancer domain and a target post thatxiacty relevant
answer. There might be other posts which are also exact matches fardhiesy The target
posts however, are highly relevant and a good scoring should rethieseat lower ranks.

Figure 5.4(a) shows the retrieval performanceéi8icoreandtf*idf scoring averaged across
the 20 test queries, at the granularity of posts. The rank of a targett@bjeormalized by the
total number of objects matching the query. A lower normalized rank implies thaathet
object was retrieved higher up in the list of returned results, which is tegedeproperty.
As shown in Figure 5.4(a), both th¢Scoreandtf*idf scoring retrieve the target posts within
the top 3% of results displayed to the users. For all values, ¢iScorehas better retrieval
performance than th&*idf scoring at the granularity of posts. Asincreases t0.3 and0.4,
the size of the post dominates ttiidf scoring yielding significantly poorer retrieval ranks as
compared tdH Score. Hence, at the single granularity of poktScoreclearly outperforms the
tf*idf scoring.

Furthermore, we study the effect of the hierarchical scoring at theutgaty of threads
and sentences. We define target threads as those containing the tastgetpd define target
sentences as the sentences in the target posts which contain the gweoydsegind have the
bestrank. Figure 5.4(b) shows thatat 0.2, at the granularity of thread$Scoreoutperforms
thetf*idf scoring as seen by the lower normalized ranks. Figure 5.4(c) showlsaitiescoring
functions perform poorly when retrieving the target sentences wittsrardund top 9%. The
target sentences are not the best sentence results in response &ritheepen though the posts
containing these sentences are highly relevant, thus demonstrating théonegdamically
choosing the result granularity level.

Therefore HScoreis better than or as good as ttiidf scoring for ranked retrieval over
forums, when a single granularity of results is desired. In the followingjsecwe demon-
strate the added strength of our hierarchical model which allows retriemngx of objects of

different granularities. In contradf*idf andBM25do not provide a unified scoring for objects
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Figure 5.4: Normalized rank of targets at single granularity levels.

at different levels.

5.5.2 Qualitative Evaluation of Relevance

We now evaluate the perceived quality of our results. First, we desanibevaluation setting
with details on the relevance assessment scale and quality control mechasemor the
crowd sourced workers. We then compare the relevance of our muttidguréty results with

the traditional posts-only results.

Evaluation Setting

We evaluate our hierarchical data model and scoring function usingdd &Btrepresentative
gueries chosen randomly. These queries were chosen from differess of interest for a
breast cancer patient from side effects of medicines, alternate treatptéots, and food and
ingredients beneficial to patients. The queries contain 1 to 3 keywords wikiexage of .8
keywords per query. Table 5.4 lists the queries and the number of abéraiodes at each
level of granularity that contain the query keywords. Thus, we neecbiesind rank a varying
number of nodes ranging from a few hundred nodes to 200K nodethé&agueryscarf or wig).
We compare our mixed granularity search with strategies returning only, @sstairrent
search systems over forums return isolated posts. Relevance judgnreiotsr fdifferent ex-
perimental search systems were gathered: Mineed-Hierarchysearch strategy comprising
results at multiple granularity levels scored using our hierarchical schrirgjion from Equa-

tion 5.2 and using our OAKS result generation algorithm, RPosts-Hierarchysearch system
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Query Sentences| Posts | Threads
broccoli 433 345 229
herceptin side effects 51808 | 38750| 15429
cyst 1006 787 570
emotional meltdown 2354 2175 1643
mole 80 73 62
herbal remedies 648 555 470
accupuncture 196 157 119
medicaid 414 309 186
dangerous pregnancy 1329 1154 944
scarf or wig 102697 | 73270 22801
tooth sensitivity 1015 844 650
shampoo recommendatign 1548 1425 1161
antioxidants 469 324 222
hair loss 23887 | 15900| 6084
organic food 7508 5682 3119
stem cell 4063 2788 2170
hot flash 9244 8114 4317
broccoli sprouts 582 455 288

Table 5.4: Queries for evaluating search systems.

that retrieves results comprising onlypdstsscored using the hierarchical scoring function, the
Posts-tf*idf search strategy which retrieves posts scored using traditiitlscoring, and the
Mixed-BM25search strategy that uses Bkl125scoring with the OAKS algorithm to generate
results at multiple granularities. As discussed in Section 5.1.2, existing scogtigds like
tf*idf andBM25do not generate a true mixed granularity result as they favor smaller sesten
In addition, these scoring methods do not incorporate the containment melgips amongst
objects. Yet, as a baseline we discuss the relevance diked-BM25search which scores
and ranks sentences, posts and threads.Pokes-tf*idf search mimics existing forum search
approaches, which return only posts using IR scoring functions. Wiecompare these four

search systems by conducting relevance assessment experiments.

Graded Relevance Scale

It is common practice in earlier works to use a graded relevance scale\(@3]e it is diffi-
cult to estimate relevance accurately, the complexity of the problem is multiplied agieng

judges to estimate relevance of objects at multiple levels of granularity. Indhdineers were
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asked to assess relevance of large documents containing structured mhattiple levels. For
evaluating our search systems, we adapt their relevance scale [@Sdghed specifically for
assessing relevance at multiple granularity. Therefore, we ask judgesdtate search results

with one of the following:

e Exactly relevantHighly relevant information at the exact level.

e Relevant but too broaddocument contains relevant information, but also includes other

irrelevant information.
¢ Relevant but too narrowRelevant information lacking context.
e Partial answer Partially relevant information.

e Not relevant No relevant information.

This relevance scale captures user assessment towards varyintpgtatevels as well as

the usefulness of the search result.

Gathering Relevance Assessments

We conducted relevance assessment on the Amazon Mechanical dwd-sourcing website
[1]. Workers were given 5 results to a query at a time and were askedrtothrearelevance
according to the proposed scale. Workers were only shown queddsxnal results, without
discussion on multi-granularity or containment of results. Workers were mtsvided with
examples of search results belonging to each relevance grade.

Our tasks on Mechanical Turk were answered by high-quality womk#&hs95% or higher
acceptance rate. We evaluated batches of tasks to find spammers badembonal submis-
sions, for instance when time taken was very low, and blocked these mokean additional
quality check, each task answered by the workers had a unmarkegpobmngiestion used to
assess worker quality. The honey-pot questions were drawn froomlaop questions evalu-
ated by the authors and had the least ambiguity (we often picked irrelexatt remove the
granularity subjectivity). The honey-pot questions were answergeaity by workers who
understood the instructions and who were not spammers. After these diliing steps,

we retained 71% of the relevance annotations, resultingeiindividual assessments for each
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Figure 5.5: Relevance grades of top-20 results with varging

search result on average. The relevance assessments were cotmplEi&dvorkers, with 14
s required to complete each task on average. For computing the final wotsed the expecta-
tion maximization (EM) algorithm proposed by Dawid and Skene [33] that telkesaccount
the quality of a worker in weighting his vote. Gathering several votes fhr &k and utilizing
these cleaning and pruning methods reduces the error in relevance judgeanel ensures that
the relevance estimates obtained are highly reflective of a generad pseception. Moreover,
we use identical relevance experiment settings to compare all the altersedinah systems.
Figure 5.5 shows the majority relevance assessment of the top-20 resulte fquery
shampoo recommendatiarenerated by ouMixed-Hierarchysystem. Ata = 0.1, we see
that many results have a grade of Relevant but too broad as at low wdlues large number
of results are threads (Figure 5.2). On the contrary, at high valuastioé result set mainly
contains short textual snippets, and many results have the Partial oelseamt grades. We
achieve the highest overall relevancedor 0.2, 0.3. Interestingly, these are tlhevalues with
the highest mix in result granularity as shown in Figure 5.2. Thus, we seéthaesult sets

with a high granularity mix also have a high relevance as assessed byrsiorke
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Comparing Search Strategies

We now compare the relevance for the alternative search strategie#bddsn Section 5.5.2.
We evaluate the top-20 ranked lists using mean average precision (MAP) Computing
MAP requires binary relevance assessment. For our experiments waessat if the users
annotate a search result as Exactly relevant, Relevant but too brtwswrarrow, then the result
is relevant. Table 5.5 shows the MAP at different top-k values for thenatise search systems.
As described earlier, the composition of the ranked list of results and #mlbyperceived
relevance varies with the size parameterTable 5.5 shows that thdixed-Hierarchysearch
system has a clearly higher MAP than the two posts only systemsy f@ues of0.1, 0.2
and0.3. Mixed-Hierarchyperforms significantly better faft = 0.2 when the top-20 OAKS
non-overlapping result set has 2 sentences, 5 posts and 13 threaslsrage, as well as at
a = 0.3 with 6 sentence, 5 posts and 9 threads on average; yielding the highest resulh
granularity. The percentage improvement of blixed-Hierarchysystem ovePosts-Hierarchy
at top-20 is 35%, 34% and 16% far= 0.1, 0.2, 0.3 respectively, and the improvements over
Posts-tf*idf are 31%, 32% and 18% respectively (statistically significant with 0.01 using
the one-sided Wilcoxon test). MoreovéWixed-Hierarchyhas very high MAP at the top-1
or top-5 results which are most likely to be accessed by users.Posis-Hierarchysystem
utilizing our scoring from Equation 5.2 has MAP values similar to the traditi®oats-tf*idf
system; in terms of relevance at the granularity of posts our scoring farmqidorms as well as
traditional scoring mechanisms. LastMjxed-BM25has a significantly worse MAP than the
other search systems. Recall from Section 5.1.2, thautiked-BM25results mainly contain
sentences which often receive a Partial or Not Relevant grade.

As shown in Figure 5.2y = 0.4 skews the results towards sentences, which often are only
partially relevant. This explains the degradation of MAP for liged-Hierarchyapproach
ata = 0.4, shown in Table 5.5. On the other end of the spectrum, resulis-at0.1 are
mainly composed of threads which often have a Relevant but too broasksassnt. The MAP
measure unfortunately, favors relevant results even if they are tea lmotoo narrow. We
further investigate the relevance of our results by taking the gradatiore @&rthotations into

account when comparing the search strategies. Discounted cumulativébgG) [30] is a
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Search System | MAP @ | «=0.1| «=0.2 | =0.3 | a=0.4
1 1.00 | 1.00 | 0.94 | 0.67
Mixed-Hierarchy 5 099 | 099 | 094 | 0.74
10 0.98 | 098 | 0.90 | 0.70
20 097 | 095 | 0.85 | 0.66

1 0.78 | 0.78 | 0.78 | 0.72
Posts-Hierarchy 5 082 | 081 | 080 | 0.79
10 0.76 | 0.75 | 0.77 | 0.78
20 0.72 | 0.71 | 0.73 | 0.75
1 0.72 | 0.67 | 0.72 | 0.72
Posts-tf*idf 5 0.80 | 0.77 | 0.78 | 0.78
10 0.76 | 0.73 | 0.76 | 0.76
20 0.74 | 0.72 | 0.72 | 0.73

MAP @ | b=0.75, k1=1.2

1 0.33
Mixed-BM25 5 0.58
10 0.55
20 0.54

Table 5.5: MAP relevance values for alternative search systems.

measure for assessing ranked lists with graded relevance. The D@Q&wdated at rank

with rel; indicating the relevance of the result at positioof the ranked list, is computed as

DCG@k = rely + Yj, 1ok

For our experiments, we translate the five grades of relevance as folowstly relevant
has a score df, Relevant but too broad and Relevant but too narrow have a scdrarud 3
respectively (incomplete information is worse than having to read extra Radtial answers
have a score df, and Not relevant has a scorelofUsing these relevance scores we computed
the DCG for each of the alternative search systems, as shown in Figur&iguée 5.6 shows
the DCG values for the three search systems. We compute DCG at the todd abd 20
results for size parametervarying from0.1 to 0.4. As shown, the DCG values for tiMixed-
Hierarchyresults are generally higher than the two posts only settings, f010.3. We also see
that theMixed-Hierarchysearch system has low errors for< 0.3, as shown by the error-bars
representing one standard deviation.

Normalized discounted cumulative gain (hDCG) is computed by normalizing tle@c

with the ideal DCG value or IDCG@ IDCG is the highest achievable DCG of the ideal
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Figure 5.6: Comparison of DCG relevance and standard deviation fotténeate search sys-
tems.

ranking. We assume that for each search systems, there exist a2(easictly relevant re-
sults with the highest relevance grade5ofHence, we compute the IDCG at each leveds
IDCGQk =5+ Zfzz(5/1og2 i), and compute the average nDCG across the 18 test queries.
Table 5.6 shows the comparison of the nDCG values for the four seasténsy. Compar-

ing Posts-Hierarchyutilizing our hierarchical scoring with the traditionBbsts-tf*idf system,

we see that the overall relevance nDCG of the two systems is very similare$his show
that for o < 0.3 the Mixed-Hierarchyresults have a higher nDCG than the two posts only
systems, at all of the top-k settings (statistically significant witk< 0.01 using the one-
sided Wilcoxon test). The performance improvement diminishes m&reases t@.4 when

the Mixed-Hierarchyresults comprise of many partially relevant sentences. Similstilyed-
BM25results contain many sentences and have a very low nDCG.-AD.2 with a high mix

of results,Mixed-Hierarchyclearly retrieves more relevant results at higher positions than the
two post only methods. The improvement in nDCG at top-20 byMhe=d-Hierarchysystem
over Posts-Hierarchy Posts-tf*idf and Mixed-BM25is 22%, 18% and 49% respectively, for

a = 0.2. These values show that the perceived relevance of a mixed gransktrafresults is
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Search System | nDCG @ | a=0.1| «=0.2 | «=0.3 | a=0.4
1 082 | 083 | 0.81 | 0.68
Mixed-Hierarchy 5 0.82 | 0.82 | 0.80 | 0.69
10 081 | 081 | 0.76 | 0.66
20 0.79 | 0.79 | 0.74 | 0.63

1 0.67 | 0.69 | 0.70 | 0.66
Posts-Hierarchy 5 0.68 | 0.68 | 0.67 | 0.66
10 0.65 | 0.65 | 0.65 | 0.64
20 0.65 | 0.65 | 0.65 | 0.64
1 0.73 | 0.67 | 0.64 | 0.62
Posts-tf*idf 5 0.72 | 0.68 | 0.63 | 0.60
10 0.68 | 0.66 | 0.62 | 0.60
20 0.69 | 0.67 | 0.63 | 0.61

nDCG @ | b=0.75, k1=1.2

1 0.50
Mixed-BM25 5 0.53
10 0.53
20 0.53

Table 5.6: Relevance nDCG values for the search systems.

higher than post-only results, which is the current state of searchawen$. Therefore, there

is a clear benefit in generating a mixed granularity result for a user query

5.5.3 Evaluating Optimal-score Result Generation

In this section, we compare the result set output of the greedy stratdgg@®AKS algorithm
and evaluate the efficiency of OAKS. As described earlier, experimesrts man on a Linux

CentOS 5.2 machine with Intel Xeon (3GHz, 16GB RAM).

Comparing Greedy and Optimal-score Strategies

We generated a test bed of 200 single word queries randomly chosendiracorpus. For each
of these queries, we evaluated the top-20 results generated usingedg grel optimal-score
strategies. Our experiments showed that for 31% of the queries, OAK B isean answer at
top-20 with a highelSumScore than the greedy strategy. Moreover, for 22 of the queries, the
improvement occurs within only the top-5 results. Thus, the OAKS algorithsraheoticeable

effect on the quality of returned answers. Moreover, OAKS genetheeoptimal-score result
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Sets Evaluated| Run Time (sec)

Word Frequency | LAIS | OAKS | LAIS | OAKS
20-30 57.6 8.1 0.78 0.12
30-40 102.1| 51 7.88 0.01
40-50 158.8| 5.9 26.94 | 0.01
50-60 410.2| 6.3 82.20 | 0.02
60-70 716.4| 5.3 77.61 | 0.01
70-80 896.6| 8.3 | 143.33| 0.04

Table 5.7: Performance comparison of LAIS and OAKS.

with a low time overhead. Across the 200 queries, OAKS generates thétoptiPnal-score
resultin0.09 s on average (greedy requiré@04 s). In comparison, the time required for scor-
ing all objects containing the query keywords vig86 s on average. Thus, OAKS vyields the

optimal-score result set efficiently with a noticeable difference in the fel tdgked results.

Comparing OAKS and LAIS Algorithms

LAIS generates all maximal independent sets, while our novel OAKS iligoevaluates sig-
nificantly fewer candidates by leveraging the fact that generally useist@rested in only the
top-k answers to a query, and typicafyis much smaller than the size of the search hierarchy.
We now compare our OAKS algorithm with the existing LAIS algorithm, both in terfrie®
run-time and the number of independent sets generated. We randomigitgel @ single word
gueries in each bucket of search term frequency with buckets 00288340, ... 70-80. In gen-
eral, search terms in our corpus have much higher frequencies ais) Sedate 5.4. We choose
these bucket sizes conservatively because LAIS has to evaluate athahaxdependent sets
which are exponential in the size of the hierarchy. The final resultetetrred by LAIS and
OAKS is the same, however OAKS is significantly more efficient as shownbfe 7. We see
that as the frequency of the search term increases, LAIS has to evatuamany as 897 possible
candidates for queries with frequency between 70-80. On the othdrtharperformance of
OAKS depends only oh. As before, we sett to top-20 results. As shown in Table 5.7, OAKS
evaluates less thah3 different candidate sets and finds the optimal-scored answer in less than
0.12 s. Moreover, OAKS achieves this many orders of magnitude speed-apendent of the

frequency of the nodes or the data size.
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Fanout (f) | No. of Nodes| Sets Evaluated| Run Time (s)
5 930 8.0 0.02
10 3330 6.6 0.03
20 12630 7.6 0.15
50 76530 6.7 1.13
100 303030 6.7 6.45

Table 5.8: OAKS performance on synthetic data.

OAKS Performance on Synthetic Data

We now generate synthetic datasets to study the efficiency of OAKS on sagrilfi larger
search hierarchies than those in our corpus. LAIS cannot computetineadscore result on
such large datasets due to the exponentially many maximal independentosete §ynthetic
datasets, we vary the number of nodes as well as the dependencerbitevredes by varying
the fanouty). We assume three levels in the hierarchy with 30 top-level nodes. Eaeleabn
node had children. Asf increases the number of nodes in the hierarchy increases greatly, and
the dependence between nodes also increases due to increasing ntiantestors and de-
scendants of each node. We assign higher scores to higher levelwitdenany descendants,
forcing OAKS to evaluate multiple candidates to find the optimal-séesized result set. The
scores are assigned as follows: leaf nodes have a random real egloe in(0, 1), second
level nodes in0, 2) and top-level nodes i(0, 3).

Table 5.8 shows the performance of OAKS averaged across 1006omueschd. We see
that as fanout increases the number of nodes in the hierarchy inem@astically to as many
as 303K nodes. Yet, when generating the optimal-scored top-20 reUDAKS evaluates
less thar8 candidates and requires less tltatb s. The performance of OAKS depends only
on k, and hence we do not see an increase in the number of candidatesasases (run-
time increases due to the time spent in making increasing number of descantaragable).
Therefore, OAKS efficiently finds the optimal-score result even undgying data character-

istics.
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5.6 Conclusions

In this chapter we presented a novel search system over patient dataperformed as part of
the PERSEUS project. Our main contribution is the design of a hierarchicahganethod-
ology that allows several granularities of forum objects to be scored@amgared in a unified
fashion. Using our scores, we can generate results that contain a reb@fdobjects, dynam-
ically selecting the best level of focus on the data. We designed the effi@fS algorithm
to generate the optimal-scored non-overlapping result set that emsuresundant informa-
tion. We conducted user studies to assess the relevance of the reteavel sesults and our
experiments clearly show that a mixed collection of result granularities yieldsrbrelevance
scores than post-only results.

In the future, we aim to investigate additional optimization functions for geimeranulti-
granularity results with different properties of the result set. We areently developing a
search interface for representing multi-granularity results in and owirtegt with visualiza-
tion tools like highlighting relevant text.

Finding similarities in forum participants can enable a search system to raetraecuseful
and relevant results authored by like-minded users. In the next chaetelevelop techniques
to capture user similarities across various implicit relations in a unified manoeh. iSterper-
sonal similarities allow predicting user connections in the future as well aneirty keyword

search.
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Chapter 6

Personalizing Search

Despite their popularity, the search functionality available on the forum sitéteis very primi-
tive. The results retrieved in response to a user query usually arecposssning the keywords,
ordered by their creation date. There is little or no ranking of results baseélde content in
the posts. Moreover, isolated posts are not always the right focug4&}e An under utilized
signal in forum data is the information on authorship of posts. Since mosedolinms require
contributors to register, forum participants have an identity and one caralp the inherent
social interactions between forum participants to enhance search. intesections provide
vital clues about their information needs, topics of interest and theirnpeefether forum par-
ticipants to answer questions. Some users are very prolific and knowladgand participate
in many different discussions on varying topics. Such users are likelyrtivibute high quality
information to forums and their content should have a higher ranking .sAttexnately, some
users share the same information need, are similar to each other and edih foem each
other. Consider for instance, the study in [57] shows that patients afiaydar stage of cancer
(Stage | through 1V) are more likely to interact with other users with the saogrgssion of
the disease. Finding such similar users and weighting their content stroiiggntaance the
personalized experience of a user. Unfortunately, online forumslyadgenot provide such
personalized search functionality.

Finding similarities in forum participants can enable a search system to retraecuseful
and relevant results authored by like-minded users. Finding suchradizzad similarity is a
complex problem due to the mix of various signals of user affinity. Occalbjpmaeb forums
allow users to make explicit friendships, thus providing the social graphusers. Addition-
ally, there exist several implicit cues of user affinity like participating in theesghreads or

discussing the same topics. Yet, two users having similar information neetfeedrt times
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might never participate in the same discussions. For instance, in a forumotbers several
participants will have similar questions about feeding, teething, and slétsa However,
some mothers with older children will never participate in newer threads refatadants,
even though they have experience raising infants and may have participaigch threads in
the past. On the other hand, for a location-based business seatain, farticipants in the
query location are likely to provide answers despite largely varying psoditetopics of in-
terest. Therefore, it is an important and challenging problem to uniforngtuca similarities
in online users while taking into account multiple implicit signals like user profilgg¢csoof
interest or information needs.

Our approach to address the problem of finding like-minded forum paatitspis to use
a multidimensional random walk that dynamically learns importance of the varitersuser
relations. Random walk on graphs, where nodes represent the fmattivipants and edges
represent the strength of node association or node similarity, corregtiyrea many notions
of similarity. However, existing random walk algorithms assume that the unidgriyraph
is homogeneous comprising of nodes and edges of a single type eaciwo@uextends the
random walk (RW) algorithm on a graph to a multidimensional scenario, véaatedimension
represents a different user relation semantic connecting the nodesalgouthm learns the
importance of the various interpersonal relations for a user and finds ke rost similar
neighbors across these heterogeneous relations.

In this chapter, we explore the implicit social interactions of forum userati@rce search

and personalization of results. In particular, we make the following corimitos:

e We design several implicit signals of user affinity and build these user neativer

forum participants as discussed in Section 6.1.

e We propose a novel multidimensional random walk algorithm over a hetecogs
graph of user interactions (Section 6.2). Our approach uniformly captine multi-
ple relations between users with varying weights learned in an egocentrieeménfind

the most similar nodes to a user.

e We leverage the multidimensional similarity computation to make predictions on forum
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participants who are most likely to answer a question asked by a particelaasisle-
scribed in Section 6.3. We propose this novel prediction task of predicinugf partic-

ipation which is useful in making recommendations of users and threads te.follo

e Lastly, we enhance keyword search by re-ranking search resuitsthe importance or
authority of content contributors (Section 6.4). Our results show thaswtrigst that
incorporates such author importance weights has a higher relevanca thaely IR-

based text scoring.

The rest of the chapter is structured in the following manner. We desaritferim dataset,
and the design of several implicit user affinity signals in Section 6.1. In $E61it) we present
our multidimensional random walk model for dynamically learning the importanbe #sso-
ciated with the heterogeneous relations between users. We first denmtisératility of our
multidimensional similarity computation method for enhancing personalized segrihk
prediction in future forum interactions (Section 6.3). We compare our meilitdseveral
baselines on homogeneous networks and the existing metapath basedthmmm [96]. Next,
in Section 6.4 we re-rank the results retrieved by tradititfialf scoring using the importance
of the author of the posts as learned through random walks on the multi-nalaiathor graphs.
Thus, we incorporate authorship importance in the non-personalizetbkegearch scenario;

a popularly used feature by non-members of forum sites. We concludectios 6.5.

6.1 Forum Dataset and Implicit User Relations

We identify and build several implicit connections amongst participants inasboancer pa-
tient forum [45]. The data was collected from the publicly available posisdistussions on
the online sitébreastcancer.org . The forum data contains threads on a variety of topics
useful to breast cancer patients such as “Just Diagnosed”, “Redaijps) Emotional Crisis,
Anxiety, and Depression” or “Healthy Recipes for Everyday Living”helTcontent in these
threads is very valuable for patients and their families, as well as for hemlfesgionals to
provide the best services.

The search offered dyreastcancer.org over its forum data is very basic. Results are

presented as a chronological list of posts filtered by keywords. Tdretséunctionality would
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greatly benefit from using author specific information about topics ofesteand expertise, in
ranking posts presented to a search user.

The forum corpus is a large collection of 31,452 threads comprising g930Q(osts. The
posts in our corpus are written by 15K authors for whom we have unigamames and an
optional signature containing information like location, stage of the diseade,ad cancer
detection and current treatment plan. We used the OpenNLP [3] toollgefdence boundary
detection and chunking on the text. We prune infrequent mis-spellings ardifarmulations
and retain 46K keywords that occur at least five times in the entire cofplesutilize this
user-generated text to learn about user interests and expertise.

Our corpus does not contain any explicit social network over the fgrarticipants. We
now describe the design of the different relationship graphs linking therfgarticipants in

our scenario and discuss the implications of each.

6.1.1 Thread Co-participation

Our corpus contains 31,452 threads with an average of 9.7 and a mediaposts in each
thread. The threads provide signals on the interactions between the participants author-
ing the posts in the thread. Usually, participants ask questions or invokessisns through the
first post in a thread, and other participants choose to provide anewepénions on the topic
in the thread. When participants often post in the same threads, it indicateshtired interests
or expertise in the topics covered in the threads, or their shared infornmegtests. Therefore,
we build a thread co-participation relation between the participants in our 3¢Kdhk. For the
co-participation matrix, referred to &3, a directed edge exists from a ugeo a user; if
posts in a thread after a post authoredjbyrhe edge weight of this linkw (4, j) represents
the frequency of such interaction and carries a weight equal to the mwhbaique threads
in which i posts afterj. A higher edge weight indicates a frequent interaction and a stronger
relation between the two users. Note th@tpften contains entries in both directions having
different edge weights, i.C; ; is usually not equal t@’; ; due to the asymmetric ordering of

posts of usef and user;j within threads.
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6.1.2 Proximity of Thread Interaction

Threads in forums often span several posts and frequently the themscagsion changes
as participants digress. Often the discussion initiating the thread is forgoheeav themes
emerge. Itis important to capture the proximity or nearness of posts in altiveen develop-
ing affinity between forum participants. We build a post separation distateton matrixD
where a directed link from forum participaito j exists ifi posts in a thread aftgr The edge
weightewp (i, j) is computed as the average inverse distance between the posts planser
useri, averaged across all commonly participated threads. The minimum distgrarataey
two posts is 1 (consecutive posts). As the distance between the pesiaadf increases, the
relation is weaker and the edge weight decreasesymer(ewp(i,j)) = 1. Therefore, the

relationD captures the closeness of user interactions within threads.

6.1.3 Topical Similarity from Text

The two relations described so far are built on common thread participatios.inferaction
of participants in the same threads is often determined by temporal factoosusews going
through the same treatment at approximately the same time will interact more ofterit i¥
possible that other forum participants dealt with the same questions anémslbut in the
past. Therefore, we now build a relation between forum participants tiséngjmilarity in the
text in all the posts contributed by them.

We combine all the posts written by a forum participant into a document. Omusor
contains 46K unique words. Building an implicit relation between users us@igréw word
frequency distributions implies that we do not take into account word synsrin finding
similarities. To take into account semantic similarities between words, we implemexteat L
Dirichlet Allocation (LDA) topic model using the Stanford topic modeling toolbojkd2er the
documents representing each user. The LDA topic model enables usive degrobability
score for all the users for each topic (we implemented LDA with 100 topic$lusTusers
who often write about a topic even with slightly different words in their lamguanodel have
similar topical probabilities. In addition, user text is now represented wittefdeatures:

100 probability scores representing coverage of each topic. We thilghabtext similarity
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relationT with a directed link between userand userj as the cosine similarity [77] of their
topical feature vectors. In our scenario, the cosine similarity between $&tscan range
from —1 indicating complete dissimilarity, to indicating perfect similarity. Building a graph
with such edge weights will result in edges between every pair of nodielngea very dense
graph. Moreover, the graph will contain negative edge weights whiemairvery meaningful
in representing user similarity. Hence, we threshold the text similarity and i@éirpositive

edge weight links. Note that, all links ifi are symmetric, i.eqwr (i, j) = ewr(j,1).

6.1.4 Profile Similarity

Finally, we build a profile or metadata based relati®metween users. Our forum corpus
does not contain structured profile information for the participants. Weuaphis profile
information from the optional signatures of authors. 71.3% of posts in @yous contain a
signature from the author. These signatures do not follow specific pattad are in free-form
text format. Users are allowed to write slogans or personal messagessigtiatures. Yet, a
large majority of users write about their disease stage, treatment optichslidignosed date
and other highly relevant information which we leverage to find user similarity.

For building the signature-based user profile relafiowe first find all unique signatures in
our corpus. We then tokenized these to find unigrams, bigrams and trignaimgeaetain 10%
of the most frequent phrases of each length. This resulted in 11K urequeés. Some exam-
ples of commonly occurring unigrams weti&R2-, Stage, Grades, 2cm, bilateral, mastectomy
showing the different cancer tumor characteristics and treatment direcBagrams included
Stage land all other stages of the disease, grade and tumor size information asvains
like Diagnosed: 9/10/20Q9Terms likemastectomy withour reconstructiavere most com-
mon in trigrams. Therefore, user signatures contained many relevantftarfireding forum
participant similarity based on their disease progression and treatment. RVieuiteblinks in
the user signatures relatichby computing the cosine similarity between n-gram frequencies
of pairs of users. Note that all forum participants do not have a sigmai these users do
not participate in this relation. Users are also allowed to change signaduckgje represent a

user by a concatenation of all his unique signatures.

In the following section, we design a novel multidimensional random walk ekgorthat
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finds similarity between forum participants through a combination of the four sitgiiadi-

catorsC, D, T andS described above, in a unified manner.

6.2 Random Walks for Building User Similarity

Random walks (RW) on graphs are a popular technigue to find the impantantluential
nodes in a graph. Perhaps, the most popular random walk application iage&&nk algo-
rithm [81]. In this section, we first describe the preliminaries of the PagkRbkyorithm as it
is defined on homogeneous networks in Section 6.2.1. We describe thampBpwer Iteration
method for computing PageRank distribution weights over a graph. The Rvdwtation can
be transformed into an egocentric similarity computation using a fixed roota®described
in Section 6.2.2. This allows us to capture egocentric affinity scores w.r.ted fisde. We
illustrate the ability of random walks to capture many different notions of podeimity. Yet,
these earlier approaches building on random walks over graphs domsitler different seman-
tic meanings behind user relations. We then describe our novel multidimehsiodam walk
algorithm in Section 6.2.3, and describe how our model can dynamically leaimgortance

of the various relations and combine these in a weighted transition matrix.

6.2.1 Random Walks on Social Graphs

The PageRank algorithm [81] was developed to determine the importanceveld @age in
the Internet graph, where the vertices represent the web pageseagdiss represent directed
hyperlinks. In this section we describe the original PageRank algorithhoomgeneous net-

works.

Preliminaries

Let G = (V, E) be a homogeneous network with vertidégepresenting entities of the same
type and edge# representing a single relation between the verticBscontains a directed
edgee;; if node: links to nodej. In our setting, we assume that all links are not equal and the
edge carries a weightu;; representing the strength of the directed link from node node

j. For instance, in a social network if a userepeatedly comments on posts by ugehe



115

weightw;; is high. Let the nodes in the network be numbered fiom . , » and the PageRank
of the web pages be represented by the veEtore., p1,...,p, are the PageRank scores of
then vertices. The PageRank of a nodei is a number in(0, 1) and represents the stationary

probability that a random walk reaches this nede

Iterative PageRank Computation

Let A be an x n matrix representing the link structure of the gragh The entries inA
represent the weights of the edges linking nodes. The vajués defined to be zero if nodg
does not link to node, andw;;/ >, wy;Vi,j,k € V if nodej links to nodei. The value4,;
represents the probability that the random walk from npudel take the next step to node
The PageRank vectd? is computed ag® = A x P. The PageRank vectdr is the eigen
vector of the transition matrid. In experimentspP in each iteration is computed by iteratively

multiplying A as shown in Equation 6.1:

Pl = A x Pt (6.1)

The computation in Equation 6.1 is repeated till there is no significant changeiie.,
| PH|, — [|P!]|, < e. Atconvergence we arrive at the PageRank scores for every inod
the network. In practice the relation matrikis replaced by the transition matridd which
includes adjustment for dangling nodes as well as a teleportation stepeapng a surfer

randomly jumping to any node in the graph.

M=a(A+D)+(1-a)E (6.2)

In the above,D is an x n matrix representing the transition from a dangling node. For
a dangling nodg having no out-links, theg-th column of the matrixD has all entried /n
assigning uniform probability of picking any node in the graph. The mdirpepresents the
teleportation step, i.e., a random surfer gets bored of following out-lirdta frodes and ran-
domly jumps to any other node in the graph. The makikas all entries set to/n. (1 — «)

represents the likelihood of teleportation. In short, with a non-zero pilityac, a random



116

walk proceeds along the out-links of nodes, and with a probalfility «) there is a jump to a
random node in the graph. Usuallyjs set t00.85. Thus, the PageRank is computed over this

modified transition matrix a®**! = M x Pt.

6.2.2 Rooted Random Walks

The PageRank computation assigns a score to each node in the graphregresents the
node’s relative importance. PageRank score for a node in a grapHoouen participants is
useful to find important users. For personalized search, on the athdr fve are interested in
finding similarities between users to find téplosest neighbors. We now describe a modifica-
tion of the RW computation that allows us to capture egocentric node similarity,i@argty

of nodes w.r.t. a fixed node.

Algorithm

The random walk computation of Section 6.2.1 uses a transition matrcomprising of the
uniform teleportation matrixy as described in Equation 6.2. The rooted random walk (rooted-
RW) [72] is computed on a modified teleportation matrix. We fix a nods the root node of

the random walk. The matrik is modified such that every entry in tix¢h row is set tol and

all other entries ar@. In essence, during the teleportation step the random surfer can jump only
to the root node with a probability proportional td1 — «). Thus, the random walk originating
from the root node periodically resets and returns tavith the probability(1 — «). Hence,

we are less likely to traverse to distant nodes frigmrhich is desired since these distant nodes
are less likely to be similar to the root node. Let the rooted-RW score [72hoflej w.r.t. the

root nodei be Score(j);, defined as follows:

Score(j); = Stationary weight of under the RW:
move to random neighbor witd

return to: with (1 — «) (6.3)

The scoreScore(j); represents the probability of a random walk originatingaatd reach-

ing the nodej following the links in the graph. In other word$,core(j); represents the
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Figure 6.1: Example graphs and node similarity scores captured by the#Rdfenethod.

strength of connection or similarity of nodewith respect to nodé Therefore, the rooted-RW
algorithm provides similarity scores of all nodes in the graph w.r.t. the rod¢.ntn the next
section, we describe some of the desirable properties of random walksoanthey closely

capture many notions of node similarity in social networks of users.

Interpreting Node Similarity

Usually, the notion of node similarity depends on the application and contex. ntwork
with entities represented by nodes, the definition of similarity closely depentiealefinition
of the edges connecting these entities. When the edges representhsteognnection or
association, node similarity can be captured using random walks alongghas efda network.
We now show how the rooted-RW method described above is apt in captmang node
similarity notions.

Consider the example graphs in Figure 6.1 having the root node set@s.ndd compute

the scores of target nodesindu with respect tos using Equation 6.3. All edges have unit



118

weights. For our application of finding similar nodes in a graph of foruntigpants, we

define node similarity using the following intuitions:

e Nodes closer in the network are more similar. For instance, in a social rietvitbredges
representing explicit friendship relations between users, two nodesavehiviends are
more likely to be similar and are more likely to engage in a shared activity, than two
nodes who have a friend of a friend relation. As shown in Figure 6.fl{@)proximity
of a target node w.r.t. the root node is higher (.6) with a shorter path connecting the

nodess andt, than in Figure 6.1(b) with a—t path length of two wher8core(t)s = 0.4.

e A path via a popular large out-degree intermediate node contributes a l@iggntvihan
a path via a low out-degree node. For instance, in a network represéelimione
conversations between pairs of phone numbers, a tele-marketing nurebanected to
several nodes in the network. Two nodes who are both directly corthtectiis popular
node, are not very likely to be similar. As shown in Figure 6.1(c), if the inteliade
nodea has a large out-degree, then nadies weakly similar to nodes with a score
0.16 as computed using Equation 6.3, which is much lower tRanre(t)s of 0.4 in

Figure 6.1(b).

e A node connected to the root node via multiple paths, i.e., through multiple negisbo
more similar than a node connected via fewer paths. As an example, in arseteiark
a user is more likely to befriend a user who is known by many of his curremids. As
shown in Figure 6.1(d), the nodéhas a higher similarity score than the nadbecause
the root nodes is connected to nodethough more paths. Rooted-RW correctly capture

this notion of similarity.

e When two nodes are connected via multiple paths, independent paths iradgtedeger
relation than overlapping paths. Consider for instance a communication nketith
edge weights representing the probability of successfully passing a geesbhe like-
lihood of a message from a source node reaching a destination is highéeeindent
paths connect the two nodes, as there is no single point of failure. Cigag-
ure 6.1(e) and Figure 6.1(f), when implementing rooted random walks ffiauhe s, the

nodet in Figure 6.1(e) has a higher similarity score than that in Figure 6.1(f).
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the illustrative examples described above show that the rooted random avalla suitable
measure to capture egocentric node similarity. Yet, these walks are defirfeshmgeneous
networks with nodes and edges of a single type each. Often nodes axd ligkmultiple
relations having different semantics. In our context of finding similarrfoparticipants, users
are connected due to several reasons, four of which were dasdnilfeection 5.3. In the
next section, we describe our novel multidimensional random walk algorfitihraniformly

capturing node similarity using a combination of several heterogeneotisneigpes.

6.2.3 Multidimensional Random Walks

In the real world, entities are often linked through different relations:. iffstance, the like-
lihood of two people being friends can depend on their shared interestdiolo proximity,
same age or gender and going through similar experiences at the same tarsanidntics of
these different relations are distinct and merging these to create a hosoogegraph over the
connections between people will result in obfuscating some important ¢baséics. For in-
stance, location proximity might be the dominant reason for making friendhftalren, while
shared interests and hobbies might be more meaningful for adults. dresritfere is a need to
distinguish between the relations and reasons for node similarity, andriamdgally choosing
the importance of the relations for each node.

We now present our novel multidimensional random walk algorithm in Sect@.3 @&nd
show that it uniformly leverages heterogeneous relations for finding sdilarity. Next we
describe how the multidimensional RW can be parametrized to develop egoamipiortance
of the different relations in Section 6.2.3. Lastly, we demonstrate the utility okthigarity

measure using illustrative examples in Section 6.2.3.

Random Walks on Heterogeneous Graphs

We now formally define heterogeneous graphs and then describe almat@nsion of random

walks on such heterogeneous graphs.

Definition 3. A heterogeneous graph G = (Vy4, ER) is a graph with a node mapping and

an edge mapping where each node € V4 is mapped to one node tygév) — A and each
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edgee € ER is mapped to a link typeé(e) — R. There areA types of objects an#& types of
links or relations. WhemA| > 1 or |R| > 1, the graph is called a heterogeneous graph [96].

If |A| = 1 and|R| = 1, then the graph is said to be homogeneous.

For our scenario we are interested in finding the similarity between online usirg mul-
tiple implicit signals. We have nodes of only one type and edges of multiple types as
developed in Section 5.3. Consider the homogeneous graph of eachteaptation linking
the forum participants. A graph comprising of a single node type and a dinglg/pe can be
represented as anx n adjacency matrixd, whereA;; represents a relation between nade
andj with a value proportional to the strength of the relation. In our multi-relatiocehario,
we have several such matricds, A,, ..., A where there exisk = |R| different types of

relations linking nodes. A multidimensional random walk is then defined as fellow

Definition 4. LetG = (V4, Er) be a heterogeneous graph with nodes withR types of links
as described above. Let, A, ..., Ay each represent a single relation semantic linking the
nodes inV;. A multidimensional random walk is a random walk on the composite adjacency

matrix A = 6y x Ay + 02 x Ay + ... + 65 x A, where) . 0; = 1 and all§; > 0.

The composite matrid over the heterogeneous graph is a convex combination of the mul-
tiple matrices representing the different semantic relations connecting tes mg@. In other
words, the multidimensional random walk can be interpreted as follows: @i@mdom surfer
arrives at a node first a relation is chosen with probabfjtgnd then we jump to an adjoining
node according to the matrix;.

Thus, we have a unified algorithm for combining the different relationsiecting online
users. We now describe our technique to develop these relation wéjghts&n egocentric

manner.

Egocentric Weights Computation

A critical part of the multidimensional random walk algorithm described al®tee compu-
tation of the weight#; in the combination of the different relations. We define the weights in
an egocentric manner, where the importance of a relation is determined mothede. If the

root node has a higher edge weight for links of a particular relation, tthismelation is more
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significant in finding similarities w.r.t. this root node. For instance, in an onlowas net-
work, some users might interact more regularly with their friends fromadhocation-based
similarity) while some other users will communicate with people having the same itsteres
Therefore, personal personal preferences should be takeromsaderation while determining
weights for the multiple dimensions of relations.

For a root noder, the relation weight; for thei-th relation amongst the = | R| different

user relations is computed as in Equation 6.4 below:

() = Zm ewAi(r7 m)
M) = oS, ewan )

In the above equatiomw; (k, j) represents the edge weight or strength of relation between

node k and nodej in the graph representing the relation In other words, the egocentric
weightsé;(r) to be associated with each relation are developed as the relative weighitage o
edges of relation typeé originating from the root node to the total weightage of the edges
from r. The weightd;(r) is high if a particular relation is more important with respect to the
root noder as compared to the other relations. Note that, the weigfit$ are computed only

w.r.t. the root node and are not updated at each step of the random walk. Thus, we compute
relation weights in an egocentric manner taking into account the particuli@rgnees of the

root node.

Interpreting Multidimensional Node Similarity

We now demonstrate the utility of our multidimensional random walk algorithm in dagtu
root-centric similarity by varying the weights to be associated with relations imdiatension.
For simplicity, we assume that there are two types of relations representeel ¢tmaph<>, and
G5 as shown in Figure 6.2(a) and Figure 6.2(b). For each of the examplargzs we assume
that there are two root nodes andr, and we wish to develop a similarity score w.r.t. each of
these root nodes. The similarity score over the composite matrix combiningtdredeneous
user relations is computed using Equation 6.3.

Figure 6.2(a) shows two grapli$, and G-, representing two different relationship types.

When the root node ig;, the relation represented by graph has a weight proportional to
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01 = 3/8 and the second relation has a weight proportion#hte- 5/8. We expect that the
relation inGs is more important w.r.t. root node, and the weights correctly capture this. As
a result the node similarity scores using multidimensional RWs computed usiradiciy6.3
over the combination of two relations, assign the nodéth a higher score 08.096 than the
nodeb (0.072), even though the edge weightsi, (r1,b) and ewg, (1, c) have equal unit
weight. In contrast, when we compute scores w.r.t. the root mgdéhe relation in graph
(1 is more important. As a result, the nobdléas a higher similarity score w.r.tp than the
nodec. Hence, Figure 6.2(a) shows how egocentric weights can be develmsrdting in
different weights to be associated with the relation types based on theaw®t Now looking
at Figure 6.2(b), we see that the relationdg is more important w.r.t. root nodg, and the
weights are proportional t¢, = 6/18 andf, = 12/18. Therefore, the node, has a higher
score Score(ra),, = 0.210) than the nodé (Score(b),, = 0.182), even though these two
nodes are connected t@ with a total edge weight d units. In addition, w.r.t. the root node
r1 the nodec has a lower score than nodeas G2 has a higher relation weight. Lastly, in
Figure 6.2(b) when the root node changesd#oboth relations have an equal weight and w.r.t.
ro the nodec has identical similarity score to nodeas expected.

Therefore, the multidimensional random walk correctly captures notioegaxfentric sim-
ilarity. The weights to be associated with each relation are chosen dynamieaty lon the
root, allowing us to capture the varying importance of the relations for eadé im an egocen-

tric manner.

Complexity

Algorithms for finding PageRank broadly use two approaches. The Pioevation method
[81] as described in Section 6.2.1 uses linear algebraic techniques. Thedmmexity for
computing rooted-RW using this method, for one root node(i&nd) whereK is the number
of iterations till convergence; is the number of nodes in a graph ahdepresents the average
neighborhood size. Extending the RW framework to the multidimensional soeneguires
computing the composite transition matrix one time for each query root nodessasilied
in Definition 4. The time complexity for computing the composite matri¥is:d), and we

can see that our multidimensional framework does not add a significartiteadto the rooted
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Figure 6.2: Node similarity scores captured by Multidimensional Rooted Randalks.
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RW score computation. The second approach to compute PageRankdsobadente Carlo
approximation which has the benefit of being very efficient and highliabt&[11]. In the
future we aim to implement the fast distributed map-reduce based algorithm{&2j, which
computes approximate rooted-RW scores from each node in the graphighlga &fficient
manner.

In the following section, we evaluate the performance of the multidimensionabra walk
algorithm in predicting future interactions between forum participants usoagrédination of

the four similarity indicatorg’, D, T'andS in a unified manner.

6.3 Personalized Answer Search

When searching for information on online forums, users often posesdiquéy starting a new
thread. Other interested participants then choose to participate in the theciesiselp answer
the question. An online forum will benefit largely if the likelihood of a us@esticipation in

a thread is known. This will enable users to find and contribute to the bestdbras well
as provide the search users with the most useful other users with whgredhlkel interact,

become friends and develop meaningful communications.

In this section, we first describe our experimental setting for predictiagpagticipation in
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threads in Section 6.3.1. We then use our multidimensional random walks ahgdooifind the
top-k most similar users to the search user. We use a combination of the variopgiateral
relationsC, D, T and S described in Section 6.1. Using these relations in Section 6.3.2 we
develop a unified similarity score by a rooted multidimensional RW utilizing Equati®riiie

to the lack of sophisticated search mechanisms on current online forupusiées who do not
find the required information often tend to repeat similar questions which &leady been
discussed before. Some forum participants who are experts in the tabidarhave answered
similar questions in the past are likely to participate in these new threads. tior56c.3 we
combine the user similarity scores with the user expertise on the particuldioguieshe first

post initiating the thread, to improve predictions on forum participation.

6.3.1 Evaluation Setting

We aim to predict which forum participants are likely to answer a new queptisied in a
thread. For evaluating our methods, we divide the forum data into a traieingpsnprising

of 90% of the threads which were initiated before the remaining threadsseTigenaining
10% threads are used as a test set. This time-based division is consisteaamlier works

[19] where a model is based on the world-view at titvend predictions are made on the new
behavior in the next epoch+ 1. We have about 2.1K threads in the test set and 28K threads
in the training set. Leveraging the information in the training data, we build therdet
adjacency matrice€', D, T' and S representing the various relations between the users. The
text in the initial posts and the users initiating the test threads are used totpvbdih other
forum participants are most likely to participate in the given discussion. ,(Mieslesign a
new prediction task for forum participation which can be used to predieatts or other users

which are most meaningful to follow.

6.3.2 Leveraging User Similarity

As described above, we make predictions on the forum participants vehmest likely to
answer a question posed by the user in the test thread. We do this in therigllma&nner.
We first compute the similarity of the user posing the question, called the testwigeall

other forum participants. This similarity is developed using Equation 6.3 @ar ef the four
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interpersonal relationS, D, T andS separately using the rooted random walks as described in
Section 6.2.2. Therefore, we first compute user similarities using single lamogs signals

of user affinity. We then develop a combined similarity using our multidimensi@raam
walk model which incorporates the four user relations in a unified maniiiérthe computa-
tion of egocentric weights which assign varying importance to each relatismn/fadditional
baseline, we also find the most prolific users in our training corpus anelpgredict that
these users are most likely to participate in the test threads. In the abdemceechanism

for computing similarity between users, making predictions as most prolific uszuld be a
reasonable approach.

As a baseline for comparison, we also compute the user similarity usirRath&imsimi-
larity metric defined in [96]. To the best of our knowled@athSimis the only metric defined
on heterogeneous networks. HoweWRathSimhas three key differences from our multidimen-
sional random walk model. FirdeathSimdefines a fixed commutation path over the relations,
for instance to find users U having similar topical interests T, a path UTU isetefiAlthough
multiple paths of larger lengths can be defined, it is not clear how to choedeeti paths or
how to combine the similarity computed using different paths. Second, due pretefined
paths, similarity of users separated by a distance longer than the lengthpzittheannot be
computed. Short paths like UTU do not take into account relations like Giefdriends.
Finally and most importantly, theathSimmetric does not allow for computing egocentric im-
portance to be associated with the different inter-user relations, a keyitial feature of our
multidimensional random walk algorithm.

Once we generate the similarity of all users w.r.t. the test user, we rankukeseto find
top-+ most similar users. We predict that these topsers are most likely to participate in
the discussion initiated by the test user. Recall from Section 6.1 that thegaveumber of
posts in a thread in our corpus is 30. Hence, we make predictions usingvatoials ofk, i.e.,

k = 10,20, ...,100 most similar users.
Figure 6.3 shows the performance of the different similarity computation mefioogre-

dicting forum participation. As shown, our multidimensional RW algorithm hashibbest
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Figure 6.3: F1 score for forum participation prediction using differémnilarity computation
methods.

prediction F1 score amongst all the methods. We see high precision at lloes\a& i neigh-
bors. Ask increases precision decreases but recall increases, as expeuteidrum partici-
pation prediction using single relations has much lower F1 score. The tboepdrticipation
relation C' as developed in Section 6.1.1 is the strongest indicator of future interati#ens
tween users, but still has a significantly lower F1 than our multidimensional pp¥oach
(p — value < 0.01). Our multi-relation approach improves in the prediction F1 score over
the thread co-participation relation by 3% at top-10 neighbors and 10% 40® neighbors.
The naive approach of making predictions of the most prolific users kamdicantly worse
performance than several similarity-based measures. Thereforepanatng the different
heterogeneous relations in computing user similarity is beneficial in predictirdpwsers are
most likely to answer a question posed in a forum thread.

ThePathSimbaseline computation on fixed length paths performs significantly worse than
our multidimensional random walk method. Figure 6.3 showsHitbSimaverage prediction
performance across all metapaths of length four involving each of the sigilalation once.
PathSimdoes not allow for computing egocentric weights, and does not uniforngiuca
node similarity across the entire graph of relations connecting users. Thidimensional
RW method makes more accurate predictions tharPdteSimmethod with an improvement
of 103% atk = 10 and 199% ak = 100 neighbors, and these improvements are statistically

significant p — value < 0.01 using the one-sided Wilcoxon test).
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Figure 6.4: MAP for forum participation prediction using different similariymgputation
methods.

We now compare the alternate prediction methods using Mean Averageiéihrgbig\P).
MAP computation takes into account that the correct predictions of foanicgpation should
be the predictions with the most confidence, i.e., the highest similarity with thesestkig-
ure 6.4 shows the MAP values for predictions using komost similar users to the test user.
When evaluating MAP, the multidimensional random walk method has a signifidaigtigr
prediction MAP than any of the alternate methods. Our multidimensional RW agpsignif-
icantly improves over the single thread co-participation relation by 10% fer10 neighbors
and 21% fork = 100, demonstrating the utility of incorporating multiple relations while com-
puting user similarities. Our method again shows statistically signifigant{alue < 0.01)
improvements ovePathSimwith a 24% improvement & = 10 and a large 108% improvement

atk = 100.

6.3.3 Leveraging Topical Expertise

In so far, we have generated the similarity between the test user and ather participants
using their relations discovered in the training threads. In addition, weceRps certain users
have an expertise or useful knowledge in certain forum topics, as €dmabed from their
posts in the training data. Consider the situation where a user has eneoumtasw topic and
posts a question on this topic in a forum thread. This test user will not hiaighaffinity with

other users who are experts on this topic in the text-based topical similaritipnela In such
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a scenario, we can improve prediction accuracy by utilizing the topicalnrdbon in the text
of the thread initiating post to find forum participants who have a prior kndgden the area.
In this section, we combine the user similarity scores developed in Section 6iBgRaur
multidimensional random walk algorithm, with the expertise score of the forumicipants
w.r.t. the topics in the first post of the test thread. To find the expertise seerrepresent each
user in our corpus by a concatenation of all the text authored by thigrogethe training data.
Each user is represented by a 46K word vector containing the freqeefaierds used in the
posts authored by the user. We then use the cosine similarity [77] betweearitemt words
in the thread-initiating post and each forum participant. This similarity scorevsils to find
an expertise score for each user in the topics of the thread-initiating plss, We combine
the multidimensional user similarity scokRWScorewith the topical expertise scoEScore

to generate the final score of a user as follows:

UserScore = 3 x MRW Score + (1 — ) x EScore (6.5)

The trade-off parametet controls the effect of the two components of the score of a user.
As 8 — 1, MRWScore dominates the scoring function and we get the samektofwsest
neighbors as in Section 6.3.23 affects the final score of a user and has an impact on the
prediction accuracy of forum participants. Table 6.1 shows the predigtiin for varying top-

k users when combining the two user scores using Equation 6.5. Utilizing onSbereat

£ = 0 or solely theMRWScorat s = 1 gives lower prediction MAP than the combined method
of Equation 6.5, demonstrating the need for a combined method like EquatidaScbrealone
has a worse performance than our method built on multiple user relatiR®/Scorg When
predicting that top-10 most similar users will participate in the forum threagddyi®@WScore
(8 = 1) shows a 51% improvement in MAP over predictions udti8gorealone (3 = 0).

As shown in Table 6.1, a combinédserScore shows better prediction MAP than each of
the individual scores. We see noticeable improvements when the usetisxgS&corehas a
high impact on the overallserScoreas seen at low values Gf These improvements diminish
asf increases and thBIRWScoredominates the overall scoring. Fbr= 10 most similar

users, forg = 0.1,0.2, 0.3 the percentage improvement over the pMiWScorgredictions



| Neighbors | 3=0] 8=01 | 3=02 | 3=03 [B=1]

Top 5 0.52 | 0.64 (8%)] 0.61 (4%)] 0.61 (4%)| 0.59
Top 10 0.31 | 0.50 (8%)| 0.49 (5%)| 0.47 (2%)| 0.46
Top 15 0.24 | 0.43 (8%)| 0.42 (6%)| 0.42 (5%)| 0.40
Top 20 0.20 | 0.39 (6%)] 0.39 (7%)| 0.38 (4%)| 0.37
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Table 6.1: Prediction MAP and percentage improvements when combihiRiyScoreand
EScorewith trade-off parametes.

is 8%, 5% and 2% respectively as shown in the parentheses in Table ®ide,l dembining the
expertise of a user on the topic of the thread has a significant impact in imgrprediction
accuracy of users likely to participate in the forum.

Therefore, we demonstrate the utility of our multidimensional random walk ighgofor
computing user similarity, for predicting users who are most likely to answestipns posed in
the new threads. We enable a personalized search that takes intoteccgens past behavior
and interactions to find other similar users and their preferred ansvneifse hext section, we
utilize our multidimensional similarity model to enhance the non-personalizeddteysearch

for a general user of the forum.

6.4 Re-ranking Search Results using Author Information

Users often visit online forums and search using the functionality provaddtiese web sites.
Keyword search refers to such search behavior demonstrated hy@mavisitor to the forum

site, who may or may not have participated in the forum discussions in the pastaiyiot
assume any information about the search user, and cannot providecmgléezed search for
this user. Yet, we can leverage the multidimensional similarities between forum participants
to find the most influential users in our corpus. Some forum participantmare prolific and
write better answers. They participate in many forums on varying topicss Roigten by such
users should have a higher importance and a higher rank in the resuéga@tior a keyword

search. In this section, we discuss our method to generate an authorgyfeca user and

A search user could be logged into the forum site before issuing a sgaech We can then leverage person-
alized information to improve keyword search. However, our cormeschot contain user session information or
query logs. In the future, we wish to combine personalized search vathiseesults re-ranking as described in this
section.
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utilize this for improving keyword search.

6.4.1 IR Scoring of Posts

Scoring textual documents has been well studied in the Information RettiByalommunity.

The populatf*idf scoring function and its many variants increase proportional to the number
of occurrences of a word in the textual document, but are offset birelqe@ency of the word

in the corpus to account for the fact that commonly occurring words aseifieportant in the
overall scoring. A common form of thi*idf function [77] is in Equation 5.1 in the previous

chapter, repeated below:

Scoregpsiar(t,d) = (14 log(tfa)) * log(d—)

% (1/CharLength(d)*) (6.6)

N
ft

where the search term isthe document to be scoredds N is the total number of docu-
ments,t f; 4 is the frequency of the termin d anddf; is the number of documents containing
the term. The scoring is inversely proportional to the size of the textual objeer Length.
This weighting is controlled by a parameterA < 1. For queries containing multiple terms,
the score of a node is the sum of its score for individual terms.

We use thigf*idf scoring to retrieve posts in response to a user keyword query. Note that,
retrieving results at the granularity of posts might not be the best focesdeer the results
as described in [45]. Yet, we adhere to this result type as currerdlsegstems over online
forums retrieve posts in response to a user query. Thus, we scomstlqontaining the query

keywords and refer to this score of a post ad &S core),.

6.4.2 Authority Score of Users

Forum participants demonstrate varying behaviors; some users arenmlifre gnd write many
different posts on a wide variety of topics. These users tend to partidipatany different
threads and interact with many other participants. Posts written by suchareeikely to be
of higher quality, containing more useful information. To test this hypothessow find the

most influential users in our forum data by developing a multidimensional étytlscore.
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For our user authority score computation, we developed a random wetktoe multidi-
mensional heterogeneous graph of user similarities, taking into accouisithiaterpersonal
relationsC', D, T and S from Section 6.1. The composite adjacency matrix from Definition 4
is generated by assigning equal weightto each user relatiod;. Note that, the different rela-
tions have different overall importance in computing the authority scoresesk, proportional
to the number of edges and edge weights in the different relations. Asgiggiral weight$;
to each relation matrix allows the random walk to take into account the varyingtiamoe of
relations. We build a random walk over the heterogeneous multidimensianalosite matrix
in a non-rooted manner, to find the overall importance or influence of thes irs our forum
corpus, referred to as theuthorityScore for the users in our corpus. In Section 6.4.4 we use
this score to rerank search results retrieved by traditional IR scorimgfifuns, and study the

impact and relevance of the new ranking of results.

6.4.3 Qualitative Relevance Evaluation

We now evaluate the perceived quality of our results through crowrtsdwser studies. We
first describe our test queries in Section 6.4.3. We conducted usersstod@mpare the
relevance of the returned result sets using the relevance judgmenirs8aletion 6.4.3. Next,

we describe our quality control mechanisms for the crowd sourced vgirk&ection 6.4.3.

Representative Queries

A critical challenge in studying forum search is the lack of a test set. Weaeathetf*idf
scoring of posts using a set of 14 representative queries. Theseguere chosen from
different areas of interest for a breast cancer patient from sfdetgfof a particular medicine,
alternate treatment options, to food and ingredients beneficial to patiergsjuBnies contain
1 to 3 keywords with an average bf7 keywords per query.

Evaluating the relevance of all answers to a keyword query is verynsiyee Typically
users are interested only in the tbpesults wheré: is usually small. We assess the relevance

of top-20 results retrieved using th&idf scoring function for each of the 14 test queries.
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Graded Relevance Scale

It is common practice in earlier works to use a graded relevance scale83}s in forums
assume that the same background information is shared by the usexch &sailts retrieving
posts often suffer from the lack of context. For evaluating our rankédfliesults, we adapt
the relevance scale in [63, 84] designed specifically for assessingumeke at multiple focus
levels, taking into account too much or too little context. Therefore, we aglepitb annotate

search results with one of the following:

e Exactly relevantDocument contains highly relevant information at the exact level.

Relevant but too broaddocument contains relevant information, but also includes other

irrelevant information.

Relevant but too narronRelevant information accompanied with little context.

Partial answer Patrtially relevant information.

Not RelevantNo relevant information.

This relevance scale captures user assessment towards varyintpgtatevels as well as

the usefulness of the search result.

Gathering Relevance Assessments

We conducted relevance assessment on the Amazon Mechanical dwdkgsourcing website
[1]. Workers were given five results to a query at a time and were aske@rk the relevance
according to the proposed scale. Workers were also provided with éesumipsearch results
belonging to each relevance grade.

Our tasks on Mechanical Turk were answered by high-quality workiéhsa 95% or higher
acceptance rate. We evaluated batches of tasks to find spammers bad®wional submis-
sions, for instance when time taken was very low, and blocked these rsoA®an additional
quality check, each task answered by the workers had an unmarkegdoamuestion used to
assess worker quality. The honey-pot questions were drawn fraxalapquestions evaluated

by us and had the least ambiguity (we often picked irrelevant text to remevegrémularity
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subjectivity). The honey-pot questions were answered correctlydrkess who understood
the instructions and who were not spammers. After these quality filtering, stepetained
71% of the relevance annotations, resulting.ihindividual assessments for each search result
on average. The relevance assessments were completed by 175swaiked 14 s required

to complete each task on average. For computing the final vote on the devfia result,
we used the expectation maximization (EM) algorithm proposed by Dawid aadeSI83]
that takes into account the quality of a worker in weighting his vote. Gathegwugral votes
for each task and utilizing these cleaning and pruning methods reducesdhaeelevance
judgements, and ensures that the relevance estimates obtained are higbtivesdif a general

user’s perception.

6.4.4 Re-ranking results

As described in the previous section, we obtain relevance estimates odesl gizale for the
top-20 results for our test queries. We now re-rank the posts retrieyelde tf*idf scoring

using a trade-off parameterto compute a modified scoRostScores shown below:

PostScore = w x IRScorey + (1 — w) x AuthorityScore (6.7)

We compare the relevance of the pure IR scoring with the re-ranked tssolts leveraging
the userAuthorityScore We evaluate the ranked lists of results using mean average precision
(MAP) [77]. Computing MAP requires binary relevance assessmentotioexperiments we
assume that if the users annotate a search result as Exactly relevangrirélet too broad
or too narrow, then the result is relevant. Figure 6.5 shows the MAP of fhéQaanked
results for different values of the trade-off parameterAs described earlier, the IR scoring
returns a different ranked list for each size paramgtemd we show the MAP for two values,
A = 0.1,0.2. As shown in the figure, we get a higher overall MAP when the resultseare
ranked using the usetuthorityScore generated by our multidimensional RW over the various
implicit user relations. The MAP value peaks in the range ef 0.7t00.9. Settingvto0.9isa
suitable choice (larger focus on IR score) and at this value, the combBingd core achieves

a 5% and 4% improvement over the results ranked using only the IR saore$00.1,0.2
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Figure 6.5: MAP of top-10 retrieved results, averaged across the tldueses.

respectively. Hence, utilizing the authority score of users can havéiceable impact on the
perceived relevance within as few as the top-10 results.

We now conduct a more fine-grained assessment of relevance estinyatkd browd-
sourced users. The MAP measure unfortunately, favors relevamitgesven if they are too
broad or too narrow. We further investigate the quality of the re-ran&edltis by taking the
gradation of the relevance assessments into account when compariegritie ftrategies. Dis-
counted cumulative gain (DCG) [30] is a measure for assessing rankeavite graded rel-
evance. DCG takes into account the decrease in importance of resultskaacreases. The
DCG accumulated at rarfkwith rel; indicating the relevance of the result at positioof the

ranked list, is computed as follows:

rel;

k
DCGQk =rely + Y (6.8)
=2

— log, i

For our experiments, we translate the five grades of relevance frotioi$6d.2 as follows:
Exactly relevanhas a score o8, Relevant but too broadnd Relevant but too narrovas a
score of4 and3 respectively (incomplete information is worse than having to read extra text),
Partially relevanthas a score of, andNot relevanthas a score of. Using these relevance
scores we generated the DCG for each of the ranked result lists.

Figure 6.6 shows the comparison of DCG values for the different raligisdcontrolled
by the trade-off parameter. Again we see that the DCG of the re-ranked result set at
0.9 is higher than that of the pure IR scoring; our multidimensional random watkadeor

computingAuthorityScorefor forum participants assist in enhancing keyword search result
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Figure 6.6: DCG of top-10 retrieved results, averaged across thetlguterses.

relevance.
Therefore, we build several implicit relations between online forum paaitgpand lever-

age these in a unified manner to enhance personalized and keywark. sear

6.5 Conclusions

Online users interact with each other due to a variety of reasons rangimgshared topics
of interests, similar demographic information like age, gender and locati@anoe informa-
tion need at the same time. In this chapter, we describe a novel multidimensionafigimila
framework that builds a random walk using heterogeneous relationséretygers, enabling us
to capture user similarity across a variety of reasons in a unified manneheBarogeneous
framework captures egocentric similarities for a user in our data, and wealgy these simi-
larities to make highly precise predictions on future interactions betwees. lsading which
users are likely to provide answers to questions posted on a forum inspusee search expe-
rience in a personalized manner. In addition, we conducted user studiesess the relevance
of search results generated in response to keyword queries. Werthance keyword search
by re-ranking results retrieved by traditional IR scoring by using infaimneon the authority
or users contributing to the forums. Our results demonstrate an improvendrall search
result relevance within as few as top-10 results, as perceived bydgourced judges. Thus,
we uniformly capture multidimensional similarities between users to enhanahseat access

over online forums.
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Chapter 7
Related Work

This chapter reviews and summarizes the literature relevant to the topiaedanvehis thesis.
In Section 7.1 we describe earlier works on capturing topics, sentimentspanidns from
textual data. We also review semi-supervised methods like self-training. \Westimemarize
existing work on recommendation systems and algorithms in Section 7.2. In Se@iore7
describe search techniques over user authored text and describedsné&ih assessing rele-
vance of search results. Finally, Section 7.4 addresses work ompérsdion of search and

recommendations by using the social network linking online users.

7.1 ldentifying Structure over User Generated Text

Identifying both topical and sentiment information in the text of a review is a@anopsearch
qguestion. Review processing has focused on identifying sentimentgjqbrisdtures [32] or
a combination of both [54, 10, 100]. An alternate approach to identifyintuadxeatures
and sentiments expressed towards them is to use unsupervised classifidaitb has the
advantage of not requiring a human-annotated set for training classifief23], the authors
present a unsupervised text classification technique for the Citysessizturant reviews data
set used in Chapter 4.

Studies like [54] focus on identifying individual product features agntisnents. However,
unlike our work in Chapter 4 these studies do not use the extracted opamonigatures for
collaborative filtering. The approach in [76] identifies aspects or topiasustering phrases
in textual comments, and identifies user sentiment towards these aspectsofMues work
in sentiment analysis operates at the review level. Our processing uniergense, so that a
review is modeled as a fine-grained combination of topics and sentiments.

In Chapter 3, we also introduced semi-supervised techniques for idagtifypics in the
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text, by giving quality guarantees over self-training based approad®es-training [106] is

one of the oldest and most popular methods for semi-supervised leatnisglf-training, a

classifier is initially trained on a few labeled examples. Then it is used to priadiets of

unlabeled examples, the most confident predictions are added to the trsehitige classifier
is retrained, and this is repeated until a stopping criterion is met. Self-trainuggyissommon

in natural language processing, and was applied to various probleois.asutnamed-entity
[35, 82] and relation [22, 7, 83] extraction.

The disadvantage of self-training is that it is subject to local optima and mimtgsrovide
guarantees on the quality of the approximation [110]. Our algorithm foniege-subgraphs
(Algorithm 1) can be viewed as a type of self-training. Similarly to self-trainihg method is
iterative and easy to implement. Unlike self-training, we provide guarantegseoquality of

the solution.

7.2 Recommendation Systems over User Data

Online reviews are a useful resource for tapping into the vibe of the messo Accessing and
searching text reviews, however, is often frustrating when usershavy a vague idea of the
product or its features and they need a recommendation. The desigrooflagcommender
system has been the focus of many previous work; a good survey efdhedone in this
area and the comparison of several techniques is found in [52] ahdR2tently, the Netflix
challenge [19] has brought a lot of attention to collaborative filtering aw@mmendation
systems. The Netflix data as well as the data typically used in other proje@sa@nmendation
systems like the pioneer GroupLens project [88], consists of highlytstedt metadata, often
only the rating given by a user to a product. In contrast, our work censithe textual content
of reviews to make predictions.

With the advent of online user generated content, social networks dime aiopping,
recommendation systems have seen a surge in popularity. The recerttyWdidng and Blei
[104], uses matrix factorization for making predictions for previouslydatems as well as
items that have never been rated (cold start). Similar to our work, the autbet®pic mod-

eling to capture user preferences. In [41], the authors enhance & fiaatorization-based
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recommendation system by mapping user or item attributes to the latent factorkegra
dictions for new users or new items. In [67], the winners of the populdfliN€hallenge
demonstrate the effectiveness of matrix factorization techniques in makauyade recom-
mendations, and claim that latent factor models often outperform neightbitased models.
However, our results in Section 4.3.1 show that matrix factorization doegduate prediction
errors for our sparse dataset. In fact, several recent studiesbkelmonstrate the effective-
ness of an ensemble or a blend of several individual techniqueshandisat ensemble-based
methods outperform any single algorithm. Our soft clustering-based mivd8ksction 4.3.2
can be used effectively in such ensembles, and wish to explore this inttie.fu

The recent work by Leung, Chan and Chung [64] incorporateswetggt analysis in a
collaborative filtering system. While the authors identify features, theyrturfately do not
describe their methods and do not summarize all their features or rolegtiohdtly, the eval-
uation of their recommendation is done by predicting a 2-point or a 3-pdingraMe predict
ratings at a fine-grained 5-point rating scale, commonly used in popuiaearviewing sys-
tems.

The approach in [76] identifies aspects or topics by clustering phrasedial comments,
and identifies user sentiment towards these aspects. However, theigtexhoften result in
finding noisy aspects. In addition, the aspect clustering precision @atl (6.59, 0.64) for
their experiments is lower than the average topic classification precisioreealti(0.70, 0.64)
for our sentence topical classification (Table 3.1). The study in [76] makaspect rating
prediction and combines these ratings to make a prediction on the overallirathrgreview.
However, the predictions do not utilize the ratings of similar users to the ptotherefore
ignoring the social impact of other users on the user assessment afiecprOur soft clustering
method from Section 4.3.2 groups users according to their similarities of riegdvehavior,

and hence captures the underlying inter-dependencies betweeatirsgs.r

7.3 Search over User Data

The standard web search retrieval model returns ten links with summaryessipSeveral

studies have focused on effectively generating the most readableprapaate snippets [61,
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62]. Recently, researchers have enhanced search results eptorggop ranking sentences
and thumbnails along with the links [60], clustering search results [51] aegkpting them
in a hierarchy of topics [39]. As shown in [60], presenting top rankiegtences along with
the web pages enhances user experience. Little work has been domamidally choosing
the right focus level for the information. Our work on multi-granularity sean Chapter 5
focuses on retrieving text at the appropriate level of granularity to gaisér needs without
the burden of sifting through entire documents, when possible.

Online forums contain rich unstructured data with information on a variety a€sogdn
[94], the authors use trained classifiers to retrieve sentences almoptosys and medications
from patient forums. Such topical analysis of the content posted by asemg with the so-
cial network of interactions has been successfully used to predict tieeicatage of patients
[57]. Textual content has been successfully used to introduce lirtkgeba different threads
in user forums [105]. Yet, very little research has focused on improweagch over forums.
Models have been developed to incorporate information outside of a3sfijom the thread
or the entire corpus, to enhance ranking of the retrieved posts. IntfiBauthors use several
document homogeneity measures to incorporate more or less informatiotheotdiocument
at the passage level. However, the retrieved results by these previousdsetie still posts
which often suffer from the lack of context. By varying the granularityseérch results and
by allowing a dynamic mix in search result focus, our methods explicitly incatpaelevant
neighborhood context.

Searching through XML documents at different levels of granularityldess well studied
and [9] has an overview on XML search and the INEX workshops. &geasent the contain-
ment relationships of objects at multiple granularities in a hierarchy for congpatiottom-up
score. However, our objects are unstructured free-form text g relationships specific
to XML nodes and attributes do not apply. Avoiding overlapping results inLXMs been
addressed in previous work by greedily selecting high scored nodepathd90], adjusting
parent and children node scores after retrieving objects [27] or maxignigitity functions
built on object scores and sizes [79]. In contrast, our OAKS algoritiem fSection 5.2.2 gen-
erates a togk result set by optimizing a global function, and does not rank objects irtiisola

Generating a non-overlapping result set in our scenario implies avoiejpggition of the exact
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text within the multi-granular objects. Our work is orthogonal to result difieation [108],
where the problem is to find top-k search results that cover diversestop&ub-topics from a
concept hierarchy. Our data hierarchy represents containmengazt®bnd not a topic hierar-
chy. Previous work in [85, 87] shows that users prefer documerasvadium granularity to
judge relevance, rather than short titles and metadata or the entire docusuggssting that
a balance must be struck between too coarse and too fine granularityeveioorum data
has little explicit structure and multi-granularity retrieval over such text leadaeen studied
before.

Estimating relevance of textual results is a notably hard task because oftijeets/e as-
sessments affected by the perception and biases of the judges. Thdrechnea large body of
literature with information on the factors affecting relevance estimation as welhariety of
scales and measures for assessing relevance. In [53], the autggesseighty factors that
affect relevance, from personal biases, diversity of contentygability and the type of rel-
evance scale. Our approach to mitigating the effect of individual subgeetss in relevance
estimation is to conduct large-scale user studies using crowd-souraitgff@ctively reduc-
ing spam annotations, as discussed in Section 5.5.2. As shown in [8[J-smuvced relevance
assessment of XML search obtained via Mechanical Turk had conmpagahlity to INEX
specialized judges.

Patient posts constitute an exciting area for new research: the languagth ismotional
and technical, the style is often narrative, and forums are highly inteeadtivthe future, we

are interested in studying social interactions in forums.

7.4 Personalization with User Similarities and Preferencg

Many studies have discussed the different relations between onling nasging from some
early works like [6], where the authors study the connections betwess ustwo diverse so-
cial networks and use relations ranging from physical proximity, orgdioizal hierarchy and
profile information like gender or age. More recently, the authors in [RE]ied user similar-
ity through explicit friendships or relations, through implicit co-participatiod angagement

with tags and comments and a topic-based similarity computed using terms assotiated
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user. These earlier studies indicate that there are many explicit and impdisdne for user
interactions in online communities, and there is a need for a unified framemockbining

these diverse signals. Yet, previous works lack methods for such adinifechanism. In our
work in Chapter 6, we use a multidimensional random walk algorithm for adarg this need.

The PageRank citation ranking [81] was the original algorithm used by toglé search
engine for finding authority pages on the Web using hyperlinks. These een several stud-
ies that use the random walk methodology for finding authority nodes in@hgreluding
the topic-sensitive page rank computation [50] and personalized Pakéétasearches in ER
graphs [56]. These earlier works are built on homogeneous netwaoikgail to capture the
notion of heterogeneous signals of node similarities. While PageRank cadrthatauthority
scores or influence scores over nodes, the rooted-RW method [72bismonly used metric
for node similarity computation with respect to a fixed node. In our work inpBre6, we
extend the authority computation of the PageRank algorithm, and the node singtaripu-
tation of the rooted-RW method to a multidimensional relation space. In the futerejm
to extend our work by implementing approximate rooted-RW efficiently using theneduce
framework in [12], and also study the effect of extending our work tm\emg social graphs
[13] over forum participants.

The edges in our multidimensional user graph represent similarity betweles.nSeveral
studies have focused on comparing different similarity computations. Intf®authors com-
pare the effectiveness of about fifteen different similarity measurdsdimg the rooted-RW
measure for predicting links in a co-authorship network. The studies jf6@find subgraphs
that represent the connection between any two nodes in the graphngfificand use these
subgraphs to compute node proximity. However, these studies do hgbamate multiple user
relations. In our work, we define edge weights using cosine similarity guéecy counts
of common user behavior, and develop similarity scores across the ertia¢ g@ph. In the
future, we aim to study different edge weight measures and diffeiahe-oentric similarity
measures over our multidimensional user graph.

Recently, the PathSim algorithm [96] was built on heterogeneous graplmavides node
similarity using fixed length pre-defined paths. Another approach in [A@kfanswer nodes

to a typed query by assigning weights to constrained paths along the ramdibn These
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pre-defined paths fail to find relations between distant nodes and @tlowtfor a dynamic se-
lection of relations or paths for similarity computation. In [80], the importandghie of both
nodes and relations is computed simultaneously. Our work focuses orgfimaiite similarities
in heterogeneous relation graphs, and we find relation importance in aarggo manner. Un-
like the work in [20] where the authors use the content created by paritsipaexplicit online
social networks to find expert authors, we do not have explicit soetalarks and ground truth
assessment of author expertise w.r.t. particular queries. We learn tpes¢ise scores from
the implicit signals captured from user generated content in forum paosssidition, we lever-
age user expertise scores to improve keyword search while the auttipgg ieverage content
generated in social networks to find user expertise.

Finding similar users in online data has significant social and economickidapms like
targeted advertising and marketing, online dating, news dissemination aratkietyv Predict-
ing links in social networks ([72, 86]) using a variety of similarity measuresser behavior
across networks has been studied. Predicting such user behaviefukinsinderstanding and
addressing future user needs. In our work in Chapter 6, we learntdrpénsonal relationships
amongst online forum participants to predict users who are likely to arcpuestions posed in
a forum thread. Making such accurate predictions can enable useard tofbrmation quickly

and can also help in making recommendations for building an explicit friendsivpgork.
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Chapter 8

Conclusions and Directions for Future Research

We now report on the major conclusions of this thesis in Section 8.1 ands@oone future

work in Section 8.2.

8.1 Conclusions

In this dissertation we identified and addressed several challengesdratmderstanding
online user preferences and similarities, and using these to enhance tzitappdications
like search and recommendations. We introduced novel approachesitifyidéructure over
free-form user generated text, developed techniques for buildindpéesed recommendation
systems, studied the problem of a multi-granularity search system ovedatseind designed
personalization techniques using the inherent social network linking andieres.

In Chapter 2, we described challenges in extracting relevant featoragdéxt and discov-
ering user sentiment towards these features. We also described sarifie gipallenges in
utilizing the free-form user authored text in search and recommendatitensy. As demon-
strated in later chapters, we address these challenges by allowing usexets text along
topical and sentiment dimensions, as well as allowing for varying focusslewer the large
amount of data.

In Chapter 3, we presented the user reviews classification and andfpstsperformed
as part of our URSA project. We show that both topic and sentiment informatitre sen-
tence level are useful information to leverage in a review. We developlditpies for manual
annotation of labeled data and automatic sentence classification. We thessditiie corre-
lation and differences between the information captured from the rich tiéhxoeed by online
users and the information present in structured metadata. Additionally, seeilaksd a highly

efficient semi-supervised algorithm for topic discovery that does rptire large amount of
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human input. Our method approximates the harmonic solution over a graphessttow how

highly confident HS predictions on a graph can be identified based dogaagah. We demon-
strated the performance of our method in obtaining nearly optimal semantic taleels/ords

in a graph over user reviews in the restaurant and hotel reviews domain.

We assess the impact of text-derived information in a recommendation sys@majiter 4.
We show that both topic and sentiment information at the sentence leveledut information
to leverage in a review. In addition, we use soft clustering techniquesotqpdike-minded
users for personalized recommendations, usingl#étailed textual structure and sentiment of
reviews Our techniques make better ratings predictions using the textual data, aedvern
we make fine-grained predictions of user sentiment towards individstaueant features.

In Chapter 5, we presented a novel search system over patient ftatanperformed as
part of the PERSEUS project. Our main contribution is the design of a hiecafcscoring
methodology that allows several granularities of forum objects to be deme compared in a
unified fashion. Using our scores, we can generate results that cantaixed set of objects,
dynamically selecting the best level of focus on the data. We designedfitierdaf OAKS
algorithm to generate the optimal-scored non-overlapping result setrtbiatess no redundant
information. We conducted user studies to assess the relevance of ixeeksearch results
and our experiments clearly show that a mixed collection of result granusayiedds better
relevance scores than post-only results.

Online users interact with each other due to a variety of reasons ramgimgshared topics
of interests, similar demographic information like age, gender and locati@anoe informa-
tion need at the same time. In Chapter 6, we described a novel multidimensionatigimila
framework that builds a random walk using heterogeneous relationsdetgers, enabling us
to capture user similarity across a variety of reasons in a unified mannehebarogeneous
framework captures egocentric similarities for a user in our data, and wealgy these simi-
larities to make highly precise predictions on future interactions betwees. dsading which
users are likely to provide answers to questions posted on a forum ingoueee search expe-
rience in a personalized manner. In addition, we conducted user studiesass the relevance
of search results generated in response to keyword queries. Werthence keyword search

by re-ranking results retrieved by traditional IR scoring by using infaioneon the authority
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or users contributing to the forums. Our results demonstrate an improvenwmral search
result relevance within as few as top-10 results, as perceived byd@gowrced judges. Thus,
we uniformly capture multidimensional similarities between users to enhanahseat access

over online forums.

8.2 Future Directions

Online reviews and forums constitute an interesting medium for understansimgimilarities
and preferences. Recommendation systems enable users to find relémaméation quickly
and easily. In future, we aim to investigate additional refinements to our éesdelrecommen-
dations, including better text classification strategies and utilizing temportak$aand other
available metadata to guide our analysis. We are also interested in unsegdaaghniques
that dynamically learn the most important features discussed in user reviewsentifying
review components at a more fine-grained level than topics.

In addition, we are interested in the impact of text classification on seamhreviews
and are implementing tools that allow users to search reviews using topic atite® in-
formation. An interesting research direction is to use the text classificatigram-gletection
techniques or to ascribe a quality score to the reviews. Lastly, similar to thg ist{@9] we
are interested in evaluating the performance of our techniques in geget@bik restaurant
recommendation lists.

Search over user generated content still requires many refinementmte study addi-
tional optimization functions for generating multi-granularity results with difiéggroperties
of the result set. An interesting direction is to re-rank search resultsl masehanging and
evolving user needs. We are currently developing a search intedacedresenting multi-
granularity results in and out of context with visualization tools like highlight&lgvant text.

Our hierarchical model to represent multi-granular objects has manyvoeld-applica-
tions. Consider for instance, targeted advertising. If one representpes in a hierarchy in
a top-down specialization (say having a path ldczessories—» shoes— women’s shoes»
high-heeled shogsthen our result generation strategy can ensure ideal selection ertiady

ments to be displayed in the limited real estate available.
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Finally, we are investigating additional methods and signals for learning tightseto
be associated with the user relations. We are also studying the query-{epiticsexpertise
scores of users as an alternate mechanism to re-rank the keywoct sesults. We aim to
extend our multi-dimensional user similarity work by implementing approximate reg&d
efficiently using the map-reduce framework in [12], and also study thectetf extending
our work to evolving social graphs [13] over forum participants. Inftitare, we would like
to study our techniques of capturing multiple interpersonal relations onedatesntaining
explicit symmetric or asymmetric friendship relations, in conjunction with the implia@t us

similarities.
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