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ABSTRACT OF THE DISSERTATION

Modeling and Control of Proton Exchange Membrane and Solid

Oxide Fuel Cells and Solar Cells

by GUN-HYUNG PARK

Dissertation Director:

Professor Zoran Gajić

This dissertation addresses the modeling and control problems of proton exchange mem-

brane fuel cells (PEMFCs) and solid oxide fuel cells (SOFCs), and solar cells in which

the Cuk converter used for maximum power point tracking. Sliding mode control tech-

niques are developed to keep pressures of oxygen and hydrogen at the desired values

in PEMFCs and SOFCs and a jump parameter linear system controller is designed for

the Cuk converter.

For PEMFCs, the sliding mode control strategy is applied to both the 5th-order

linearized model and the corresponding nonlinear model. The well-known material

balance model is linearized, and it is shown that it is asymptotically stable, controllable,

and observable at the unique equilibrium point. Then the sliding surfaces for anode and

cathode are designed, and sliding mode controllers are proposed for each sliding surface

to make hydrogen and oxygen pressures close to each other and at the desired values

despite of the abrupt fuel cell current changes. The sliding mode controller for nonlinear

PEMFCs model is also designed. For SOFCs model, the sliding surface for anode side is

the same as that for PEMFCs, but that of the cathode side is designed to force oxygen

pressure to follow hydrogen pressure. The proposed controllers for fuel cells keep very

precisely pressures of hydrogen and oxygen at the require values. Especially, the sliding

mode controller for SOFCs makes the pressure difference between hydrogen and oxygen

ii



very small in both the transient mode and at steady state.

For the jump parameter linear system control technique applied to the Cuk con-

verter, with an accelerated algorithm, we have found the optimal values by changing

the duty cycle and applied this technique with the integral action to keep the output

voltage of the Cuk converter at the desired value despite of a constant disturbance

on the input. The proposed controller with integral action outperforms the averaged

converter system that has been most commonly used for DC-DC converter model.
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Chapter 1

Introduction

1.1 Introduction to Energy Systems

There are two main problems with continuing use of fossil fuels. The first one is fossil

fuel depletion. According to the petroleum companies, the fossil fuels, petroleum, and

natural gas will peak sometime in a short time and begin to decrease. The second one

is that the use of fossil fuels causes environmental problems such as climate changes,

global warming, pollution, and etc.

The development of new energy technologies should be mandatory. Among them,

fuel cells and solar cells are promising energy technologies since they have sufficient

efficiency and cause low environmental pollution. In this chapter, the principles for two

fuel cells (the proton exchange membrane fuel cells and the solid oxide fuel cells) and

for solar cells are reviewed.

1.1.1 Fuel Cells

Fuel cells are electrochemical (mechanical) devices that convert chemical energy into

electricity without generating carbon dioxide (promising power generation with high ef-

ficiency and low environmental impact). Since combustion is avoided, fuel cells produce

power with minimal pollution. Reactants and oxidants in fuel cells must be replenished

for continuous operation. Even though, fuel cells use a variety of reactants and oxi-

dants, the most interest fuel cells use common fuels or hydrogen as a reductant, and

ambient air as the oxidant. Different types of fuel cell are represented in Table 1.1.

In the following, an overview of fuel cell technology is given using proton exchange

membrane fuel cells (PEMFC, also called the polymer electrolyte membrane fuel cell),
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Table 1.1: Comparisions of Fuel Cells

Fuel cell
type

Mobile
ion

Operating
temp.

Applications and notes

Alkaline
(AFC)

OH− 50 - 200(◦C) Used in space vehicles, e.g. Apolo, Shuttle.

Proton
exchange
membrane
(PEMFC)

H+ 30 - 100(◦C) Vehicles and mobile applications, and for
lower power CHP (Combined Heat and
Power) systems (-500kW)

Direct
methanol
(DMFC)

H+ 20 - 90(◦C) Portable electronic systems of low power,
running for long times

Phosphoric
acid
(PAFC)

H+ 150 - 200(◦C) Large numbers of 200-kW CHP systems in
use.

Molten
carbonate
(MCFC)

CO2−
3 600 - 700(◦C) Medium- to large- scale CHP systems, up to

MW capacity

Solid ox-
ide(SOFC)

O2− 500-1000(◦C) All sizes of CHP systems, 2kW to multi-MW

which are the most developed and the best understood fuel cells.

PEMFC is a simple triode. It is represented in Figure 1.1. At the anode side of

PEMFC, the hydrogen gas ionises, releasing electrons and creating protons (H+ ions)

according to the following reaction

2H2 → 4H+ + 4e− (1.1)

At the cathode side, oxygen reacts with H+ ions taken from the electrolyte and electrons

coming to the air to form water according to the chemical reaction

O2 + 4H+ + 4e− → 2H2O (1.2)

It should be noted that the electrolyte only allows H+ ions to pass through it, while the



3

Figure 1.1: PEM fuel cell

electrons are collected and utilized as electricity by an outside electrical circuit before

they reach the cathode side, see Figure 1.1.

The voltage of a fuel cell is quite small, about 0.7V. The voltage-current density

characteristics is represented in Figure 1.3. To produce a higher voltage, many cells have

to be connected in series forming a ’stack’ represented in Figure 1.2. The output stack

voltage Vst is defined as a function of the stack current (I), reactant partial pressures

(PO2 , PH2), fuel cell temperature (T ) and membrane humidity (h) as

Vfc = fv(PO2 , PH2 , T, h, Ifc) (1.3)

The stack current is given by Ist = Ifc = I = NVst
Rload

, where N is the number of fuel

cells in a stack and Rload is the load. Vst is given by

Vst = E − Vactivation − Vohmic − Vconcentration (1.4)

where E is the open-loop stack voltage given by the Nernst formula, Vactivation is the

voltage needed to break and form chemical bonds at the anode and cathode, Vohmic

is the ohmic voltage drop due to the resistance of proton flow in the electrolyte, and

Vconcentration is the voltage loss due to lack of current carriers, especially at high current
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Figure 1.2: Simple edge connection of three cells in series

densities. Their formulas and approximation values are as follows

E = N

[
V0 +

RT

2F

(PH2

√
PO2

PH2C

)]
≈ 1V

Vactivation = N
RT

2αF
ln
(Ifc + In

I0

)
≤ 0.25V

Vohmic = NIfcRohm ≤ 0.15V

Vconcentration = NlexpmIfc ≤ 0.6V

(1.5)

where V0 is open-cell voltage, R is the universal gas constant, F is the Faraday constant,

T is fuel cell temperature, α is a charge transfer coefficient, I0 is the exchange current

density, In is the internal current density, and l, m are constants in the mass transfer

voltage.

One of methods for cell interconnection is to use a ‘bipolar plate’. The bipolar plate

serves as a means of feeding fuel to the anode side and oxygen to the cathode side. At

the same time, this makes connections all over the surface of the cathode and the anode

of the next cell, which prevents the problem of the current collection point at the edge.

Figure 1.4 shows a three-cell stack using bipolar plates.

A control oriented model of a fuel cell is derived by using the ideal gas law as follows

pV = nRT (1.6)
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Figure 1.3: The voltage for a typical low temp., air pressure, fuel cell

where p is pressure, V is volume, n is the number of moles, R is the universal gas

constant, and T is temperature. We assume that V and T are constant. Using (1.6),

we get

dp

dt
=
RT

V

dn

dt
=
RT

V
(Win −Wout) (1.7)

where Win and Wout are input and output mass flow rates.

In 2004, a simple 3rd order model of PEMFC schematically represented in Figure

1.5, was developed by El-Sharkh et al. [1] as follows

dPH2

dt
=
RT

Va
(qinH2

− qoutH2
− qreactedH2

) =
RT

Va
qinH2
− RT

Va
KH2PH2 −

RT

Va
2KrI

dPO2

dt
=
RT

Vc
(qinO2

− qoutO2
− qreactedO2

) =
RT

Vc
qinO2
− RT

Vc
KO2PO2 −

RT

Vc
KrI

dPH2O

dt
=
RT

Vc
(−qoutH2O − q

reacted
H2O ) = −RT

Vc
KH2OPH2O −

RT

Vc
KrI

(1.8)

where q stands for a molar mass flows.

With the time constants defined as τH2 = Va
RTKH2

, τO2 = Vc
RTKO2

, and τH2O =

Vc
RTKH2O

, equation (1.8) is expressed in state space form as
ẋ1

ẋ2

ẋ3

 =


− 1
τH2

0 0

0 − 1
τO2

0

0 0 − 1
τH2O



x1

x2

x3

+


1

τH2
KH2

0

0 1
τO2

KO2

0 0


u1

u2

+


− 2Kr
τH2

KH2

− Kr
τO2

KO2

2Kr
τH2O

KH2O


(1.9)
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Figure 1.4: A three-cell stack using bipolar plates

Figure 1.5: El-Sharkh et al. Model [1]
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where
[
x1 x2 x3

]T
=
[
PH2 PO2 PH2O

]T
and

[
u1 u2

]T
=
[
qinH2

qinO2

]T
.

In 2003, Gemmen considered the humidified air at the cathode side represented (see

Figure 1.6 [2]). This model is also known as US DoE model. The model state equations

Figure 1.6: Gemmen’s Model [2] (also Chiu’s Model [3])

are
dPH2

dt
=
RT

Va
(W in

H2
−W out

H2
−W used

H2
)

dPO2

dt
=
RT

Vc
(W in

O2
−W out

O2
−W used

O2
)

dPH2O

dt
=
RT

Vc
(W in

H2O −W
out
H2O +W produced

H2O
)

(1.10)

where

W out
H2

= (Anodein − 2KrI)FH2

W out
O2

= (Cathodein −KrI)FO2

W out
H2O = (Cathodein + 2KrI)FH2

(1.11)

In the US Department of Energy model proposed by Gemmen [2], the pressure fraction

rates are taken as

FH2 =
PH2

Pop

FO2 =
PO2

Pop

FH2O =
PH2O

Pop

(1.12)

where Pop is the anode and cathode operating pressure at steady state (assumed to be

identical).

In 2004, Chiu et al. [3], considered the water at the anode side. They used the same
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state equations of (1.10) - (1.12) with the following formulas for pressure factors

FH2 =
PH2

PH2 + PH2OA

FO2 =
PO2

PH2 + PO2 + PH2OC

FH2O =
PH2O

PH2 + PO2 + PH2OC

(1.13)

where PH2OA and PH2OC are pressures of pumped water at the anode and cathode sides.

The state space system is as follows

ẋ1 =
RT

Va

(
u1 − (u1 +W in

H2OA
− 2KrI)

x1

x1 + PH2OA

− 2KrI
)

ẋ2 =
RT

Vc

(
u2 − (u2 + u3 +W in

N2
−KrI)

x2

x2 + x3 + PN2

−KrI
)

ẋ3 =
RT

Vc

(
u3 − (u2 + u3 +W in

N2
+ 2KrI)

x3

x2 + x3 + PN2

+ 2KrI
)

(1.14)

where [
x1 x2 x3

]T
=
[
PH2 PO2 PH2OC

]T
[
u1 u2 u3

]T
=
[
W in
H2

W in
O2

W in
H2OA

]T (1.15)

This model performs better than the US Department of Energy model but it is complex,

especially for the obtained accuracy with respect to the experimental data. Also, PH2OA ,

PN2 , W in
H2OA

, W in
N2

should be treated as constant parameters otherwise the system is a

time-varying nonlinear system that is difficult to study. Na and Gou have established

5th order model [4] since Chiu et al. indicated a need for using higher-order dimensional

models studying dynamics of H2O
in
A and N in

2 (see Figure 1.7).

Figure 1.7: Na and Gou Model [4]
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The state equations for the model of [4] are as follows

dPH2

dt
=
RT

Va
(W in

H2
−W out

H2
−W used

H2
)

dPH2OA

dt
=
RT

Va
(W in

H2OA
−W out

H2OA
−Wmembrane

H2OA
)

dPO2

dt
=
RT

Vc
(W in

O2
−W out

O2
−W used

O2
)

dPN2

dt
=
RT

Vc
(W in

N2
−W out

N2
)

dPH2OC

dt
=
RT

Vc
(W in

H2OC
−W out

H2OC
+W produced

H2OC
−Wmembrane

H2OC
)

(1.16)

where Wmembrane
H2OA

and Wmembrane
H2OC

represent the water vapor used to humidify the mem-

brane from the anode and cathode sides, respectively. The state variables in this model

represent respectively pressures of hydrogen and water vapor at the anode side and

pressures of oxygen, nitrogen, and water vapor at the cathode side, that is

x(t) =
[
PH2(t) PH2OA(t) PO2(t) PN2(t) PH2OC (t)

]T
(1.17)

The state space model is given by

ẋ1 =
RTλH2

Va

(
YH2 −

x1

x1 + x2

)
kaua +

RTC1

Va

(
x1

x1 + x2
− 1

)
I

ẋ2 =
RTλH2

Va

(
ϕaPvs

x1 + x2 − ϕaPvs
− x2

x1 + x2

)
kaua +

RTC1

Va

(
x2

x1 + x2
− 1

)
I

ẋ3 =
RTλair
Vc

(
YO2 −

x3

x3 + x4 + x5

)
kcuc +

RTC1

2Vc

(
x3

x3 + x4 + x5
− 1

)
I

ẋ4 =
RTλair
Vc

(
YN2 −

x3

x3 + x4 + x5

)
kcuc

ẋ5 =
RTλair
Vc

(
ϕaPvs

x3 + x4 + x5 − ϕaPvs
− x3

x3 + x4 + x5

)
kcuc

+
RTC1

Vc

(
C2

C1

(
1− x3

x3 + x4 + x5

)
− 1− x3

x3 + x4 + x5

)
I

(1.18)

where C1, C2 are known constants [4, 6], ϕa, ϕc are the relative humidity constants, Pvs

is the saturation pressure, λH2 and λair are stoichiometric constants, and YH2 = 0.99,

YO2 = 0.21, YN2 = 0.79, are reactant fractions. I is the cell current, and it is considered

as a disturbance.

The model output variables are defined by [4, 6]

y(t) =

PH2(t)

PO2(t)

 =

x1(t)

x3(t)

 (1.19)
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The system control input is given by u(t) =
[
ua(t) uc(t)

]T
where

ua(t) =
1

ka

(
H2in(t) +H2OAin(t)

)
(1.20)

H2in(t) and H2OAin(t) represent inlet flow rates of the anode side hydrogen and water

vapor with ka being a known constant, and

uc(t) =
1

kc

(
O2in(t) +N2in(t) +H2OCin(t)

)
(1.21)

O2in(t), N2in(t) and H2OCin(t) represent respectively inlet flow rates of the cathode

oxygen, nitrogen, and water vapor with kc being a known constant.

The model of (1.18) will play an important (central) roll in this dissertation. Other

higher-order dimensional model of PEMFC can be found in [7].

1.1.2 Solar Cells

The solar cell is also a promising candidate for many applications that requires electric

energy. The photovoltaic (PV), another common name used for solar cells, has received

much attention with many feasible applications. A PV array is a p-n junction semicon-

ductor, that convert solar energy into electricity. When the incoming energy exceeds

the band-gap energy of the module, photons are absorbed by materials to generate

electricity. The equivalent electric circuit of a solar cell is shown in Figure 1.8 [8].

Figure 1.8: Equivalent circuit model of PV
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Figure 1.9: Characteristic under different temperature

Figure 1.10: Characteristic under different irradiance levels
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RsVPV(iL) VO

iL

C
S=1

S=0

Figure 1.11: Maximum power point tracking schematic

The system is expressed as follow

IPV = Iph − Id
[
exp
( q

kbTA
V
)
− 1

]
Iph = S[Iscr + ki(T − Tr)]

Id = Irr

(
T

Tr

)3

exp

(
qEg
kbQA

[ 1

Tr
− 1

T

]) (1.22)

where IPV is the output current, VPV is the output voltage, T is the cell temperature,

S is the solar irradiance, Iph is the light-generated current, Id is the PV saturation

current, Irr is the saturation current at Tr, Iscr is the short-circuit current at refer-

ence conditions, TR is the reference temperature, ki is the short-circuit temperature

coefficient, q is the charge of an electron, kb is Boltzmann’s constant, Eg is the energy

band-gap of the material, Q is the total electron charge, and A is the ideality factor.

The performance of PV depends on solar insolation, ambient temperature, and load

impedance. Figures 1.9 and 1.10 show the PV characteristics under different tempera-

ture and under different irradiance levels, respectively. The system equivalent electrical

circuit for maximum power point tracking is shown in Figure 1.11. Its nonlinear system

can be written as follows

diL
dt

=
VPV (iL)

L
− V0

L
+
V0

L
δ

dV0

dt
=
iL
C
− V0

CRL
− iL
C
δ

(1.23)

where C is the capacity, L is the inductance, RL is the resistive load, V0 is the output

voltage, iL is the inductor current, and δ ∈
[
0 1

]
is the duty ration, that is also the



13

control input. The system (1.23) is expressed as

ẋ = (1− δ)ẋ1 + δẋ2 = f(x) + g(x)δ (1.24)

where ẋ1 =
[
i̇L1 V̇01

]T
and ẋ2 =

[
i̇L2 V̇02

]T
depending on the position of switch S.

1.2 Control Strategies for Energy Systems

There are many control design tools for linear and nonlinear systems. For example,

PI or PID controllers, feedback linearization, backstepping, and sliding mode control.

Also, depending on the model, certain requirements of the transient response or certain

constraints on the control input exist. We need to design different controllers to optimize

these requirements or constraints - issues of robustness or model uncertainties. In this

chapter, some useful control strategies will be presented including sliding mode control,

integral control, feedback linearization, and optimal control of jump linear systems.

Most of them will be used in the follow up chapters of this dissertation.

1.2.1 Sliding Mode Control for Linear and Nonlinear Systems

Literature Review of Sliding Mode Control for Energy Systems

Since most of energy systems are nonlinear, sliding mode control techniques are good

strategies that yields to reduce system uncertainties and exogenous disturbances. In

this section, we only consider the problem of sliding mode controller design that can be

used for various energy and power systems. The review is divided into four main parts:

applications to fuel cells, solar cells, solar plants; wind and tidal energy, and electric

power systems including power electronics. Due to a large number of published papers,

the review of the corresponding journal papers is mostly limited to the last few years.

In the last few years, several control strategies for PEMFC are proposed. Especially,

the sliding mode control technique that is robust against disturbances has been recently

considered in several papers, [9–17]. A second-order sliding mode controller is designed

for the breathing (oxidation) subsystem of a PEMFC stack in [10], where the authors

have focused on the chattering phenomenon. The model used in [10] is nonlinear of
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order six, which is derived based on the work of Pukrushpan et al., [7]. Talj et al., [9]

have first simplified and reduced the ninth-order model of [7] to a fourth-order highly

nonlinear model and experimentally justified such a procedure. Then, they designed

the corresponding sliding mode controller using as the sliding variable the difference

between the actual and nominal angular air compressor speeds. The oxygen flow prob-

lem with real time implementation of a sliding mode controller has been considered for

the first-order model that is obtained from the process input/output data in [14]. In

[15], a hybrid controller composed of an internal mode control based PID controller and

an adaptive sliding mode controller has been designed. The first controller is used to

control the hydrogen reformer and the second controller is used to control the PEMFC

based on the work of El-Shark [1]. A sliding mode control scheme is proposed for

the DC/DC buck converter which guarantees a low and stable output voltage given

transient variations in the output voltage of a PEMFC in [16]. A fuzzy sliding mode

current controller of a hybrid fuel cell/energy-storage systems is considered in [12]. The

controller is presented for designing controllers for DC/DC and DC/AC converters. In

[13], Hajizadeh and his coworkers used the fuel cell model of [13] coupled with a simple

second-order model for the hydrogen reformer and a linear super capacitor model to

design a sliding mode controller for active power under unbalanced voltage sag condi-

tions. A sliding mode controller of DC/DC converters for a simplified dynamic model

for fuel cells is used in [11]. Li has presented rapid-convergent sliding mode for the tem-

perature control system of PEMFC stack [17]. In this dissertation, we study control

of processes in PEMFC, and we did not consider the fuel cell connection to an electric

grid [11–13, 16], but the model has included state space variables that represent the

fuel cell temperature [17].

Recent applications to solar energy are summarized in journal papers [8, 18–25].

Sliding mode control has been applied to a solar air conditioning systems [18] as well

as to a photovoltaic water-pumping system [19]. In [20], a predictive sliding mode

controller is designed to control temperature in a field of solar collectors (solar plant). To

track the power peak in a solar cell (they have a nonlinear current-voltage characteristics

so that the power voltage characteristic looks like a parabolic function with clearly
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distinguished the maximal power value) sliding mode control has been used in [8].

Stability and robustness of the corresponding sliding mode controller are considered

in the same paper. Sliding mode control of the output power of a hybrid stand-alone

solar/wind generation system has been studied in [21]. A wind/solar generation system

has been considered also in [22] with emphasis on the chattering phenomenon. Sun

tracking control such that the solar (photovoltaic) cell faces the sun in a way that

it captures maximum irradiation is designed in [23]. A model of a three-phase grid

connected photovoltaic system has been presented in [24]. In addition, in the same

paper, a robust maximum power point tracker has been designed using a sliding mode

controller. An improved solar energy based Cuk inverter with sliding mode control is

presented in [25].

The recent wind energy application journal papers are [26–32], and the tidal power

generation journal papers are [33, 34]. Sliding mode control for a wind turbines has been

presented in [26] where uncertainties have been also considered. Sliding mode control

strategy is presented in [27] to optimize the power conversion efficiency of a wind energy

conversion system and in [28] to maximize the volume of water pumped based on the

optimization of the wind energy capture. Another application of a wind turbine is

presented in [29] for optimization of a wind energy conversion system efficiency and

frequency shaping sliding mode control for vibration suppression of the shaft equipped

with a wind turbine is proposed in [30] where a sliding mode control is implemented to

adjust the turbine speed to extract maximum power from the wind. Spindle position

regulation for wind power generators via the method of singular perturbations (multiple

time scale technique) has been presented in [30]. In [31], sliding mode control of active

and reactive power of a grid-connected doubly fed induction generator (DFIG) of wind

turbines has been considered. Kim et al. [32] designed an adaptive observer to estimate

a wind generation system parameters. In [33], a second-order robust sliding mode

controller has been used to control a marine current turbine that generates tidal energy.

Higher-order sliding mode controller for the same system has been designed by the same

authors in [34].

There is a large number of applications of the sliding mode control technique to
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electrical power generation systems, and especially to power electronics. In this brief

section, we mention only a few of them published several years ago. A new discrete-

time sliding mode controller for load-frequency control, in the control areas of a power

system for hydro and thermal power plants is presented in [35]. In [36], a sliding mode

controller of a power system comprising a single synchronous generator connected to an

infinite bus with local load is designed using singular perturbation concepts. A sliding

mode controller for a variable speed constant frequency energy conversion system is

considered in [37]. Even though, some applications of sliding mode controls to the

energy and power systems have been considered in these papers, energy efficiencies

and uncertainties have not been completely addressed in the papers. A new active

and reactive power control for the three-phase grid connected DC/AC connectors via

a sliding mode control technique is considered in [38]. The sliding surface is chosen

such that the DC/AC convertors track the predefined (set-point) active and reactive

power values. A robust fuzzy sliding mode controller has been designed in [39] for

a buck-boost DC/DC power supply converter that can be used for vehicles. In an

interesting educational paper, [40], on control of an embedded system (DC servo system)

via internet, in addition to a classical PI controller design, a more complex sliding

mode controller design is presented. As the sliding surface, a linear combination of

the position and speed errors is selected in [40]. A sliding mode observer has been

designed in [41] for speed control of sensorless DC induction motor drives, and the

corresponding energy optimizing sliding mode controller has been designed in [42]. The

power factor correction problem for boost converters has been considered in [43] via

feedback linearization using sliding mode control. The feedback linearization technique

via a sliding mode control approach has been presented in [44] and [45] and applied

to different power electronics devices. Low frequency current ripple control for power

conditioning in DC/DC and DC/AC converters (connected to either fuel or solar cells)

via sliding mode control is considered in [46]. The sliding surface is chosen in [46] as a

sum of the tracking error and its integral.

The literature review given in this section is presented at a conference [47].
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Continuous-Time Sliding Mode Control for Linear Systems

Continuous-time sliding mode control has been recognized as a robust control approach,

which yields to reject matched disturbances (control subspace covers the disturbance

subspace) and system uncertainties. The design of sliding mode control is achieved in

two steps. Firstly, a sliding surface is described which ensures the system to remain

on a plane after reaching it from any initial conditions in a finite time. Secondly,

discontinuous control is designed to render a sliding mode.

Consider the following single input linear system [48].ẋ1(t)

ẋ2(t)

 =

0 1

α β

x1(t)

x2(t)

+

0

1

u(t) (1.25)

If x2(t) = −λx1(t), where λ > 0, then x1(t) and x2(t) are asymptotically stable because

(1.25) yields ẋ1(t) = −λx1(t). Define a line as follows

s(t) = x2(t) + λx1(t), λ > 0 (1.26)

Figure 1.12 shows a sliding line in the state space. The control objectives are to design

s = x2 + λx1, λ > 0

x2

s > 0

s < 0
x1

s = 0

Figure 1.12: A sliding line s(t) = 0

u(t) to ensure that the system reaches the sliding line from any initial condition in

a finite time and stay on the line after reaching it. The conditions to achieve these

objectives are called reaching and sliding conditions. The reaching condition provides

that the system state reaches the sliding surface in a finite time, whereas the sliding

condition facilitates that the system state slides on the sliding line towards the origin.
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The reaching condition is described as [49, 50]

ṡ(t) = −δsgn(s(t)), δ > 0 (1.27)

where the signum function sgn(s(t)) is defined by

sgn(s(t)) =


+1 if s(t) > 0

0 if s(t) = 0

−1 if s(t) < 0

(1.28)

which yields to the following condition [48]

ṡ(t)s(t) < 0 (1.29)

The equivalent control ueq(x(t)) is obtained when the system remains on the sliding

mode, that is ṡ(t) = 0. From (1.26), we have

ṡ(t) = αx1(t) + (β + λ)x2(t), λ > 0 (1.30)

For ṡ(t) = 0, it follows

ueq(t) = −αx1(t)− (β + λ)x2(t), λ > 0 (1.31)

Therefore, the control law to satisfy the reaching condition (1.27) is

u(t) = ueq(t)− δsgn(s(t)), δ > 0 (1.32)

The following sliding condition [50]

lim
s(t)→0+

ṡ(t) < 0, lim
s(t)→0−

ṡ(t) > 0 (1.33)

is sufficient and local.

Constructing Sliding Surfaces of MIMO System

There are several method to design sliding surfaces. Utkin and Young proposed a

method for linear systems [51]. Consider a continuous-time linear system which is

given by

ẋ(t) = Ax(t) +Bu(t) (1.34)
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where x(t) ∈ Rn, u(t) ∈ Rm, and A, B are constant matrices of appropriate dimensions,

and B has full rank.

There exists a similarity transformation defined by [51]

q(t) = Hx(t) (1.35)

with

H =
[
N B

]T
(1.36)

and columns of the n× (n−m) matrix N composed of basis vectors of the null space

of BT , which puts (1.34) into the form

q̇(t) = Āq(t) + B̄u(t) (1.37)

with Ā = HAH−1 and B̄ = HB =

 0

B̄r

. Equation (1.37) is decomposed as follows

q̇1(t)

q̇2(t)

 =

Ā11 Ā12

Ā21 Ā22

q1(t)

q2(t)

+

 0

B̄r

u(t) (1.38)

where q1(t) ∈ Rn−m, q2(t) ∈ Rm, and B̄r is an m×m nonsingular matrix.

Equation (1.38) yields

q̇1(t) = Ā11q1(t) + Ā12q2(t) (1.39)

and

q̇2(t) = Ā21q1(t) + Ā22q2(t) + B̄ru(t) (1.40)

q2(t) is treated as a control input to the system (1.39) and a state feedback gain K,

which makes the system stable, is defined by

q2(t) = −Kq1(t). (1.41)

For the system (1.39), [51] has shown that (Ā11, Ā12) is controllable if and only if (A,B)

is controllable [52].

On the sliding surface, the system trajectory in the (q1(t), q2(t)) coordinates is

expressed as [
K Im

]q1(t)

q2(t)

 = 0 (1.42)
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or

s(t) = Gx(t) =
[
K Im

]
Hx(t) = 0 (1.43)

in the original coordinates.

Variable Structure Control Law Design

Three major types of discontinuous (switching) control exist: variable structure type,

signum function, and unit control.

The first method is called variable structure type. Consider a single-input system

[49]

ẋi(t) = ẋi+1(t), i = 1, . . . , n− 1

ẋn(t) = −
n∑
i=1

ai(t)xi(t) + u(t)
(1.44)

where ai are time-varying parameters and u(t) is m × 1 vector. This system has the

sliding surface as

s(t) = xn(t) + cn−1(t)xn−1(t) + · · ·+ c1(t)x1(t) = 0 (1.45)

The control law is described as

u(t) = −
n−1∑
i=1

Ψixi(t)− δsgn(s(t)) (1.46)

where δ is a small positive number and the feedback gains are

Ψi =


αi if xis(t) > 0

βi if xis(t) < 0

(1.47)

Another method is based on the use of a signum function. Consider a multi input

system with a disturbance d(t)

ẋ(t) = Ax(t) +Bu(t) + Ed(t) (1.48)

where x(t) ∈ Rn, u(t) ∈ Rm, d(t) ∈ Rl and A, B, E are constant matrices of appropri-

ate dimensions, B and E have full rank. The sliding mode of (1.48) can be described

as

s(t) = Gx(t) = 0 (1.49)
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where G is a m × n matrix. The sliding variable dynamics controls can be chosen by

considering

ṡ(t) = Gẋ(t) = GAx(t) +GBu(t) +GEd(t) (1.50)

Introduce a new variable s̄(t) to decouple the control input

s̄(t) = (GB)−1s(t) (1.51)

From equations (1.50) and (1.51), the new sliding dynamics is obtained

˙̄s(t) = (GB)−1GAx(t) + u(t) + (GB)−1GEd(t)

=



f1(x(t)) + u1(t) + d1(t)

f2(x(t)) + u2(t) + d2(t)

...

fm(x(t)) + um(t) + dm(t)


(1.52)

such that each control law can be designed separately as [53]

u1(t) = −f1(x(t))− (d1(t) + σ1)sgn(s̄1(t))

u2(t) = −f2(x(t))− (d2(t) + σ2)sgn(s̄2(t))

...

um(t) = −fm(x(t))− (dm(t) + σm)sgn(s̄m(t))

(1.53)

Unit control of [51] also can be used. Consider the same system as on (1.48)

ẋ(t) = Ax(t) +Bu(t) + Ed(t) (1.54)

with the same sliding variable dynamics such as

ṡ(t) = Gẋ(t) = GAx(t) +GBu(t) +GEd(t) (1.55)

The control law which satisfies the reaching condition directly can be chosen as [51]

u(t) = −(GB)−1GAx(t)− (GB)−1(γ + σ)(
s(t)

||s(t)||
) (1.56)

where

γ = ||GE||dmax (1.57)
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The Invariance Condition for Linear Systems with Exogenous Disturbances

Consider a multi input system with a disturbance d(t) [54]

ẋ(t) = Ax(t) +Bu(t) + Ed(t) (1.58)

where x(t) ∈ Rn, u(t) ∈ Rm, d(t) ∈ Rl and A, B, E are constant matrices of appropri-

ate dimensions, B and E have full rank. The sliding mode of (1.58) can be described

as

s(t) = Gx(t) = 0, (1.59)

where G(t) is a m× n matrix. Equation (1.58) is invariant to d(t) in the sliding mode

if and only if

rank
[
B | E

]
= rank

[
B

]
(1.60)

1.2.2 Integral Control

Integral Control for Linear Systems

Consider a system as follows

ẋ(t) = Ax(t) +Bu(t) +Gd(t)

y(t) = Cx(t)

(1.61)

where x(t) ∈ Rn is the state variables, u(t) ∈ Rm is the control input, y(t) ∈ Rp is the

system output, and d is a constant disturbance. The objective is to regulate y(t) to the

desired value yref despite of d(t) at steady state. Introduce the tracking error

e(t) = y(t)− yref (t) (1.62)

and define a new variable

σ(t) =

∫ t

0
e(τ) dτ (1.63)

and form the augmented system as followsẋ(t)

σ̇(t)

 =

A 0

C 0

x(t)

σ

+

B
0

u(t) +G

d
0

−
 0

yref


= A

x(t)

σ

+ Bu(t) +G

d
0

−
 0

yref


(1.64)
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Suppose now that (A,B) is controllable (stabilizable) and

rank

A B

C 0

 = n+ p (1.65)

Then, (A,B) is controllable (stabilizable). Since the augmented system is controllable,

Figure 1.13: Integral Control Diagram for Linear Systems

we can find a linear feedback control law as follows

u = −K

x
σ

 = −K1x−K2σ (1.66)

such that (A,B) is asymptotically stable. At the steady state

x(t)→ xss

y(t)→ yss = yref

σ(t)→ σss = const

(1.67)

The corresponding block diagram is given in Figure 1.13

1.3 Contributions of the Dissertation

The contributions of the dissertation are summarized in the following:

• In Chapter 2, the sliding mode controllers are proposed for the fifth-order PEM-

FCs pressure model. We have linearized the system and proved the uniqueness

of steady state variables, asymptotic stability, controllability, and observability of
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the system. Then, we have designed the control laws for the linearized system

and nonlinear system. The sliding mode technique copes very well with the cell

current changes I(t) which can be considered as a disturbance, and keeps very

precisely the pressures of hydrogen and oxygen at the desired (required) values.

• The sliding mode control of SOFCs is proposed in Chapter 3. Even though,

the material balance model is considered with temperature, the control input to

keep pressures at the desired value does not depend on temperature. Assuming

uncertainties of state variables, we do not need to design a nonlinear observer

since the control input is only dependent on sliding surfaces, which are designed

using only the system output.

• In Chapter 4, we have applied the optimal jump parameter control technique to

the Cuk converter used in solar cells. The optimal values are obtained by chang-

ing the duty cycle and they are are almost insensitive to the value of the duty

cycle δ. We have modified and accelerated algorithm of [55] and applied the opti-

mal jump parameter control technique with integral action to the Cuk converter.

The simulation result shows considerable smaller ripple than the averaged Cuk

converter system that has been most commonly used.

1.4 Organization of the Dissertation

In Chapter 2, the modeling and control of PEMFCs are presented and those of SOFCs

are presented in Chapter 3. Especially, the temperature modeling and control of SOFCs

are found in Chapter 3. Optimal control via a jump parameter of the Cuk converter

used in solar cells is followed in Chapter 4. The conclusions and future works are

presented in Chapter 5.
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Chapter 2

Modeling and Control of Proton Exchange Membrane

Fuel Cells

2.1 Introduction

Fuel cells are electrochemical energy devices that convert the chemical energy, during

a hydrogen-oxygen reaction, into electricity, heat, and water. As a renewable energy

source, fuel cells are one of the promising energy technologies with high efficiency and

low environmental impact. Proton exchange membrane fuel cells are the most devel-

oped and popular type of fuel cells, using hydrogen as the fuel. PEMFC represents a

nonlinear, multiple-input and multiple-output dynamic system [56].

Third-order models of PEMFC can be found in [1] (linear model), [2] (bilinear

model), and [3] (nonlinear model). Na and Gou have derived a fifth-order nonlinear

model [4] since Chiu et al. [3] indicated a need for using higher-order dimensional

models of anode water (needed for membrane humidification) and cathode nitrogen,

see Figure 2.1. A nonlinear ninth-order model of PEMFC was derived in [7]. The

model of [7] and its simplified fourth and sixth-order variants were considered in [9, 10].

Figure 2.1: Na and Gou 2008 Model Schematic [4]

In the last few years, several control strategies for PEMFC are proposed. The

sliding mode control technique that is robust against disturbances has been recently

considered in several papers, [9–17]. A second-order sliding mode controller is designed
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for the breathing subsystem of a PEMFC stack in [10], where the authors have focused

on elimination of the chattering phenomenon. The model used in [10] is a nonlinear

model of order six, which is derived from the work of Pukrushpan et al., [7]. Talj

et al., [9] have first simplified and reduced the ninth-order model of [7] to a fourth-

order highly nonlinear model and experimentally justified such a procedure. Then,

they designed the corresponding sliding mode controller using as the sliding variable

the difference between the actual and nominal angular air compressor speeds. The

oxygen flow problem with real time implementation of a sliding mode controller has

been considered for the first-order model that is obtained from the process input/output

data in [14]. In [15], a hybrid controller composed of an internal mode control based

PID controller and an adaptive sliding mode controller has been designed. The first

controller is used to control the hydrogen reformer and the second controller is used to

control the PEMFC model based on the work of [1]. A sliding mode control scheme

is proposed for the DC/DC buck converter that guarantees a low and stable output

voltage given transient variations in the output voltage of a PEMFC in [16]. A fuzzy

sliding mode current controller of a hybrid fuel cell/energy-storage systems is considered

in [12]. The method is presented for designing controllers for DC/DC and DC/AC

converters. In [13], Hajizadeh and his coworkers used the fuel cell model of [57] coupled

with a simple second-order model for the hydrogen reformer and a linear super capacitor

model to design a sliding mode controller for active power under unbalanced voltage sag

conditions. A sliding mode controller of DC/DC converters for a simplified dynamic

model for fuel cells is used in [11]. Li et al. have presented a rapid-convergent sliding

mode controller for the temperature control system of PEMFC stack [17]. That paper

did not consider the fuel cell connection to an electric grid [11–13, 16], but the model

has included state variables that represent the fuel cell temperature [17].

In this chapter, we propose a sliding mode controller design for the fifth-order non-

linear model of PEMFC developed in [4], see also [6]. It will be seen from the simulation

results that the sliding mode controller proposed in this paper outperforms the feed-

back linearization-based controller proposed in [4]. The state variables in this model

represent respectively the pressures of hydrogen and water at the anode side and the
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pressures of oxygen, nitrogen, and water at the cathode side, that is

x(t) =
[
PH2(t) PH2OA(t) PO2(t) PN2(t) PH2OC (t)

]T
=
[
x1(t) x2(t) x3(t) x4(t) x5(t)

]T (2.1)

The state space model is given by

ẋ1 =
RTλH2

VA

(
YH2 −

x1

x1 + x2

)
kaua +

RTC1

VA

(
x1

x1 + x2
− 1

)
I

ẋ2 =
RTλH2

VA

(
ϕaPvs

x1 + x2 − ϕaPvs
− x2

x1 + x2

)
kaua +

RTC1

VA

(
x2

x1 + x2
− 1

)
I

ẋ3 =
RTλair
VC

(
YO2 −

x3

x3 + x4 + x5

)
kcuc +

RTC1

2VC

(
x3

x3 + x4 + x5
− 1

)
I

ẋ4 =
RTλair
VC

(
YN2 −

x4

x3 + x4 + x5

)
kcuc

ẋ5 =
RTλair
VC

(
ϕaPvs

x3 + x4 + x5 − ϕaPvs
− x5

x3 + x4 + x5

)
kcuc

+
RTC1

VC

(
C2

C1

(
1− x5

x3 + x4 + x5

)
− 1− x5

x3 + x4 + x5

)
I

(2.2)

where R is the universal gas constant, T is temperature, VA, VC and are anode and

cathode volumes. C1, C2 are known constants [4, 6], ϕa, ϕc are the relative humidity

constants, Pvs is the saturation pressure, λH2 , λair and are stoichiometric constants,

YH2 = 0.99, YO2 = 0.21, YN2 = 0.79, are reactant fractions. I is the cell current, and

it is considered as a disturbance since it changes as Vfc/RL, where Vfc is the produced

fuel cell voltage and RL is the load of active users, which changes randomly.

The model output variables are defined by [4, 6]

y(t) =

PH2(t)

PO2(t)

 =

x1(t)

x3(t)

 (2.3)

The system control input is given by u(t) =
[
ua(t) uc(t)

]T
where

ua(t) =
1

ka

(
H2in(t) +H2OAin(t)

)
(2.4)

H2in(t) and H2OAin(t) represent inlet flow rates of the anode side hydrogen and water

vapor with ka being a known constant, and

uc(t) =
1

kc

(
O2in(t) +N2in(t) +H2OCin(t)

)
(2.5)

O2in(t), N2in(t) and H2OCin(t) represent respectively inlet flow rates of the cathode

oxygen, nitrogen, and water with kc being a known constant.
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2.2 Linearization Of PEM Fuel Cell Dynamic Model

Using MATLAB Symbolic Math Toolbox, we obtain a unique equilibrium point for the

given system (2.2) as

x̄1 =
ϕ11

ϕ12
ϕaPvs

x̄2 =
ϕ21

ϕ22
ϕaPvs

x̄3 =
ϕ31

ϕ32
ϕcPvs

x̄4 =
ϕ41

ϕ42
ϕcPvs

x̄5 =
ϕ51

ϕ52
ϕcPvs

(2.6)

Functions ϕij are given in Appendix A.1.

Using the Jacobian linearization technique [58, 59], the system (2.2) can be linearized

at the equilibrium points. The Jacobian matrices at the equilibrium point defined by

x̄, ū, and Ī, corresponding to system (2.2), and represented in general as ẋ = f(x, u, I),

are

∂f

∂x

∣∣∣∣
x=x̄,u=ū,I=Ī

,
∂f

∂u

∣∣∣∣
x=x̄,u=ū,I=Ī

,
∂f

∂I

∣∣∣∣
x=x̄,u=ū,I=Ī

(2.7)

where

x(t) = x̄+ δx(t)

u(t) = ū+ δu(t)

x(I) = Ī + δI(t)

(2.8)

The perturbations defined in (2.8) are assumed to be small, [58, 59]. The linearized

system is defined by

δ̇x(t) = Aδx(t) +Bδu(t) +GδI(t) (2.9)

with the constant matrices given by

A =
∂f

∂x

∣∣∣∣
x=x̄,u=ū,I=Ī

∈ R5×5,

B =
∂f

∂u

∣∣∣∣
x=x̄,u=ū,I=Ī

∈ R5×2,

G =
∂f

∂I

∣∣∣∣
x=x̄,u=ū,I=Ī

∈ R5×1

(2.10)



29

It has been found that the matrix A is given by

A =
∂f

∂x

∣∣∣∣
x=x̄,u=ū,I=Ī

=

 A1 02×3

03×2 A2

 ∣∣∣∣∣
x=x̄,u=ū,I=Ī

(2.11)

where

A1 =

a11 a12

a21 a22

 , A2 =


a33 a34 a34

a43 a44 a43

a53 a53 a55

 (2.12)

Elements aij are given in Appendix A.2.

The matrix B is similarly obtained as

B =
∂f

∂u

∣∣∣∣
x=x̄,u=ū,I=Ī

=



b11 0

b21 0

0 b32

0 b42

0 b52


(2.13)

with elements bij given in Appendix A.3.

The matrix G is obtained as follows

G =
∂f

∂I

∣∣∣∣
x=x̄,u=ū,I=Ī

=



g1

g2

g3

g4

g5


=



RTC1
VA

(
x̄1

x̄1+x̄2
− 1
)

RTC1
VA

(
x̄2

x̄1+x̄2
− 1
)

RTC1
2VC

(
x̄3

x̄3+x̄4+x̄5
− 1
)

0

RTC1
VC

(
C2
C1

(
1− x̄5

x̄3+x̄4+x̄5

)
− 1− x̄5

x̄3+x̄4+x̄5

)


(2.14)

2.3 Sliding Mode Controller Design of the Linearized PEM Fuel Cell

Dynamic Model

Sliding mode control is a form of variable structure control [51], where sliding surfaces

are designed such that systems trajectories exhibit desirable properties. A system using

sliding mode control has been considered as a robust system, which yields to reduced

system sensitivity to uncertainties and exogenous disturbances.
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Sliding mode control systems have been studied in different set-ups by many re-

searchers [51]. The controller is designed in two steps - finding the sliding surface and

reaching the sliding mode. After finding sliding surfaces using the method of [51] for

linear systems or the Lyapunov method for nonlinear systems [60], the design of sliding

mode control is achieved as follows. Firstly, a sliding surface is defined which ensures

that the system remains on a hyper-plane after reaching it from any initial condition

in a finite time. Secondly, discontinuous control is designed to render a sliding mode.

Approaches [48, 51, 54, 60] can be used for continuous-time sliding mode control which

has been recognized as a robust control approach, which yields to reject matched dis-

turbances and system uncertainties. The matching condition [54], provided the control

input makes the system asymptotically stable, assures robustness against parametric

uncertainties and exogenous disturbances.

One can use the technique in (1.34) - (1.57) where the disturbance matching condi-

tion, [54], is given by

rank(
[
B E

]
) = rank(

[
B

]
) (2.15)

For the state space model (2.2), our objective is to keep yref in a certain range,

which means to keep e = y − yref around 0. We can define a sliding surface as follows

s = y − yref (2.16)

which yields

ṡ = ẏ − ẏref = ẏ =

ẋ1

ẋ3

 (2.17)

The sliding mode control laws that satisfy sṡ < 0 can be determined from (2.18) and

(2.19), will be presented in the next section.

Several other more complicated techniques for designing sliding surfaces and sliding

mode controllers can be found in the engineering literature, see for example, [61–63].

However, they are not needed for the purpose of this chapter, since with the already

introduced two standard and simple sliding mode techniques we get excellent results.

As it will be shown in the simulation results, the chattering phenomenon (the main

problem in using sliding mode control) will be fully suppressed and the abrupt changes
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of the fuel cell current (disturbance in a pretty broad range of 80A to 200A) will have

no impact on hydrogen and oxygen pressures.

2.4 Linearized PEM Fuel Cell Dynamic Model and Its Control

2.4.1 Linearized Model

The numerical data taken from [4], used in this chapter, are presented in Table 2.1.

Table 2.1: Parameters Of Fuel Cell
Symbol Parameter Value [Unit]

R Gas constant 0.08205 [L atm mol−1 K−1]
T Operating cell temperature 353 [K]
N Number of cells 35
VA Anode volume 0.005 [m3]
VC Cathode volume 0.010 [m3]
ka Anode conversion factor 7.034 × 10−4 [mol s−1]
kc Cathode conversion factor 7.036 × 10−4 [mol s−1]
A Fuel cell active area 232 × 10−4 [m2]
F Faraday constant 96,485 [A s mol−1]
Pvs Saturation pressure 0.3158 [atm]
YO2 O2 reactant factor 0.2095
YN2 N2 reactant factor 0.7808
YH2 H2 reactant factor 0.9999
C1 N ·A/2F 4.21 × 10−6 [m2 mol A−1 s−1]
C2 1.2684N ·A/F 1.07 × 10−5 [m2 mol A−1 s−1]
λH2 H2 stoichiometric constant 2
λair Air stoichiometric constant 2.5
ϕa Anode humidity constant 0.8
ϕc Cathode humidity constant 0.9
H2in H2 inlet flow rate 0.0611 [L s−1]
H2OAin H2O inlet flow rate (Anode) 0.0019 [L s−1]
O2in O2 inlet flow rate 4.5403 [L s−1]
N2in N2 inlet flow rate 0.1503 [L s−1]
H2OCin H2O inlet flow rate (Cathode) 0.0019 [L s−1]
I Cell current density 100 [A m−2]

With the realistic numerical data in Table 2.1, we have found that the considered

fuel cell system has a unique equilibrium point (steady state point) given by

x̄(t) =
[
2.6509 0.0003 7.009 26.175 0.3390

]T
(2.18)
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The corresponding linearized system is

δ̇x(t) =



−8.741× 10−7 0.00782 0 0 0

−0.00102 −0.00884 0 0 0

0 0 −0.02767 0.00732 0.00732

0 0 0.02733 −0.00767 0.02733

0 0 0.00005 0.00005 −0.03508


δx(t)

+



9.5846× 10−8 0

8.5750× 10−4 0

0 2.0935× 10−6

0 2.9127× 10−3

0 −6.3572× 10−6


δu(t) +



2.7255× 10−9

−2.4384× 10−5

−9.6493× 10−6

0

8.1233× 10−5


δI(t)

=Aδx(t) +Bδu(t) +GδI(t)

(2.19)

By examining the eigenvalues of the matrix A we found that all of them are in the

left half complex plane, so that this system is open-loop asymptotically stable. The

output equation according to (2.3) has been already defined in the linear form in [4]

and [6] as

y(t) = Cx(t) (2.20)

with

C =

1 0 0 0 0

0 0 1 0 0

 (2.21)

Having obtained matrices A, B, and C, we can examine the controllability and observ-

ability of the linearized system, [64]. The controllability can be examined by studying

the rank of the controllability matrix defined by [64]

Co =
[
B AB A2B A3B A4B

]
(2.22)

It was found that the rank of the controllability matrix is equal to 5, equal to the order

of the system, n = 5, and hence this system is controllable. In order words, control

inputs exist that can transfer the state of the system from any location in the state

space to any desired location in the state space, [64]. The system observability is tested
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by examining the rank of the observability matrix defined by [64]

O =



C

CA

CA2

CA3

CA4


(2.23)

It was found that the rank of the observability matrix is equal to 5 (equal to the order

of the system), and this system is also observable [64].

2.4.2 Sliding Mode Controller Design

The system in (2.19) can be divided into two subsystems as follow

δ̇x1(t)

δ̇x2(t)

 =

−8.741× 10−7 0.00782

−0.00102 −0.00884

δx1(t)

δx2(t)

 δx(t)

+

9.5846× 10−8

8.5750× 10−4

 δua(t) +

 2.7255× 10−9

−2.4384× 10−5

 δI(t)
=A1δx(t) +B1δu(t) +G1δI(t)

(2.24)


δ̇x1(t)

δ̇x2(t)

δ̇x3(t)

 =


−0.02767 0.00732 0.00732

0.02733 −0.00767 0.02733

0.00005 0.00005 −0.03508



δx3(t)

δx4(t)

δx5(t)



+


2.0935× 10−6

2.9127× 10−3

−6.3572× 10−6

 δuc(t) +


−9.6493× 10−6

0

8.1233× 10−5

 δI(t)
=A2δx(t) +B2δu(t) +G2δI(t)

(2.25)

The objective is to keep the pressure differences of hydrogen and oxygen in a certain

range to protect the membrane damages. We have designed the controller to keep both

pressures around 3 atm.
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For the first subsystem of (2.24), there exists a nonsingular similarity transformation

T1 [51], which yieldsq̇1(t)

q̇2(t)

 =

−1.6346× 10−6 −9.1207

8.7110× 10−7 −8.8370× 10−3

q1(t)

q2(t)


+

 0

7.3531× 10−7

(ua(t) + dI(t))

(2.26)

with d = −2.8436×10−2. The disturbance can be nullified using Drazenovic’s invariance

condition since rank(
[
B1 G1

]
) = rank(

[
B1

]
), [54, 65].

The pair (Ā111 , Ā112) is controllable since the original system is controllable [51].

Hence, we can find a state feedback gain matrix K1 such that Ā111 −K1Ā112 is asymp-

totically stable.

On the sliding surface [51], the system trajectory in the (q1(t), q2(t)) coordinates is

expressed as [
K1 1

]q1(t)

q2(t)

 =
[
−0.5482 1

]q1(t)

q2(t)

 = 0 (2.27)

or

s1(t) =
[
0.5482 1

]
T1

x1(t)

x2(t)

 = G1

x1(t)

x2(t)


= 0.5482x1(t) + 7.9622× 10−4x2(t) = 0

(2.28)

in the original coordinates.

Starting with ṡ1(t) = 0, we design the sliding mode control law for the sliding surface

(2.28)

ṡ1(t) = 0 = G1

ẋ1

ẋ2

 = G1A1

x1(t)

x2(t)

+G1B1(u1(t) + dI(t)) (2.29)

From (2.29) and using the result of (2.28), control u1(t) is obtained as

u1(t) = −(G1B1)−1G1A1

x1(t)

x2(t)

− (G1B1)−1(γ1 + σ1)
s1(t)

||s1(t)||
(2.30)

where

γ1 = ||G1B1||dImax (2.31)
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is required to overcome the disturbance I(t) and σ1 > 0 provides that

s1(t)ṡ1(t) < 0 (2.32)

is satisfied

The second subsystem (2.25) does not satisfy Drazenovic’s invariance condition.

Instead of using Utkin and Young’s method [51], we define the sliding surface for the

second subsystem as

s2(t) = y2(t)− y2ref (t) (2.33)

similar with the method of Talj et al. [9]. Starting with ṡ2(t) = 0, we design the sliding

mode control law for the sliding surface defined in (2.33)

ṡ2(t) = 0 = ẏ2(t) = ẋ3(t) = a33x3(t) + a34x4(t) + a34x5(t) + b32uc(t) + g3I(t) (2.34)

From (2.34), control u2(t) is obtained as

u2(t) = − 1

b32
(a33x3(t) + a34x4(t) + a34x5(t) + σ2 + |g3|Imax)|s2(t)| (2.35)

where σ2 > 0 is chosen to satisfy the condition

s2ṡ2 < 0 (2.36)

Note that we can use the same procedure to find the sliding surface and the controller

for the subsystem 1.

The simulation results are presented in Figures 2.2 and 2.3. The disturbance current

waveform is presented in Figure 2.9.

In Figure 2.2, the sliding mode control law is from Utkin and Young’s method [51]

and in Figure 2.3, the control law is found by using s = y2 − y2ref . It can be noticed

from Figures 2.2 and 2.3 that the pressures are kept around 3 atm after about 1 sec

despite the current density changes during entire time internal of interest, from 0 to 5

seconds.

2.5 Nonlinear Sliding Mode Control for the Fifth-order PEMFC model

In the following we present the sliding mode control technique for the fifth-order non-

linear PEMFC model (2.2)-(2.3). We can rewrite the state space model (2.2) as follows
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Figure 2.2: Pressure of hydrogen of the linearized system

ẋ(t) = f(x(t)) + g1(x(t))ua(t) + g2(x(t))uc(t) + p(x(t))I(t) (2.37)

with the output equation y1(t)

y2(t)

 =

h1(x(t))

h2(x(t))

 =

x1(t)

x3(t)

 (2.38)
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Figure 2.3: Pressure of oxygen of the linearized system

where

f(x(t)) = 0

g1(x(t)) =



RTλH2
VA

(
YH2 −

x1(t)
x1(t)+x2(t)

)
ka

RTλH2
VA

( ϕapvs
x1(t)+x2(t)−ϕapvs −

x2(t)
x1(t)+x2(t)

)
ka

0

0

0



g2(x(t)) =



0

0

RTλair
VC

(
YO2 −

x3(t)
x3(t)+x4(t)+x5(t)

)
kc

RTλair
VC

(
YN2 −

x4(t)
x3(t)+x4(t)+x5(t)

)
kc

RTλair
VC

( ϕapvs
x3(t)+x4(t)+x5(t)−ϕapvs −

x5(t)
x3(t)+x4(t)+x5(t)

)
kc



(2.39)
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Figure 2.4: Current density changes

p(x(t)) =



RTC1
VA

( x1(t)
x1(t)+x2(t) − 1

)
RTC1
VA

( x2(t)
x1(t)+x2(t) − 1

)
RTC1
2VC

( x3(t)
x3(t)+x4(t)+x5(t) − 1

)
0

RTC1
VC

(
C2
C1

(1− x5(t)
x3(t)+x4(t)+x5(t))− 1− x5(t)

x3(t)+x4(t)+x5(t)

)


Our goal is to design a sliding mode surface and find a control law such that the output

y(t) tracks a constant reference ydesired.

The sliding manifold is defined as follows since the relative degree of the system is

[1 1] [59].

s(t) =

s1(t)

s2(t)

 = e(t) = y(t)− yref = 0 (2.40)

ei(t) is the error between the output yi(t) and yidesired . In this definition, s(x, t) = 0 is

a stable differential operator acting on the error between actual pressures and desired

pressures of hydrogen and oxygen. Specifically, s(t) = 0 implies that the pressure error

is zero. It can be shown that an expression for the control input appears in the equation
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for ṡ(t).

With the sliding surface defined in (2.40), we can find

ṡ(t) =

ṡ1(t)

ṡ2(t)

 = ẏ(t) =

ẋ1(t)

ẋ3(t)


=

 RTλH2
VA

(
YH2 −

x1(t)
x1(t)+x2(t)

)
kaua(t) + RTC1

VA

( x1(t)
x1(t)+x2(t) − 1

)
I(t)

RTλair
VC

(
YO2 −

x3(t)
x3(t)+x4(t)+x5(t)

)
kcuc(t) + RTC1

2VC

( x3(t)
x3(t)+x4(t)+x5(t) − 1

)
I(t)


(2.41)

Note that

YH2 −
x1(t)

x1(t) + x2(t)
> 0

YO2 −
x3(t)

x3(t) + x4(t) + x5(t)
> 0

(2.42)

since

YH2 = 0.99 ' 1 ≥ pH2

pH2 + pH2OA

YO2 = 0.79 =
pO2

pO2 + pN2

≥ pO2

pO2 + pN2 + pH2OC

(2.43)

We assume that the current change is in the region

0 < Imin < I(t) < Imax (2.44)

We can design the control laws, satisfying si(t)ṡi(t) < 0, i = 1, 2, as follows (follow-

ing the unit sliding mode control design of [51] taking into account constraint (2.44))

ua(t) =


−

C1

(
x1(t)

x1(t)+x2(t)
−1
)
Imin

λH2

(
YH2
− x1(t)
x1(t)+x2(t)

)
ka
− σ1sat

(
s1(t)

)
if s1(t) > 0

−
C1

(
x1(t)

x1(t)+x2(t)
−1
)
Imax

λH2

(
YH2
− x1(t)
x1(t)+x2(t)

)
ka
− σ2sat

(
s1(t)

)
if s1(t) < 0

(2.45)

and

uc(t) =


−

C1

(
x3(t)

x3(t)+x4(t)+x5(t)
−1
)
Imin

2λair

(
YO2
− x3(t)
x3(t)+x4(t)+x5(t)

)
kc
− σ3sat

(
s2(t)

)
if s2(t) > 0

−
C1

(
x3(t)

x3(t)+x4(t)+x5(t)
−1
)

2λair

(
YO2
− x3(t)
x3(t)+x4(t)+x5(t)

)
kc
− σ4sat

(
s2(t)

)
if s2(t) < 0

(2.46)

where σi > 0, i = 1, 2, 3, 4 are used for adjusting the speed of reaching the sliding

surfaces. σ1 and σ3 should provide ua(t) > 0 and uc(t) > 0 since ua(t) and uc(t) are the

flow rates. σ2 and σ4 should be chosen according to the upper limits of ua(t) (uamax)

and uc(t) (ucmax).
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The sliding mode control laws in (2.45) and (2.46) satisfy the following sliding mode

condition [51]

si(t)ṡi(t) < 0, i = 1, 2 (2.47)

This can be seen from

ṡ1(t) =



RTC1
VA

(
1− x1(t)

x1(t)+x2(t)

)(
Imin − I(t)

)
−RTλH2

VA

(
YH2 −

x1(t)
x1(t)+x2(t)

)
kaσ1sat

(
s1(t)

)
< 0 if s1(t) > 0

RTC1
VA

(
1− x1(t)

x1(t)+x2(t)

)(
Imax − I(t)

)
−RTλH2

VA

(
YH2 −

x1(t)
x1(t)+x2(t)

)
kaσ2sat

(
s1(t)

)
> 0 if s1(t) < 0

ṡ2(t) =



RTC1
2VC

(
1− x3(t)

x3(t)+x4(t)+x5(t)

)(
Imin − I(t)

)
−RTλair

VC

(
YO2 −

x3(t)
x3(t)+x4(t)+x5(t)

)
kcσ3sat

(
s2(t)

)
< 0 if s2(t) > 0

RTC1
2VC

(
1− x3(t)

x3(t)+x4(t)+x5(t)

)(
Imax − I(t)

)
−RTλair

VC

(
YO2 −

x3(t)
x3(t)+x4(t)+x5(t)

)
kcσ4sat

(
s2(t)

)
> 0 if s2(t) < 0

(2.48)

since

RTC1

VA

( x1(t)

x1(t) + x2(t)
− 1
)
I = −RTC1

VA

x2(t)

x1(t) + x2(t)
I < 0

RTC1

2VC

( x3(t)

x3(t) + x4(t) + x5(t)
− 1
)
I = −RTC1

2VC

x4(t) + x5(t)

x3(t) + x4(t) + x5(t)
I < 0

(2.49)

Note that I(t)− Imin > 0 and Imax − I(t) > 0.

The controllers in equations (2.45)-(2.46) use the state variables which are not

known except for x1(t) and x3(t). Instead using nonlinear observer to observe the

states, we can design the controller assuming K1 ≤
1− x1(t)

x1(t)+x2(t)

YH2
− x1(t)
x1(t)+x2(t)

≤ K2 and K3 ≤

1− x3(t)
x3(t)+x4(t)+x5(t)

YO2
− x3(t)
x3(t)+x4(t)+x5(t)

≤ K4.

The simplified control laws can be found as follows,

ua(t) =


−K1C1Imin

λH2
ka
− σ1sat

(
s1(t)

)
if s1(t) > 0

−K2C1Imax
λH2

ka
− σ2sat

(
s1(t)

)
if s1(t) < 0

(2.50)

uc(t) =


−K3C1Imin

2λairkc
− σ3sat

(
s2(t)

)
if s2(t) > 0

−K4C1Imax
2λairkc

− σ4sat
(
s2(t)

)
if s2(t) < 0

(2.51)

These simplified control laws (2.50)-(2.51) will be implemented in our simulation study.



41

Using formula (2.50), ṡ1(t) in equation (2.41) can be expressed as follows

ṡ1(t) =
K1RTC1

VA

(
YH2 −

x1(t)

x1(t) + x2(t)

)
Imin +

RTC1

VA

( x1(t)

x1(t) + x2(t)
− 1
)
I(t)

− RTλH2

VA

(
YH2 −

x1(t)

x1(t) + x2(t)

)
kaσ1sat

(
s1(t)

)
=
RTC1

VA

((
YH2 −

x1(t)

x1(t) + x2(t)

)
K1Imin −

(
1− x1(t)

x1(t) + x2(t)

)
I(t)

)
− RTλH2

VA

(
YH2 −

x1(t)

x1(t) + x2(t)

)
kaσ1sat

(
s1(t)

)
< 0

(2.52)

when s1(t) > 0, and

ṡ1(t) =
K2RTC1

VA

(
YH2 −

x1(t)

x1(t) + x2(t)

)
Imax +

RTC1

VA

( x1(t)

x1(t) + x2(t)
− 1
)
I(t)

− RTλH2

VA

(
YH2 −

x1(t)

x1(t) + x2(t)

)
kaσ2sat

(
s1(t)

)
=
RTC1

VA

((
YH2 −

x1(t)

x1(t) + x2(t)

)
K2Imax −

(
1− x1(t)

x1(t) + x2(t)

)
I(t)

)
− RTλH2

VA

(
YH2 −

x1(t)

x1(t) + x2(t)

)
kaσ2sat

(
s1(t)

)
> 0

(2.53)

when s1(t) < 0.

Similarly, condition (2.47) for s2(t) can be checked using formula (2.51) and equation

(2.41).

For s2(t) > 0, we have

ṡ2(t) =
K3RTC1

2VC

(
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
Imin

+
RTC1

2VC

( x3(t)

x3(t) + x4(t) + x5(t)
− 1
)
I(t)

− RTλair
VC

(
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
kcσ3sat

(
s2(t)

)
=
RTC1

2VC

((
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
K3Imin

−
(
1− x3(t)

x3(t) + x4(t) + x5(t)

)
I(t)

)
− RTλair

VC

(
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
kcσ3sat

(
s2(t)

)
< 0

(2.54)
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and for s2(t) < 0, we obtain

ṡ2(t) =
K4RTC1

2VC

(
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
Imax

+
RTC1

2VC

( x3(t)

x3(t) + x4(t) + x5(t)
− 1
)
I(t)

− RTλair
VC

(
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
kcσ4sat

(
s2(t)

)
=
RTC1

2VC

((
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
K4Imax

−
(
1− x3(t)

x3(t) + x4(t) + x5(t)

)
I(t)

)
− RTλair

VC

(
YO2 −

x3(t)

x3(t) + x4(t) + x5(t)

)
kcσ4sat

(
s2(t)

)
> 0

(2.55)

K1, K2, K3, and K4 can be found explicitly from simulations using control laws of

(2.45)-(2.46). Controls in (2.45), (2.46), (2.50), and (2.51) are applied to the linearized

model.

2.6 Numerical Example

The numerical data taken from [4], used in this chapter, are presented in Table 2.1. The

objective is to keep the pressure differences between hydrogen and oxygen in a certain

range to protect the membrane damages with certain range of control inputs: 0 slpm1

< input flow rate of hydrogen or oxygen ([slpm]) < 10 slpm. We have designed the

controller to keep both pressures around 3 atm. We have also required that controller

reduces the pressure differences between hydrogen and oxygen during the transient

state.

With the realistic numerical data in Table 2.1, the simulation results using all state

variables (formulas (2.45)-(2.46)) are presented in Figures 2.5 and 2.6 with the distur-

bance current waveform presented in Figure 2.9. It can be noticed from Figures 2.5

and 2.6 that pressures are kept around 3 atm after reaching desired values after about

19 seconds despite the current changes. Note that the PEMFC has a slow start (it

takes some time to reach the steady state due to slow chemical processes) so that the

fact that it takes about 19 seconds for pressures of hydrogen and oxygen to reach their

1slpm stands for the standard liter per minute unit.
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Figure 2.5: Pressure of hydrogen for the nonlinear system using (2.45)

steady state values has negligible impact on the fuel cell operation. The corresponding

control laws are presented in Figures 2.7 and 2.8. After entering the sliding mode at

about 19 seconds, (to keep pressures of hydrogen and oxygen at 3 atm) the flow rate

changes are needed to make si(t) = 0, i = 1, 2, at some points as seen in the zoom-in

of the plots in Figures 2.7 and 2.8.

Since we only know x1(t) and x3(t) from the output equation, using the simpli-

fied controllers in equations (2.50)-(2.51), the pressures of hydrogen and oxygen are

regulated. The simulation results with K1 = 1.0003, K2 = 1.2, K3 = 1.3715, and

K4 = 1.3833, are shown in Figures 2.10-2.13 that indicate pressures and controllers

have very similar trajectories as those of Figures 2.5-2.8.

In the approach of [4], whenever changes of the stack current happen, the waveform

looks like the one presented in Figure 2.14. For the actual simulation results of [4], see

the corresponding Figures 9 and 10 from that paper. When the sliding mode control

technique of this chapter is used, no ripples appear as evident from Figures 2.5, 2.6, 2.10,

and 2.11. The sliding mode controller presented has a good feature to keep hydrogen
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Figure 2.6: Pressure of oxygen for the nonlinear system using (2.46)

and oxygen pressures close to each other despite the current changes.

2.7 Conclusion

We have applied the sliding mode strategy for the linearized model of the well-known

nonlinear model of the proton exchange membrane fuel cell obtained using the MAT-

LAB Symbolic Tool Box. For this well defined model, which has uniqueness of steady

state variables, asymptotic stability, controllability, and observability, the sliding mode

technique copes very well with the cell current changes I(t), and keeps very precisely

the pressures of hydrogen and oxygen at the desired (required) values.

In the future, more accurate models of PEMFCs could be and should be developed

since “the chemical kinetics in PEMFCs is fast, and the limiting factors in PEMFCs are

water and heat transport. And, in the state space modeling in [4], the electro-chemical

reactions in the catalysts layers and the species transport in the membrane electrolyte

assembly are not considered.” We believe that our approach with some modifications

will be applicable to more complex modes of PEMFCs than the one derived in [4].
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Figure 2.7: Control input at the anode side using (2.45)

The main results of this section (chapter) were reported by the author in [66, 67]
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Figure 2.8: Control input at the cathode side using (2.46)
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Figure 2.9: Current changes

Figure 2.10: Pressure of hydrogen for the nonlinear system using (2.50)
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Figure 2.11: Pressure of oxygen for the nonlinear system using (2.51)
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Figure 2.12: Control input at the anode side using (2.50)
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Figure 2.13: Control input at the cathode side using (2.51)
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Figure 2.14: Example of pressure changes with ripples (using the method of [4])
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Chapter 3

Modeling and Control of Solid Oxide Fuel Cells

3.1 Introduction

Fuel cells are electrochemical energy devices that convert chemical energy into electric-

ity, heat, and water without generating carbon dioxide. Fuel cells are one of the most

promising clean energy technologies among renewable energy sources since they have

high efficiency and low environmental pollution. Among various fuel cells, the proton

exchange membrane fuel cells (PEMFCs) and the solid oxide fuel cells (SOFCs) are

identified as most significant fuel cells. Especially, PEMFCs are fully understood, and

most developed, but SOFCs are not, since they have not become a mainstream power

generation technology yet. SOFCs are very promising future energy sources for electric

power distribution (commercial and industrial) since they can generate large amounts

of electric power, and in addition provide a lot of heat ( 1, 000 ◦C) so that they can be

used also for heating.

This chapter will focus on SOFCs. A large amount of literature of SOFCs has

been published in the last decade, but most of them has focused on electrochemical

characteristics such as cell components, new materials, reaction mechanisms, etc. This

chapter will present a review of the dynamic characteristics of SOFCs for the purpose of

dynamic simulation and control and the control strategies for temperature and pressure

in fuel cell stacks are proposed.

3.2 SOFC Principles

SOFCs use a special solid oxide cermet, mostly yttria-stabilized zirconia (YSZ), as the

electrolyte and work at intermediate temperature range, i.e. 600−1, 000 ◦C to maintain
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ionic conductivity of the electrolyte. This temperature is used through turbine genera-

tors to get higher overall efficiency but not too harsh to materials. These characteristics

will make SOFCS significant in the future for eigher million watts scale stationary power

generation or kilo watts scale truck auxiliary power units (APU), including residential

power and heat supply [68]. The efficiencies of stand-alone SOFCs are about 40− 50%

and those of pressurized by hybrid gas turbine SOFCs are about 60− 70%.

Figure 3.1: Solid Oxide Fuel Cell

A typical SOFC is a triode which is composed of anode, cathode, and electrolyte as

shown in Figure 3.1. Hydrogen rich fuels and air are continuously fed into the anode

side and the cathode side, respectively. The electrolyte only allows certain types of ions

(O2−) to pass through it, while the electrons are collected and generate electricity to

an outside electrical circuit.

Besides the planar type of SOFC, a tubular type of SOFC has been developed,

which is composed of several tubular SOFC stacks presented in Figures 3.2 and 3.3.

The chemical reactions inside the cell that converts chemical energy of fuel and
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Figure 3.2: Tubular SOFC design of Siemens-Westinghouse

Figure 3.3: A Cell Cross-section in [5]

oxidant to electrical energy are as follow [68]

anode : H2 +O2− → H2O + 2e−

cathode :
1

2
O2 + 2e− → O2−

(3.1)

The difference of potential energy between anode and cathode is called electromotive

force (EMF) or open circuit voltage (OCV). In the ideal situation, the OCV is defined

using the Gibbs free energy released ∆ḡf = −2FE, i.e.

E = −
∆ḡf
2F

(3.2)

The OCV is well studied, both theoretically and experimentally, and defined using

partial pressures and temperature through the Nernst equation [68]

E = E0 +
RT

2F
ln

(
PH2P

0.5
O2

PH2O

)
(3.3)
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Figure 3.4: SOFC Modeling Block Diagram

When the fuel cells are connected through an external circuit, the relation between

current and the fuel consumption rate are defined as follows [68]

i = 2FJH2 = 2FJH2O = 4FJO2 (3.4)

The output voltage modeled in the steady state form [68]

V = E − Vactivation − Vohmic − Vconcentration (3.5)

where Vactivation is activation loss, Vohmic is ohmic loss, and Vconcentration is concentratino

loss.

3.3 SOFC Modeling

The SOFC system includes a fuel processing unit or the reformer and a fuel stack.

The SOFC system dynamic model can be derived using several sub-models such as fuel

processing unit model, fuel cell stack model, and thermal model. An overview of a

typical SOFC system is described in Figure 3.4.

3.3.1 Fuel Processing Unit Model

Even though H2 is used for a main fuel, the fuel of SOFC can be Syngas, which is

a mixture of CH4, H2, CO, H2O, and CO2 if a reforming/shilfting reaction is con-

sidered [69–73]. CH4 and H2O generate H2 and CO which directly participate in the
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electrochemical reaction thorough reforming/shifing reaction as follows

Reforming: CH4 + H2O ⇀↽ 3H2 + CO

Shifting: CO + H2O ⇀↽ H2 + CO2

(3.6)

A simple mathematical model of the reformer to generate hydrogen through reforming

methane can be written [69, 70]

N in
H2

Nf
=

CV

τ1s+ 1
(3.7)

where N in
H2

is the gas flow rate of H2, Nf is the natural gas flow rate, CV is the

conversion factor, and τ1 is the reformer time constants.

3.3.2 Material Balance: Electrochemical Model

From the perspective of control relevant models, Hall and Colclaser studied the transient

behavior of SOFCs in 1999 [74]. In 2000, Padulles et al. [57] considered the dynamic

performance of a SOFC stack. After the model of [57], SOFC stacks modes have been

presented in [69, 75–87], based on the model of Padulles et al. [57]. The physical

processes of SOFC via a block diagram are interpreted in [57]. The authors have

considered partial pressures on the triple phase boundary in terms of current and fuel

supply from the control perspective. The model they proposed is a choked, isothermal,

lumped system. This model becomes the foundation of lumped dynamic modeling in

fuel cells. They have proposed the model with the following assumptions.

Assumption 3.3.1.

• The gasses are ideal.

• The stack is fed with hydrogen and air.

• The gas transport channels have a fixed volume, but their lengths are small.

• The temperature is stable.

• The only loss in the fuel cells is ohmic.

• The Nernst equation can be applied.
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The partial pressure of H2 can be modeled as follows [57]

d

dt
PH2 =

RT

Van

(
qinH2
− qoutH2

− qrH2

)
(3.8)

where qinH2
, qoutH2

, and qrH2
are input flow, output flow, and hydrogen flow that react

[kmol · s−1], respectively.

We can extend the result to the other chemical reactions. Under the assumption of

the ideal gas law

PV = nRT (3.9)

where P is pressure, V is the volume, n is the number of moles, R is the universal gas

constant, and T is the temperature, the reaction between the pressure change rate and

the molar flow can be found as follows

d

dt
P =

RT

V
N (3.10)

where N = d
dtn represents the molar flow [kmol/s]. We get three differential equations,

for hydrogen at the anode side,

d

dt
PH2 =

RT

Va

(
N in
H2
−Nout

H2
+N react

H2

)
(3.11)

for water vapor at the anode side,

d

dt
PH2O =

RT

Va

(
−Nout

H2O +N react
H2O

)
(3.12)

and for oxygen at the cathode side,

d

dt
PO2 =

RT

Vc

(
N in
O2
−Nout

O2
+N react

O2

)
(3.13)

Equations (3.11) - (3.13) can be expressed as follows

d

dt
PH2 =

RT

Va

(
N in
H2
−Nout

H2
+ 2KrIfc(t)

)
d

dt
PH2O =

RT

Va

(
−Nout

H2O + 2KrIfc(t)

)
d

dt
PO2 =

RT

Vc

(
N in
O2
−Nout

O2
+KrIfc(t)

) (3.14)

where Kr = N0
4F is a constant defined for modeling purpose [kmol · s−1 ·A−1] calculated

via the basic electrochemical relationship where N0 is the number of cells, F is the

Faraday’s constant, and I is the stack current.
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For fuel cell stack protection, cell utilization (uf ), which should be kept between 0.7

and 0.9, is defined as follows [76, 88]

uf =
N in
H2
−Nout

H2

N in
H2

=
N react
H2

N in
H2

(3.15)

If uf < 0.7 (underused fuel), the fuel cell voltage would rise rapidly, and if uf > 0.9

(overused fuel), there exists a permanent damage to the cells because of fuel starvation.

3.3.3 Energy Balance: Thermal Model

Sedghisigarchi and Feliachi [76] have considered temperature dynamics as well as the

species dynamics. The model set-up is similar to that of Padulles et al [57], but in

addition they introduced the energy balance equation for the stack temperature as

follows

MpCp
dT

dt
= ΣQi = Qfuel +Qair +Qrad +Qgen (3.16)

where Mp is the mass of the cell unit, Cp is the heat capacity of the cell unit, T is

the stack temperature, Ve is the volume of the cell unit, Qfuel is the convective heat

transfer to fuel, Qair is the convective heat transfer to air, Qrad is the radiation heat

between cell unit and separators, and Qgen is the generated electric power.

The convective heat transfers for fuel and air are calculated as follows based on

thermal models of the dynamic models in [88–91]

Qfuel = Afuelhfuel(T − Tan)

Qair = Aairhair(T − Tca)
(3.17)

where the heat transfer coefficients h are functions of the Nusselt factor [89] as

h =
KcNu

Dh
(3.18)

Tan and Tca represent the anode and cathode cell temperatures, respectively, and Kc is

the gas conductivity, Nu is set to 4 according to [92], and Dh is the hydraulic diameter.

The radiation heat transfer is defined in [88–91]

Qrad = Fvσ(T 4 − T 4
s ) (3.19)
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where Fv is the radiation view factor and σ is the Stefan-Boltzmann constant. In

equations (3.17) and (3.19), Tan, Tca, and Ts are calculated as [88, 89, 91]

ManCan
dTan
dt

= ΣQan

McaCca
dTca
dt

= ΣQca

MsCs
dTs
dt

= ΣQs

(3.20)

In [80], Jurado has improved the thermal model in [75] as follows,

MpCP
dT

dt
=N in

ta

[
ξ∑
i

xinai
(
h̄inai − h̄i

)]
−

ξ∑
i

h̄iRai

+N in
tc

[
ξ∑
i

xinci
(
h̄inci − h̄i

)]
−

ξ∑
i

h̄iRci − Pdc

(3.21)

where M and CP are the mass and heat capacities of the cell unit, N in
ta and N in

tc are

anode and cathode total inlet molar flows, xinai and xinci are anode and cathode inlet

mole fractions, h̄inai and h̄inai are anode and cathode inlet partial molar enthalpies, h̄i is

the partial molar enthalpy at stack temperature, Rai and Rci are anode and cathode

total rates of production of species, ξ is total gas components in anode or cathode, and

Pdc is stack dc power. The partial molar enthalpy under the ideal gas supposition is

calculated using

h̄i = h̄refi +

∫ T

Tref

cp,i(u)du (3.22)

and the coefficients of the specific heats cp,i are encountered in standard reference tables.

3.3.4 Operation Voltage - Nernst’s Equation

In the previous section, the stack voltage is obtained like in (3.5) [68]

V = E − Vactivation − Vohmic − Vconcentration (3.23)

The activation loss Vactivation is the voltage loss due to the rate of reactions on

the surface of the electrodes. Using Butler-Volmer equation [93], the activation loss is

described as follows,

i = i0

{
exp

(
β
nFηact
RT

)
− exp

[
−
(

1− β
)nFηact

RT

]}
(3.24)
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The stack voltage of (3.5), considering only the static response, can be written as follows

[68]

V =E − Vactivation − Vohmic − Vconcentration

=E − iRin −Aln

(
i

i0

)
−Bln

(
1− i

il

)
(3.25)

where i is the cell current, Rin is the inheritance resistance of the fuel cell, i0 is the

exchange current, il is the limiting current, and A and B are coefficients. The exchange

current i0 is important for weighing the activity of catalyst reaction and the limiting

current il is used up at a rate equal to its maximum supply rate.

The ohmic loss Vohmic is the voltage drop from the internal resistances in the elec-

trolyte. The dynamics was modeled using an equivalent RC circuit proposed in [68].

In 2005, Qi et al. [94] modeled the ohmic loss by considering the effect of duoble layer

capacitance and inherent resistance.

The concentration loss Vconcentration is the voltage loss from the reduction in con-

centration gases or the transport of mass of oxygen and hydrogen. This voltage drop

occurs at the triple phase boundary (tbp), which is the interface between the electrode

and the electrolyte. In [57], Padulles et al. showed the impact of current and fuel

supply on partial pressures on tpb by treating current as a dynamic model input. In

[94], Qi et al. adopted Fick’s Law [95] and proposed a dynamic model using a partial

differential equation.

3.4 SOFC Control

The objectives of SOFC control can be defined as follows [57, 75, 96]

• Maintain the required power output to its desired level

• Keep the maximum cell temperature below the upper bound

• Keep the fuel utilization within optimal operating limits for all power outputs

To achieve the above objectives, power can be controlled by controlling the fuel and

air flow rates. An override temperature controller also can be used to keep the cell
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temperature under the maximum limit. Depending on the objective, current density or

temperature can be considered as disturbances.

Mainly, two controllers, Model Predictive Controller and PID controller, are used

for a SOFC system.

Several literatures have focused on using the Model Predictive Controller (MPC) for

SOFC [69, 70, 79, 80, 84, 85, 96–100] since MPC has good features for process control.

The main objective is to control the output power, fuel utilization and temperature

by manipulating the current, fuel and air flow rates. Jurado [79, 80] has presented

a method for identification of the SOFC model based on the model of Padulles et

al. [57] using a Hammerstein model and applied a predictive controller using fuzzy

Hammerstein models which are special kinds of nonlinear systems where the nonlinear

block is static and is followed by a linear system. Wang et al. [97] have developed a

data driven MPC. Wu et al. [69] applied a fuzzy model to build MPC and Wu et al. [70]

used MPC to control the voltage and keep the fuel utilization within a certain range.

In [84], Hue et al. have proposed model predictive control for the model of [83]. Wu

et al. [69] have presented a nonlinear predictive controller based on a GA-RBF neural

network model to track the voltage of the SOFC to guarantee the fuel utilization to

operate within a safe range.

The other controller, PID controller, is used to handle the abrupt voltage changes

in the transient operation and to reach the target load efficiently. In [101], Aguiar et

al. have considered two controllers, which are for fuel and air flow rates proportional

to the current density disturbance and another and for temperature using a typical

feedback PID. The model implemented in [102] is used considering mass and energy

balances, electrochemical reaction, and temperature. Inui et al. [103] have proposed

a cell temperature control method by optimizing the parameters of the air utilization

and the inlet gas temperature fore each average current density. Li et al. [77] have

designed a constant utilization controller for controlling the input hydrogen fuel in

proportion to the stack current then designed a constant voltage controller adding

external voltage-control loop. Kaneko et al. [104] have considered two controllers

for a fluctuating biomass gas fueled SOFC and a micro gas turbine hybrid system.
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The first one is to control power output by manipulating the flow rate of biomass gas

and the second one is to control the temperature adjusting a bypass valve around the

recuperator. Kandepu et al. [105] have developed a lumped dynamic SOFC model and

designed controllers for the fuel flow rate and the temperature with the current density

treated as a disturbance. The nonlinear model is linearized with its nominal values and

decentralized PI controllers are applied. In [106], the authors have proposed a special

control strategy developed for rapid load following and applied the result to the system

in [107]. Stiller et al. [108] have implemented the stable region of a SOFC-GT system

and controllers for fuel utilization, fir flow, temperature to provide safe operation of

the system, quick load-following and high efficiency, long lifetime of the fuel cell, and

governing external influence. Sorrentino et al. [109] have developed a control-oriented

model considering electrochemical reaction, electric potential balance, material balance,

and energy balance and proposed a PI controller for a planar SOFC. Hajimolana and

Soroush have designed a controller to keep the average stack temperature as constant

as possible and maintain a constant fuel cell outlet voltage, [73].

There exist other kinds of dynamic models and controllers. In 2005, Magistri et al.

[110] have presented models developed for analysis of the Rolls-Royce Integrated Planar

SOFC and studied the performance of the SOFC stack and the turbomachinery and the

auxiliaries. In 2006, Wachter et al. [111] have modeled a SOFC-GT hybrid system and

studied its dynamics. They have proposed a nonlinear system to analyze the transient

behavior and a linear system from the nonlinear system to predict the behavior at the

steady state. Lu et al. [112] have addressed dynamic modeling for a stand alone SOFC

auxiliary power unit. Huo et al. [83] have proposed a dynamic modeling of SOFC stack

using a Hammerstein mode. It is an advanced model since the model of Jurado [80]

using a Hammerstein mode need prior information of the system. Chakraborty [86]

has presented a genetic programming to static and dynamic modeling and simulation

of SOFC. The model is based on the model of [57]. In 2011, Chakraborty [87] has

presented the error in the model of [57]. In [113], an ultra capacitor is used to avoid

sudden loss in voltage and to avoid possible damage to electrical equipment.
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3.5 Control Strategies for the SOFCs

3.5.1 Sliding Mode Control for Fuel Cell Stacks

In this section, we combine the material balance model and the temperature model,

and then apply the sliding mode control technique to the model of the planar SOFCs.

The material balance model and the temperature model are rewritten from (3.14) and

(3.16) considering the mass balance of N2 as

d

dt
PH2 =

RTfc
Va

(
N in
H2
−Nout

H2
− N0

2F
AcIfc(t)

)
d

dt
PH2O =

RTfc
Va

(
−Nout

H2O +
N0

2F
AcIfc(t)

)
d

dt
PO2 =

RTfc
Vc

(
N in
O2
−Nout

O2
− N0

4F
AcIfc(t)

)
d

dt
PN2 =

RTfc
Vc

(
N in
N2
−Nout

N2

)
β
dTfc
dt

+ Tfc = v

(3.26)

Nout
H2

, Nout
H2O

, and Nout
O2

are related to the output current Ifc(t) as follows [2, 3]

Nout
H2

=

(
Anodein −

N0

2F
AcIfc(t)

)
FH2

Nout
H2O =

(
Anodein +

N0

2F
AcIfc(t)

)
FH2O

Nout
O2

=

(
Cathodein −

N0

4F
AcIfc(t)

)
FO2

Nout
N2

= CathodeinFN2

(3.27)

where FH2 =
pH2

pH2
+pH2O

, FH2O =
pH2O

pH2
+pH2O

, FO2 =
pO2

pO2
+pN2

, and FN2 =
pN2

pO2
+pN2

are the

pressure fractions of hydrogen, water vapor, and oxygen, respectively. N in
H2

and N in
O2

can

be represented using the molar fraction of H2 and O2, which are γH2 = N in
H2
/Anodein

and γO2 = N in
O2
/Cathodein, respectively.

Using Anodein = uaka and Cathodein = uckc where ka and kc are the conversion

factor on each side, which are converted from standard liters per minute (slpm) to
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mol/s, the model in (3.26) can be rewritten as

d

dt
PH2 =

R

Va
Tfc

(
YH2uaka −

(
uaka −

N0

2F
AcIfc(t)

)
pH2

pH2 + pH2O
− N0

2F
AcIfc(t)

)
d

dt
PH2O =

R

Va
Tfc

(
−
(
uaka +

N0

2F
AcIfc(t)

)
pH2O

pH2 + pH2O
+
N0

2F
AcIfc(t)

)
d

dt
PO2 =

R

Vc
Tfc

(
YO2uckc −

(
uckc −

N0

4F
AcIfc(t)

)
pO2

pO2 + pN2

− N0

4F
AcIfc(t)

)
d

dt
PN2 =

R

Vc
Tfc

(
YN2uckc − uckc

pN2

pO2 + pN2

)
β
dTfc
dt

+ Tfc = v

(3.28)

The model of (3.29) can be represented in state space as follows

ẋ1(t) =
R

Va
x5(t)

((
YH2 −

x1(t)

x1(t) + x2(t)

)
kaua −

x2(t)

x1(t) + x2(t)

N0

2F
AcIfc(t)

)
ẋ2(t) =

R

Va
x5(t)

(
− x2(t)

x1(t) + x2(t)
kaua +

x1(t)

x1(t) + x2(t)

N0

2F
AcIfc(t)

)
ẋ3(t) =

R

Vc
x5(t)

((
YO2 −

x3(t)

x3(t) + x4(t)

)
kcuc −

x4(t)

x3(t) + x4(t)

N0

4F
AcIfc(t)

)
ẋ4(t) =

R

Vc
x5(t)

((
YN2 −

x4(t)

x3(t) + x4(t)

)
kcuc

)
ẋ5(t) =

1

β

(
v − x5(t)

)
(3.29)

where

x(t) =
[
x1(t) x2(t) x3(t) x4(t) x5(t)

]T
=
[
PH2(t) PH2O(t) PO2(t) PN2(t) Tfc(t)

]T (3.30)

The output equation is

y(t) =
[
x1(t) x3(t) x5(t)

]T
=
[
PH2(t) PO2(t) Tfc(t)

]T
(3.31)

and the control input is

u(t) =
[
ua(t) uc(t) v(t)

]T
(3.32)

Similarly to control of PEMFCs, we consider same control objective that is to keep

the pressure difference between hydrogen and oxygen small. We design the anode sliding

surface (s1(t)) as follows,

s1(t) = y1(t)− y1ref = 0 (3.33)
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and the cathode sliding surface can be designed to force x2(t) to follow x1(t), which

means

s2(t) = y2(t)− y1(t) = 0 (3.34)

With the sliding surfaces defined in (3.33) and (3.34), we can find

ṡ1(t) = ẏ1(t) = ẋ1(t)

=
R

Va
x5(t)

((
YH2 −

x1(t)

x1(t) + x2(t)

)
kaua −

x2(t)

x1(t) + x2(t)

N0

2F
AcIfc(t)

) (3.35)

and

ṡ2(t) =ẏ2(t)− ẏ1(t) = ẋ3(t)− ẋ1(t)

=
R

Vc
x5(t)

((
YO2 −

x3(t)

x3(t) + x4(t)

)
kcuc −

x4(t)

x3(t) + x4(t)

N0

4F
AcIfc(t)

)
− R

Va
x5(t)

((
YH2 −

x1(t)

x1(t) + x2(t)

)
kaua −

x2(t)

x1(t) + x2(t)

N0

2F
AcIfc(t)

) (3.36)

Note that

YH2 −
x1(t)

x1(t) + x2(t)
> 0

YO2 −
x3(t)

x3(t) + x4(t)
> 0

(3.37)

since H2 and O2 are used for reactions. We assume that the current change is in the

region

0 < Imin < I(t) < Imax (3.38)

Similarly to the PEMFCs model in Chapter 2, ua(t) can be designed

ua(t) =


C1

x1(t)
x1(t)+x2(t)

Imin(
YH2
− x1(t)
x1(t)+x2(t)

)
ka
− σ1sat

(
s1(t)

)
if s1(t) > 0

C1
x1(t)

x1(t)+x2(t)
Imax(

YH2
− x1(t)
x1(t)+x2(t)

)
ka
− σ2sat

(
s1(t)

)
if s1(t) < 0

(3.39)

where C1 = N0
2FAcIfc(t). With this input we have

ṡ1(t) =



R
Va
x5(t)

(
C1

x1(t)
x1(t)+x2(t)

(
Imin − Ifc(t)

)
−
(
YH2 −

x1(t)
x1(t)+x2(t)

)
kaσ1sat

(
s1(t)

))
< 0 if s1(t) > 0

R
Va
x5(t)

(
C1

x1(t)
x1(t)+x2(t)

(
Imax − Ifc(t)

)
−
(
YH2 −

x1(t)
x1(t)+x2(t)

)
kaσ2sat

(
s1(t)

))
> 0 if s1(t) < 0

(3.40)
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For the cathode input uc(t), it is more complicated because we have to consider

s1(t) in equation (3.36). When s2(t) > 0, ṡ2(t) < 0 which implies

ṡ2(t) =
R

Vc
x5(t)

((
YO2 −

x3(t)

x3(t) + x4(t)

)
kcuc −

x4(t)

x3(t) + x4(t)

N0

4F
AcIfc(t)

)
− R

Va
x5(t)

((
YH2 −

x1(t)

x1(t) + x2(t)

)
kaua −

x2(t)

x1(t) + x2(t)

N0

2F
AcIfc(t)

)
< 0

(3.41)

If the second term in (3.41) is greater than zero, it is enough to design uc(t) such that

it satisfies

R

Vc
x5(t)

((
YO2 −

x3(t)

x3(t) + x4(t)

)
kcuc −

x4(t)

x3(t) + x4(t)

N0

4F
AcIfc(t)

)
< 0 (3.42)

which produces

uc(t) =
C2

x3(t)
x3(t)+x4(t)Imin(

YO2 −
x3(t)

x3(t)+x4(t)

)
kc
− σ3sat

(
s2(t)

)
(3.43)

where C2 = N0
4FAcIfc(t). But if the second term in (3.41) is smaller than zero, we have

to check the minimum value of the second term. Since the minimum of −sat
(
s1(t)

)
is

-1 and that of Imin − Ifc(t) is Imin − Imax, the minimum value of the second term in

(3.41) is

R

Va
x5(t)

(
C1

x1(t)

x1(t) + x2(t)

(
Imin − Imax

)
− σ1

)
(3.44)

which is smaller than zero. Therefore, uc(t) can be designed as follows

uc(t) =

C2
x3(t)

x3(t)+x4(t)Imin + Vc
Va

(
C1

x1(t)
x1(t)+x2(t)

(
Imin − Imax

)
− σ1

)
(
YO2 −

x3(t)
x3(t)+x4(t)

)
kc

− σ3sat
(
s2(t)

)
(3.45)

and (3.41) can be written as

ṡ2(t) =
R

Vc
x5(t)

(
C1

x3(t)

x3(t) + x4(t)

(
Imin − Ifc(t)

)
−
(
YO2 −

x3(t)

x3(t) + x4(t)

)
kcσ3sat

(
s2(t)

))
+
R

Va
x5(t)

(
C1

x1(t)

x1(t) + x2(t)

(
Imin − Imax

)
− σ1

)
− R

Va
x5(t)

((
YH2 −

x1(t)

x1(t) + x2(t)

)
kaua −

x2(t)

x1(t) + x2(t)

N0

2F
AcIfc(t)

)
< 0

(3.46)

Similarly, in the case of s2(t) < 0, the maximum value of (3.41) is

R

Va
x5(t)

(
C1

x1(t)

x1(t) + x2(t)

(
Imax − Imin

)
+ σ2

)
(3.47)
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and uc(t) is chosen as follows

uc(t) =

C2
x3(t)

x3(t)+x4(t)Imax + Vc
Va
x5(t)

(
C1

x1(t)
x1(t)+x2(t)

(
Imax − Imin

)
+ σ2

)
(
YO2 −

x3(t)
x3(t)+x4(t)

)
kc

− σ4sat
(
s2(t)

)
(3.48)

We can check that

ṡ2(t) =
R

Vc
x5(t)

(
C1

x3(t)

x3(t) + x4(t)

(
Imax − Ifc(t)

)
−
(
YO2 −

x3(t)

x3(t) + x4(t)

)
kcσ4sat

(
s2(t)

))
+
R

Va
x5(t)

(
C1

x1(t)

x1(t) + x2(t)

(
Imax − Imin

)
+ σ2

)
− R

Va
x5(t)

((
YH2 −

x1(t)

x1(t) + x2(t)

)
kaua −

x2(t)

x1(t) + x2(t)

N0

2F
AcIfc(t)

)
> 0

(3.49)

Note that σi > 0, i = 1, 2, 3, 4.

In summary, the control input is defined by

ua(t) =


C1

x1(t)
x1(t)+x2(t)

Imin(
YH2
− x1(t)
x1(t)+x2(t)

)
ka
− σ1sat

(
s1(t)

)
if s1(t) > 0

C1
x1(t)

x1(t)+x2(t)
Imax(

YH2
− x1(t)
x1(t)+x2(t)

)
ka
− σ2sat

(
s1(t)

)
if s1(t) < 0

(3.50)

and

uc(t) =



C2
x3(t)

x3(t)+x4(t)
Imin+ Vc

Va

(
C1

x1(t)
x1(t)+x2(t)

(
Imin−Imax

)
−σ1

)
(
YO2
− x3(t)
x3(t)+x4(t)

)
kc

− σ3sat
(
s2(t)

)
if s2(t) > 0

C2
x3(t)

x3(t)+x4(t)
Imax+ Vc

Va

(
C1

x1(t)
x1(t)+x2(t)

(
Imax−Imin

)
+σ2

)
(
YO2
− x3(t)
x3(t)+x4(t)

)
kc

− σ4sat
(
s2(t)

)
if s2(t) < 0

(3.51)

Using the fact,

L1 ≤
x1(t)

x1(t)+x2(t)

YH2 −
x1(t)

x1(t)+x2(t)

≤ L2 (3.52)

and

L3 ≤
x3(t)

x3(t)+x4(t)

YO2 −
x3(t)

x3(t)+x4(t)

≤ L4 (3.53)

we can also design a simplified control law as

ua(t) =


L1C1Imin − σ1sat

(
s1(t)

)
if s1(t) > 0

L2C1Imax − σ2sat
(
s1(t)

)
if s1(t) < 0

(3.54)
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and

uc(t) =


L3C2Imin − σ3sat

(
s2(t)

)
+ Vc

Va

(
L2C1

(
Imin − Imax

)
− σ1

)
if s2(t) > 0

L4C2Imax − σ4sat
(
s2(t)

)
+ Vc

Va

(
L2C1

(
Imax − Imin

)
+ σ2

)
if s2(t) < 0

(3.55)

Note that x(t) does not appear on the control inputs ua(t) and uc(t), but control inputs

ua(t) and uc(t) are coupled. In the following section, we have simulated the system

assuming that the temperature stays in a given range.

3.6 Numerical Example Without Temperature Control

The numerical data taken from [88], used in this chapter, are presented in Table 3.1.

Table 3.1: Parameters Of Fuel Cell
Symbol Parameter Value [Unit]

R Gas constant 0.08205 [L atm mol−1 K−1]
T Operating cell temperature 1153 [K]
N Number of cells 200
VA Anode volume 0.005 [m3]
VC Cathode volume 0.010 [m3]
ka Anode conversion factor 7.034 × 10−4 [mol s−1]
kc Cathode conversion factor 7.036 × 10−4 [mol s−1]
A Fuel cell active area 0.01 [m2]
F Faraday constant 96,485 [A s mol−1]
YO2 O2 reactant factor 0.2095
YN2 N2 reactant factor 0.7808
YH2 H2 reactant factor 0.9999
C1 N ·A/2F 4.21 × 10−6 [m2 mol A−1 s−1]
C2 1.2684N ·A/F 1.07 × 10−5 [m2 mol A−1 s−1]

Assuming that the state variables are available at all times, using the control inputs

in (3.50) and (3.51) with σ1 = σ2 = σ3 = σ4 = 100, the results are shown in Figures

3.5 and 3.6.

In this simulation, the current density changes are assumed as in Figure 3.7 and Tfc

is assumed to change as in Figure 3.8. Even though, Tfc is a parameter that should

be controlled, we assumed that the variation of T is between 1150 − 1156K. Figures

3.5 and 3.6 show that after 20 seconds the output y2(t) follows y1(t), which means we

can keep the pressure difference between hydrogen and oxygen in a small range after



69

Figure 3.5: Pressure of hydrogen for the nonlinear system using (3.50)

20 seconds.

If we use the same sliding mode technique as in Chapter 2 (si(t) = yi(t)−Yidesrired),

the outputs are shown in Figures 3.9 and 3.10. The pressures reach at 3 atm finally, but

in transient state, there exists some difference between hydrogen and oxygen pressures.

When the sliding mode control technique proposed in this chapter is used, no ripples

appear as evident and the pressure between outputs y1(t) and y2(t) stays in a small

range after some time.

3.7 Conclusion

We have applied the sliding mode strategy for the nonlinear SOFC model using the

same objective as in Chapter 2. The proposed sliding mode controller copes very well

with the cell current changes I(t), and keeps hydrogen and oxygen pressure difference

small in the transient mode as well as keeps very precisely the pressures of hydrogen

and oxygen at the desired (required) values as at steady state.
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Figure 3.6: Pressure of oxygen for the nonlinear system using (3.51)

Figure 3.7: Current density changes
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Figure 3.8: Temperature (Tfc) changes

Figure 3.9: Pressure of hydrogen
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Figure 3.10: Pressure of oxygen



73

Chapter 4

Control of Processes of Solar Cells

4.1 Introduction

Jump parameter linear systems have mode switches governed by a Markov stochastic

process. This class of systems has been studied in different set-ups by many researchers

[55, 114, 115]. Optimal control of jump parameter linear systems has been considered

in several papers [55, 116–118]. In [116], the authors presented the linear-quadratic

optimal regulator for the linearized process dynamics of a steam boiler in a solar-

powered central receiver, whose dynamics depends on clouds interfering with the Sun.

In this chapter, we will use linear-quadratic optimal control to study the switching

phenomena in the Cuk converter used in solar cells (photovoltaic systems).

Maximum power point tracking (MPPT) is one of most important objectives for

photovoltaic (PV) systems, [119–123]. Its schematic is presented in Figure 4.1. By

δ

PV 
Module DC/DC 

Converter
Load

δ 

Figure 4.1: Block diagram of a stand-alone PV system for MPPT and a DC/DC con-
verter

adjusting the duty cycle δ in Figure 4.1 for the DC/DC converter, maximum power

point tracking can be achieved. The relationship between the output power and voltage

is shown in Figure 4.2 parameterized by the value of the duty cycle.

The DC/DC converter (buck, boost, buck-boost, or Cuk converter) has two modes
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Figure 4.2: Output power versus output voltage parameterized by the duty cycle δ

through a switch therefore, it could be considered as a jump parameter linear system.

Control of DC/DC converters has been studied by many well-respected researchers, for

example [122, 124–126]. Especially, the switched systems in power electronics, with

an emphasis on DC/DC converters, have been researched in recent years, for example

[127–130]. Even though, the optimal control techniques for the Cuk converter have

been studied in some papers [131–133], the jump parameter optimal control technique

has not been considered so far.

The Cuk converter uses capacitive energy transfer, and analysis can be based on

the current balance of the capacitor (although inductor voltage-balance analysis is also

possible). The Cuk converter combines the functionality of buck and boost converters,

i.e. it can either increase or decrease the output voltage with respect to the input

voltage. It uses a capacitor as its main energy-storage component, which increases its

efficiency. Input and output currents are smoothed by inductors. Control of the Cuk

converter has been studied in a series of papers, see for example [134–136], but none of

them used the technique proposed in this chapter.

In this chapter, we have considered the Cuk converter and studied the two modes

for the converter using theory of jump parameter linear systems. We have applied

the linear-quadratic optimal controller for the obtained jump parameter linear system

using a modified version of the algorithm of [55] and presented the optimal quadratic

performance values with respect to the change of δ. In the following section, the Cuk
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converter circuit and its state-space model are described. In Section 4.3, optimal control

for the jump parameter linear system of the Cuk converter is considered and the mod-

ified (accelerated) version algorithm of [55] is derived. Simulation results are presented

in Section 4.4. The simulation results show the efficiency of the proposed technique

despite of the presence of disturbances.

4.2 Cuk Converter in State Space

The Cuk converter is based on a switching boost-buck topology. Its schematic is pre-

sented in Figure 4.3. Depending on the switch Q1, there exist “ON-STATE” (see Figure

-
VO

+

-
VC2

+
D1Id   c   

C1
L1

iL1 iL2

C2

L2

  Vg   c RQ1

+  VC1  -

R1 R2

Figure 4.3: Cuk converter schematic

4.4) and “OFF-STATE” (see Figure 4.5).

-
VC1

+

-
VO

+

-
VC2

+
C2  Vg   c RC1

+   VL1   -
L1

iL1

R1

iL2

-   VL2   +
L2 R2

Figure 4.4: Cuk converter with the switch Q1 in “ON-STATE”
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-
VO

+

-
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+

iL2

C2  Vg   c R
+

VC1

-
C1

-   VL2   ++   VL1   -
L1

iL1

L2R1 R2

M

Figure 4.5: Cuk converter with the switch Q1 in “OFF-STATE”

The input voltage Vg is fed into the circuit through L1. In mode 1 (when Q1 is on),

current i1 flows through L1 and the diode D1 is reverse biased. The energy dissipated

from the storage elements in the output stage with L2 and C2 acting as a smoothing

filter. In mode 2 (when Q1 is off), L1 reverses to maintain the current flow and source

current as its magnetic filed collapses. The energy in the output stage is provided via

C1. In the steady state, the average values of VL1 and VL2 (with the duty cycle δ of the

switch, 0 < δ < 1) are

VL1 = δVg + (1− δ)(Vg − VC1)

VL2 = δ(VC1 − VC2) + (1− δ)(−VC2)

(4.1)

since VL2 = VC1 − VC2 when Q1 is on and VL2 = −VC2 when Q1 is off [137]. By

letting the both voltages to go to zeros in the steady state, since the voltage across the

capacitor cannot change instantaneously when the switching speed is high, we can find

VO
Vg

=
VC2

Vg
=

δ

1− δ
(4.2)

In the state space, with the state variables
[
x1 x2 x3 x4

]T
=
[
iL1 iL2 VC1 VC2

]T
,

the model can be expressed as follows.
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In mode 1

diL1

dt
=
−L2R1

L1L2 −M2
iL1 +

MR2

L1L2 −M2
iL2

+
−M

L1L2 −M2
VC1 +

M

L1L2 −M2
VC2 +

L2

L1L2 −M2
Vg

dVC1

dt
=

MR1

L1L2 −M2
iL1 +

−L1R2

L1L2 −M2
iL2

+
L1

L1L2 −M2
VC1 +

−L1

L1L2 −M2
VC2 +

−M
L1L2 −M2

Vg

diL2

dt
=
−1

C1
iL2

dVC2

dt
=

1

C2
iL2 +

−1

RC2
VC2

VO = VC2

(4.3)

and, the equations in the state space are represented as follows

ẋ =



−L2R1
L1L2−M2

MR2
L1L2−M2

−M
L1L2−M2

M
L1L2−M2

MR1
L1L2−M2

−L1R2
L1L2−M2

L1
L1L2−M2

−L1
L1L2−M2

0 −1
C1

0 0

0 1
C2

0 −1
RC2


x+



L2
L1L2−M2

−M
L1L2−M2

0

0


Vg

= A1x+B1Vg

y = [0 0 0 1]x = C1x

(4.4)

In mode 2, we have

diL1

dt
=
−L2R1

L1L2 −M2
iL1 +

MR2

L1L2 −M2
iL2

+
−L2

L1L2 −M2
VC1 +

M

L1L2 −M2
VC2 +

L2

L1L2 −M2
Vg

dVC1

dt
=

MR1

L1L2 −M2
iL1 +

−L1R2

L1L2 −M2
iL2

+
M

L1L2 −M2
VC1 +

−L1

L1L2 −M2
VC2 +

−M
L1L2 −M2

Vg

diL2

dt
=
−1

C1
iL1

dVC2

dt
=

1

C2
iL2 +

−1

RC2
VC2

VO = VC2

(4.5)
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and, the state space equations are shown as follows

ẋ =



−L2R1
L1L2−M2

MR2
L1L2−M2

−L2
L1L2−M2

M
L1L2−M2

MR1
L1L2−M2

−L1R2
L1L2−M2

M
L1L2−M2

−L1
L1L2−M2

−1
C1

0 0 0

0 1
C2

0 −1
RC2


x+



L2
L1L2−M2

−M
L1L2−M2

0

0


Vg

= A2x+B2Vg

y = [0 0 0 1]x = C2x

(4.6)

The averaged state space method as defined in [134] is well-known method used in

modeling switching converters.

ẋ = Ax+BVg

y = Gx

(4.7)

with

A = δA1 + (1− δ)A2 =



0 0 −1−δ
L1

0

0 0 δ
L2

− 1
L2

1−δ
C1

− δ
C1

0 0

0 1
C2

0 − 1
RC2


B = δB1 + (1− δ)B2 = [ 1

L1
0 0 0]T

G = δG1 + (1− δ)G2 = [0 0 0 1]

(4.8)

4.3 Jump Parameter Linear Optimal Control Systems

This section is based on applying the jump parameter linear system theory and a

modified version of the algorithm [55] to the Cuk converter. The idea to use the jump

parameter linear optimal controller for the Cuk converter was for the first time presented

in [137]. The results are farther developed where a new, accelerated algorithm of [55]

was derived.

The Cuk converter’s switch Q1 will change from mode 1 to mode 2 and vice versa

and this is considered that this change between those systems is governed by a Markov

chain. The Cuk converter is assumed to have two states with the transition matrix

[114] (see Figure 4.6)
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Mode 1 Mode 2

δ

(1-δ)

Figure 4.6: Two state Markov chain in MPPT

Π =

 −δ δ

(1− δ) −(1− δ)

 (4.9)

Consider a general linear dynamic system described by

ẋ(t) = A(r)x(t) +B(r)u(t), x(t0) = x0 (4.10)

where x(t) is the state vector of dimension n, u(t) is a control input of dimension m, A

and B are mode-dependent matrices of appropriate dimensions, and r is a Markovian

process that represents the mode of the system and takes on values in a discrete set

Ψ = 1, 2, · · · , N .

In general, the stationary transition probabilities of the system modes are deter-

mined by a Markov chain, whose transition rate matrix given by [114]:

Π =



π11 π12 · · · π1N

π21 π22 · · · π2N

...
...

. . .
...

πN1 πN2 · · · πNN


(4.11)

This matrix has the property that πij ≥ 0, i 6= j and πii = −
∑

j 6=i πij . The performance

of the linear dynamic system (4.10), is measured by the following criterion:

J = E

{∫ ∞
0

[
xT (t)Q(r)x(t) + uT (t)R(r)u(t)

]
dt|t0, x(t0), r(t0)

}
(4.12)

where Q(r) ≥ 0 and R(r) > 0 for every r.

The optimal feedback controls are then given by [116]

uopt = −R−1
k BT

k Pkx(t), k = 1, 2, · · · , N (4.13)

where k indicates the mode of the system (A(r = k) = Ak, B(r = k) = Bk, Q(r = k) =

Qk, R(r = k) = Rk) and the Pk’s are the positive semi-definite stabilizing solutions of
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a set of the coupled algebraic Riccati equations defined by

ATk Pk − PkSkPk + PkAk +Qk +

N∑
j=1,j 6=k

πkjPj = 0,

k = 1, 2, · · · , N

(4.14)

where Ak = Ak + 1/2πkkI and Sk = BkR
−1
k BT

k . Equations (4.13) and (4.14) are

non-linear algebraic. The existence of positive semi-definite stabilizing solutions (sta-

bilizable with respect to Ak) of these equations under the control oriented assumptions

(controllability-observability and their weaker conditions - stabilizability and detectabil-

ity) given in [55].

The following modified and accelerated algorithm of the algorithm from [55], for

solving the set of coupled algebraic Riccati equation (4.14) in terms of decoupled linear

Lyapunov algebraic equations was proposed as

(Ak − SkP
(i)
k )TP

(i+1)
k + P

(i+1)
k (Ak − SkP

(i)
k )

= −P (i)
k SkP

(i)
k −Q

(i)
k

P
(0)
k ≥ 0, k = 1, 2, · · · , N

(4.15)

where

Q
(i)
k = Qk +

k−1∑
j=1

πkjP
(i+1)
j +

N∑
j=k+1

πkjP
(i)
j ≥ 0 (4.16)

The convergence proof of this algorithm can be done similarly to the proof of [55]. In

the next section we will specialize this general algorithm for the Cuk converter used in

solar cells for MPPT.

4.4 Simulation Results

A typical solar panel converts only around 15 percent of the incident solar irradiation

into energy. In order to increase the efficiency of the solar panel we should use the

Maximum Power Point Tracking technique (MPPT). According to the maximum power

transfer theorem, the power delivered to the load has a maximum value when the source

internal impedance (Thevenin impedance) matches the load impedance. So in other

words, we need to match each time the impedance seen from the converter input side
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with the internal impedance of the solar panel if the system is required to operate at

the MPP of the solar array.

In this chapter, we are using, at the source side, the Cuk converter connected to the

solar panel and this is a converter technique to enhance the solar array output voltage.

Now by simply changing the duty cycle of the Cuk converter’s switch with a smart

control, we can match the source impedance with the load impedance and reach our

goal. The solar panel will be then more efficient, less costly and applicable for different

purposes from basic loads to non linear loads.

The numerical values for the Cuk converter connected to a solar panel are taken from

[137]. The numerical values L1 = 0.5mH, L2 = 7.5mH, M = 0mH, C1 = 2.0µF, C2 =

20µF, R1 = R2 = 0Ω, R = 30Ω produce

A1 =



0 0 0 0

0 0 1.3× 102 −1.3× 102

0 −5× 105 0 0

0 5× 104 0 −1.67× 103



A2 =



0 0 −2× 103 0

0 0 0 −1.33× 102

5× 105 0 0 0

0 5× 104 0 −1.67× 103


B1 = B2 = [2× 103 0 0 0]T

The transition matrix is

Π =

 −δ δ

(1− δ) −(1− δ)


where the duty cycle δ is dictated by the maximum power point tracking (MPPT).

Using algorithm of (4.15)-(4.16) for N = 2, matrices A1 and A2, and Q1 = Q2 =

I4, R1 = R2 = 1, we have obtained the optimal values for Jopt1 and Jopt2 for different

values of δ and presented them in Table 4.1.

It can be observed from Table 4.1 that the optimal criteria hardly change with

the value of the duty cycle δ. This facilitates that the duty cycle value δ can be
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Table 4.1: Optimal Performance Criterion as functions of δ

δ Jopt1 Jopt2

0.1 11.840565 0.120935
0.2 11.839769 0.120884
0.3 11.838972 0.120833
0.4 11.838176 0.120783
0.5 11.837380 0.120732
0.6 11.836584 0.120682
0.7 11.835788 0.120631
0.8 11.834993 0.120581
0.9 11.834197 0.120530

independently chosen to achieve the maximum power of PV as dictated by MPPT.

These optimal performance criterion results show that it is preferable for the converter

to be in mode 2, since it will spend less energy in this mode. Note that the quadratic

performance chosen in fact represents an energy measure (“square” of the state variables

plus “square” of the control variables).

In the following we show that the proposed technique is more general and not specific

only for solar cells. To that end, we simulate the Cuk converter using MATLAB under

the proposed optimal switching control law for a standard control problem (independent

of a particular application of the Cuk converter) to eliminate tracking errors. Our goal

is that the output of the Cuk converter follows a constant value, for example Vo = 24V ,

despite of switching of the feedback gains, and potential disturbances. It is well known

in standard control books [59] that an integrator has to be inserted in the feedback

loop to cope with constant or slow varying disturbances, see also [131]. According to

[131], “the switching dc-dc converter is inevitable subjected to disturbances for a lot of

reasons.” After adding the integrator, we have applied the optimal control technique for

the corresponding jump parameter linear system. The feedback system with the Cuk

converter is shown in Figure 4.7 and its Simulink implementation is found in Figure 4.8.

With the same system matrices as in Section 4.3, the augmented system state vector

is defined [x ε] where ε =
∫
edt, where e is the tracking error [59]. The corresponding
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Figure 4.7: Cuk converter schematic in a feedback loop with an integrator

state space matrices are given as follows

Ā1 =

 A1 0

−C1 0

 , B̄1 =

B1

0

 , C̄1 = [C1 0], D̄1 = 0

Ā2 =

 A2 0

−C2 0

 , B̄2 =

B2

0

 , C̄2 = [C2 0], D̄2 = 0

The overall control law is [59]

ui = −[Ki Fi]

x
ε

 , i = 1, 2

where Ki and Fi are found via the jump parameter technique. The objective is to

keep the output voltage VO at 24V with the nominal input equal to 12V even if there

exists a disturbance on the input. In our simulation, the disturbance is caused by

constant changes of the duty cycle, but there are many sources of disturbances in the

switched systems like the Cuk converter, as previously indicated in [131]. With the

duty cycle given by δ = VO
Vg+VO

, we have assumed a disturbance for Vg = 1−δ
δ Vo as

shown in Figure 4.9. The outputs of the averaged system and the jump parameter

optimal controlled system are shown in Figures 4.10 and 4.11, respectively. For the

jump parameter controlled system, in order to find the optimal feedback gains, we have

used R and Q as follows, R = 1, Q = diag{10, 10, 10, 10, 1000}. Comparing with the
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Figure 4.8: Simulink implementation for the Cuk converter schematic in a feedback
loop with an integrator

output of the averaged system and the jump parameter optimally controlled system,

we see that for the method proposed in this chapter the output shows relatively small

ripples whenever Vg is changed. These ripples are considerable smaller than 1.5 and 3

ripples seen in Figure 4.10 for the averaged Cuk converter system.

4.5 Conclusion

In this chapter, we have applied the optimal jump parameter control technique to the

Cuk converter used in solar cells. The simulation results obtained sustain the efficiency

of the proposed technique even in the case with constant disturbances caused by changes

of the duty cycle. The optimal performance criterion results obtained by changing the

duty cycle, indicate that the optimal values are almost insensitive to the value of the

duty cycle δ, which gives complete freedom in adjusting δ while performing circuit

operations in an optimal manner from the system (circuit) energy stand point of view.
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Figure 4.9: Input Vg with a disturbance

Figure 4.10: Output Vo for the averaged system
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Figure 4.11: Output Vo for the jump parameter optimally controlled system



87

Chapter 5

Conclusions and Future Work

5.1 Conclusions

The study of control techniques for fuel cells and solar cells are investigated in this

dissertation. Using sliding mode control, the pressures are kept at the desired values

in PEMFCs and SOFCs despite the abrupt cell current change. We have also applied

the jump parameter linear system control technique to the Cuk converter to find the

optimal value and to reduce a constant disturbance with the integral action.

For PEMFCs model, we have applied the sliding mode strategy for the linearized

model as well as nonlinear model in Chapter 2. In Chapter 3, a similar technique is used

for SOFCs. The sliding mode technique is robust with respect to the disturbance, which

in this case is the fuel cell current I(t). The proposed controller keeps very precisely

the pressures of hydrogen and oxygen at the desired (required) values. Especially, the

proposed control technique for SOFCs makes the pressure difference between hydrogen

and oxygen very small in both the transient mode and at steady state.

For the jump parameter linear system control technique applied to the Cuk con-

verter, we have found a modified and accelerated algorithm of the algorithm from [55].

We have applied the technique with the integral action to keep the output at the desired

value with a constant disturbance.

5.2 Future Work

In the future, more accurate stack models of fuel cells could be and should be developed

since “the chemical kinetics in PEMFCs is fast, and the limiting factors in PEMFCs
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are water and heat transport.” And, in the state space modeling in [4], the electro-

chemical reactions in the catalysts layers and the species transport in the membrane

electrolyte assembly are not considered. In modeling of SOFCs, we need to consider

the temperature controller. The temperature is one of the most important factors in

SOFCs. We can combine our result to the fuel cell systems with reformer, burner, heat

exchangers, and etc.

The reaching time using sliding mode control technique for both cases (PEMFCs

and SOFCs) need to be estimated. The reaching time to the boundary layer of sliding

surfaces should converge exponentially.

Since the fuel cells are very complex systems, they may be studied and corresponding

controllers may be designed in the future using multiple time scales [138] and/or weak

coupling among subsystems of fuel cells and gas reformers. Sliding mode control for

weakly coupled linear systems has been recently considered in [139].

The effect of ON/OFF dynamics in the Cuk converter should be studied in more

detail since it is faster than the cell dynamics. The result of the jump parameter linear

system for the Cuk converter can be extended to buck, boost, or buck-boost converters.

Also, the accelerated algorithm can be used for any jump parameter linear systems for

fast convergence.
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Appendix A

Elements for Section 2

A.1 Functions ϕij in (2.6)
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[60] W.-C. Su, S. V. Drakunov, Ü. Özgüner, Constructing discontinuity surfaces for

variable structure systems: a Lyapunov approach, Automatica 32 (6) (1996) 925–

928.

[61] S. Laghrouche, F. Plestan, A. Glumineau, Higher order sliding mode control based

on integral sliding mode, Automatica 43 (3) (2007) 531–537.

[62] J. E. Slotine, W. Li, Applied Nonlinear Control, Prentice Hall, Englewood Cliffs,

New Jersey, 1991.

[63] V. I. Utkin, J. Guldner, J. Shi, Sliding Mode Control in Electromechanical Sys-

tems, Taylor & Francis, London, 1999.

[64] Z. Gajic, M. Lelic, Modern Control Systems Engineering, Prentice Hall, 1996.

[65] W.-C. Su, Sliding surface design for singularly perturbed systems, International

Journal of Control 72 (11) (1999) 990–995.

[66] G. Park, Z. Gajic, Sliding mode control of a linearized polymer electrolyte mem-

brane fuel cell model, Journal of Power Sources 212 (2012) 226–232.



98

[67] G. Park, Z. Gajic, A simple sliding mode controller of a fifth-order nonlinear PEM

fuel cell model, Energy Conversion, IEEE Transactions on in press (2014).

[68] J. Larminie, A. Dicks, Fuel Cell Systems Explained, John Wiley & Sons Inc.,

Chichester, West Sussex, 2003.

[69] X.-J. Wu, X.-J. Zhu, G.-Y. Cao, H.-Y. Tu, Predictive control of sofc based on a

ga-rbf neural network model, Journal of Power Sources 179 (1) (2008) 232–239.

[70] X.-J. Wu, X.-J. Zhu, G.-Y. Cao, H.-Y. Tu, Dynamic modeling of sofc based on a

T-S fuzzy model, Simulation Modelling Practice and Theory 16 (5) (2008) 494–

504.

[71] Y.-W. Kang, J. Li, G.-Y. Cao, H.-Y. Tu, J. Li, J. Yang, A reduced 1d dynamic

model of a planar direct internal reforming solid oxide fuel cell for system research,

Journal of Power Sources 188 (1) (2009) 170–176.

[72] H. Xi, J. Sun, Dynamic analysis of planar solid oxide fuel cell models with different

assumptions of temperature layers, Journal of Fuel Cell Science and Technology

6 (1) (2009) 011011.

[73] S. A. Hajimolana, M. Soroush, Dynamics and control of a tubular solid-oxide fuel

cell, Computers & Chemical Engineering 48 (13) (2009) 6112–6125.

[74] D. Hall, R. Colclaser, Transient modeling and simulation of a tubular solid oxide

fuel cell, Energy Conversion, IEEE Transactions on 14 (3) (1999) 749–753.

[75] Y. Zhu, K. Tomsovic, Development of models for analyzing the load-following

performance of microturbines and fuel cells, Electric Power Systems Research

62 (1) (2002) 1–11.

[76] K. Sedghisigarchi, A. Feliachi, Dynamic and transient analysis of power distribu-

tion systems with fuel cells-part i: fuel-cell dynamic model, Energy Conversion,

IEEE Transactions on 19 (2) (2004) 423–428.

[77] Y. Li, S. Choi, S. Rajakaruna, An analysis of the control and operation of a

solid oxide fuel-cell power plant in an isolated system, Energy Conversion, IEEE

Transactions on 20 (2) (2005) 381–387.

[78] F. Jurado, M. Valverde, Genetic fuzzy control applied to the inverter of solid

oxide fuel cell for power quality improvement, Electric Power Systems Research



99

76 (1-3) (2005) 93–105.

[79] F. Jurado, A method for the identification of solid oxide fuel cells using a ham-

merstein model, Journal of Power Sources 154 (1) (2006) 145–152.

[80] F. Jurado, Predictive control of solid oxide fuel cells using fuzzy hammerstein

models, Journal of Power Sources 158 (1) (2006) 245–253.

[81] K. Sedghisigarchi, A. Feliachi, Impact of fuel cells on load-frequency control in

power distribution systems, Energy Conversion, IEEE Transactions on 21 (1)

(2006) 250–256.

[82] Y. Li, S. Rajakaruna, S. Choi, Control of a solid oxide fuel cell power plant in a

grid-connected system, Energy Conversion, IEEE Transactions on 22 (2) (2007)

405–413.

[83] H.-B. Huo, Z.-D. Zhong, X.-J. Zhu, H.-Y. Tu, Nonlinear dynamic modeling for

a sofc stack by using a hammerstein model, Journal of Power Sources 175 (1)

(2008) 441–446.

[84] H.-B. Huo, X.-J. Zhu, W.-Q. Hu, H.-Y. Tu, J. Li, J. Yang, Nonlinear model

predictive control of sofc based on a hammerstein model, Journal of Power Sources

185 (1) (2008) 338–344.

[85] T. Zhang, G. Feng, Rapid load following of an sofc power system via stable fuzzy

predictive tracking controller, Fuzzy Systems, IEEE Transactions on 17 (2) (2009)

357–371.

[86] U. K. Chakraborty, Static and dynamic modeling of solid oxide fuel cell using

genetic programming, Energy 34 (6) (2009) 740–751.

[87] U. K. Chakraborty, An error in solid oxide fuel cell stack modeling, Energy 36 (2)

(2011) 801–802.

[88] K. Sedghisigarchi, A. Feliachi, Dynamic modeling of fuel cells, in: A. Keyhani,

M. Marwali (Eds.), Smart Power Grids 2011, Springer-Verlag, 2011, pp. 625–653.

[89] W. Jiang, R. Fang, R. A. Dougal, J. A. Khan, hermoelectric model of a tubular

sofc for dynamic simulation, Journal of Energy Resources Technoloty 130 (2008)

022601–1 – 022601–10.

[90] R. Gemmen, Dynamic modeling of fuel cells, in: R. Bove, S. Ubertini (Eds.),



100

Modeling Solid Oxide Fuel Cells: Methods, Procedures and Techniques, Springer

Science Business, 2008, pp. 269–322.

[91] B.-G. San, P.-L. Zhou, D. Clealand, Dynamic modeling of tubular SOFC for

marine power system, Journal of Marine Science and Application 9 (2010) 231–

240.

[92] M. Rokni, J. Yuan, The development of heat transfer and gas flow modeling in

the solid oxide fuel cells (sofc), in: Electrochemical Society, SOFC-VI, 1999, pp.

1099–1108.

[93] R. O’Hayre, S.-W. Cha, W. Colella, F. B. Prinz, Fuel Cell Fundamentals, 2nd

Edition, John Wiley & Sons, Hoboken, NJ, 2009.

[94] Y. Qi, B. Huang, K. T. Chuang, Dynamic modeling of solid oxide fuel cell: The

effect of diffusion and inherent impedance, Journal of Power Sources 150 (0)

(2005) 32–47.

[95] R. P. Iczkowski, M. B. Cutlip, Voltage losses in fuel cell cathodes, Journal of The

Electrochemical Society 127 (7) (1980) 1433–1440.

[96] X. W. Zhang, S. H. Chan, H. K. Ho, J. Li, G. Li, Z. Feng, Nonlinear model

predictive control based on the moving horizon state estimation for the solid oxide

fuel cell, International Journal of Hydrogen Energy 33 (9) (2008) 2355–2366.

[97] X. Wang, B. Huang, T. Chen, Data-driven predictive control for solid oxide fuel

cells, Journal of Process Control 17 (2) (2007) 103–114.

[98] L. Wang, H. Zhang, S. Weng, Modeling and simulation of solid oxide fuel cell

based on the volume-resistance characteristic modeling technique, Journal of

Power Sources 177 (2) (2008) 579–589.

[99] P. Vijay, A. Samantaray, A. Mukherjee, A bond graph model-based evaluation of

a control scheme to improve the dynamic performance of a solid oxide fuel cell,

Mechatronics 19 (4) (2009) 489–502.

[100] J. Yang, X. Li, H.-G. Mou, L. Jian, Predictive control of solid oxide fuel cell

based on an improved Takagi-Sugeno fuzzy model, Journal of Power Sources

193 (2) (2009) 699–705.

[101] P. Aguiar, C. Adjiman, N. Brandon, Anode-supported intermediate-temperature



101

direct internal reforming solid oxide fuel cell: Ii. model-based dynamic perfor-

mance and control, Journal of Power Sources 147 (1-2) (2005) 136–147.

[102] P. Aguiar, C. Adjiman, N. Brandon, Anode-supported intermediate temperature

direct internal reforming solid oxide fuel cell. i: model-based steady-state perfor-

mance, Journal of Power Sources 138 (1-2) (2004) 120–136.

[103] Y. Inui, N. Ito, T. Nakajima, A. Urata, Analytical investigation on cell tem-

perature control method of planar solid oxide fuel cell, Energy Conversion and

Management 47 (15-16) (2006) 2319–2328.

[104] T. Kaneko, J. Brouwer, G. Samuelsen, Power and temperature control of fluctu-

ating biomass gas fueled solid oxide fuel cell and micro gas turbine hybrid system,

Journal of Power Sources 160 (1) (2006) 316–325.

[105] R. Kandepu, L. Imsland, B. A. Foss, C. Stiller, B. Thorud, O. Bolland, Modeling

and control of a sofc-gt-based autonomous power system, Energy 32 (4) (2007)

406–417.

[106] F. Mueller, F. Jabbari, R. Gaynor, J. Brouwer, Novel solid oxide fuel cell system

controller for rapid load following, Journal of Power Sources 172 (1) (2007) 308–

323.

[107] F. Mueller, F. Jabbari, J. Brouwer, R. Roberts, T. Junker, H. Ghezel-Ayagh,

Control design for a bottoming solid oxide fuel cell gas turbine hybrid system,

Journal of Fuel Cell Science and Technology 4 (3) (2007) 221–230.

[108] C. Stiller, B. Thorud, O. Bolland, R. Kandepu, L. Imsland, Control strategy for

a solid oxide fuel cell and gas turbine hybrid system, Journal of Power Sources

158 (1) (2006) 303–315.

[109] M. Sorrentino, C. Pianese, Y. G. Guezennec, A hierarchical modeling approach

to the simulation and control of planar solid oxide fuel cells, Journal of Power

Sources 180 (1) (2008) 380–392.

[110] L. Magistri, A. Traverso, F. C. adn M. Bozzolo, P. Costamagna, A. F. Massardo,

Modelling of pressurised hybrid systems based on integrated planar solid oxide

fuel cell(ip-sofc) technology, Full Cells 5 (1) (2005) 80–96.
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