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Many real-world systems can be represented as networks driven by discrete events, each event identified by the time at which it occurs and the parties involved. An event could be a meeting, a stock trade, a phone call, an email, a gang fight, an online or off-line purchase, a blog post, a conference, or the transmission of an IP packet. Innovations in technology have increased our ability to collect massive amounts of digital data from such networks, which presents both new opportunities and new challenges. In this work, we develop new theoretical models and efficient algorithms that leverage the temporal and relational information inherent in the data to better understand and analyze real-world networks. In particular, we consider three problems: (1) detecting correlated events in communication networks; (2) discovering functional communities; and (3) modeling collaboration in academia.

First we present a new stochastic model for event-driven networks, and with it develop two algorithms – a streaming local algorithm, and an efficient global algorithm – to detect statistically correlated activity. We demonstrate that our approach, which models each communication channel as its own stochastic process, is better able to accommodate the temporal variability present in real-world communication networks than existing methods.

Next we study diffusion processes in information networks, identifying functional communities as groups of individuals who participate in the dissemination of common content by
reframing the problem as one of co-clustering sparse matrices. We propose a new co-clustering algorithm that does not require user-specified parameters, and leverages sparsity in the data to run in sublinear time in the size of the matrix.

Finally, we build a game-theoretic model for academic collaboration, representing the academic environment as a repeated game in which each researcher tries to maximize his or her academic success. We find analytically that limitations of existing collaboration models may result in misleading predictions about people's behavior.
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Chapter 1

Introduction

1.1 Motivation

Many real-world systems can be represented as networks driven by discrete events, each event identified by the time at which it occurs and the parties involved. An event could be a meeting, a stock trade, a phone call, a gang fight, an online or off-line purchase, a blog post, a conference, or the transmission of an IP packet. Innovations in technology have increased our ability to collect massive amounts of digital data from such networks, which presents both new opportunities and new challenges. The goal of our research is to develop techniques that leverage the temporal and relational information inherent in the data to better understand and analyze these networks.

Event-driven networks are relevant to a variety of real-world domains. In communication networks, individual people or computers communicate with one another directly through channels such as email, telephone, SMS, instant messaging services, face-to-face encounters, or IP connections. An information network consists of people or organizations that can both receive and broadcast information, facilitating the transfer of content across the network; examples include web logs (blogs), microblogging services such as Twitter, and other forms of social media. In a co-occurrence network, an event corresponds to terms occurring in the same published document. In a co-participation network, events correspond to individuals participating in the same activity, such as running a marathon or attending a theater performance or sporting event. Stores or markets can be seen as purchase networks, where an event indicates that a consumer has purchased a particular product. A recommendation network allows individuals to endorse an organization, item, or service, e.g. by reading an article or by “liking” a page on Facebook. The diversity of possible applications leads to networks with vastly differing properties and network structures.
Networks can be understood at multiple scales. A local perspective could look at an individual’s behavior: amount of activity, type of activity, how the individual relates to others, or when new connections are formed. A global perspective could look at over-arching trends, information diffusion, formation of communities, or changes in network structure.

Some algorithms and data mining approaches are parameter-dependent or require domain- or network-specific knowledge. For example, when studying temporal dynamics, the granularity of analysis (e.g. aggregating or analyzing data over each second, minute, hour, day, week, or month) may significantly affect the results. A decay model requires parameters to dictate the rate of decay. Data mining approaches such as $k$-means clustering or $k$-nearest neighbors are similarly affected by the choice of parameters.

In addition, some methods of network analysis depend on a multitude of meta-data such as geospatial information or textual attributes. Such approaches would be inhibited in a context where such data is limited or not easily accessible.

In this dissertation, we aim to develop methods that:

- apply to a broad class of dynamic networks
- consider both local and global aspects of network structure and behavior
- require few or no parameters
- have minimal data requirements

In the next section, we provide an overview of three problems that arise in the analysis of real-world networks, and summarize our contributions in addressing those problems.

### 1.2 Overview and Contributions

In this dissertation, we develop new theoretical models and efficient algorithms to analyze temporal and behavioral aspects of real-world networks. First, we formalize a new framework for what we call *event-driven networks*. Next, we apply this framework to address three problems:

1. Detecting correlated events in communication networks – Find connected areas of the network with a high concentration of recent activity.

2. Discovering functional communities – Identify groups of individuals who participate in the dissemination of similar content.
3. Modeling collaboration in academia – Study how coauthorship relationships are shaped by researchers’ individual goals.

We introduce each of these problems below.

1.2.1 Detecting Correlated Events in Communication Networks

Entities in dynamic networks often exhibit correlated behavior, which may be due to influence, environmental effects, or response to common external stimuli. However, in many scenarios these dependencies are not explicitly known. Algorithms to discover these latent correlations have applications to computer network security, intelligence, marketing, knowledge discovery, recommendation systems, and other domains. In Chapter 3 we propose a new approach to detecting correlated activity in the context of communication networks.

Since the times and rates of communication may vary across the network, many approaches for analyzing such data first aggregate communication activity over time blocks of globally-determined length. With this more uniform representation, behavior of different entities can be compared across the network using well-known time series analysis methods or other tools. However, this preliminary aggregation step may also hide correlated activity that is not visible on the time scale determined by the global parameters. In this work, we propose a new approach to correlated event detection that is able to better accommodate the temporal variability present in communication networks.

Contributions

We first present a new stochastic model for dynamic networks using tools from Renewal Theory, called the REWARDS (REneWal theory Approach for Real-time Data Streams) model. This approach aims to address the challenges of analyzing networks containing individuals with vastly different temporal and behavioral characteristics. In particular, it moves away from predominantly-used approaches that require an aggregation step or use a decay model with global parameters, which are sensitive to the time scale used for analysis. Using the REWARDS approach to model communication between each pair of nodes, we develop statistical methods to identify dependencies in the system. We validate the effectiveness and robustness of our
approach on synthetic data, and then apply it to detect correlated events in real-world email, IP traffic, and physical proximity networks.

Our main contributions can be summarized as follows:

- The REWARDS model, a streaming stochastic model for systems of point processes
- A formal definition of recency for renewal processes that is time scale-invariant
- A statistical method for measuring correlation between entities in a network that addresses the variety of temporal characteristics present in real-world networks
- A streaming local algorithm for detecting correlated activity among a fixed set of nodes
- An efficient global algorithm that simultaneously detects subsets of nodes exhibiting correlated activity in disparate parts of the network

1.2.2 Discovering Functional Communities

Community discovery is a natural task that arises in the study of social networks, but finding a mathematical formulation which captures the intuitive notion of community is an active research area. Most of the existing literature frames community discovery as the task of clustering a social network graph so that well-connected vertices are in the same cluster. When the network also serves as a medium for the dissemination of information, however, graph structure alone does not tell the whole story, since the existence of a social link does not imply information transfer.

In Chapter 4 we present an alternative approach to community discovery that identifies communities as groups of individuals who have similar behavioral patterns with respect to the dissemination of information. We do this by looking at memes, sets of messages with related content. Our goal is to identify groups of individuals who participate in the dissemination of multiple common memes.

Contributions

Given a set of memes from an information network, we first construct a binary matrix, where the rows correspond to individuals in the network, the columns correspond to memes, and a 1-entry indicates that the individual participated in that meme. We then frame the problem as one
of matrix co-clustering, simultaneously clustering the rows and columns of a matrix to reveal hidden structure. Driven by the goal of community discovery, we suggest that large, dense blocks, or biclusters, correspond to functional communities of individuals who participate in many of the same memes. We observe that existing co-clustering metrics are not designed to reward such structure, and propose a class of metrics that do. Finally, we present the CC-MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm, a new heuristic algorithm which efficiently searches the space of possible co-clusterings for one which maximizes the value of a given metric.

Our main contributions can be summarized as follows:

- Two intuitive properties of co-clustering metrics that aim to reward large, dense biclusters
- A class of metrics which uniquely satisfy those properties among known metrics
- The CC-MACS algorithm, an efficient heuristic algorithm to find a good co-clustering in time sub-linear in the size of the matrix for sparse matrices

1.2.3 Modeling Collaboration in Academia

Across academic disciplines, it is natural to want to measure the impact of an individual and his or her work. Consequently, many metrics have been proposed, based on properties of an individual’s research output. These are used to compare researchers to one another, influencing decisions around hiring and promotions. Such metrics start with simple counts of papers published or citations received, and become progressively more complex. However, while most metrics proposed in the literature are based on individual accomplishments, much scientific and academic progress is the result of collaborative efforts.

In this work, we aim to understand the mechanisms underlying academic collaboration. Using tools from the field of Game Theory, we study how collaboration may arise as the result of interplay between researchers’ individually-motivated behaviors.

Contributions

We begin by building a model for how researchers collaborate and how collaboration affects the number of citations a paper receives, supported by observations from a large real-world
publication and citation dataset. Using this model, we study researchers’ collaborative behavior over time under the premise that each researcher wants to maximize her academic success in terms of both the quality and quantity of her research output.

Our main contributions can be summarized as follows:

- A game-theoretic framework modeling academic collaboration as a repeated game
- Formal analysis of collaboration strategies and game equilibria

1.3 Outline of the Dissertation

In Chapter 2, we lay the groundwork for this dissertation. We begin with a theoretical framework for modeling networks, including both traditional tools from Graph Theory and a new model of our own construction. We then introduce several themes that arise in the study of real-world networks and survey the relevant literature. Finally, we examine each of the three problems addressed in this dissertation, exploring the applicability of the network models and discussing relevance to the themes.

Chapters 3, 4, and 5 focus on the three problems of detecting correlated events in communication networks, discovering functional communities, and modeling collaboration in academia, respectively. For each problem, we formally define the problem, survey related work, present our methodology for solving the problem, and evaluate our approach through analysis of simulated and real-world networks.

In Chapter 6, we explore several other problems for which our framework and methodologies might be useful, and suggest directions for future work.

Chapter 7 provides additional reflection on the material presented in this dissertation, including further discussion of the central themes of our work and a summary of our contributions. We conclude with a big-picture perspective on the current state of network research and a path forward.
Chapter 2

Background

2.1 Definitions and Framework

In scientific discussion, the terms graph and network are often used interchangeably. However, while a graph is a well-defined mathematical construct, there is no single definition of network that is used consistently in the literature. We begin with some definitions from the field of Graph Theory, and then lay out a formal framework for a particular class of networks, which we call event-driven networks. In this dissertation, we will apply both of these constructs in our study of real-world networks.

2.1.1 Graphs

A graph $G = (V, E)$ is defined by a set of objects $V = V(G)$ called vertices and a set of object pairs $E = E(G)$ called edges. If the pairs are ordered, i.e. $E \subseteq V \times V$, then we say $G$ is directed; if they are unordered, i.e. $E \subseteq \binom{V}{2}$, then we say $G$ is undirected. A weighted graph is a graph $G$ with a function $w$ assigning weights to the edges of $G$, $w : E(G) \rightarrow \mathbb{R}$.

A subgraph $H$ of a graph $G$, denoted $H \subseteq G$, is a set of vertices and edges contained in $G$ that itself is a graph, i.e. $V(H) \subseteq V(G)$, $E(H) \subseteq E(G)$, and $(v, v') \in E(H) \Rightarrow v, v' \in V(H)$. If $G$ is a weighted graph with weight function $w$, then $H$ is a weighted graph with weight function $w$ restricted to $E(H)$. If $V(H) = V(G)$, then $H$ is said to span $G$.

For an undirected graph $G$, two vertices $v, v' \in V(G)$ are said to be adjacent if $(v, v') \in E(G)$; and the neighborhood of $v$, denoted $N(v)$, is the set of vertices that are adjacent to $v$. For a directed graph $G$, the incoming neighborhood of $v$ is defined as $N^+(v) = \{v' \in V(G) : (v', v) \in E(G)\}$, and the outgoing neighborhood as $N^-(v) = \{v' \in V(G) : (v, v') \in E(G)\}$. 
2.1.2 Event-Driven Networks

We define an event-driven network \( N = (U, E) \) to consist of a set of nodes \( U \) and a set of time-stamped events \( E \subset 2^U \times 2^U \times \mathbb{R}^+ \), each event \( \varepsilon \in E \) corresponding to a set of source nodes \( S_\varepsilon \subseteq U \), a set of recipient nodes \( R_\varepsilon \subseteq U \), and a time of occurrence \( t_\varepsilon \in \mathbb{R}^+ \). The source set for an event must be non-empty; there is no restriction on the set of recipients.

For any set of events \( E' \subseteq E \), we can construct a graph \( G_{E'} = (V, E) \), with \( V \subseteq U \) corresponding to the network nodes that are a source or recipient of any event in \( E' \), and \( E \subseteq V \times V \) corresponding to node pairs \((u, u')\) such that \( u \) is a source and \( u' \) is a recipient for some event in \( E' \). We refer to \( G_{E'} \) as the graph induced by \( E' \).

For each node \( u \in U \), let \( \mathcal{E}_u \subseteq E \) denote the set of events with \( u \) as a source:

\[
\mathcal{E}_u = \{ \varepsilon : \varepsilon \in E, ~ u \in S_\varepsilon \}.
\]

For each node pair \((u, u') \in U \times U \), let \( \mathcal{E}_{(u, u')} \subseteq E \) denote the set of events for which \( u \) is a source and \( u' \) is a recipient:

\[
\mathcal{E}_{(u, u')} = \{ \varepsilon : \varepsilon \in E, ~ u \in S_\varepsilon, ~ u' \in R_\varepsilon \}.
\]

For any set of events \( E' \subseteq E \) there is a corresponding time sequence \( T_{E'} = \{ t_\varepsilon : \varepsilon \in E' \} \) under the natural ordering of the reals. For simplicity of notation, we let \( T_u = T_{E_u} \) and \( T_{(u, u')} = T_{E_{(u, u')}} \). Figure 2.1(a) shows the time sequences for all nodes in an event-driven network. Figure 2.1(b) shows the (non-empty) time sequences for pairs of nodes in an event-driven network.

![Figure 2.1](image-url)

Figure 2.1: Visualization of the time sequences for all (a) nodes and (b) pairs of nodes in an event-driven network.
We note that in event-driven networks, as opposed to graphs, persistent relationships between nodes need not be defined explicitly. In Section 2.3, we discuss how these two models can be applied to real-world networks. First, we explore several themes of our work.

2.2 Themes and Survey of Literature

The primary motivation for studying real-world networks is to enable better-informed future decisions. These decisions may be based on an understanding of the current state of the network, predictions of the future state, or strategies for manipulating the network itself. We explore several themes and discuss their relevance to the study of real-world networks.

2.2.1 Graph Analysis

One approach to network analysis begins by constructing a graph $G$ encapsulating knowledge of the network. For one example, consider a social network: $V(G)$ could be the users of the network, and $E(G)$ could be the pairs of users with an explicit social relationship in the network (e.g. friend, follower, or co-worker). This is called a snapshot graph, since it represents the network at a single snapshot in time. For another example, consider a phone network with a log of the sender, recipient, and time of each call. One could form a weighted, directed graph $G$ by defining $V(G)$ to be all phone numbers that have ever been active, $E(G)$ to be all ordered pairs of numbers $(a, b)$ such that $a$ has called $b$ at least once, and $w(a, b)$ to be the number of such calls. This is called a summary graph, since it summarizes activity in the network over a period of time. Graphs can be applied in many different contexts to represent objects and the relationships between them.

Once a graph has been constructed, a multitude of graph algorithms can be applied. Minimum-cut algorithms evaluate how robust the graph is to the severence of edges. Spanning tree algorithms can help identify a backbone structure of the network. Other algorithms could look for subgraphs with a particular structure, such as star-like formations or large cliques of pairwise-adjacent vertices.

Centrality measures aim to identify vertices of interest by quantifying the relative importance of each vertex’s role in the network. Degree centrality looks for vertices with many
neighbors. Closeness centrality ranks vertices based on their distances to all the other vertices. Betweenness centrality identifies vertices which lay along shortest paths between many other vertex pairs. Eigenvector centrality is defined to recursively favor vertices with many connections to other central vertices.

Other work studies properties of real-world networks, and proposes theoretical models to describe or explain empirical observations. Well-known results state that many real-world networks have a heavy-tailed degree distribution [23, 12], small diameter [96, 7], and high clustering coefficient. Generative models have been suggested to construct graphs that exhibit some or all of these properties, such as the Watts-Strogatz model [96], the Barabási-Albert model [12], and Kronecker graph models [63].

2.2.2 Temporal Dynamics

As the above examples demonstrate, static graph analysis can provide useful information about a network. However, many real-world networks change over time. As a result, static analysis could yield misleading information for several reasons, among them: new data may have been non-existent or unavailable when the computation was performed; old information may no longer be accurate; and temporal dependencies, such as trends or periodicity in the data, may be overlooked. Additional data may make the analysis more robust or comprehensive, fill in missing or out-dated information, and decrease the chance of error.

There are many approaches to network analysis with a temporal element. One such approach is time series analysis. A time series describes how a scalar quantity changes over time. For example, one could track the size of the network, the degree of a node, or the number of messages sent across a link as time passes. Formally, a time series is a real-valued function $f$ parameterized by time, and can be either continuous ($f : \mathbb{R}^+ \to \mathbb{R}$) or discrete ($f : \mathbb{Z}^+ \to \mathbb{R}$). In practice, however, it is often impossible or impractical to observe and record the functional values at all points in time. Instead, techniques are employed to more concisely represent the time series, such as sampling, fitting to a parameterized model, or low-dimensional approximation. A wide variety of representations exist in the literature, including discrete Fourier transforms [4, 31], wavelets [18, 21], piecewise functional approximations [33, 53, 19], singular value decomposition [58, 81], and symbolic approaches [68]. [26] provides a survey and
comparison of existing time series models.

Another approach models networks as time-evolving graphs, graphs whose vertex and edge sets change over time. In a graph sequence representation, the graph changes at discrete points in time, resulting in a finite sequence of static graphs which are then analyzed collectively. Alternatively, updates to the graph could occur in continuous time, usually with fewer changes occurring at any one moment. Previous work has studied real-world networks through the lens of time-evolving graphs, observing properties such as densification [64], preferential attachment [47], triadic closure [40, 80, 37], and shrinking diameter [64]. Change detection algorithms flag times at which significant changes in graph structure occur [91, 41]. Machine learning and other techniques attempt to predict the formation of new links [69]. Diffusion models are used to analyze the flow of information through a network [83, 27].

One general framework for temporal analysis is simulation, which entails developing a model of a real-world system, and then playing out how the system behaves over time according to the model. Simulations can be deterministic or stochastic. Network simulations may model the addition or deletion of nodes or links, interactions between nodes, and changing node or link attributes. Several general approaches have been considered in the literature, including event-based, activity-based, and process-based models [78].

Game theory can also be applied to study temporal aspects of networks. A game consists of rational players whose actions collectively determine the outcome of the game. Each player assigns a value to each possible outcome, and each player’s goal is to arrive at an outcome of maximal value. In a sequential game, players alternate taking actions, which may depend on the current game state and on knowledge of other players’ previous actions. In a repeated game, the same game is played multiple times, and players’ strategies may be based on what happened in previous iterations. Applying game theoretic analysis to a network context, the players may represent nodes, and actions could be interactions between nodes.

2.2.3 Group Behavior

Network analysis would be greatly simplified if the network were modeled as a collection of objects acting independently, each of whose behavior is determined solely by information specific to that object. However, in many real-world networks an object’s behavior is affected by its
relationships to and interactions with other objects. Sometimes these relationships are known and interactions observed; other times they are not, for example due to covert communication or response to common external stimuli. In either case, models which account for these higher-level correlations have the potential to provide more accurate analysis. In addition, identifying groups of nodes with similar properties or behavior can avoid redundant computation, help characterize nodes and their roles in the network, or assist with entity resolution.

One approach to identifying similarities or correlations between nodes is time series pattern matching. The goal is to recognize whether two nodes have exhibited similar behavior as reflected in time series corresponding to their respective activity. Techniques have been developed to detect common patterns even in the presence of shifting, distortion, missing data, or noise [87, 66].

Clustering is the task of grouping a set of objects such that elements of the same group are more similar than elements of different groups. Many different measures of similarity have been proposed, depending on the characteristics of the data and the goal of the analysis. Two general notions of similarity for clustering nodes in a network are connectivity and role. The former is based on how well-connected the nodes are; e.g. small pairwise distances, or high density of links within a group. The latter is based on nodes having similar functionality or local graph structure; they need not be in close proximity in the network graph. Given a similarity measure, many different clustering algorithms can be applied. Traditional clustering algorithms partition the objects into disjoint subsets; alternative clustering models may allow an object to belong to multiple groups or have fractional group membership, sometimes referred to as soft clustering.

The term community discovery is sometimes used to refer to connectivity-based clustering of nodes in a network, usually implying interaction or coordinated functioning among group members. Community evolution studies how group membership changes over time. The number of communities or the labels identifying them may be fixed, or one could allow for the formation of new communities and dissipation of existing ones. Regardless of the specific model used, there are conceptual challenges in defining and characterizing communities; for example, the term “community” has a connotation of perpetuity, yet membership is fluid and may change considerably over time.
2.2.4 Attribution

One guiding concept when applying algorithms to real-world problems is interpretability, how easily the results can be understood and thus applied to future decision-making. One way of making results more interpretable is through attribution, connecting an outcome with its source or cause.

In social psychology, attribution describes the mechanism by which people associate observed behaviors or events with causal factors. For example, somebody overhearing a verbal fight might attribute it to the participants’ aggressive personalities, bad moods, or a recent misunderstanding. Literary attribution is the study of ascribing historical works of literature to a particular author. In copyright law, producers of new work must give proper attribution to ideas which are not their own. Research publications are also expected to cite others’ work as a form of attribution.

Attribution is closely tied to accountability, the ability to hold individuals responsible for their actions. This idea is central to many legal systems, and has seen renewed interest with regard to security and privacy in online systems. The goal is to design a system that incentivizes good behavior not by directly enforcing it, but by tying bad behavior to undesirable consequences. One example is a reputation system, where users are assigned scores based on opinions or feedback from others, resulting in rewards or punishments, such as the granting or revocation of privileges [82].

Another related concept is causality. In the simplest sense, an action is said to cause an outcome if the outcome is a direct consequence of the action. If such a causal relationship is observed, the outcome can be attributed to the action. In many real-world scenarios, however, an outcome is the result of a multitude of factors, and causal relationships are not explicitly known; defining causality in such circumstances is the subject of debate amongst scientists [35] as well as philosophers [8, 44].

When causal relationships can not be directly observed, attribution may be determined by studying influence,\(^1\) the indirect effects of one’s actions. Influence can be measured by comparing the outcome when an action is performed with the outcome when the action is

\(^1\)We use the term “influence” to include such notions as probabilistic causation and Granger causality.
not performed, all other factors remaining equal. Since we can not physically observe the outcomes under both scenarios simultaneously, assumptions are made to limit the other factors being considered, thus enabling influence to be measured empirically. For example, one may assume a closed system with a fixed set of variables, and then measure the influence of each variable by holding the others constant. This typically requires either the ability to design control experiments or a large and varied dataset that contains information about actions and the corresponding outcomes.

Since it is often difficult to formally establish causality or influence in practice, many approaches in the statistics literature focus on the weaker notion of dependence. Two random variables are said to be dependent if the probability distribution of values for one is different when conditioned on the value of the other. Given a set of empirical data, statistical tests can be performed to evaluate whether an action and an outcome are dependent, and therefore whether the outcome should be partially attributed to the action.

2.2.5 Computational Realizability

Many real-world networks are massive, not only with regard to the number of entities in the network, but also the volume and rate of activity. There are an estimated 2.2 billion email users worldwide, who send 45 billion emails – not including spam – every day. The World Wide Web consists of hundreds of millions of websites; the online social network Facebook boasts over a billion active monthly users; and micro-blogging site Twitter saw an average of 175 million tweets per day in 2012.2 There are many challenges to performing network analysis on such a large scale.

Many questions that arise when analyzing group behavior in networks are computationally hard; that is, the time it takes to solve the problem increases very rapidly with respect to the size of the network. This is not surprising since the number of possible subsets of nodes is exponential in the size of the network. However, in many real-world settings, analysis is not helpful unless the results are found in a timely manner. Since exact solutions can not be found efficiently, approximation algorithms or heuristics may be developed to provide practical results.

---

2Statistics taken from the website Pingdom.com, posted on their Tech Blog on January 16, 2013, compiled from various sources.
that address the real-world needs.

In addition, many network systems have physical limitations on the amount of storage space available, yet data continues accumulating over time. Even if there is space to store all of the data, it may be too cumbersome to process the entire dataset every time new data arrives. One solution is to use streaming algorithms, which process new data only once as it arrives, maintaining only a limited amount of information about all previous data [6].

Another approach for dealing with the great volume and rate of data is distributed computing. A distributed architecture stores data in multiple places rather than in one single repository. In distributed algorithms, different segments of the data are analyzed separately. If desired, the individual results may then synthesized to arrive at a final combined result.

A further challenge to real-world network analysis is data accessibility; that is, some data that would be helpful for analysis may not be available as desired. For example, the amount or type of data that can be collected may be limited due to physical constraints or imperfections in the data collection mechanism. A sensor may give inaccurate readings due to environmental noise. Lack of precision in data collection instruments may yield data with poor granularity. Faulty devices may result in missing data. These practical issues have prompted the development of methods that are robust to noisy or missing data. Furthermore, even after data has been recorded, there may be restrictions on its use due to privacy policy or legal concerns. The secure multi-party computation paradigm has been suggested as a way of addressing such concerns [99].

Finally, some computation may be subject to limitations of human observation and understanding. This is of relevance when the network is intended to model human beliefs or behaviors that are subjective, difficult to observe, or not quantifiable, or when the efficacy of a computational result is dependent on the ability of human actors to understand and respond to it.

In this dissertation, we propose new methods for analyzing real-world networks. We look at three problems that arise in the study of group behavior in networks, paying special attention to temporal aspects of the data. We develop new models and efficient algorithms to address these problems and explore the use of attribution in improving the interpretability of the results.
2.3 Connection to Projects

Here we discuss how the graph theoretic and event-driven network models can help address each of the three problems addressed in this dissertation, and explore how they relate to the themes introduced in the previous section.

2.3.1 Detecting Correlated Events in Communication Networks

In a communication network, individuals communicate with one another directly through channels such as email, telephone, SMS, instant messaging services, or IP connections. Such networks are frequently modeled as graphs, where two vertices are connected by an edge if the corresponding individuals ever interact with one another. The graph may be weighted by the frequency or volume of the interactions. We suggest that real-world communication networks can be further understood and analyzed using our event-driven network model. In Chapter 3, we explore both of these approaches.

In particular, we focus on the task of correlated event detection. We describe a set of communication events as correlated if their collective relational and temporal characteristics differ significantly from the expectation if the processes generating them were acting independently. Such correlations may indicate that the behavior of certain individuals is linked, or that the set of events in question were triggered by a common external source.

Attribution plays an important role in real-world correlated event detection. For many security applications, the utility of an anomaly detection method depends on its ability to identify sources of malicious behavior so they can be neutralized. In the context of data mining, proper attribution can lead to a better understanding of the system and more informative analysis. Our analytical methods are designed with attribution in mind; that is, in addition to simply detecting that correlated activity has occurred, our goal is to pinpoint the exact individuals and events that are responsible for that activity.

Many real-world networks of interest contain thousands or millions of nodes, with a high rate of communication, posing a computational challenge. To exasperate the problem, information may be time-sensitive, so that results are only useful if obtained in a timely manner. Our work focuses on methods that are scalable to large networks, computationally efficient, and aim
to minimize the lag time from when the correlated events occur to when they are detected.

### 2.3.2 Discovering Functional Communities

In information networks, users broadcast messages to an audience of potential viewers, other network users who may choose to respond by broadcasting messages of their own, thus disseminating content across the network. A graph may be used to model the potential viewers of each broadcast, but this relationship does not imply information transfer. In fact, the exact paths through which information flows may not be directly observable. In Chapter 4 we explore how the event-driven network model can be used to study the diffusion of information even when explicit paths of information transfer are not known.

In particular, we look at group behavior in diffusion processes. While hypothetically each piece of information, or *meme*, may follow a completely different diffusion pattern, in real-world information networks certain paths appear more frequently than others. Therefore, one might hope to cluster network users based on the content of their broadcasts, such that users in the same cluster participate in the same memes, and users in different clusters participate in different memes. This, however, is not realistic either, since users may have multiple interests, and would be apt to participate in memes relevant to any of those interests. In this case, a soft clustering may be more appropriate, where each user can be a member of multiple clusters.

We take this one step further. A clustering, whether hard or soft, indicates which users are similar, but does not attribute that similarity to participation in particular memes. To achieve more detailed attribution, we propose *co-clustering* the users and memes simultaneously. The result is a set of *biclusters*, user-meme cluster pairs; a dense bicluster indicates a set of users with a high degree of participation in a specific set of memes. This more nuanced analysis of the behavioral correlations between users can lead to better recommendations of interesting memes, improved predictions of future user activity, and a better understanding of diffusion processes in information networks.

Our co-clustering methodology first defines a metric to evaluate the quality of a co-clustering, and then searches for a co-clustering that maximizes the value of the metric. In full generality, with no constraints on the metric function, this problem is NP-hard because the number of possible co-clusterings is exponential in the number of users and memes, and any one of them
could maximize the metric. In practice, it is therefore necessary to employ heuristics for the results to be useful. We propose an efficient heuristic algorithm to find a good co-clustering according to a given metric, as well as a class of metrics with properties that can be leveraged for further improvements in efficiency.

2.3.3 Modeling Collaboration in Academia

Successful research is often the result of collaborative efforts. In academia, this is manifested in individual researchers working together to publish joint papers. Graphs can be used to represent such collaboration networks, with an edge signifying a coauthorship relationship, optionally weighted by the number of joint papers. Alternatively, academic collaboration can be modeled as an event-driven network, where the publication of a paper is represented as an event with the coauthors as sources and the entire set of researchers as recipients.

In Chapter 5, we study the collaborative behavior of researchers in academia using tools from Game Theory. We define a game where each researcher is trying to maximize her own academic success, and use simulations to analyze the effects of this behavior on the individual researchers as well as the community as a whole. The flexibility of the event-driven network model helps us to study how collaboration strategies change over time.

We posit that due to the collaborative nature of academic research, an individual’s success is typically not solely the result of his own efforts. Our model attempts to capture the way that an individual’s success can be partially attributed to the contributions of his coauthors.

Our theoretical model makes certain assumptions about the academic world – for example, that each researcher considers the publication records of all other researchers, and that all pairs of researchers have equal opportunity to collaborate – that are not entirely realistic. However, the analytical results we derive under our theoretical model may indicate general principles that still apply under more realistic computational settings.
Chapter 3

Detecting Correlated Events in Communication Networks

3.1 Introduction

3.1.1 Background and Motivation

A naive model of event-driven networks consists of a set of entities whose behaviors and interactions are governed by independent processes. However, entities in real-world networks often exhibit correlated behavior, for example due to influence, environmental effects, or response to common external stimuli. These dependencies are usually not explicitly known. The ability to efficiently detect correlated events in large networks could therefore assist in a variety of application domains, such as computer network security, intelligence, marketing, knowledge discovery, and recommendation systems. For example, correlated activity in computer network traffic may indicate a coordinated attack or the spread of a virus. In this work we focus on communication networks, in which individual people or computers communicate with one another directly through channels such as email, IP connections, or face-to-face encounters.

A common approach to analyzing event-driven network data is to first aggregate information over fixed or variable-length time blocks. This approach facilitates the use of many existing analytical tools, but it imposes a trade-off: shorter time blocks give higher resolution at an increased storage cost and may introduce data sparsity issues; longer time blocks may have a smoothing effect that hides shorter-term deviations in behavior. Furthermore, different time granularities may be appropriate for different nodes or edges within the same network. In that case, choosing a global block size may bias analysis towards certain entities and overlook others, a phenomenon we call time-scale bias.

Sulo et al. propose a method for choosing the temporal resolution that best balances the trade-off between minimizing variance and minimizing information loss for a specific graph.
metric [90]. Tong et al. [95] and Lian et al. [67] independently suggest multi-resolution approaches. Sharan et al. determine edge weights for a summary graph based on a decay model with global parameters [89]. These are all reasonable approaches to temporal analysis of event-driven networks, but as they all involve the discretization of time or depend on a global time parameter, they are all susceptible to time-scale bias.

In addition, many existing algorithms for network analysis are designed to be performed off-line. In the off-line scenario, the entire dataset is available simultaneously, and multiple passes over the data are permitted. When new data becomes available, it may require re-analyzing the entire dataset. In a real-world setting, where new data arrives continuously and at high rates, off-line approaches may not be able to provide up-to-date results in a timely manner. We use the term streaming to refer to models or algorithms that require only a single pass over a dataset in chronological order, typically with space and time constraints. In our case of event-driven networks, we aim for space requirements that are linear in the number of node pairs that ever communicate, regardless of the period of time over which data is collected.

These challenges motivate the need for new approaches to model temporal dynamics, overcome time-scale bias, and address efficiency concerns for analysis of event-driven networks.

### 3.1.2 Related Work

One popular approach to event-driven network analysis begins by constructing a (weighted or unweighted) graph to represent network activity aggregated over time, called a summary graph. Then, static graph algorithms employing techniques such as clustering, spectral analysis, and centrality analysis are applied. One application is anomaly detection, which looks for nodes or substructures that are statistical outliers in the graph based on some pre-defined measure. Noble et al. identify subgraphs that appear infrequently using a data mining tool called Subdue and a variant of the Minimum Description Length Principle [75]. Sun et al. identify outlier nodes in bipartite graphs based on properties of their neighborhood [92]. Akoglu et al. propose OddBall, which takes a similar approach for finding outlier nodes in a weighted summary graph [5].

A second approach begins by segmenting time into blocks and constructing a summary graph for each time block. Different nodes can then be compared based on their history of past communication and local graph structure. Priebe et al. represent the network as a sequence of
summary graphs, examining properties of each node’s neighborhood over time [79]. Candia et al. study anomaly detection in spatio-temporal phone data, analyzing daily call volume from each cell tower and comparing to the mean call volume for that tower [13]. They use ideas from percolation theory to identify times and spatial regions of high activity.

A third approach, change detection, looks at how summary graphs change over time. Sun et al. propose the GraphScope algorithm, which clusters vertices in order to minimize the number of bits required to represent the graph, and a change point occurs when it would be more space-efficient to encode a summary graph by itself than in conjunction with the preceding ones [91]. Henderson et al. measure properties of each summary graph, performing detailed analysis of community structure and individual node behavior only when there are significant changes in global metrics [41].

A fourth approach models communication data as a time series, and uses tools from signal processing to analyze patterns of communication for nodes, edges, or the whole network. Ihler et al. use a hidden Markov model to understand temporal patterns in network traffic volume and distinguish between normal and abnormal behavior [45]. Cao et al. learn a B-spline model, identifying both short-term deviations and long-term trends [14]. Lakhina et al. do statistical outlier detection on the time series of traffic volume across origin-destination flows, in terms of # of bytes, # of packets, and # of IP-flows [60]. Their approach is to use PCA to find the most prevalent trends across all flows (top-k eigenflows), and then mark a flow as anomalous at a particular time based on how well it matches the eigenflow prediction. Abello et al. also use a time series model, comparing the activity of each node or edge to the overall network behavior [3].

A related problem is that of asynchronous pattern matching in time series. Sakoe et al. introduce Dynamic Time Warping, which finds matching patterns between a pair of discrete time series, even if one of the time series is stretched or compressed along the temporal dimension or has missing information [87]. Li et al. propose Parsimonious Linear Fingerprinting, which identifies similar pairs of continuous time series, allowing for changes in amplitude, frequency, and phase shifting [66].

Another approach to dynamic network analysis, the Temporal Path Model, considers paths composed of time-ordered edge events. Xie et al. propose an approach for identifying the origin
of viruses in a network using *moonwalks*, random walks on the graph backward in time [98].

All of the above network analysis approaches involve the discretization of time or use a model with global time parameters, and are thus susceptible to time-scale bias. In addition, many of them are off-line algorithms, making them impractical for real-time analysis of streaming data from communication networks. Our approach, based on techniques from Renewal Theory, is a first step towards addressing these challenges.

### 3.1.3 Contributions and Outline

We first present a stochastic network model based on ideas from Renewal Theory. Through experiments we demonstrate that this is a reasonable model and apply it to detect correlated events in real-world communication networks.

Our contributions can be summarized as follows:

- The REWARDS model, a streaming stochastic model for systems of point processes
- A formal definition of recency for renewal processes that is time scale-invariant
- A statistical method for measuring correlation in event-driven networks that addresses the variety of temporal characteristics present in real-world networks
- A streaming local algorithm for detecting correlated activity among a fixed set of nodes
- An efficient global algorithm that simultaneously detects subsets of nodes exhibiting correlated activity in disparate parts of the network

We begin by introducing our stochastic model, the REWARDS model, in Section 3.2.1. In Sections 3.2.2 and 3.2.3 we propose statistical methods to measure dependencies in a network using the REWARDS model. We present two algorithms for detecting correlated events in Section 3.2.4, and analyze their running times in Section 3.2.5. Experimental results are provided in Section 3.3. Section 3.4 provides further discussion of the strengths and limitations of our approach, the significance of our work, and directions for future work.

### 3.2 Methodology

Our approach is to model an event-driven network as a system of stochastic processes. Given data from a real-world network, we first learn parameters of the model from the data, and then
apply statistical tools to identify dependencies between processes.

### 3.2.1 The REWARDS Model

A **renewal process** $\Phi$ is a continuous-time Markov process in which states correspond to the natural numbers, and state transitions $i - 1 \rightarrow i$ occur with waiting times $w_i \in \mathbb{R}^+$ sampled independently from the same distribution. This yields a sequence of times $t_i = \sum_{k=1}^{i} w_k$ at which state transitions occur. We refer to the countable ordered set $T_\Phi = \{t_i\}$ as the *time sequence* for $\Phi$.

Consider a communication network where data arrives as a stream of time-stamped messages sent directly from one node in the network to another. We represent this as an event-driven network $\mathcal{N} = (\mathcal{U}, \mathcal{E})$, with events corresponding to the messages. For each pair of nodes $(u, u')$ that ever interacts, we extract the discrete-event sequence $\mathcal{E}_{(u,u')}$ consisting of the relevant events, as well as the corresponding time sequence $T_{(u,u')}$ (see Section 2.1.2).

The REWARDS (REneWal theory Approach for Real-time Data Streams) model represents the network as a system of renewal processes. For each (directed or undirected) node pair $(u, u')$, we infer the waiting time distribution for the renewal process $\Phi_{(u,u')}$ that generated the time sequence $T_{(u,u')}$.\(^1\) The choice of distribution model and inference method are independent of our work.

Now that we have introduced the REWARDS model, we present a statistical methodology that will help in analyzing dependencies between processes.

### 3.2.2 Measuring Statistical Correlation

We suggest the following procedure to test for positive correlation of random variables. Given a set of samples $x_1, \ldots, x_n$ taken from real-valued continuous random variables $X_1, \ldots, X_n$:

1. Let $Y_i$ be a normalization of $X_i$, i.e. $Y_i \sim \text{Uniform}(0, 1)$, for all $1 \leq i \leq n$

2. Apply a statistical goodness-of-fit test under the null hypothesis that the corresponding values $y_1, \ldots, y_n$ are i.i.d. samples from $\text{Uniform}(0, 1)$

\(^1\)The REWARDS approach could also be used to model individual nodes or other network substructures. In this work, we focus on applications where the mode of communication is one-to-one messages.
3. Measure likelihood of the sample as the p-value from the goodness-of-fit test

Step 1 is accomplished using a technique called the **probability integral transform**: Let $X$ be a continuous random variable, and let $F_X$ be the corresponding cumulative distribution function (CDF). Let $Y$ be the random variable defined by applying $F_X$ to $X$, i.e. $Y = F_X(X)$.

**Proposition 3.1.** $Y \sim \text{Uniform}(0,1)$.

**Proof.**

$$F_Y(y) = Pr(Y \leq y) = Pr(F_X(X) \leq y) \quad \text{[by definition]}$$

$$= Pr(F_X^{-1}(F_X(X)) \leq F_X^{-1}(y)) \quad \text{[}F_X^{-1}\text{ increasing]}$$

$$= Pr(X \leq F_X^{-1}(y)) = F_X(F_X^{-1}(y)) = y \quad \text{[by definition]}$$

The probability integral transform is illustrated in Figure 3.1. Values of $X$ are along the x-axis, while $Y$ takes values in $[0, 1]$, shown along the y-axis.

![CDF for random variable X](image)

**Figure 3.1:** The probability integral transform

For Step 2, we perform a statistical goodness-of-fit test comparing the empirical distribution function $\hat{Y}(y) = \frac{1}{n} \cdot |\{i : y_i \leq y\}|$ to the theoretical cumulative distribution function for $\text{Uniform}(0,1)$ samples, $\text{Triangle}(0,1)$. One such test, the Kolmogorov-Smirnov test [57], is illustrated in Figure 3.2. The Kolmogorov-Smirnov statistic, denoted $d_{KS}$, is the maximum
difference between the two distributions:

\[ d_{KS}(\hat{Y} \parallel \text{Triangle}(0, 1)) = \max_y (\hat{Y}(y) - y). \]

The p-value, denoted \( p_{KS} \), is the likelihood that a sample generated according to the null model would yield a difference of at least \( d_{KS} \). The smaller the p-value, the greater the confidence with which one may reject the null hypothesis, and therefore the stronger the implication that the random variables are not independent.

Among probability distance functions, we choose the Kolmogorov-Smirnov statistic because of its interpretability: it indicates the threshold \( \gamma_{KS} = \arg \max_y (\hat{Y}(y) - y) \) with the highest concentration of values falling below that threshold, as well as the corresponding values. This feature is instrumental for attribution, allowing us to identify the variables with the highest correlation. Next, we explore how this paradigm can be applied to detect correlated events in event-driven networks.

### 3.2.3 Recency

Our goal is to detect correlations in communication activity. In particular, we look for times at which there has been an unusually high concentration of recent activity amongst a subset of nodes in the network. In order to formalize this task, we first define what we mean by recent.

---

2In our experiments we use the positive one-sided Kolmogorov-Smirnov statistic since for the applications we consider, we are more interested in correlation of activity than non-activity. A different choice may be appropriate for other applications, such as fault detection.
A natural quantity to consider is the age of a renewal process, which is defined in the Renewal Theory literature as the time elapsed since the last event:

\[
\text{Age}_\Phi(t) = \begin{cases} 
  t - t_i & \text{if } t_i \leq t \text{ and } \exists j : t_i < t_j \leq t \\
  \infty & \text{if } \forall t_i \leq t
\end{cases}
\]

However, activity rates may vary among nodes in the network, and looking at the age will bias analysis towards nodes with higher activity rates, potentially hiding correlated behavior among lower-rate nodes. To compensate for this time scale bias, we first normalize each process following the procedure proposed in Section 3.2.2.

Let \( F^{\text{Age}}_\Phi \) denote the limit distribution of the Age function:

\[
F^{\text{Age}}_\Phi(\tau) = \lim_{t \to \infty} \Pr(\text{Age}_\Phi(t) \leq \tau).
\]

We define the recency of \( \Phi \) at time \( t \) to be

\[
\text{Rec}_\Phi(t) = 1 - F^{\text{Age}}_\Phi(\text{Age}_\Phi(t)).
\]

Note that Rec is a decreasing function on every interval \([t_i, t_{i+1})\) (see Figure 3.3), and that it satisfies the uniformity property as described in Section 3.2.2, that \( \text{Rec}_\Phi \sim \text{Uniform}(0, 1) \) for any renewal process \( \Phi \). The intuition is that sampling the recency function randomly in time will generate uniform random samples in \([0, 1]\). This normalization is scale-invariant (recency values remain the same when time is stretched by a constant factor), which makes our approach robust to differences in time scale between networks or between entities within the same network.

Next, we consider correlation of recent activity across multiple processes. Given a set \( \Omega \) of renewal processes, we define the recency of \( \Omega \) at time \( t \) as \( \text{Rec}_\Omega(t) = 1 - p_{KS} \), where \( p_{KS} \) is the \( p \)-value from performing the Kolmogorov-Smirnov test as described in Section 3.2.2. Larger values of \( \text{Rec}_\Omega \) are a stronger indication that the processes are not independent.

For notational convenience, we use \( \text{Age}_{(u,u')}(t) \) to denote the age of the renewal process corresponding to \((u,u')\), \( \text{Rec}_{(u,u')}(t) \) to denote the recency of the renewal process corresponding to \((u,u')\), and \( \text{Rec}_S(t) \) to denote the recency of the set of renewal processes corresponding

---

3 Note that this is different from the distribution of waiting times for the renewal process. As an illustration of this, consider the inspection paradox.

4 We define recency using \( 1 - \text{CDF} \) instead of \( \text{CDF} \) to match the linguistic intuition that higher recency corresponds to more recent activity.
If the model is accurate, the value of the recency function will be $\leq \rho$ exactly $\rho$ fraction of the time, for any $\rho \in [0, 1]$.

to node pairs in $S$.

### 3.2.4 Correlated Event Detection

With the infrastructure in place, we now present two efficient algorithms to detect recent correlated activity in communication networks. For both algorithms, we use the REWARDS approach to model activity for each node pair $(u, u')$ as a renewal process $\Phi_{(u,u')}$, and then detect sets of correlated events using the statistical approach in Section 3.2.2.

The first is a streaming local algorithm, L-CORE (Local algorithm for detecting CORrelated Events), which simultaneously monitors the neighborhood of each node in the network. Whenever there is outgoing communication from a node, the recency of its neighborhood is computed, and a flag is thrown if it exceeds a pre-specified sensitivity threshold. Algorithm 3.1 gives a formal description of the L-CORE algorithm.

The second algorithm, G-CORE (Global algorithm for detecting CORrelated Events), is a static algorithm built on the streaming REWARDS model, which searches the entire network for the subsets of nodes with the highest concentrations of recent activity at a given time. This is accomplished by maintaining a disjoint set data structure on $U$ and running a variant of the Union-Find Algorithm [94], incrementally considering node pairs $(u, u')$ in decreasing order of recency. At each iteration, if $u$ and $u'$ are not already in the same set, then we join the two set into one. The G-CORE algorithm is given as Algorithm 3.2, and it is illustrated in Figure 3.4.

We note that a pair of disjoint sets is a refinement (subpartition) of the single set formed.

![Figure 3.3: Plot of recency over time for an edge in the Bluetooth network. If the model is accurate, the value of the recency function will be $\leq \rho$ exactly $\rho$ fraction of the time, for any $\rho \in [0, 1]$.](image-url)
Algorithm 3.1 The L-CORE Algorithm (Local algorithm for detecting CORrelated Events)

**Input:** An event-driven network \( \mathcal{N} \) consisting of a set of nodes \( \mathcal{U} \) and a stream of communication events \( \mathcal{E} \), and a sensitivity threshold \( \theta \).

**Output:** For each time at which correlated activity is detected, the source node that is responsible for the activity along with the corresponding set of events.

1: For notational convenience, let \( \mathcal{N}^{-}(u) = \mathcal{N}^{-}_{\mathcal{G}_{\mathcal{E}}}(u) \); that is, the set of nodes \( u' \in \mathcal{U} \) that have received communication from \( u \). For each node \( u \in \mathcal{U} \), maintain the (approximate) distribution of inter-arrival times for outgoing communication to each node \( u' \in \mathcal{N}^{-}(u) \).

2: Every time \( t \) there is outgoing communication from \( u \):
   - Update the inter-arrival time distribution for the corresponding recipient node(s).
   - Compute the recency of all outgoing activity from \( u \): \( \text{Rec} \mathcal{S}_{u}(t) \), where \( \mathcal{S}_{u} = \{(u, u') : u' \in \mathcal{N}^{-}(u)\} \).
   - If \( \text{Rec} \mathcal{S}_{u}(t) > 1 - \theta \), output the tuple \( (u, t, \text{Rec} \mathcal{S}_{u}(t), \gamma_{KS}, \mathcal{E}^{*}_{u}(t)) \), where \( \mathcal{E}^{*}_{u}(t) \) contains the most recent event from \( u \) for each \( u' \in \mathcal{N}^{-}(u) \) such that \( \text{Rec}_{(u, u')}(t) \leq \gamma_{KS} \).

---

Algorithm 3.2 The G-CORE Algorithm (Global algorithm for detecting CORrelated Events)

**Input:** An event-driven network \( \mathcal{N} = (\mathcal{U}, \mathcal{E}) \), with the IAT distributions for all node pairs that communicate through time \( t \).

**Output:** A list of node sets partitioning \( \mathcal{U} \), along with the recency values corresponding to their induced subgraphs.

1: Construct the graph \( G = (\mathcal{U}, E) \) induced by the set of all events up to time \( t \), each edge \( (u, u') \in E \) weighted by the corresponding recency value \( \text{Rec}_{(u, u')}(t) \).

2: Initialize a disjoint set data structure on \( \mathcal{U} \):
   - Set \( \Pi \), the current partition of \( \mathcal{U} \), and \( \Pi^{*} \), the output partition, to be the collection of singleton vertices: \( \Pi = \Pi^{*} = \{\{u\} : u \in \mathcal{U}\} \).
   - For each set \( U \in \Pi \), maintain \( \text{Rec}^{U}(t) \), the highest recency attained by any of its subsets (including itself), which is initialized to 0.

3: Sort \( E(G) \) in decreasing order of weight.

4: For each edge \( (u, u') \in E(G) \), if \( u \) and \( u' \) are in different sets:
   - Update \( \Pi \) by removing the sets containing \( u \) and \( u' \) and adding their union \( U \).
   - Compute \( \text{Rec}_{U}(t) = \text{Rec}_{S}(t) \), where \( S \) is the set of edges incident to nodes in \( U \), and update \( \text{Rec}_{U}(t) \) as necessary.
   - If \( \text{Rec}_{U}(t) \) is greater than the recency of all subsets of \( U \) (i.e. \( \text{Rec}^{U}_{U}(t) = \text{Rec}_{U}(t) \)), update \( \Pi^{*} \) by adding \( U \) and removing its subsets.

5: Output \( \Pi^{*} \) along with the corresponding values of \( \text{Rec}_{U}(t) \) for each \( U \in \Pi^{*} \).
Figure 3.4: (a) The weighted graph constructed in Step 1 of the G-CORE algorithm. (b) Iterations of the loop in Step 4. (c) The G-CORE tree, showing the recency of each node set, with the output partition $\Pi^*$ highlighted.

by their union. We can therefore construct a partially-ordered set (poset) over sets considered during the G-CORE algorithm, ordered by the containment relation. This poset is in fact a tree, where the leaves are individual nodes and the root is $U$.\footnote{If $G_E$ is not connected, this holds for each connected component.} An example of this hierarchical structure can be seen in Figure 3.4(c). We refer to this poset as the **G-CORE tree**.

Two elements $a, b$ in a poset are **comparable** if $a \leq b$ or $b \leq a$. A **maximal antichain** of a poset is a maximal set of elements of the poset, no two of which are comparable. We note that any maximal antichain in the G-CORE tree forms a partition of $U$. The output of the G-CORE algorithm is a list of event sets, ranked in decreasing order of recency. The graphs induced by these event sets are guaranteed to partition $U$ since $\Pi^*$ is always a maximal antichain in the G-CORE tree. (It is true initially, and is maintained every time $\Pi^*$ is modified in Step 4.)

This property is instrumental to the G-CORE algorithm’s ability to detect correlated activity in disparate parts of the network simultaneously. Without the disjointedness constraint, the node sets with the second and third highest correlated activity would likely be subsets or supersets of the top result. This is particularly relevant for real-world security applications, where an attacker may try to hide malicious activity by creating a diversion in another part of the network.

The G-CORE algorithm is an effective way to detect correlated activity in an event-driven network. However, because its worst-case running time makes it impractical for many real-world networks (see Section 3.2.5), we propose an efficient heuristic algorithm with the same
input and output specifications plus a precision parameter, given as Algorithm 3.3.

Algorithm 3.3 The Heuristic G-CORE Algorithm

**Input:** An event-driven network $\mathcal{N} = (\mathcal{U}, \mathcal{E})$, with the IAT distributions for all node pairs that communicate through time $t$, and a precision parameter $0 < \delta < 1$.

**Output:** A list of node sets partitioning $\mathcal{U}$, along with the recency values corresponding to their induced subgraphs.

1: Construct the graph $G = (\mathcal{U}, E)$ induced by the set of all events up to time $t$, each edge $(u, u') \in E(G)$ weighted by the corresponding recency value $Rec_{(u, u')}(t)$.

2: Initialize a disjoint set data structure on $\mathcal{U}$:
   - Set $\Pi$, the current partition of $\mathcal{U}$, and $\Pi^*$, the output partition, to be the collection of singleton vertices: $\Pi = \Pi^* = \{\{u\} : u \in \mathcal{U}\}$.
   - For each set $U \in \Pi$, maintain $Rec^*_U(t)$, the highest recency attained by any of its subsets (including itself), which is initialized to 0.

3: Partition the interval $[0, 1]$ into equally-sized subintervals of width $\delta$, and bin each edge according to the subinterval containing its recency value.

4: For each subinterval, in increasing order:
   - Add all edges in the corresponding bin, and update the disjoint sets accordingly.
   - Compute the recency $Rec_U(t)$ of each set $U \in \Pi$, and update $Rec^*_U(t)$ as necessary.
   - For each set $U \in \Pi$, if $Rec_U(t)$ is greater than the recency of all subsets of $U$ (i.e. $Rec^*_U(t) = Rec_U(t)$), update $\Pi^*$ by adding $U$ and removing its subsets.

5: Output $\Pi^*$ along with the corresponding values of $Rec_U(t)$ for each $U \in \Pi^*$.

3.2.5 Complexity Analysis

Both the local and global algorithms are based on the REWARDS approach, which models each node pair as being generated by a renewal process, and infers the waiting time distribution from the observed inter-arrival times (IATs) between events. Streaming algorithms to dynamically maintain the (approximate) IAT distribution for each node pair (e.g. using histograms [9, 38], kernel density estimators [84, 59, 76], or other methods [24, 10]) enable the use of the REWARDS model for efficient analysis of streaming network data. The choice of distribution model and approximation method are independent of our work.

In our experiments, we use maximum-likelihood estimation to determine the best-fit parameters for a Bounded Pareto distribution (see Section 3.3.1). The Bounded Pareto has three parameters: $x_{min}$, the minimum possible IAT; $x_{max}$, the maximum possible IAT; and $\alpha$, the shape parameter. The maximum-likelihood estimator for these parameters can be determined
using only the following three values: the minimum IAT seen so far, the maximum IAT seen so far, and the sum of the logs of all IATs seen so far [1]. Since these values can be maintained and updated in a streaming fashion, only $O(1)$ space is required to model each time sequence, with constant-time update per communication event.

In the L-CORE algorithm, each node $u$ maintains the IAT distributions for outgoing activity to its neighbors $N^{-}(u)$ (Step 1). For each outgoing event, we update the corresponding IAT distribution, calculate the recency of communication with each neighbor, and then compute the collective recency for all outgoing activity (Step 2). Each of these steps is at most linear in the number of neighbors. Therefore, the running time for the L-CORE algorithm at node $u$ is $O(|N^{-}(u)|)$ for each outgoing communication event from $u$.

The G-CORE algorithm takes as input the IAT distributions for all node pairs in the network that communicate, updated through time $t$. Let $n = |U|$, and let $m$ be the number of such node pairs. In Step 1, a weighted graph $G$ is constructed by computing the recency of each node pair, which takes $O(n + m)$ time. Initializing the disjoint set data structure takes $O(n)$ time (Step 2). Sorting the edges by weight takes $O(m \log m)$ time (Step 3). For each of the $n - 1$ iterations of the loop in Step 4 when the union operation is performed, we compute the recency of a subset of nodes, which runs in time linear in the number of incident edges, which can be at most $m$, for a total of $O(n \cdot m)$ time for the loop. The complexity of maintaining the disjoint set data structure is $O((n + m) \cdot \alpha(m, n))$ over the course of the algorithm using path compression and union by rank, where $\alpha(m, n)$ is the extremely slowly-growing inverse Ackermann function, which is a small constant for all practical values of $n$ and $m$ [94]. Finally, it takes $O(n + m)$ time to output the sets in the partition along with the corresponding edges and recency values (Step 5). Thus the worst-case running time of the G-CORE algorithm is $O(n \cdot m)$.

For the Heuristic G-CORE algorithm, Steps 1 and 2 still take $O(n + m)$ and $O(n)$ time, respectively. Binning the edges into subintervals by weight takes $O(m)$ time (Step 3). For each of the $\frac{1}{4}$ iterations of the loop in Step 4, we compute the recency of all sets in $\Pi$, which takes $O(m)$ time since each edge is incident to at most two node sets, for a total of $O\left(m \cdot \frac{1}{4}\right)$ time for the loop. The complexity of maintaining the disjoint set data structure is still $O((n + m)$.

\[\text{For the Bounded Pareto model, there is no closed formula for the limit distribution } F^{\text{Age}}, \text{ so in our implementation we use Simpson’s Method for numerical integration.}\]
Table 3.1: Datasets used in our experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Timespan</th>
<th># of nodes</th>
<th># of edges</th>
<th># of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENRON [55]</td>
<td>email</td>
<td>2 years</td>
<td>1141</td>
<td>2017</td>
<td>4847</td>
</tr>
<tr>
<td>BLUETOOTH [28]</td>
<td>physical proximity</td>
<td>9 months</td>
<td>101</td>
<td>2815</td>
<td>102563</td>
</tr>
<tr>
<td>LBNL [77]</td>
<td>IP traffic</td>
<td>1 hour</td>
<td>3317</td>
<td>9637</td>
<td>9258309</td>
</tr>
<tr>
<td>TWITTER [20]</td>
<td>@ replies</td>
<td>1 year</td>
<td>262932</td>
<td>307816</td>
<td>1134722</td>
</tr>
</tbody>
</table>

Finally, it takes $O(n + m)$ time to output the sets in the partition along with the corresponding edges and recency values (Step 5). Thus the worst-case running time of the Heuristic G-CORE algorithm is $O((n + m) \cdot \alpha(m, n) + m \cdot \frac{1}{\delta})$.

### 3.3 Evaluation

To evaluate our approach, we perform experiments on several simulated and real-world networks. Table 3.1 lists the real-world datasets used in our experiments.

#### 3.3.1 Modeling Inter-Arrival Times

To apply the REWARDS model, we must estimate the distribution of inter-arrival times across each network edge. [11] suggests that inter-arrival times for communication follow a power law. In Figure 3.5, we plot the probability mass function (PMF) of inter-arrival times for several network edges in each of our datasets using a logarithmic binning procedure. The linearity of the distributions (on a log-log scale) indicates that this claim holds across all of our datasets, regardless of the communication medium. An interesting phenomenon is seen in the LBNL packet trace data, which appears to be the sum of two power-law distributions. We hypothesize that two processes are being observed, one corresponding to inter-arrival times of consecutive packets in a single connection, and the other corresponding to inter-arrival times between connections.

Next, we consider several variants of the Pareto distribution, a power-law distribution commonly used for modeling real-world phenomena [74]. The Pareto distribution is parameterized by two variables: $x_{\min}$, the smallest value with non-zero probability density, and $\alpha$, which measures the peakedness of the distribution. The Bounded (or Truncated) Pareto has an additional parameter: $x_{\max}$, the largest value with non-zero probability density.
Figure 3.5: IAT distributions for the 5 most active edges in each of our datasets on a log-log scale. Linearity indicates that they obey a power law. IATs between packets and between connections may account for the bimodal distribution in the LBNL dataset.

We compared the Pareto, Bounded Pareto, and Exponential distributions for modeling the distribution of inter-arrival times along edges in the four datasets, using both the Maximum-Likelihood Estimation and Mean Estimation techniques to estimate the distribution parameters, and found that the Bounded Pareto Distribution using a Maximum-Likelihood approach consistently out-performed the other models. Therefore, we use the Bounded Pareto with Maximum-Likelihood Estimation for all further experiments.

Using an upper-bounded model makes sense intuitively, since there are frequently practical limits on the maximum time gap between consecutive communication along an edge. For example, if there has been no communication between two people in 100 years, it may be reasonable to assume that communication has ceased permanently. Therefore, in practice, if the time elapsed since the last communication is greater than the estimated maximum value, we designate the edge as dead and omit it in computation. If, however, communication is observed along an edge previously considered dead, we conclude that the estimated maximum value was inaccurate, and include the edge in further computation with updated parameter estimates.

### 3.3.2 Robustness to Time Scale

To evaluate the ability of the REWARDS approach to detect correlated activity regardless of time scale, we perform a series of experiments on simulated networks. First, we outline a general procedure for simulating a communication network:

1. Generate a graph to represent the nodes and underlying relationships in the network.

2. Choose values for parameters $\alpha$ and $\beta$. 

3. For each edge \((u, u')\), select a rate parameter \(r_{(u,u')}\) indicating the frequency of activity, and generate a discrete-time sequence \(T_{(u,u')}\) by simulating a renewal process with inter-arrival times sampled from a Bounded Pareto distribution with shape parameter \(\alpha\), minimum inter-arrival time \(1/r_{(u,u')}\), and maximum inter-arrival time \(c \cdot 1/r_{(u,u')}\).

4. To simulate correlated activity across a set of edges \(S\) at time \(t\), increase the rate parameter for each of the edges in \(S\) by multiplicative factor \(\beta\).

We use the RMAT model proposed in [17] to generate a graph with power-law degree distribution and small world characteristic. Then we select a rate parameter \(r_u\) for each node \(u\) sampled randomly between once a week and once every ten minutes, and simulate communication along the outgoing edges from \(u\) with rate parameter \(r_{(u,u')} = r_u\). Every five days, we randomly select a node \(u\) to simulate correlated activity at 10x the usual rate for a duration of five times the new minimum inter-arrival time. Figure 3.6 plots the output from the L-CORE algorithm, the recency of outgoing activity from each node in the simulated network over time.
That is, if node $u$ has outgoing activity at time $t$, there is a point $(t, \text{Rec}_u(t))$.\footnote{For clarity of visualization, all plots use $-\log_{10}(1 - \text{Rec})$, which scales the values but preserves their relative ordering.}

We observe a clear peak during seven of the nine 5-day periods. Inspection of the data confirms that each of those peaks indeed corresponds to the node with simulated correlated activity during that period. However, some peaks are higher than others, and some are very sharp compared to others which appear to be more gradual. In Figure 3.7 we examine several of these peaks more closely, and find that they in fact have similar shape up to horizontal and vertical scaling.

While it takes longer for correlated activity to be recognized at nodes with lower activity rates, we observe that the magnitude of the peak seems to be independent of the frequency of communication. We test this observation by performing an experiment with 1000 randomized trials. For each trial, we simulate a star network, randomly choosing the number of outgoing edges from the center node $u$ as well as the activity rate $r_u$. In half of the trials, we also add correlated activity at 10x the normal rate. Figure 3.8(a) plots the activity rate $r_u$ against $\max_t \text{Rec}_u(t)$ for each trial. The Pearson correlation coefficient is 0.007 for the normal activity and -0.019 for the correlated activity, indicating that there is no significant correlation. This is consistent with our claim that \textit{recency is time scale invariant}.

Next we analyze the correlation between $\max_t \text{Rec}_u(t)$ and the size of the neighborhood $N^-(u)$. Since recency measures the unlikelihood that a burst of recent activity across a set of edges would occur by chance, we expect that a greater number of edges with increased activity
Figure 3.9: ROC curves showing the trade-off between accuracy and precision for several correlation detection methods, evaluated on simulated networks where each node has 10 outgoing neighbors, and (a) daily and (b) hourly normal activity rates. The z-score metrics perform almost identically to the corresponding weighted degree metrics, so are not shown.

Figure 3.10: ROC curves showing the trade-off between accuracy and precision for several correlation detection methods, evaluated on simulated networks with randomized degree distributions and activity rates. Our approach out-performs both the (a) weighted degree and (b) z-score metrics.

would yield higher recency. Using the same set of 1000 trials as above, we get a Pearson correlation coefficient of 0.777 for normal activity and 0.980 for correlated activity. Note that in this experiment a larger neighborhood yields more communication events in total, each resulting in another recency computation. This sampling bias may account for the moderate positive correlation in normal activity. This effect is compounded by the presence of correlated activity, as evidenced by the much stronger Pearson correlation and the clear increasing trend in Figure 3.8(b).
3.3.3 Accuracy and Precision

We compare the accuracy and precision of the REWARDS approach in distinguishing between normal and correlated behavior with several baseline approaches and related work. Given time sequences corresponding to outgoing activity from a single source node, we consider several methods for detecting correlations in recent activity.

The first approach is based on the number of edges that have been active over a designated period of time: the more active edges, the higher the level of recent activity. This metric is equivalent to the degree of the node in the corresponding summary graph. The second approach is based on the total number of communication events that have occurred during a period of time, and is equivalent to the weighted degree of the node in the summary graph. The third and fourth approaches are based on [79], which suggests comparing the activity of a node or subgraph to its past behavior. Instead of using the raw value of a node property such as degree or weighted degree, they compute the z-score of the value at time $t$ using the sample mean and standard deviation of the values at times $1, \ldots, t - 1$.

All of the four approaches require segmenting time into blocks to create summary graphs, so we perform each of our experiments using a wide range of time block sizes. We found that the weighted degree-based metrics consistently out-perform the degree-based metrics on all our experiments, so we omit the degree-based metrics from the results.

In the first experiment, we simulate a network of 200 nodes, each with 10 outgoing edges and normal activity rate of one event per day, for a period of one hundred days. For half of the nodes we simulate normal activity, and for the other half we include include 12 consecutive hours of “correlated” activity at 10x the normal rate. We then consider the ability of several correlation detection methods to distinguish between nodes with normal and correlated behavior. The ROC curve visualizes the trade-off between precision and accuracy. Each point on the ROC curve indicates the false positive and true positive rates for one possible threshold value. Note that since in this experiment all nodes have the same degree and activity rate, the z-score metrics are essentially scaled versions of the simpler degree-based and weighted degree-based metrics, so are not shown.

Figure 3.9(a) compares the ROC curve for the L-CORE algorithm with those for the weighted
degree approach. We observe that the weighted degree-based metric with 1-day time blocks performs exceedingly well here, since it is specifically tailored to detect correlated activity that occurs on a daily time scale, followed closely by our REWARDS-based approach. The 1-month and 1-hour time blocks yield moderately good results, whereas the 1-minute time blocks are too fine-grained to capture correlations at the daily time scale.

Figure 3.9(b) shows results for a similar experiment, except with a normal activity rate of one event per hour, and correlated activity at 10x that rate for a period of half an hour. Here we observe that the weighted degree-based metric with 1-hour time blocks achieves perfect accuracy and precision, with L-CORE falling in a close second place. The method based on 1-day time blocks, which performed the best in the previous experiment, yields only mediocre results; 1-month time blocks are too coarse to detect correlated activity at an hourly rate; and 1-minute time blocks are again too fine-grained.

Next we move on to a more realistic setting, where nodes may have different numbers of outgoing edges and activity rates. For each trial, we select the degree of the node randomly between 10 and 100, the normal activity rate between once a minute and once every 30 days (using a logarithmic distribution to encourage sampling from the full range of time scales), and correlated activity between 5x and 10x the rate of normal activity. We compare with both the raw weighted degree metrics and the weighted degree z-score metrics in Figure 3.10. Since the degree and activity rate of the nodes can vary, the raw weighted degree metrics are highly skewed towards nodes of high degree and high activity rate, which is reflected in the results, performing not much better than random chance. The z-score metrics perform better, but their high accuracy and precision for specific time scales is compromised by their poor performance at others. The time scale invariance property of our REWARDS-based approach makes it robust to variations in temporal dynamics, yielding high performance across the board.

### 3.3.4 Detection Latency

One important goal in real-world correlated event detection is minimizing the time from when correlated activity occurs to when it is detected. We compare the detection latency of the L-CORE algorithm with that of the GraphScope algorithm, which creates summary graphs and then detects times at which there is significant change in the graph structure [91].
Figure 3.11: The L-CORE algorithm vs. the GraphScope algorithm (using 1-week time blocks as in [91]) for the ENRON dataset.

Figure 3.11 shows the results of both L-CORE and GraphScope on the ENRON dataset. First, we notice that peaks in the L-CORE output largely coincide with higher values from GraphScope, indicating that the two methods are identifying similar changes in network behavior. Furthermore, the peaks in the L-CORE output consistently precede the corresponding spikes in the GraphScope results. The time segmentation approach employed in [91] means that up to a week may pass before network changes are reflected in the analysis, whereas our approach based on the REWARDS model can detect changes as soon as they occur.

### 3.3.5 Scanning Activity in IP Traffic

Figure 3.12: Output from the L-CORE algorithm, total network volume, and labeled scanning activity over time. Note the different scales for total volume and scanning activity.

The LBNL dataset was collected by monitoring network flows for IP traffic on a large enterprise network for a period of one hour starting at 11:42am on December 15, 2004 [77]. LBNL researchers then labeled as “scanning activity” any time a single source contacted more than 50 distinct IP addresses in ascending or descending order, as well as activity from two...
known internal scanners.

Figure 3.12 shows the output from the L-CORE algorithm – the recency of all IP addresses over time, as well as the total number of packets sent in each minute and the number of those packets that were labeled as scanning activity. We note that spikes in scanning activity do not necessarily coincide with spikes in total volume, and that scanning activity accounts for less than 2% of all traffic even at its peak (thus we use two different axis scales for visualization purposes).

The times with the highest peaks in the L-CORE output are 11:56:21 AM, 12:12:18 PM, 12:25:35 PM and 12:32:32 PM. Three of those immediately precede peaks in labeled scanning activity at 11:57, 12:13, and 12:33 (reflecting the difference in detection latency), but 12:26 does not stand out in terms of total network volume or scanning activity. A closer look at the data reveals that in the three seconds between 12:25:33-12:25:35 PM, a machine with IP address 128.3.204.42 sent packets to over a hundred distinct IP addresses, resulting in 160 of its 214 incident edges having recency values above 0.984. This was not labeled as scanning activity by the LBNL researchers because it did not satisfy their criterion of going through IP addresses monotonically.

On the other hand, the biggest spike in labeled scanning activity, at 12:07 PM, was not reflected in the L-CORE output. Looking at the network trace, the majority of labeled scanning activity overall (over 70% of it) comes from two IP addresses, serving DNS and NBNS requests, respectively. Comparing the period of greatest labeled scanning activity (898 packets from 12:06-12:07 PM) with that of the least (189 packets from 12:38-12:39 PM), more than 500 of the roughly 700 additional packets can be attributed to increased activity at the DNS and NBNS servers during that minute, but still with no more than 10 requests served in any given second. While that does cause an increase in recency at the corresponding nodes, the effect is weaker than for other scenarios with more sudden changes in behavior.

### 3.3.6 Physical Proximity

The BLUETOOTH dataset consists of communication logs collected from about 100 Bluetooth-enabled mobile devices carried by MIT students and faculty between September 2004 and June 2005 [28]. Each mobile device conducted periodic scans for other nearby devices (with a range
of about 5 meters), and recorded the times and device IDs. We cleaned the data to consider only the times at which another device initially came within Bluetooth range, and to ignore consecutive occurrences until the device next became out of range, representing distinct “encounters.”

Figure 3.13(a) shows the output from the L-CORE algorithm, the recency of all mobile devices over the duration of the study. Figure 3.13(b) zooms in on a 10-day window with the largest spike. We can see that the detected correlated activity has the highest intensity over a three-day period from Monday to Wednesday, and then lessens drastically, so we further zoom into that time zone in Figure 3.13(c). Matching these dates to MIT’s academic calendar from the 2004-2005 academic year, we find that they correspond exactly to the last three days of Fall semester classes.

Since the above output from the L-CORE algorithm only looks at the neighborhoods of individual nodes, we turn to the G-CORE algorithm to give us a better understanding of the kind of interactions that are responsible for the correlated behavior. Figure 3.14(a) visualizes the output from the G-CORE algorithm at 6pm on day 93, around the peak of correlated activity as indicated by the L-CORE results above. We see a giant component containing nearly half of the nodes, with many recent pairwise communications. In contrast, we look at the G-CORE output on a “normal” day, at 12pm on day 100. While the component with highest correlation contains roughly the same number of nodes, there seems to be a significantly lower density of recent communication than on day 93. In fact, examining the recency values for the components of interest indicates that the degree of recent activity exhibited on day 93 is more than one million times less likely to occur by chance than that seen on day 100.
3.4 Discussion

3.4.1 Extensions and Applications

The L-CORE algorithm permits streaming analysis, but is limited to detecting correlated activity from a single node. The G-CORE algorithm considers more general subgraph structures, but may not be efficient enough for streaming analysis of large real-world networks. It may be possible to achieve the best of both worlds, however, by channeling the output from the L-CORE algorithm to global algorithms based on the idea of distributed triggers [46]. A central server would choose the sensitivity threshold $\theta$ for the L-CORE algorithm and disseminate it to all nodes in the network. Each node would independently monitor its own activity, alerting the central server only when the recency of its outgoing activity exceeds the threshold. More sophisticated methods could then be used to analyze the flagged activity, for example, performing graph algorithms on the subgraph consisting of only those nodes and edges that have been flagged in the past, or dynamically maintaining a sparse data structure such as a minimum spanning tree [43]. In this way, the REWARDS approach can be used as a sampling mechanism to permit more computationally intensive network analysis methods that otherwise would be infeasible on large networks.
With minor modification, the L-CORE and G-CORE algorithms can also be applied to address other network and cyber security challenges. Instead of looking at outgoing edges, a node could compute the recency for incoming communication. This could be helpful in early detection of synchronized activity controlled by a botnet, such as a distributed denial-of-service attack. In another setting, neighboring nodes can cooperate to detect anomalous behavior at a node that has been compromised. Alternatively, our algorithms could be used for fault detection by modifying the recency formula to test for a lack of recent activity.

In some real-world contexts, message content and other meta-data may be readily available. In such cases, our approach based on temporal dynamics could be complemented with existing techniques that leverage textual, geospatial, or other node or message attributes.

Finally, the REWARDS approach could be generalized to model multiple-recipient emails, public broadcast messages, or bipartite network structures such as those used in many recommendation systems, and to accommodate diurnal patterns or other global trends.

3.4.2 Limitations of Our Approach

Since the REWARDS approach measures recency relative to the previous inter-arrival times of communication activity, our statistical test for correlation will only be effective if the time lag between correlated activity is small compared to the inter-arrival times. In the context of computer network security, for example, with enough foresight a perfect attacker could, from the beginning of its existence, establish a pattern of behavior through which malicious activity could easily be concealed. For example, if a bot master were to send fake messages to all infected hosts in a botnet every minute, it would be easy in the future to broadcast commands undetected. A similar problem is caused by denial-of-service attacks from IP addresses that have never appeared before and thus have no previously established behavior to which to compare.

Another limitation is due to approximating the inter-arrival time distribution. For example, maximum-likelihood parameter estimation for the Bounded Pareto distribution is sensitive to changes in the minimum inter-arrival time. The results from the L-CORE and G-CORE algorithms may also be misleading in cases where the real inter-arrival time distributions do not follow a power law. These limitations may be mitigated by using a more flexible or robust
distribution model. Moreover, we note that these are practical issues specific to the implementation of the inter-arrival time distributions, rather than a theoretical limitation of the REWARDS approach itself.

A broader limitation is that the REWARDS model does not capture temporal phenomena such as burstiness and memory, which are present in some real-world systems [34]. This is inherent to the approach of modeling activity as being generated by renewal processes, for which inter-arrival times are identically and independently distributed. To address this, more general stochastic models would need to be employed.

### 3.4.3 Significance and Impact

In this work, we first presented the REWARDS approach, which models network communication between each pair of nodes as a renewal process, and defined a notion of recency that is invariant to changes in time scale, addressing the time-scale bias caused by segmenting time into discrete blocks. To our knowledge, it is the first such solution proposed in the literature.

Next, we proposed statistical methods to measure correlation in recent activity among a subset of nodes in a network, and developed two efficient algorithms to detect correlated events: L-CORE, a streaming algorithm which monitors outgoing activity from a single node; and G-CORE, a global algorithm which can detect correlated activity in disparate parts of the network simultaneously.

A strength of the REWARDS approach is that it only requires information about the times of communication, and does not rely on message content. This makes it particularly useful for applications in which message content may be unavailable or encrypted, or when data privacy is a concern.

Our approach is also well-suited for interfacing with a human analyst. Both the L-CORE and G-CORE algorithms explicitly output the set of events that constitutes each instance of correlated activity, along with the recency value which indicates the strength of the correlation. This can guide a human analyst in selecting and prioritizing nodes and events for deeper scrutiny.

Correlated event detection is just one application of the REWARDS model. Our novel approach to representing and analyzing activity in event-driven networks could also be leveraged
to capture long-term patterns of correlation and dependence between processes, leading to potential uses for studying information diffusion and influence in networks. We explore these and other directions for future work in Chapter 6.
Chapter 4
Discovering Functional Communities

4.1 Introduction

4.1.1 Background and Motivation

Many networks can be seen as an interface between individuals and content, which may be material or conceptual. In social media, content is shared by individuals to an audience that has subscribed to received it, or is otherwise made publicly accessible. Some prominent examples are web logs (blogs), internet forums, and the microblogging service Twitter. In other contexts, individuals publicly endorse companies, products, artists, or audio and video content that they like. Examples include Amazon.com, YouTube, and Facebook Pages.

Such relationships can be represented as a matrix with rows corresponding to individuals in the network and columns corresponding to content, as in Figure 4.1. A dense rectangular block in the matrix indicates a functional community, a group of individuals who share or endorse common content. For example, if the matrix represents a restaurant recommendation network, a functional community could consist of lovers of Italian cuisine along with their favorite Italian restaurants.

However, since the order of the rows and columns of a matrix are arbitrary, functional communities may not be readily apparent as contiguous blocks. Rather, any bicluster – a pair of row and column subsets – could form a functional community. Furthermore, individuals may have multiple interests and therefore belong to more than one community. Efficiency is also a concern, since real-world networks may contain many individuals and many distinct pieces of content.

A task known as co-clustering – simultaneously permuting and clustering the rows and columns of the matrix – can facilitate the efficient discovery of dense biclusters, and allows for
Figure 4.1: A matrix representing relationships between individuals and content in a network.

multiple community membership. We seek an algorithm that does not rely on domain-specific knowledge or data-specific parameters so it can be easily applied to a variety of networks. Before presenting our own approach, we provide a survey of related work.

4.1.2 Related Work

There is a significant amount of related work in the data mining, machine learning, databases, and bioinformatics literature – each motivated by different applications and with different goals in mind. These tasks may be variously referred to in the literature as co-clustering, biclustering, two-mode clustering, or matrix block partitioning.

In bioinformatics, biclustering algorithms have been developed to find patterns in gene expression [71, 93, 30]. A matrix is constructed where each row is a gene, each column is an experiment under different conditions, and each entry indicates the level of expression of that gene under those conditions. Matrices are dense and real-valued, and the goal is to identify genes that behave similarly, demonstrated by expression levels that have a constant, linear, or multiplicative relationship across similar experimental conditions. Due to the density of the matrices and the more intricate bicluster structure desired, algorithms in this domain tend to find only one bicluster at a time, and efficiency concerns frequently restrict their use to smaller datasets.

Algorithms for finding structure in matrices can be used to improve the efficiency of database storage and querying. Navathe et al. address the problem of vertical partitioning of a database, which groups attribute columns that frequently need to be accessed together [73]. Muthukrishnan et al. consider the problem of rectangular partitioning of a matrix, partitioning the matrix
into a set of rectangular tiles without permuting the rows or columns, which is useful for maintaining multi-dimensional histograms [72]. They consider a variety of evaluative metrics, and give heuristics and complexity theoretic results for several related optimization problems. For the applications we are interested in, row and column permutations are allowed, and are frequently necessary to discover latent structure.

Co-clustering has also been found to improve upon standard techniques for clustering unipartite data. Such approaches entail first computing a similarity matrix, a symmetric square matrix indicating the similarity of each pair of points in the dataset, to which co-clustering algorithms are then applied. A similar approach can be employed for graph partitioning, where the goal is to cluster the vertices in the graph so that there is a high density of edges within clusters and few edges going between them, a task which has applications to community discovery and parallel computing for graph algorithms. Here, co-clustering algorithms would be applied to the adjacency matrix.

In these scenarios, co-clustering is performed on a square matrix, where the rows and the columns represent the same set of objects. The desired result is a partitioning of the objects, which corresponds to a block diagonal structure in the matrix, like that seen in Figure 4.2(a). Numerous algorithms to achieve this have been proposed in the literature based on linear algebraic techniques such as singular value decomposition, referred to broadly as spectral clustering [70]. Further works have suggested algorithms which permit a slightly more general matrix structure, such as block diagonal with overlap [50], block tridiagonal [88], or rectangular matrices [56]. In some domains, however, matrices arise with more varied block structures, such as that in Figure 4.2(b), which would not be captured well by these methods.

Another approach is to first define a metric over co-clusterings, and then search for a co-clustering which optimizes the metric. Dhillon et al. define a metric based on mutual information [25]. Their algorithm optimizes the metric subject to a constraint on the number of row and column clusters. On the other hand, our approach is parameter-free, searching over partitions with varying numbers of clusters and implicitly determining the number of clusters that yields the best result.
Figure 4.2: Two matrices with clear block structures. Spectral clustering methods are suited well for block diagonal matrices like that in (a), but less so for matrices like that in (b). The dashed lines suggest a good co-clustering.

Chakrabarti et al. follow a similar approach, but are motivated by the task of matrix compression, and propose encoding cost as a metric, the number of bits required to represent a matrix [16]. They present the Cross-Association algorithm, a heuristic for finding a co-clustering with minimal encoding cost, incrementally increasing the number of row or column clusters until a local optimum is reached. It is parameter-free, a strength over approaches which require the number of clusters to be known in advance. However, the efficiency of their algorithm depends on quick convergence to a small number of clusters. This may be effective for achieving their objective of a good compression ratio, but may run contrary to our goal of finding dense biclusters, especially in the case of very large and sparse matrices. Furthermore, we found that in practice, since the algorithm alternates between refining the row and column clusters instead of doing both simultaneously, it may get stuck at a local optimum because neither the rows nor the columns alone can sufficiently distinguish clusters. A simple example of this is a matrix where all rows have the same density, and likewise for the columns – the algorithm will never progress past a single row and column cluster.

4.1.3 Contributions and Outline

Our contributions can be summarized as follows:

- Two intuitive properties of co-clustering metrics that aim to reward large, dense biclusters
- A class of metrics which uniquely satisfy those properties among known metrics
- The CC-MACS algorithm, an efficient heuristic algorithm to find a good co-clustering of an $m \times n$ matrix in $O \left( N \cdot \max \left( \log(mn), \log^2 \left( \frac{mn}{N} \right) \right) \right)$ time, where $N$ is the number of
non-zeros in the matrix

In this work, we break away from the traditional mindset that a good co-clustering must consist of a small number of clusters. While it may be true for applications such as matrix compression that “fewer is better,” in the context of community discovery that is not necessarily the case. Instead of having a small number of very large blocks, CC-MACS may return a co-clustering with hundreds or thousands of blocks, among which will be the dense biclusters corresponding to functional communities. To our knowledge, this idea is novel to our approach, and allows us to out-perform techniques based on low-dimensional approximations or requiring the maximum number of clusters to be specified in advance. The CC-MACS algorithm is also designed to leverage the sparsity of many real-world datasets, running in time \textit{sub-linear in the size of the matrix} for sparse matrices.

In particular, our methods have the following benefits over previously proposed approaches: (1) the dense biclusters in the matrix need not have a block diagonal structure; (2) our algorithm explores the breadth of the search space rather than getting stuck at local optima; (3) the results are not dependent on user-specified parameters; and (4) our algorithm is sub-linear in the size of the matrix for \( N \ll mn \), making it extremely efficient for large, sparse datasets.

In Section 4.2.1, we give preliminary definitions and the framework for our approach. Section 4.2.2 addresses the question of choosing an appropriate metric. We present the CC-MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm in Section 4.2.3 and analyze its running time in Section 4.2.4. In Section 4.3, we evaluate our approach with experiments on synthetic and real-world datasets. In Section 4.4, we conclude with discussion of the strengths and limitations of our approach, the significance of our work, and directions for future work.

4.2 Methodology

4.2.1 Preliminaries

Let \( M \) be an \( m \times n \) matrix. A bicluster of \( M \) is a subset of matrix entries formed by the intersection of a set of rows \( I \subseteq [m] \) and a set of columns \( J \subseteq [n] \), and is denoted by \( M_{I,J} \). We define the weight of a bicluster \( B = M_{I,J} \) to be \( w(B) = \sum_{i \in I, j \in J} M_{i,j} \); the area \( a(B) = |I| \cdot |J| \); the semiperimeter \( s(B) = |I| + |J| \); and the density \( d(B) = w(B)/a(B) \).
Figure 4.3 shows two different biclusters in the same matrix. Bicluster $B_2$ is arguably better than $B_1$ since it is the same size but more dense, indicating a stronger association between the corresponding rows and columns.

Let $\beta(M)$ denote the set of all possible biclusters of $M$. A bicluster partition of $M$ is a set of biclusters $\Pi \subseteq \beta(M)$ such that each element $M_{i,j}$ is contained in exactly one bicluster. Co-clustering is the data mining task of simultaneously clustering the rows and columns of $M$, which naturally corresponds to a bicluster partition of $M$.

Our approach consists of two main components: (1) define a quality metric for bicluster partitions; and (2) find a co-clustering that maximizes the value of the metric. We address each of these tasks in the following sections.

### 4.2.2 Choosing a Metric

Here we consider metrics to evaluate the quality of a bicluster partition. A bicluster partition metric $\mu$ is a mapping from bicluster partitions to real values, i.e. $\mu(\Pi) \in \mathbb{R}$ where $\Pi$ is a bicluster partition.

A variety of bicluster partition metrics have been proposed in the literature. To decide which are most appropriate for our context, we first suggest two desirable properties, motivated by our goal of identifying large, dense biclusters. Figure 4.4 gives motivating examples of properties P1 and P2.

(P1) Merging a positive-weight bicluster with a zero-weight bicluster decreases the value of the metric.
(P2) Merging two non-empty biclusters of the same density increases the value of the metric.

We now propose a class of metrics that satisfy both properties:

\[
\left\{ \mu_\alpha(\Pi) = \sum_{B \in \Pi} \frac{a(B)^2}{s(B)} \cdot d(B)^{2+\alpha} : \alpha \geq 0 \right\}
\]

The intuition is that the first term favors larger biclusters and the second term favors denser biclusters, so overall the metric favors partitions containing biclusters that are both large and dense. The value of the parameter \( \alpha \) can be used to balance the trade-off between size and density of the biclusters.

**Theorem 4.1.** For all \( \alpha \geq 0 \), \( \mu_\alpha \) satisfies property P1.

**Proof.** Consider two biclusters \( B_1 \) and \( B_2 \). For \( B_1 \cup B_2 \) to also be a bicluster, it must be that \( B_1 \) and \( B_2 \) share either the same set of rows or the same set of columns. Without loss of generality, suppose they share the same set of \( r \) rows; then their column sets must be disjoint. Let \( w(B_1) = w_1 \) and \( w(B_2) = 0 \), and let \( B_1 \) and \( B_2 \) have \( c_1 \) and \( c_2 \) columns, respectively. Table 4.1 gives several values used in the computation of \( \mu_\alpha \).

<table>
<thead>
<tr>
<th>Bicluster</th>
<th>Weight</th>
<th>Area</th>
<th>Semiperimeter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_1 )</td>
<td>( w_1 )</td>
<td>( r \cdot c_1 )</td>
<td>( r + c_1 )</td>
</tr>
<tr>
<td>( B_2 )</td>
<td>0</td>
<td>( r \cdot c_2 )</td>
<td>( r + c_2 )</td>
</tr>
<tr>
<td>( B_1 \cup B_2 )</td>
<td>( w_1 )</td>
<td>( r \cdot (c_1 + c_2) )</td>
<td>( r + c_1 + c_2 )</td>
</tr>
</tbody>
</table>

Table 4.1: Values used in the proof that \( \mu_\alpha \) satisfies P1.
We want to show:

\[
\frac{(rc_1)^2}{r + c_1} \cdot \left( \frac{w_1}{rc_1} \right)^{2+\alpha} + \frac{(rc_2)^2}{r + c_2} \cdot \left( \frac{w_1}{rc_1} \right)^{2+\alpha} > \mu_\alpha \left( \{B_1, B_2\} \right) > \mu_\alpha \left( \{B_1 \cup B_2\} \right) > \frac{(r(c_1 + c_2))^2}{r + c_1 + c_2} \cdot \left( \frac{w_1}{r(c_1 + c_2)} \right)^{2+\alpha}.
\]

Each consecutive statement is true if and only if the preceding statement is true by simple algebraic manipulation, and the last statement is true since \( c_2 > 0 \) and \( \alpha \geq 0 \). Therefore, \( \mu_\alpha \) satisfies property P1.

\[\Box\]

**Theorem 4.2.** For all \( \alpha \geq 0 \), \( \mu_\alpha \) satisfies property P2.

**Proof.** Consider two biclusters \( B_3 \) and \( B_4 \). For \( B_3 \cup B_4 \) to also be a bicluster, it must be that \( B_3 \) and \( B_4 \) share either the same set of rows or the same set of columns. Without loss of generality, suppose they share the same set of \( r \) rows; then their column sets must be disjoint.

Let \( d(B_3) = d(B_4) = d \), and let \( B_3 \) and \( B_4 \) have \( c_3 \) and \( c_4 \) columns, respectively. Table 4.2 gives several values used in the computation of \( \mu_\alpha \).

<table>
<thead>
<tr>
<th>Bicluster</th>
<th>Density</th>
<th>Area</th>
<th>Semiperimeter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_3 )</td>
<td>( d )</td>
<td>( r \cdot c_3 )</td>
<td>( r + c_3 )</td>
</tr>
<tr>
<td>( B_4 )</td>
<td>( d )</td>
<td>( r \cdot c_4 )</td>
<td>( r + c_4 )</td>
</tr>
<tr>
<td>( B_3 \cup B_4 )</td>
<td>( d )</td>
<td>( r \cdot (c_3 + c_4) )</td>
<td>( r + c_3 + c_4 )</td>
</tr>
</tbody>
</table>

Table 4.2: Values used in the proof that \( \mu_\alpha \) satisfies P2.

We want to show:

\[
\frac{(rc_3)^2}{r + c_3} \cdot d^{2+\alpha} + \frac{(rc_4)^2}{r + c_4} \cdot d^{2+\alpha} > \frac{(c_3 + c_4)^2}{r + c_3 + c_4} \cdot d^{2+\alpha}.
\]

\[
\frac{c_3^2}{r + c_3} + \frac{c_4^2}{r + c_4} < \frac{(c_3 + c_4)^2}{r + c_3 + c_4}.
\]

\[
\frac{c_3^2(r + c_4) + c_4^2(r + c_3)}{(r + c_3)(r + c_4)} < \frac{(c_3 + c_4)^2}{r + c_3 + c_4}.
\]

\[
\frac{r(c_3^2 + c_4^2) + c_3c_4(c_3 + c_4)}{r^2 + r(c_3 + c_4) + c_3c_4} < \frac{(c_3 + c_4)^2}{r + c_3 + c_4}.
\]
Each consecutive statement is true if and only if the preceding statement is true by simple algebraic manipulation, and the last statement is true since \( r, c_1, c_2 > 0 \). Therefore, \( \mu_\alpha \) satisfies property \( P_2 \).

We now examine which of these properties are satisfied by several previously proposed and baseline metrics in Table 4.3. That none of the previously proposed metrics examined here satisfy both properties does not imply that they are bad metrics. Rather, they were proposed with different objectives in mind. Properties \( P_1 \) and \( P_2 \) were motivated by our goal of finding large, dense biclusters. Other objectives could be optimal compression of the matrix (inverse encoding cost) or non-uniformity of densities of the biclusters (Kullback-Liebler divergence from uniform).

<table>
<thead>
<tr>
<th>Metric</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverse encoding cost [16]</td>
<td>–</td>
<td>✓</td>
</tr>
<tr>
<td>Kullback-Leibler divergence from uniform</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>( \sum_{B \in \Pi} w(B) )</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>( \sum_{B \in \Pi} d(B) )</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>( \sum_{B \in \Pi} w(B) \cdot d(B) )</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>( \sum_{B \in \Pi} (a(B)^2 / s(B)) \cdot d(B)^{2+\alpha} )</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4.3: Properties satisfied by several metrics.

We note that our proposed metrics take the form \( \sum_{B \in \Pi} f(B) \), where \( f: \beta(M) \rightarrow \mathbb{R} \) is a function of the weight and dimensions of a bicluster. The \( \sum \) operator is both commutative
and associative, so our metrics can be computed by combining the $f$-values for the biclusters in any order. In the next section, we leverage this property to develop more efficient algorithms to find good bicluster partitions.

### 4.2.3 The CC-MACS Algorithm

We now present the CC-MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm, which efficiently searches for a good co-clustering according to a given metric. We first note that the total number of possible co-clusterings of an $m \times n$ matrix is exponential in the size of the matrix (the product of the $m$th and $n$th Bell numbers), so an exhaustive search is infeasible. Our strategy for overcoming this computational challenge is to first build trees on the rows and columns, respectively, and then to consider only co-clusterings corresponding to maximal anti-chains in the trees.

A maximal anti-chain of a rooted tree is a maximal set of nodes in the tree, none of which is a descendant of any other. For example, the blue nodes in each of the trees in Figures 4.5(c)-(i) form a maximal anti-chain. Note that the subtrees of the nodes in a maximal anti-chain correspond to a partition of the leaves of the tree. Therefore any pair of maximal anti-chains of the row and column trees, respectively, corresponds to a co-clustering of the matrix.

This is still a computational challenge, however, because there are $\Omega(2^n)$ maximal anti-chains in a complete binary tree with $n$ leaves. We employ a heuristic to find the most likely candidates by traversing the row and column trees simultaneously, starting at the leaves and greedily merging the nodes that result in the greatest increase in the metric value. Figure 4.5 illustrates an example run of the CC-MACS algorithm. Pseudocode is given in Algorithm 4.1.

### 4.2.4 Complexity Analysis

Consider an $m \times n$ matrix containing $N$ non-zero entries. We first make the following claim about the running time of Step 4 of the CC-MACS algorithm.

**Theorem 4.3.** The arrays $W$ and $F$ populated in Step 4 of the CC-MACS algorithm contain $O \left(N \cdot \log^2 \left(\frac{mn}{N}\right)\right)$ non-zero entries.

**Proof.** Let $M$ denote the original matrix, and let $T^{\text{row}}$ and $T^{\text{col}}$ denote the k-d trees constructed
Figure 4.5: Illustration of the CC-MACS algorithm. Figure (a) shows an example matrix as input to the algorithm. Figure (b) shows the same matrix permuted to reflect the k-d trees constructed in Steps 2 and 3. The maximal anti-chains $S^{row}$ and $S^{col}$ are indicated by the blue nodes, initially set to be the leaves in Step 5 (Figure (c)), and dynamically updated during the loop in Step 8 (Figures (d)-(g)). Figure (h) shows the co-clustering after the final iteration of the loop, when $S^{row}$ and $S^{col}$ are the roots of the trees, corresponding to the single bicluster consisting of the entire matrix. Figure (i) shows the result of the CC-MACS algorithm, the co-clustering that was found to maximize the metric value, indicated by the red lines.
Algorithm 4.1 The CC-MACS Algorithm (Co-Clustering via Maximal Anti-Chain Search)

**Input:** An $m \times n$ matrix $M$ and a bicluster partition metric $\mu(\Pi) = \bigoplus_{B \in \Pi} f(B)$, where $\bigoplus$ is a commutative and associative binary operator, and $f : \beta(M) \to \mathbb{R}$ is a function of the weight and dimensions of a bicluster.

**Output:** A co-clustering $\Pi$ of $M$.

1. Initialize partitions $\Pi^{row}$ and $\Pi^{col}$ to be the sets of singletons of the rows and columns of $M$, respectively.
2. Construct a $k$-d tree $T^{row}$ over the vector sums corresponding to row clusters in $\Pi^{row}$, after first applying a random projection, as in [49]. Let $L(T^{row})$ denote the set of leaves of $T^{row}$, and let $I_x \subseteq [m]$ denote the indices of rows in the subtree rooted at node $x \in T^{row}$.
3. Construct a $k$-d tree $T^{col}$ over the vector sums corresponding to column clusters in $\Pi^{col}$, similarly to above. Let $L(T^{col})$ denote the set of leaves of $T^{col}$, and let $J_y \subseteq [n]$ denote the indices of columns in the subtree rooted at node $y \in T^{col}$.
4. Populate a two-dimensional array $W$ indexed by nodes in $T^{row}$ and $T^{col}$, respectively, where entry $W[x, y]$ is the number of non-zeros in the bicluster $M_{I_x, J_y}$. From this, populate another array $F$ of the same dimensions, containing values $F[x, y] = f(M_{I_x, J_y})$.
5. Let $S^{row}, S^{row}_{max}$ and $S^{col}, S^{col}_{max}$ be maximal anti-chains over $T^{row}$ and $T^{col}$, respectively. Initialize them as $S^{row}_{max} = S^{row} = L(T^{row}), S^{col}_{max} = S^{col} = L(T^{col})$.
6. Maintain the current and maximum metric values, $\mu_{curr}$ and $\mu_{max}$, and initialize them for the partition corresponding to the current $S^{row} \times S^{col}$.
7. Maintain a max heap $H^{row}$ containing only nodes $x \in T^{row}$ such that both $x$.LEFT and $x$.RIGHT are in $S^{row}$, with priorities $h^{row}(x) = \sum_{y \in S^{col}} F[x, y] - f[x \text{ .LEFT}, y] - f[x \text{ .RIGHT}, y]$, the marginal value from including $x$ in a maximal anti-chain instead of its children. Construct $H^{col}$ similarly.
8. While at least one of $H^{row}$ and $H^{col}$ is non-empty (without loss of generality, suppose that $H^{row}.maxPriority() \geq H^{col}.maxPriority()$): Update the dynamic data structures and variables:
   - $x \leftarrow H^{row}.deletemax()$;
   - $S^{row} \leftarrow S^{row} + x \text{ .LEFT} - x \text{ .RIGHT}$;
   - $\mu_{curr} \leftarrow \mu_{curr} + h^{row}(x)$;
   - Update $h^{col}(y)$ for each $y \in H^{col}$;
   - If $x$.SIBLING $\in S^{row}$, then $H^{row}.add(x$.PARENT$)$;
   - If $\mu_{curr} \geq \mu_{max}$, perform the following updates:
     - $\mu_{max} \leftarrow \mu_{curr}$;
     - $S^{row}_{max} \leftarrow S^{row}$;
9. Update $\Pi^{row}$ and $\Pi^{col}$ to be the row and column partitions corresponding to nodes in $S^{row}_{max}$ and $S^{col}_{max}$, respectively.
10. Repeat Steps 2-9 using the updated $\Pi^{row}$ and $\Pi^{col}$. Continue while at least one is updated.
11. Return $\Pi = \Pi^{row} \times \Pi^{col}$, the co-clustering formed by the intersection of $\Pi^{row}$ and $\Pi^{col}$.
on the rows and columns, respectively. For a pair of nodes \( x \in T^{\text{row}} \) and \( y \in T^{\text{col}} \), the array entry \( W[x, y] \) (and therefore also \( F[x, y] \)) is non-zero only if the bicluster \( M_{I_x, J_y} \) has at least one non-zero entry.

Let \( T_l \) denote the set of nodes in level \( l \) of tree \( T \). The critical observation to make is that for all \( y \in T^{\text{col}} \),

\[
|\{ x \in T^\text{row}_l : W[x, y] > 0 \}| \leq |\{ x \in T^\text{row}_{l+1} : W[x, y] > 0 \}|
\]

\[
\leq |\{ x \in L(T^\text{row}) : W[x, y] > 0 \}|. \tag{4.1}
\]

The first inequality follows from the fact that

\[ W[x, y] > 0 \implies W[x, \text{left}, y] > 0 \text{ or } W[x, \text{right}, y] > 0, \]

and the latter by induction. We also have the trivial bound

\[
|\{ x \in T^\text{row}_l : W[x, y] > 0 \}| \leq |\{ x \in T^\text{row}_l \}| = 2^l. \tag{4.2}
\]

When less than half of the nodes \( x \in T^\text{row}_{l+1} \) have \( W[x, y] > 0 \), then bound 4.1 is better; otherwise, bound 4.2 is better. The following analysis finds the optimal level at which to switch, yielding a bound on the overall number of non-zero entries.

Suppose we use bound 4.2 for the top \( l^* \) levels of \( T^\text{row} \), and bound 4.1 for the remaining \( \log (m) - l^* \) levels. Then we have the following bound on the number of non-zero entries across

...
all nodes in $T^{\text{row}}$ and all leaves in $T^{\text{col}}$:

$$\left| \{(x, y) \in T^{\text{row}} \times L(T^{\text{col}}) : W[x, y] > 0 \} \right|$$

$$= \sum_{l=1}^{l^*} \left| \{(x, y) \in T^{\text{row}}_l \times L(T^{\text{col}}) : W[x, y] > 0 \} \right|$$

$$+ \sum_{l=l^*+1}^{\log(m)} \left| \{(x, y) \in T^{\text{row}}_l \times L(T^{\text{col}}) : W[x, y] > 0 \} \right|$$

$$= \sum_{l=1}^{l^*} \sum_{y \in L(T^{\text{col}})}^{\log(m)} \left| \{x \in T^{\text{row}}_l : W[x, y] > 0 \} \right|$$

$$+ \sum_{l=l^*+1}^{\log(m)} \sum_{y \in L(T^{\text{col}})}^{\log(m)} \left| \{x \in T^{\text{row}}_l : W[x, y] > 0 \} \right|$$

$$\leq \sum_{l=1}^{l^*} \sum_{y \in L(T^{\text{col}})}^{\log(m)} 2^l + \sum_{l=l^*+1}^{\log(m)} \sum_{y \in L(T^{\text{col}})}^{\log(m)} \left| \{x \in L(T^{\text{row}}) : W[x, y] > 0 \} \right|$$

(by bounds 4.1 and 4.2 above)

$$= \sum_{y \in L(T^{\text{col}})}^{\log(m)} \sum_{l=1}^{l^*} 2^l + \sum_{l=l^*+1}^{\log(m)} \left| \{(x, y) \in L(T^{\text{row}}) \times L(T^{\text{col}}) : W[x, y] > 0 \} \right|$$

$$= n \cdot \left(2^{l^*+1} - 1\right) + \left(\log(m) - l^*\right) \cdot N$$

To get the best bound possible, we optimize over $l^*$. We set the derivative of the above expression equal to 0 to find the critical values:

$$\frac{d}{dl^*} \left(n \cdot \left(2^{l^*+1} - 1\right) + \left(\log(m) - l^*\right) \cdot N\right) = n \cdot 2^{l^*+1} \cdot \ln(2) - N = 0$$

$$\Rightarrow l^* = \log \left(\frac{N}{2 \cdot \ln(2) \cdot n}\right)$$

This minimizes the function, giving an optimal bound of

$$\left| \{(x, y) \in T^{\text{row}} \times L(T^{\text{col}}) : W[x, y] > 0 \} \right|$$

$$\leq n \cdot \left(2 \cdot \frac{N}{2 \cdot \ln(2) \cdot n} - 1\right) + \log \left(\frac{2 \cdot \ln(2) \cdot mn}{N}\right) \cdot N$$

$$= \frac{N}{\ln(2)} - n + N \cdot \log \left(\frac{2 \cdot \ln(2) \cdot mn}{N}\right)$$

$$= O \left(N \cdot \log \left(\frac{mn}{N}\right)\right).$$

This gives a bound on the number of non-zeros across all nodes in $T^{\text{row}}$, but only the leaves in $T^{\text{col}}$. An analytical approach analogous to that applied for the row nodes above applies for
the column nodes as well, giving a final bound across all nodes in \( T^{\text{row}} \) and \( T^{\text{col}} \):

\[
\left| \{(x, y) \in T^{\text{row}} \times T^{\text{col}} : W[x, y] > 0\} \right| = O \left( N \cdot \log^2 \left( \frac{mn}{N} \right) \right),
\]

as desired. \( \square \)

In fact, we note that the bound in Theorem 4.3 is tight.

**Theorem 4.4.** There exists a constant \( c \) such that for all \( m, n, N \leq mn \in \mathbb{N} \), there exists an \( m \times n \) matrix \( M \) with \( N \) non-zero entries for which the corresponding array \( W \) contains at least \( c \cdot N \cdot \log^2 \left( \frac{mn}{N} \right) \) non-zero entries.

**Proof.** For simplicity, assume that \( d = \sqrt{\frac{mn}{N}} \) is an integer. Consider the \( m \times n \) matrix \( M \) constructed as follows:

\[
M_{i,j} = \begin{cases} 
1 & \text{if } i \equiv 0 \pmod{d} \text{ and } j \equiv 0 \pmod{d} \\
0 & \text{otherwise}
\end{cases}
\]

First, we note that \( M \) has \( \frac{m}{d} \cdot \frac{n}{d} = \sqrt{\frac{mn}{n}} \cdot \sqrt{\frac{mn}{m}} = N \) non-zero entries. Next, consider a node \( x \in T^{\text{row}}_{l^*} \), where \( l^* = \log (m) - \log (d) \). The subtree rooted at \( x \) has height \( \log (d) \), and therefore contains \( 2^{\log(d)} = d \) leaves. By construction, exactly one of those leaves corresponds to a row with non-zero entries, so we have a bijection from non-zero leaves to non-zero nodes in each of levels \( T^{\text{row}}_{\log(m) - \log(d)}, \ldots, T^{\text{row}}_{\log(m) - 1} \). (If \( d \) is not an exact power of 2, the analysis is still accurate to within a factor of 2.) Summing over all leaves \( y \in L \left( T^{\text{col}} \right) \), corresponding to columns of \( M \), we have that

\[
\left| \{(x, y) \in T^{\text{row}} \times L \left( T^{\text{col}} \right) : W[x, y] > 0\} \right| \\
\geq \sum_{l=\log(m) - \log(d)}^{\log(m)} \left| \{(x, y) \in T^{\text{row}}_l \times L \left( T^{\text{col}} \right) : W[x, y] > 0\} \right| \\
= \sum_{l=\log(m) - \log(d)}^{\log(m)} \left| \{(x, y) \in L \left( T^{\text{row}} \right) \times L \left( T^{\text{col}} \right) : W[x, y] > 0\} \right| \\
= \log (d) \cdot \left| \{(x, y) \in L \left( T^{\text{row}} \right) \times L \left( T^{\text{col}} \right) : W[x, y] > 0\} \right| \\
= \log (d) \cdot N \quad (\text{corresponding to the } N \text{ non-zero entries in } M).
\]
This counts the number of non-zeros in $W$ across all nodes in $T^{row}$, but only the leaves in $T^{col}$. Similar analysis to that above gives a final bound across all nodes in $T^{row}$ and $T^{col}$:

$$\left|\left\{(x, y) \in T^{row} \times T^{col} : W[x, y] > 0\right\}\right| \geq N \cdot \log^2(d) = N \cdot \log^2\left(\frac{mn}{N}\right),$$

as desired. \qed

We now proceed to analyze the running time of the entire CC-MACS algorithm.

Step 1, initializing the partitions, takes $O(m + n)$ time. The $m$ rows can be projected onto a $\log(m)$-dimensional space in $O(N \log m)$ time, after which the k-d tree on the rows can be computed in $O(m \log m)$ time; likewise, the $n$ rows can be projected onto a $\log(n)$-dimensional space in $O(N \log n)$ time, after which the k-d tree on the columns can be computed in $O(n \log n)$ time; so Steps 2 and 3 take $O(N \cdot (\log m + \log n)) = O(N \log (mn))$ time total. Using dynamic programming, the arrays $W$ and $F$ in Step 4 can be populated in time linear in the number of non-zeros in the resulting arrays, which is $O\left(N \cdot \log^2\left(\frac{mn}{N}\right)\right)$ by Theorem 4.3. Step 5 is $O(m + n)$, and Step 6 is $O(N)$. Computing the priority values in Step 7 takes $O(N)$ time. Inserting and deleting the elements in the row and column heaps in Steps 7-8 takes $O(m \log m + n \log n)$ time total since each node is inserted and deleted at most once. Updating $h^{col}(y)$ in Step 8 takes $O(\log n)$ time for each $y \in H^{col}$, which is performed for each iteration of the loop where an element $x \in H^{row}$ was chosen such that $F[x, y]$ is non-zero, for a total of $O(N \log n)$; the total for iterations where an element from $H^{col}$ was chosen is $O(N \log m)$. In total, the CC-MACS algorithm runs in $O\left(\kappa \cdot N \cdot \max\left(\log(mn), \log^2\left(\frac{mn}{N}\right)\right)\right)$ time, where $\kappa$ is the number of iterations of Step 10.

4.3 Evaluation

We first evaluate the effectiveness of the CC-MACS algorithm for finding dense biclusters by comparing with existing and baseline co-clustering algorithms. Then we use the CC-MACS algorithm to identify functional communities in social media. These are the algorithms we use in our experiments:

- CC-MACS algorithm with $\mu_2 = \sum_{B \in \Pi} \frac{a(B)^2}{s(B)} \cdot d(B)^4$
- CC-MACS algorithm with $\mu_1 = \sum_{B \in \Pi} \frac{a(B)^2}{s(B)} \cdot d(B)^3$
• CC-MACS algorithm with $\mu_0 = \sum_{B \in \Pi} a(B)^2 \cdot d(B)^2$

• Cross-Association: minimizes encoding cost [16]

• One-block: consists of a single large bicluster

• Singletons: each matrix entry is in its own bicluster

### 4.3.1 Prediction Accuracy

First we outline an unsupervised learning task by which to evaluate co-clustering algorithms. Given a matrix $M$ containing an unknown set of possibly noisy biclusters $\{B_k\}_{k \in \mathbb{N}}$, co-cluster $M$ such that elements of bicluster $B_k$ only appear in the same block in the partition as other elements of $B_k$. That is, the pair of matrix entries $(a_1, a_2) = (M_{i_1,j_1}, M_{i_2,j_2})$ form a positive instance if $(\exists k) a_1, a_2 \in B_k$; and a negative instance if at least one of $a_1, a_2$ appears in a bicluster and $(\nexists k) a_1, a_2 \in B_k$.

We perform experiments to evaluate the accuracy of several co-clustering algorithms for the learning task described above using synthetically generated matrices with a variety of parameters. Specifically, $\text{MGEN}(m, n, k, r, s, p)$ generates an $m \times n$ matrix $M$ with $k$ biclusters of size $r \times s$ selected randomly from $M$, where each non-bicluster entry is a 0, and each bicluster entry is a 1 with probability $1 - p$. For each co-clustering algorithm, we compute the precision, recall, and $F_1$-score (a statistical measure that considers both precision and recall), averaged over 10 trials.

Figure 4.6 shows the results when we vary the number of biclusters. We fix $m = n = 1024$, $r = s = 4$, and $p = 0$, and let $1 \leq k \leq 256$. The Singletons method has perfect precision since there are no false positives, but 0 recall; on the other hand, the One-block method has perfect recall but close to 0 precision. The CC-MACS algorithm with the $\mu_2$ and $\mu_1$ metrics out-perform the other algorithms in finding a good balance between precision and recall, as measured by the $F_1$-score. Performance inevitably deteriorates as the number of biclusters increases, as they are more likely to overlap and create conflicts in finding a hard co-clustering.

In Figure 4.7, we fix $m = n = 1024$, $k = 16$, and $p = 0$, and vary the size of the biclusters from $1 \times 1$ to $32 \times 32$. The results are similar to the previous experiment, with performance reaching a peak around $2 \times 2$ or $4 \times 4$, and declining as the size of the biclusters increases (for
Figure 4.6: Precision, recall, and $F_1$-score of several algorithms as the number of biclusters varies.

Figure 4.7: Precision, recall, and $F_1$-score of several algorithms as the size of biclusters varies.

smaller $k$, the peak would be later).

Figure 4.8 analyzes robustness to missing values. We fix $m = n = 1024$, $k = 8$, and $r = s = 16$, and let $0 \leq p \leq 0.5$. Results show that the CC-MACS algorithm with the $\mu_2$ metric still achieves good precision and recall with up to 30% missing.

### 4.3.2 Finding Block Structure

We now evaluate the ability of the CC-MACS algorithm to find dense biclusters in real-world matrices with known structure. We looked through the NIST Matrix Market repository, and chose several matrices from the domains of finite element modeling and quantum chemistry because of their clear block structure. Some of the matrices contain complex-valued entries. In the following experiments, we treat all data as $\{0, 1\}$-matrices, where a 1 indicates the presence of a non-zero value.

Figure 4.9 shows the results from the Cross-Association and CC-MACS algorithms. In particular, the CC-MACS algorithm with the $\mu_2$ metric is seen to be effective at identifying large, dense biclusters in these datasets. The $\mu_0$ metric returned the trivial single-block co-clustering on all datasets, reflecting that it does not put enough weight on the density of a
Figure 4.8: Precision, recall, and $F_1$-score of several algorithms as the percentage of missing values varies.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original Matrix</th>
<th>Cross-Association</th>
<th>CC-MACS ($\mu_0$)</th>
<th>CC-MACS ($\mu_1$)</th>
<th>CC-MACS ($\mu_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIDAP005</td>
<td><img src="image" alt="Matrix" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
</tr>
<tr>
<td>FIDAPM05</td>
<td><img src="image" alt="Matrix" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
</tr>
<tr>
<td>QC324</td>
<td><img src="image" alt="Matrix" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
<td><img src="image" alt="Clustering" /></td>
</tr>
</tbody>
</table>

Figure 4.9: Real-world datasets from finite element modeling (FIDAP005 and FIDAPM05) and quantum chemistry (QC324). The red lines indicate co-clusterings found by Cross-Association and CC-MACS algorithms.

bicluster. The $\mu_1$ and $\mu_2$ metrics, on the other hand, seem to have performed quite well – in fact, they achieve a lower encoding cost than the co-clustering output by the Cross-Association algorithm itself. The Cross-Association algorithm may perform poorly on these datasets either because it finds a local optimum before the global optimum is reached, or because in sparse matrices the encoding cost may be minimized by having a single bicluster containing the entire matrix.

### 4.3.3 Discovering Functional Communities in Social Media

Next we perform experiments on the Meme-Tracker dataset, a large collection of memes extracted from the web by Leskovec et al. [62]. To study the dynamics of the news cycle, they
<table>
<thead>
<tr>
<th># of Memes</th>
<th># of Domains</th>
<th>Density</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>21</td>
<td>98.2%</td>
<td>St. Jude’s Children’s Hospital</td>
</tr>
<tr>
<td>178</td>
<td>5</td>
<td>96.1%</td>
<td>Brazilian news sites</td>
</tr>
<tr>
<td>39</td>
<td>6</td>
<td>98.7%</td>
<td>Spanish news sites</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>99.2%</td>
<td>Tech conference and magazine sites</td>
</tr>
<tr>
<td>17</td>
<td>6</td>
<td>100.0%</td>
<td>Political blogs</td>
</tr>
</tbody>
</table>

Table 4.4: Top biclusters returned by the CC-MACS algorithm on the Meme-Tracker dataset.

processed text from hundreds of thousands of blogs and news websites to extract distinguishable phrases that suddenly appeared with unusual frequency. They classified these into phrase clusters – each representing a meme – to account for variations in spelling, truncation, and other modifications that may occur as a phrase spreads through the web. From this data, we constructed a binary matrix where each row corresponds to one of the memes, each column corresponds to a web domain, and entry \((i,j)\) is a 1 if and only if the \(i\)th meme was mentioned on a website at the \(j\)th domain. After filtering out domains with less than 10 memes, the resulting matrix has 71,566 rows; 47,228 columns; and 4,026,266 non-zero entries (0.1% of the matrix). We will refer to this as the MT matrix.

We ran the CC-MACS algorithm on the MT matrix using the \(\mu_0\), \(\mu_1\), and \(\mu_2\) metrics. The \(\mu_0\) metric returned the trivial single-block co-clustering, as in the previous experiment, but the \(\mu_1\) and \(\mu_2\) metrics yielded more illuminating results. Table 4.4 shows some of the top biclusters found.

We see that the CC-MACS algorithm identified several large and very dense biclusters in the MT matrix, and furthermore, that the biclusters correspond to clearly identifiable communities of web domains that participate in disseminating much of the same content.

### 4.4 Discussion

#### 4.4.1 Extensions and Applications

Our approach to co-clustering may be particularly helpful in collaborative filtering, where the goal is to make recommendations for a given user based on feedback from users with similar preferences.
Although in our work we focused on applications that entail a binary relationship, the metrics we propose can be equally applied to real-valued matrices. In Section 4.2.1, we define the density of a bicluster as being dependent on the sum of values and the size of the bicluster, which does not require that the entries be in \{0, 1\}. In fact, both of the properties described in Section 4.2.2 still hold for our metrics when the matrix is real-valued.

The CC-MACS algorithm as presented here is a static algorithm. Although the existence of a functional community implies some degree of stability, community structure may change over time. In networks where such changes tend to occur more rapidly, it may be of interest to develop a dynamic version of the CC-MACS algorithm that seamlessly adapts to new data.

Other possible directions for future work include considering a more general class of matrix partitions, not just those formed by a co-clustering of the rows and columns; providing bounds on the approximation factor of our heuristic algorithm; or adapting our approach for distributed computation.

4.4.2 Limitations of Our Approach

The efficiency of the CC-MACS algorithm relies on the metric being of a particular form, the sum over values of a function applied to each bicluster in the co-clustering. For some applications, however, the desired metric may not fit this form. To address this limitation, future work could analyze run-time bounds under various relaxations of this condition.

4.4.3 Significance and Impact

We have presented a new approach for discovering hidden relationships in bipartite data, called the CC-MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm. We first construct k-d trees on the rows and columns using random projections, and then utilize the dual tree structure to efficiently search for a co-clustering which optimizes the value of a given metric. We traverse the trees entirely instead of terminating the algorithm if a local optimum is reached, thus better exploring the breadth of the search space for a globally optimal solution.

The literature on co-clustering spans multiple disciplines, but different applications and data characteristics motivate different approaches. Although the metrics we suggest are motivated
by the task of finding dense biclusters, the CC-MACS algorithm can be used with any metric. While in some real-world scenarios matrices are assumed to have a block diagonal structure, our method does not make that assumption, and therefore can be effective even when that assumption does not hold. Our algorithm is designed to leverage sparsity in the data, running in $O(N \log^2(mn))$ time for sparse matrices. However, we get a further improvement for dense matrices, running in $O(mn \log(mn))$ time. This flexibility to metric, matrix structure, and density makes our algorithm applicable across domains with different goals and data characteristics.

Most related work in the computer science literature assumes that it is desirable to have a small number of clusters, leading to methods that are based on dimensionality reduction, or require the maximum number of row and column clusters to be specified in advance. While there are tasks such as matrix compression where minimizing the number of clusters is essential, we claim that in many real-world applications this is not the case – if the data contains many dense but disjoint biclusters, it may be reasonable to return a co-clustering with hundreds or thousands of row and column clusters. We hope that this observation will motivate others to develop algorithms that also overcome the limitations of the “fewer is better” mentality.
Chapter 5
Modeling Collaboration in Academia

5.1 Introduction

5.1.1 Background and Motivation

In academia, the success of a researcher is often measured by metrics such as number of papers published and how frequently one’s work gets cited. These factors play an important role in decisions of tenure, promotions, and awards. However, while each researcher has individual goals, much scientific and academic progress is the result of collaborative efforts. In this work, we seek to better understand the mechanisms driving academic collaboration.

Although collaboration is an essential aspect of most academic disciplines, it has been given relatively little attention in the literature. Most measures of academic impact are based on a researcher’s publication record, and pay no regard to collaboration. Others evaluate impact via centrality measures on an aggregated coauthorship graph. However, a researcher’s behavioral patterns may change over time. The existing literature that looks at temporal aspects of publication and citation activity tend to assume that the processes driving them are static or have static parameters. We suggest that more sophisticated models are needed to understand the intricacies of collaborative behavior.

Researchers exhibit a wide range of different work habits and behaviors. Some distribute their time among many projects, while others focus on only a few projects at a time. Some engage in mentoring relationships, while others choose to collaborate mostly with their peers. These behaviors may be motivated by a variety of factors such as institutional needs, academic field, stage in career, funding situation, and affinity for teaching. We pose the question: “If researchers were motivated by $X$, what would the world of academic research look like?” In the current work, we purport to answer this question by first developing a game-theoretic model
of academic collaboration, and then studying the outcome of the game when each researcher is trying to optimize a given objective function.

5.1.2 Related Work

Bibliographic Metrics

Across all academic disciplines, it is natural to want to measure the impact of an individual and his or her work. Consequently, many metrics have been proposed, based on properties of an individual’s research output. These start with simple counts like the number of publications (in selective venues) or the total number of citations across all publications, and become progressively more complex. Given the attention such metrics receive, there has been much effort in designing them to be meaningful. For example, total paper counts give little indication of the quality of the work. Aggregate citation counts are distorted by a single highly-cited paper, and so do not indicate the breadth of the researcher’s work.

In 2005, Hirsch proposed the h-index: the largest integer \( h \) such that the author has published at least \( h \) papers with at least \( h \) citations each [42]. This measure has an intuitive appeal, and is not unduly influenced by a single high-impact paper, nor by a multitude of low-impact publications. Since then, a plethora of variations and alternative indices have been proposed to address perceived shortcomings of the h-index [29, 48]. Most of these measures evaluate an author solely based on his or her individual publication record. However, modern scientific research tends to be highly collaborative in nature.

There has been some effort in recent years to design bibliographic metrics that take collaboration into account. Abbasi et al. proposed an index that rewards an author for collaborating with top researchers [2]. Kameshwaran et al. defined a metric combining strength of publication record with eigenvector centrality to identify prominent researchers in the collaboration network [51]. In previous work, we proposed the Social h-index, which attributes partial credit for a researcher’s success to the coauthors whose joint work contributed to that success [22].
Temporal Models

Several models have been proposed to study how publications and citations accumulate over time. In his original paper, Hirsch suggests a model in which a researcher publishes a constant number of papers per year, and each paper accumulates a constant number of additional citations per year [42]. This results in linear growth of the h-index, with the earliest papers accumulating the most citations.

Other works have further studied how the h-index of a researcher grows over time, through simulation models or empirical studies. Wu et al. track the h-indices of 47 Nobel Prize winners as functions parameterized by time and categorize them into five shapes: linear, convex, concave, S-shaped, and IS-shaped [97]. They also examine the “freshness” of the papers contributing to the h-index – whether they were published early or late in the researcher’s career – and find that a researcher’s best papers tend to be distributed throughout her career.

Guns and Rousseau look at how citations of a paper accumulate over time [39]. They suggest a peak-decay model, in which the number of citations a given paper receives increases each year until a peak year and then decreases. Note that under this model, the total number of citations a paper receives is usually bounded (but could differ by paper), whereas under Hirsch’s model, papers accumulate citations unboundedly. They show through simulations that by varying the parameters (peak year, height of peak, and rate of decay) – or choosing them stochastically – growth of the h-index under the peak-decay model can be linear, concave, or S-shaped.

Cardillo et al. empirically study the correlation between stability of local graph structure over time and the willingness of individuals to compromise their own interests in favor of social cooperation [15], but stop short of suggesting a mechanism that would explain such behavior.

5.1.3 Contributions and Outline

In this work, we aim to understand the mechanisms underlying academic collaboration. Using tools from the field of Game Theory, we study how collaboration may arise as the result of interplay between researchers’ individually-motivated behaviors.
We begin by building a theoretical model for how researchers collaborate and how collaboration affects the number of citations a paper receives, supported by observations from a large real-world publication and citation dataset. Using this model, we study researchers’ collaborative behavior over time under the premise that each person wants to maximize his or her academic success in terms of both the quality and quantity of her research output.

Our main contributions can be summarized as follows:

- A game-theoretic framework modeling academic collaboration as a repeated game
- Formal analysis of collaboration strategies and game equilibria

### 5.2 Methodology

We first introduce some basic terminology and notation. Using a game-theoretic framework, we then describe a game of academic collaboration with which we can simulate researchers’ collaborative behavior over time.

#### 5.2.1 Preliminaries

We begin with some definitions, including a more general definition of the h-index, originally proposed in [42]. A summary of notation is provided in Table 5.1.

We define the citation profile of a set of papers \( P \), denoted \( \chi(P) \), to be the multi-set \( \{ \text{cit}(p) : p \in P \} \); and the citation profile of a researcher \( a \) to be \( \chi(a) = \chi(P(a)) \). When multiple years are being considered, we use \( \chi_y(a) \) to denote the citation profile of researcher \( a \) in year \( y \).
We define the *h-index* of a multi-set of non-negative integers $Z$, denoted $h(Z)$, to be the largest integer $h$ such that at least $h$ elements of $Z$ are greater than or equal to $h$:

$$h(Z) = \max \{ h : |\{ z \in Z, z \geq h \} | \geq h \}.$$ 

For simplicity of notation, we define the h-index of a set of papers $P$ to be $h(P) = h(\chi(P))$; and the h-index of a researcher $a$ to be $h(a) = h(P(a)) = h(\chi(P(a)))$. When multiple years are being considered, we use $h_y(a)$ to denote the h-index of researcher $a$ in year $y$.

We define the *h-profile* of a multi-set of non-negative integers $Z$, denoted $H(Z)$, to be the multi-set of integers in $Z$ that are greater than or equal to $h(Z)$:

$$H(P) = \{ z \in Z : z \geq h(Z) \}.$$ 

We similarly define the h-profile of a set of papers $P$ to be $H(P) = H(\chi(P))$; and the h-profile of a researcher $a$ to be $H(a) = H(P(a)) = H(\chi(P(a)))$. When multiple years are being considered, we use $H_y(a)$ to denote the h-profile of researcher $a$ in year $y$.

Sometimes we are only interested in the papers with strictly more than $h$ citations. We define the *h-augmenting profile* of a multi-set of non-negative integers $Z$, denoted $\tilde{H}(Z)$, to be the multi-set of integers in $Z$ that are strictly greater than $h(Z)$:

$$\tilde{H}(P) = \{ z \in Z : z > h(Z) \}.$$ 

We similarly define the h-augmenting profile of a set of papers $P$ to be $\tilde{H}(P) = \tilde{H}(\chi(P))$; and the h-augmenting profile of a researcher $a$ to be $\tilde{H}(a) = \tilde{H}(P(a)) = \tilde{H}(\chi(P(a)))$. When multiple years are being considered, we use $\tilde{H}_y(a)$ to denote the h-augmenting profile of researcher $a$ in year $y$. Intuitively, the h-augmenting profile indicates progress towards increasing the h-index.

Let $Z$ and $Z'$ be multi-sets of non-negative integers. We say $Z$ is *weakly h-preferable* to $Z'$, denoted $Z \geq_h Z'$, if $h(Z) \geq h(Z')$ and $(\forall z_0 > h(Z)) |\{ z \in Z : z \geq z_0 \} | \geq |\{ z \in Z' : z \geq z_0 \} |$. We say $Z$ is *strongly h-preferable* to $Z'$, denoted $Z \succ_h Z'$, if in addition either $h(Z) > h(Z')$ or $\exists z_0 > h(Z)$ for which the inequality is strict. When $P$ and $P'$ are two sets of papers, we write $P \geq_h P'$ to denote that $\chi(P) \geq_h \chi(P')$, and $P \succ_h P'$ to denote that $\chi(P) \succ_h \chi(P')$.

Next, we propose a model with which to study academic collaboration over time.
5.2.2 Game-Theoretic Model

To model the collaborative behavior of researchers in academia, we appeal to field of Game Theory. We consider a model where in year $y$, each researcher $a$ has a fixed amount of research potential $Q_y(a)$ to be invested in writing papers, and the total number of citations that a paper receives reflects the amount of research potential that was invested in the paper by its authors. For simplicity of analysis, we model all citations as being received in the same year that the paper is published. We also suggest that there is a practical limit on the number of coauthors that can meaningfully contribute to a paper, and in the following analysis limit a paper to two coauthors. Future work could revisit the analysis under a more realistic or general model.

A game is a way of modeling the decisions of a set of rational players whose actions collectively determine an outcome. A player’s goal is to achieve an outcome of maximal utility to that player. We model collaboration in academia as a repeated game, where the same base game is played multiple times, and in each iteration players choose actions simultaneously.

We formalize a repeated game played by a set of researchers, explicitly defining the actions available to each researcher in each year, the outcomes determined by those actions, and the utility of each possible outcome to each researcher. We refer to this as the Academic Collaboration (AC) game:

- **Players:** Let $A$ be a set of researchers, each $a \in A$ initially having published a set of papers resulting in citation profile $\chi_0(a)$.

- **Actions:** In year $y$, each researcher $a \in A$ has $Q_y(a)$ units of research potential to distribute amongst individual and collaborative projects. Formally, $a$ constructs a finite sequence of non-negative integers $q^a_y$, and for each potential coauthor $a' \in A$ a sequence $q^{a,a'}_y$, such that

$$\sum_i q^a_y[i] + \sum_{a'} \sum_i q^{a,a'}_y[i] = Q_y(a).$$

- **Outcome:** In year $y$, a paper is produced for each project, which receives citations commensurate with the research potential invested by its coauthors. A researcher $a$ becomes a coauthor on a paper $p$ by investing a non-zero amount of research potential $q(a,p)$ in it. Formally: Let $\text{cit}$ be the citation function, which maps a non-empty
multi-set \( \{q(a,p)\}_{a \in A'} \) consisting of the research potential invested in a project by its coauthors \( A' \subseteq A \) to the number of citations the resulting paper \( p \) will receive. For \( i > |q| \), define \( q[i] = 0 \). For all \( a, i \) such that \( q[a][i] > 0 \), a paper will be published which will receive \( \text{cit}(\{q[a][i]\}) \) citations, singly-authored by \( a \). For all \( \{a, a'\} \in \binom{A}{2} \) and \( i \) such that \( q[a,a'][i] + q[a',a][i] > 0 \), a paper will be published which will receive \( \text{cit}\left(\left\{q[a,a'][i], q[a',a][i]\right\}\right) \) citations, for which \( a \) (resp. \( a' \)) is a coauthor if and only if \( q[a,a'][i] > 0 \) (resp. \( q[a',a][i] > 0 \)).

- **Utility:** The function \( Util_y(a) = h_y(a) \) indicates the utility for researcher \( a \) at the end of year \( y \).

We will consider the AC game of infinite horizon, which means that each player wants to maximize his utility in the limit, rather than after some pre-specified number of years.\(^1\) The Game Theory literature considers several ways to compare player preferences in infinite games. Our approach is most similar to the overtaking criterion presented in [85].

The game state represents, at any point in the game, all information that may help determine the available actions, corresponding outcomes, and utilities of the players. In the AC game, we define the game state to consist of the citation profiles of the researchers.

A strategy is a set of rules that govern which action a player will take given her knowledge of the game state. In the current work, we only consider deterministic strategies.

Let \( s \) be a set of strategies for a game, one per player; this is referred to as a strategy profile. For the purpose of analysis, we take two strategy profiles to be equal if they always result in the same outcome. When considering multiple strategy profiles, we denote by \( P_y^s(a), \chi_y^s(a), h_y^s(a), H_y^s(a), \tilde{H}_y^s(a), \text{and } Util_y^s(a) \) the papers, citation profile, h-index, h-profile, h-augmenting profile, and utility, respectively, for player \( a \) after \( y \) iterations of the game when the players follow their respective strategies in \( s \); and by \( W^s(A) \) the social welfare under \( s \). We denote by \( s_a \) the strategy for player \( a \in A \) under strategy profile \( s \);\(^2\) and by \( s_{\emptyset} \) the strategies for

---

\(^1\) Although in reality a researcher lives for only a finite number of years, infinite games are arguably a reasonable model of human behavior when “players examine a long-term situation without assigning a specific status to the end of the world” [86].

\(^2\) For convenience, we also use \( s_a \) to denote the singleton set containing that strategy; in each use case, the meaning should be clear from context.
all players other than \( a \); by \( s_{A'} \) the strategies for players in \( A' \subseteq A \), and by \( s_{\bar{A}} \) the strategies for players not in \( A' \).

Let \( f_n \) and \( g_n \) be two infinite real-valued sequences. We say that \( f_n \) overtakes \( g_n \) if
\[
\limsup_{n \to \infty} f_n - g_n > 0 \quad \text{and} \quad \liminf_{n \to \infty} f_n - g_n \geq 0.
\]
We note that there are three (mutually exclusive and exhaustive) possibilities:

- \( f_n \) overtakes \( g_n \)
- \( g_n \) overtakes \( f_n \)
- neither \( f_n \) nor \( g_n \) overtakes the other

These are illustrated in Figure 5.1.

Figure 5.1: (a) Sequence \( f_n \) overtakes \( g_n \). (b) Neither sequence \( f_n \) nor \( g_n \) overtakes the other.

Multiple notions of equilibrium have been proposed in the literature. Due to the collaborative nature of the AC game, we consider a set of strategies to be in equilibrium if no two researchers would prefer to deviate from their current strategies in order to collaborate with one another. We formalize this by generalizing the notion of stability presented in [32].

Given a strategy profile \( s \) for the players in an infinite game, we say that the subset of players \( A' \subseteq A \) is unstable under \( s \) if there exist alternate strategies \( s'_{A'} \) for the players in \( A' \) such that \((\forall a \in A') Util_{n}^{s_{A'}} (a) \) overtakes \( Util_{n}^{s} (a) \). We define a strategy profile \( s^* \) to be a \( k \)-stable equilibrium if there does not exist an unstable set of size at most \( k \). Throughout the rest of this chapter, we use the term equilibrium to refer to a 2-stable equilibrium.

In the next section, we use the AC game to examine how researchers’ individually-motivated

---

3In [85], \( f_n \) overtakes \( g_n \) if \( \liminf_{n \to \infty} f_n - g_n > 0 \). Our definition is more inclusive, additionally allowing for the situation in Figure 5.1(a).
behavior can lead to academic collaboration.

5.3 Evaluation

First, we build a model of academic collaboration based on data extracted from a large corpus of Computer Science publications. In particular, we analyze how researchers split their effort between multiple papers, and the relationship between the authors of a paper and the number of citations it receives. Next, we explore the single-player, two-player, and multi-player versions of the AC game. For each version, we analyze the asymptotic behavior and equilibria when each player is trying to maximize his or her h-index.

5.3.1 Collaboration Model

In Section 5.2.2, we proposed a game-theoretic model of academic collaboration in which in year \( y \), each researcher \( a \) has a fixed amount of research potential \( Q_y(a) \) to be invested in writing papers, and the total number of citations that a paper receives reflects the amount of research potential that was invested in the paper by its authors. We now further specify this mechanism by analyzing publication and citation data from the field of Computer Science. We extract all publications, along with authors and number of citations received, from a snapshot of the DBLP database, which contains approximately 1 million researchers and 2 million publications.

We first analyze the simple case of a paper published by a single author who had no other publications that same year,\(^4\) and explore the relationship between the number of citations a paper receives and several attributes of the author: number of papers published previously, total number of citations received previously, and current h-index. We compute Spearman’s rank correlation coefficient for each of the attributes,\(^5\) and find that the h-index has the highest correlation with a value of 0.34, compared to paper count with a value of 0.28 and citation sum with a value of 0.08. Therefore, in subsequent analysis, we use the h-index as a proxy for the research potential of an author.

\(^4\)The assumption is that if a researcher published only one paper in a given year, then all of her effort went into that paper. In reality, she could have worked on projects that were not published that year, but that is hard to evaluate empirically since unpublished papers are not captured in the data.

\(^5\)We choose this over the more common Pearson’s coefficient because it is more robust to non-linear relationships.
Figure 5.2: The h-index of the author versus the median number of citations received across all single-authored papers for which the author published no other papers the same year.

In Figure 5.2, we take a closer look at the relationship between the h-index of the author and the number of citations a paper receives. The plot shows the median number of citations received on papers singly-authored by a researcher with h-index \( h \) for each value of \( h \). We use the median because there are a few extreme outliers which skew the average to the right, and we are looking for a model which represents a typical researcher. Comparison to the best-fit line demonstrates visually that the two quantities have a linear relationship up until an h-index of about 10, indicating that the number of citations a single-authored paper receives is proportional to the h-index of the author when he puts all of his effort into the paper. For values of \( h > 10 \), the fluctuation may be a result of high variance and too few data points.

Next, we look at the case of papers with multiple authors. To isolate this aspect of the model, we consider two-author papers where neither of the authors published any other papers in the same year, as illustrated in Figure 5.3(a). In Figure 5.3(b), we plot the sum of the h-indices of the authors versus the median number of citations received across all such papers. We again observe a linear relationship, indicating that the combined research potential of multiple authors is additive when they put all of their effort into the paper.

Finally, we investigate what happens when an author publishes multiple papers in the same year by narrowing our focus to instances where aside from the author of interest, none of the
Figure 5.3: The sum of the h-indices of the coauthors versus the median number of citations received across all two-authored papers where neither author published any other papers in the same year. The dashed line is the number of citations predicted by our model.

Figure 5.4: The h-index of an author who published two papers in the same year with coauthors respectively, neither of which published any other papers in the same year, versus the median of $(cit(p_1) - h(b_1)) + (cit(p_2) - h(b_2))$.

coauthors published any other papers in the same year. This scenario is illustrated in Figure 5.4(a). Using the previous result of research potential being additive across multiple coauthors, we plot the h-index of the author of interest against the value

$$\sum_{p \in P_y(a)} \left( cit(p) - \sum_{b \in A(p) \setminus \{a\}} h(b) \right)$$

in Figure 5.4(b). The plot shows a linear relationship, indicating that the distribution of an author’s research potential across multiple papers is also linear.

Based on the observations above, we formalize our model with the following three properties:

1. In year $y$, a researcher $a$ has $Q_y(a) = h_y(a) + 1$ units of research potential to be invested in writing papers.
2. An individual’s research potential can be distributed amongst any number of papers to be published in that year:

\[ Q_y(a) = \sum_{p \in P_y(a)} q(a, p), \]

where \( q(a, p) \) is the amount of research potential invested by researcher \( a \) in paper \( p \).

3. A paper \( p \) will receive in total \( \text{cit}(p) = \text{cit}\left(\{q(a, p)\}_{a \in A(p)}\right) = \sum_{a \in A(p)} q(a, p) \) citations.

We now use this model to study the AC game.

### 5.3.2 Single-Player Game

First, we consider the AC game when there is only one player, researcher \( a \). In this case, \( a \) may only write single-author papers; the question is how many papers to write and how to optimally distribute her research potential between them.

We begin by analyzing how the utility function grows when \( a \) puts all of her effort into writing a single paper each year.

**Proposition 5.1.** Consider the single-player AC game of infinite horizon. Let \( s^* \) denote the strategy profile where each year the player \( a \) invests all research potential into a single paper. Then the limit behavior for player \( a \)’s utility under \( s^* \) is

\[
\limsup_{n \to \infty} \text{Util}_{n}^{s^*}(a) \sim \sqrt{2n}.
\]

**Proof.** If the claim holds for \( h_0(a) = 0 \), then it also holds for \( h_0(a) > 0 \), so assume that \( h_0(a) = 0 \). Following strategy \( s^* \), from the time \( a \) reaches an h-index of \( h' \), it will take \( h' + 1 \) years to accumulate \( h' + 1 \) papers with \( h' + 1 \) citations each. Thus \( a \) requires a total of \( n = \sum_{i=1}^{h'} i = \frac{h(h+1)}{2} \) years to achieve an h-index of \( h \). Conversely, as the number of years \( n \) goes to infinity, \( a \) achieves a utility of

\[
\limsup_{n \to \infty} \text{Util}_{n}^{s^*}(a) = \limsup_{n \to \infty} h_{n}^{s^*}(a) = \limsup_{n \to \infty} \left[ \frac{-1 + \sqrt{1 + 8n}}{2} \right] \sim \sqrt{2n}. \]

We now compare \( a \)’s success under the single-paper strategy relative to other possible ways of distributing her effort.
Lemma 5.2. Consider the single-player AC game of infinite horizon. Let $s^*$ denote the strategy profile where each year the player $a$ invests all research potential into a single paper. Then for all strategy profiles $s \neq s^*$, $h_{n}^{s^*}(a)$ overtakes $h_n^s(a)$.

Proof. Consider a strategy profile $s \neq s^*$. Let $y^*$ be the first year in which the outcome is different under $s^*$ and $s$, so that $h_{y^*-1}^s(a) = h_{y^*-1}^{s^*}(a) = h_{y^*-1}^{s^*}(a)$ and $\tilde{H}_{y^*-1}^s(a) = \tilde{H}_{y^*-1}^{s^*}(a)$. Since $s^*$ produces a single paper that will receive $Q_{y^*}(a) = h_{y^*-1}^{s^*}(a) + 1$ citations, $a$’s strategy under $s$ must split the research potential between at least two papers, each therefore receiving at most $h_{y^*-1}^s(a)$ citations, resulting in $H_{y^*}^s(a) \succ_h H_{y^*}^{s^*}(a)$. It follows by induction that $H_{y}^s(a) \succ_h H_{y}^{s^*}(a)$ for all $y \geq y^*$, and furthermore, that $h_{y}^s(a) > h_{y}^{s^*}(a)$ for all years $y \geq y^*$ in which $h^s(a)$ increases. By definition, $h_{n}^{s^*}(a)$ overtakes $h_n^s(a)$. \hfill \square

Theorem 5.3. Consider the single-player AC game of infinite horizon. Let $s^*$ denote the strategy profile where each year the player $a$ invests all research potential into a single paper. Then $s^*$ is the only equilibrium.

Proof. This follows directly from Lemma 5.2. \hfill \square

We have shown the strategy described above to be optimal for the single-player AC game. However, a researcher may hope to have a greater impact by collaborating with others. We explore this possibility in the following sections.

5.3.3 Two-Player Game

We now consider the AC game with two players, $a$ and $a'$. For simplicity, we only analyze the case where $H_0(a) = H_0(a')$, i.e. initially both researchers have the same h-profile; the results can be generalized for arbitrary initial citation profiles. Note that if all papers produced through year $y$ are joint between $a$ and $a'$, then $h_y(a) = h_y(a'), H_y(a) = H_y(a')$, and $\tilde{H}_y(a) = \tilde{H}_y(a')$, in which case we will denote them by $h_y$, $H_y$, and $\tilde{H}_y$, respectively.

We begin by considering two collaborative strategy profiles: one where both players pool all their effort into a single joint paper, and another where they collaborate on two papers simultaneously. We analyze how the players’ utility functions grow under each scenario.
Proposition 5.4. Consider the two-player AC game of infinite horizon, where $H_0(a) = H_0(a')$. Let $s^*$ denote the strategy profile where each year the players invest their research potential into a single joint paper. Then the limit behavior for each player’s utility under $s^*$ is

$$\limsup_{n \to \infty} Util_n^{s^*} \geq \frac{n}{2}.$$ 

Proof. If the claim holds for $h_0 = 0$, then it also holds for $h_0 > 0$, so assume that $h_0 = 0$. We use recursion to give a bound on $y_n^{s^*}$, the number of years needed to achieve an h-index of $h$ under $s^*$. We have that $y_n^{s^*} = 0$, and $y_n^{s^*} \leq y_{[h/2] - 1} + h$, since after they have achieved h-index of $[h/2] - 1$, each of the following $h$ years they will produce a paper with at least $h$ citations each. We get the following bound:

$$y_n^{s^*} \leq y_{[h/2] - 1} + h$$

$$\leq y_{[h/2]} + h$$

$$\leq h + \frac{h}{2} + \frac{h}{4} + \ldots$$

$$\leq 2h$$

Conversely, $h \geq y_n^{s^*}/2$, so as the number of years $n$ goes to infinity, each player achieves a utility of

$$\limsup_{n \to \infty} Util_n^{s^*} = \limsup_{n \to \infty} h_n^{s^*} \geq \frac{n}{2}.$$

Proposition 5.5. Consider the two-player AC game of infinite horizon, where $H_0(a) = H_0(a')$. Let $s^\infty$ denote the strategy profile where each year the players split their research potential evenly between two joint papers. Then the limit behavior for each player’s utility under $s^\infty$ is

$$\limsup_{n \to \infty} Util_n^{s^\infty} \sim 2\sqrt{n}.$$ 

Proof. If the claim holds for $h_0 = 0$, then it also holds for arbitrary initial citation profiles, so assume that $h_0 = 0$. Following strategy $s^\infty$, from the time the players each reach an h-index of $h'$, it will take $\lceil(h' + 1)/2\rceil$ years to accumulate $h' + 1$ papers with $h' + 1$ citations each. Thus a total of $n = \sum_{i=1}^{h} [i/2] \geq \frac{h(h+1)}{4}$ years are required to achieve an h-index of $h$. Conversely, as the number of years $n$ goes to infinity, each player achieves a utility of

$$\limsup_{n \to \infty} Util_n^{s^\infty} = \limsup_{n \to \infty} h_n^{s^\infty} = \limsup_{n \to \infty} \left\lfloor -1 + \sqrt{1 + 16n} \right\rfloor \sim 2\sqrt{n}.$$ 

\qed
We now examine how these two strategy profiles compare to other possible strategies for
the two-player game.

**Lemma 5.6.** Consider the two-player AC game of infinite horizon, where \( H_0(a) = H_0(a') \). Let \( \ast \) denote the strategy profile where each year the players invest their research potential
into a single joint paper, and let \( \ast \) denote the strategy profile where each year the players split
their research potential evenly between two joint papers. Let \( S(\ast, \ast) \) denote the set of strategy
profiles that each year prescribe either \( \ast \) or \( \ast \). Then for any strategy profile \( s \in S(\ast, \ast) \),
\( \exists \ s' \in S(\ast, \ast) \) such that \( h_n \) overtakes both \( h_n(a) \) and \( h_n(a') \).

**Proof.** Consider a strategy profile \( s \in S(\ast, \ast) \). Consider the strategy profile \( s' \) which is identical
to \( s \) for game states in which \( s \) prescribes actions according to \( \ast \) or \( \ast \), and behaves like \( \ast \) otherwise. Let \( y' \) be the first year in which \( s \) and \( s' \) differ, so that \( H_{y'} = H_{y'} = H_{y'} \).
Let \( P_n \) denote the set of papers produced by \( s \) in year \( y' \), then we have \( \sum_{p \in P_n} \cit(p) = 2(h_{y'-1} + 1) \). Since \( s \) differs from \( \ast \) in year \( y' \), there can be at most one paper with \( \geq h_{y'-1} + 1 \)
citations; and since it differs from \( \ast \), no paper can have \( 2(h_{y'-1} + 1) \) citations; it follows
that \( H_{y'} > h \) \( H_{y'}(a) \) and \( H_{y'} > h \) \( H_{y'}(a') \). It follows by induction that \( H_{y'} > h \) \( H_{y'}(a) \) and
\( H_{y'} > h \) \( H_{y'}(a') \) for all \( y \geq y' \), and furthermore, that \( h_{y'} > h_{y'}(a) \) and \( h_{y'} > h_{y'}(a') \) for all years
\( y \geq y' \) in which \( h_{y'} \) increases. By definition, \( h_{y'} \) overtakes both \( h_{y'}(a) \) and \( h_{y'}(a') \).

**Lemma 5.7.** Consider the two-player AC game of infinite horizon, where \( H_0(a) = H_0(a') \). Let
\( \ast \) denote the strategy profile where each year the players invest their research potential into
a single joint paper. Then there does not exist a strategy profile \( s \neq \ast \) such that either \( h_n(a) \) or
\( h_n(a') \) overtakes \( h_n(\ast) \).

**Proof.** Consider a strategy profile \( s \neq \ast \). Let \( \ast \) denote the strategy profile where each year the players split
their research potential evenly between two joint papers, and let \( S(\ast, \ast) \) denote the set of strategy profiles that each year prescribe either \( \ast \) or \( \ast \). If \( s \notin S(\ast, \ast) \) then we are
done by Lemma 5.6, so assume \( s \in S(\ast, \ast) \). Let \( y_i \) denote the first year such that \( h_{y_i} \geq i \); let \( y_i \) denote the first year such that \( h_{y_i} \geq i \); and let \( k_i \) denote the number of years \( y_{i+1} \leq y < y_i \)
in which \( s \) differs from \( \ast \). It follows by induction that \( y_i - y_i \leq k_i - \sum_{j<i} k_j \). In particular,
if \( k_i < \sum_{j<i} k_j \), then \( y_i < y_i \), which implies that in year \( y_i \) we have \( h_{y_i} > h_{y_i} \). Since the
sequence $z_0 = 0$, $z_i = \sum_{j < i} z_j$ grows exponentially yet $k_i$ can grow at most linearly, this is guaranteed to happen an infinite number of times. Since $h$ only takes integral values, we have that $\liminf_{n \to \infty} h_n^s - h_n^{s^*} < 0$, and so by definition $h_n^s$ does not overtake $h_n^{s^*}$.

**Theorem 5.8.** Consider the two-player AC game of infinite horizon, where $H_0(a) = H_0(a')$.

Let $s^*$ denote the strategy profile where each year the players invest their research potential into a single joint paper, and let $s^\perp$ denote the strategy profile where each year the players split their research potential evenly between two joint papers. Let $S^{s^*, s^\perp}$ denote the set of strategy profiles that each year prescribe either $s^*$ or $s^\perp$. Then we have the following:

(a) All equilibria must be in $S^{s^*, s^\perp}$.

(b) The strategy profile $s^*$ is an equilibrium.

(c) Not all strategy profiles in $S^{s^*, s^\perp}$ are equilibria.

**Proof.** Claims (a) and (b) follow directly from Lemmas 5.6 and 5.7, respectively. For claim (c), it is sufficient to show that $s^\perp$ is not an equilibrium, which follows from Propositions 5.4 and 5.4 since the players would rather play according to $s^*$.

### 5.3.4 Multi-Player Game

We now look at the AC game with an arbitrary number of players, $A$. For simplicity, we only analyze the case where $(\forall a \in A) H_0(a) = H_0$, i.e. initially all researchers have the same h-profile; the results can be generalized for arbitrary initial citation profiles.

We consider two variants: the “static” AC game, where each player follows the same collaboration strategy each year; and the “dynamic” AC game, where new collaborations may be formed and the distribution of research potential may change.

We represent the static game as a directed graph, each edge $(a,a')$ labeled with a vector $\hat{q}^{a', a}$ such that

- $(\forall a,a' \in A, \ i \in \mathbb{N}) \ \hat{q}^{a', a}[i] \leq 1$; and
- $(\forall a \in A) \ \sum_{i \in \mathbb{N}} \hat{q}^a[i] + \sum_{a' \neq a} \sum_{i \in \mathbb{N}} \hat{q}^{a', a}[i] = 1$.

That is, the graph dictates what fraction of a player’s research potential is invested in each collaboration every year.
**Theorem 5.9.** Consider the static multi-player AC game of infinite horizon, where we have that $(\forall a \in A)\ H_0(a) = H_0$. Let $S^\ast$ be the set of strategy profiles corresponding to perfect matchings on $A$, where each year every pair of players in the matching invests their research potential into a single joint paper.\(^6\) Then all of the strategy profiles in $S^\ast$ are equilibria.

*Proof.* Consider a strategy profile $s^\ast \in S^\ast$. It is obvious that no player can improve her utility if all other players’ strategies remain the same, since joint papers are not possible without cooperation from both players. Consider any strategy profile $s'$ differing from $s^\ast$ only in the strategies of players $a_1$ and $a_2$, so that under $s'$ both $a_1$ and $a_2$ invest a non-zero fraction of their research potential into a joint paper. By an argument similar to that in the proof of Lemma 5.7, it is not possible that both $h_n^{s'}(a_1)$ overtakes $h_n^{s^\ast}(a_1)$ and $h_n^{s'}(a_2)$ overtakes $h_n^{s^\ast}(a_2)$, so by definition $a_1$ and $a_2$ do not form an unstable set. Since this is true for all pairs of players, there does not exist an unstable set of at most two players under $s^\ast$. Thus $s^\ast$ is an equilibrium. 

Next, we consider the same strategy profiles in the dynamic setting, with a very different result.

**Theorem 5.10.** Consider the dynamic multi-player AC game of infinite horizon, where we have that $(\forall a \in A)\ H_0(a) = H_0$. Let $S^\ast$ be the set of strategy profiles corresponding to perfect matchings on $A$, where each year every pair of players in the matching invests their research potential into a single joint paper. Then for $|A| > 2$, none of the strategy profiles in $S^\ast$ are equilibria.

*Proof.* Consider a strategy profile $s^\ast \in S^\ast$. Let $a_1$ and $a_2$ be two players who are not paired up in the matching, and let $a_1'$ and $a_2'$ be their matched pairs, respectively. We construct a strategy profile $s'$ as follows: All players besides $a_1$ and $a_2$ follow their respective strategies under $s^\ast$. In years 1 and 2, $a_1$ and $a_2$ follow their strategies under $s^\ast$; in years 3 and 7, they invest one unit of research potential in a joint paper with $a_1'$ and $a_2'$, respectively, and the rest in a single joint paper between themselves; and in all other years $a_1$ and $a_2$ invest all of their research potential in a single joint paper between themselves. It can be shown that $h_n^{s'}(a_1)$ overtakes $h_n^{s^\ast}(a_1)$ and $h_n^{s'}(a_2)$ overtakes $h_n^{s^\ast}(a_2)$. Therefore, $s^\ast$ is not an equilibrium. \(\Box\)

\(^6\)Note that this set is empty when $|A|$ is odd.
We conclude by posing the following open question:

**Question.** Does there exist an equilibrium for the dynamic multi-player AC game of infinite horizon?

### 5.4 Discussion

#### 5.4.1 Extensions and Applications

Many modifications and extensions to our model are possible. For example, instead of all decisions being deterministic, one could allow for mixed strategies, i.e. where a player’s action each year is selected from a probability distribution over possible strategies. Also, under our proposed model, the number of citations received by a paper is determined by the h-indices of the coauthors; alternative models could have a person’s research potential be dependent on other variables. A further extension could allow more than two coauthors on a paper, perhaps with a sublinear aggregation function to avoid the degenerate solution of all researchers collaborating on a single giant paper. An even more realistic model could allow the set of authors to change, for example as new researchers enter academia.

Our analysis was performed under the premise that each researcher wants to maximize his or her h-index. However, in real life researchers are motivated by a variety of factors. In previous work, we introduced an alternative to the h-index, the Social h-index, that aims to capture not only the direct impact of a researcher on the research corpus, but also on his or her fellow researchers [22]. Here we consider two variants, the Instantaneous Social h-index and the Progressive Social h-index.

Taking the h-index as a suitable metric for the impact of a person’s individual research contributions, we define the **Social h-index** of author \( a \) to be

\[
\sum_{p \in P(a)} \frac{1}{|A(p)|} \sum_{a' \in A(p)} \text{contrib}(p, a'),
\]

where \( \text{contrib}(p, a') \) measures how much paper \( p \) has contributed to the h-index of \( a' \). That is, for each paper \( a \) has coauthored, he gets partial credit for the contribution of that paper to each coauthors’ h-index, including himself. We suggest two instantiations of the \( \text{contrib} \) function.
one based on whether the paper currently contributes to a designated author’s h-index, and the other which considers its cumulative contribution over time.

For the \textit{Instantaneous Social h-index} of author \(a\), denoted \(\text{Inst-Soc}^h(a)\), we define

\[
\text{contrib}(p, a) = \begin{cases} 
\frac{h(a)}{|H(a)|} & \text{if } p \in H(a) \\
0 & \text{otherwise}
\end{cases}
\]

A natural first thought would have been to set \(\text{contrib}(p, a) = 1\) if \(p \in H(a)\) and 0 otherwise. However, due to ties, we may have \(|H(a)| > h(a)|. The above definition maintains the property that \(\sum_{p \in P(a)} \text{contrib}(p, a) = h(a)|, even in the case of ties. Note that it is possible for \(\text{contrib}(p, a)\) as defined above to decrease over time, e.g. if \(a\) publishes additional papers which bring \(h(a) > \text{cit}(p)\). Next, we suggest a version of the Social h-index which is non-decreasing.

For each \(i \leq h(a)\), consider the time at which \(a\) first achieved an h-index of \(i\), and let \(H^{(i)}(a) \subseteq P(a)\) be the set of papers with at least \(i\) citations at that time. For the \textit{Progressive Social h-index} of author \(a\), denoted \(\text{Prog-Soc}^h(a)\), we define

\[
\text{contrib}(p, a) = \sum_{i \leq h(a); \ p \in H^{(i)}(a)} \frac{i}{|H^{(i)}(a)|}.
\]

Intuitively, the Progressive Social h-index assigns partial credit to a researcher’s coauthors every time her h-index increases. We note that \(\text{Prog-Soc}^h(a)\) is non-decreasing over time. That is, once \(a\) gets credit for contributing to another’s success, that credit can not be overshadowed by future work. However, an exceptionally good paper could continue reaping rewards as a coauthor’s h-index grows, if it remains one of the contributing papers.

Future work could analyze the AC game using the Instantaneous or the Progressive Social h-index as the players’ utility functions, and compare the resulting behavior with that in the current work. Furthermore, while we focused on the context of academia, our approach can be applied to study collaborative behavior in other contexts such as business teams and collaborative design.

\subsection*{5.4.2 Limitations of Our Approach}

In order to simplify analysis, we made several modeling assumptions that are not realistic. For example, we assumed that all citations for a paper are received immediately upon publication.
Taking a different citation model, such as a constant number of additional citations per paper per year as in [42], or a peak-decay model as suggested in [39], would complicate analysis but may lead to more realistic results. On the other hand, it may be that asymptotically these variations lead to the same behavior.

There is also an inherent limitation in modeling human relationships and interactions. The underlying premise that people can be modeled as rational agents is itself subject to debate. Even if we take that to be a reasonable model, there are many more factors at play in the real world of academia – e.g. geographic location, personal relationships, institutional loyalties, and academic competition – than can be captured by a simple mathematical model.

5.4.3 Significance and Impact

In this work, we have presented a game-theoretic approach to studying collaborative behavior in academia by modeling researchers as rational agents trying to maximize their academic success. Several publication models have been proposed in the bibliometric literature, but to our knowledge, ours is the first with the flexibility to model collaborative behaviors that may change over time in response to actions of and interactions with others. Our model makes it possible to simulate and therefore predict the growth of the academic community as a whole when individuals are driven by a specific objective.

The written policies of our academic institutions, as well as the unspoken rules and expectations of academia, inevitably shape the mentalities and goals of individual researchers, encouraging certain behaviors and discouraging others. An increased ability to understand the effects of these motivating forces will help policy-makers and academic leaders to make informed decisions that will stimulate the growth and progress of the academic community.
Chapter 6

Related Problems and Future Work

In this chapter, we explore three other problems related to the study of event-driven networks, and present some initial work.

6.1 Measuring Pairwise Influence

First, we build on the REWARDS model introduced in Chapter 3 to measure the influence that one node has on another based on the times of their respective activity.

Given two events $\phi$ and $\psi$ generated by renewal processes $\Phi$ and $\Psi$, respectively, we say that the ordered pair $(\phi, \psi)$ are consecutive if $t(\phi) < t(\psi)$ and $\not\exists \ t \in T_\phi \cup T_\psi$ such that $t(\phi) \leq t \leq t(\psi)$. We refer to the elapsed time between consecutive events $\phi$ and $\psi$ as the $(\phi, \psi)$-gap:

$$\text{Gap}(\phi, \psi) = t(\psi) - t(\phi).$$

To identify influential relationships in a network, we could look for ordered pairs of nodes with many small gaps. However, this will bias the analysis towards nodes with higher activity rates, which are more likely to have small gaps. To compensate for this time scale bias, we follow a normalization procedure similar to that in Section 3.2.3.

Let $F_{\phi, \psi}^{\text{Gap}}$ denote the limit distribution of gaps between consecutive event pairs for two independent renewal processes $\Phi$ and $\Psi$:\footnote{The limit is well-defined except in certain cases when the support of the inter-arrival distributions for both $\Phi$ and $\Psi$ have measure zero.}

$$F_{\phi, \psi}^{\text{Gap}}(\tau) = \lim_{t \to \infty} Pr(\text{Gap}(\phi, \psi) \leq \tau \ | \ (\phi, \psi) \text{ are consecutive}).$$
We define the \textit{responsiveness} between two consecutive events \( \phi \) and \( \psi \) to be

\[
\text{Resp}(\phi, \psi) = 1 - F^{\text{Gap}}_{\Phi, \Psi}(\text{Gap}(\phi, \psi)).
\]

Note that \( \text{Resp} \) satisfies the uniformity property described in Section 3.2.2, i.e. that for independent renewal processes \( \Phi \) and \( \Psi \), randomly sampling the responsiveness across all consecutive event pairs will generate uniform random samples in \([0, 1]\). This normalization is scale-invariant (the responsiveness between any pair of consecutive events remains the same when time is stretched by a constant factor), which again makes our approach robust to differences in time scale between networks or between entities within the same network.

Next, we consider correlation of responsiveness among multiple pairs of consecutive events. Given a set \( \Omega \) of consecutive event pairs, we define the collective responsiveness of \( \Omega \) as \( \text{Resp}(\Omega) = 1 - p_{KS} \), where \( p_{KS} \) is the p-value from performing the Kolmogorov-Smirnov test on the individual responsiveness values, as described in Section 3.2.2. Larger values of \( \text{Resp}(\Omega) \) are a stronger indication that the corresponding processes are not independent.

Let \( \mathcal{N} = (\mathcal{U}, \mathcal{E}) \) be an event-driven network, and consider two nodes \( u, u' \in \mathcal{U} \). Then we define the responsiveness of \( u' \) to \( u \) as \( \text{Resp}(u, u') = \text{Resp}(\Omega) \), where \( \Omega \) is the set of all pairs of consecutive events between the renewal processes corresponding to the discrete-event sequences \( \mathcal{E}_{(u,u')} \) and \( \mathcal{E}_{u'} \), respectively. Intuitively, this measures whether there is a greater likelihood of activity from \( u' \) shortly after receiving information from \( u \). In future work, we plan to explore the use of responsiveness to detect and measure influence in networks.

### 6.2 Innovation and Circulation

In Chapter 4 we suggested co-clustering as a way of identifying communities of individuals who participate in sharing the same content. However, that approach does not provide insight on the dynamics of information flow within communities or the roles of individual nodes. Various centrality measures have been suggested to indicate the relative importance of nodes in a network. These have traditionally been designed for static graphs, but recently several extensions have been proposed to accommodate graphs that change over time. In this work, we

\[2\text{Similar to recency, we define responsiveness using } 1 - \text{CDF} \text{ instead of } \text{CDF} \text{ to match the linguistic intuition that higher responsiveness corresponds to shorter gaps.}\]
apply our event-driven network model to better understand the roles that individuals play in the spread of information.

Consider an event-driven network \( \mathcal{N} = (\mathcal{U}, \mathcal{E}) \), where each event \( \varepsilon \in \mathcal{E} \) has a single source node \( s_\varepsilon \), and either is in response to an event received by \( s_\varepsilon \) or is an independently generated piece of new content, although which of the two scenarios applies may not be explicitly known. We would like to determine the most likely sources of new content, as well as measure the importance of each node in the diffusion process.

We formalize our problem with the following model: Let \( \text{rate}(u) \) denote the total rate of activity generated by node \( u \in \mathcal{U} \). This activity can be decoupled into the rate of independently generated new content, denoted \( \text{innovation}(u) \), and the rate of activity which is in response to each incoming neighbor \( u' \), denoted \( \text{flow}(u', u) \). The goal is, given \( \text{rate}(u) \) for each node in the network, to infer the values of \( \text{innovation}(u) \) and \( \text{flow}(u, u') \) for each node and node pair, respectively. We additionally require as input an upper bound on the probability that \( u' \) responds to an event from \( u \), which we denote by \( p(u, u') \).

We frame the problem as a linear program:

**Linear Program for Innovation and Flow**

**Input:**
- for each node \( u \), \( \text{rate}(u) \)
- for each node pair \( (u, u') \), \( p(u, u') \)

**Variables:**
- for each node \( u \), \( \text{innovation}(u) \)
- for each node pair \( (u, u') \), \( \text{flow}(u, u') \)

**Constraints:**
- \( \forall u \in \mathcal{U} \) \( \text{innovation}(u) \geq 0 \)
- \( \forall u, u' \in \mathcal{U} \) \( \text{flow}(u, u') \geq 0 \)
- \( \forall u, u' \in \mathcal{U} \) \( \text{flow}(u, u') \leq p(u, u') \cdot \text{rate}(u) \)
- \( \forall u \in \mathcal{U} \) \( \text{innovation}(u) + \sum_{u' \neq u} \text{flow}(u', u) = \text{rate}(u) \)

**Objective function:**
- maximize \( \sum_{(u, u')} \text{flow}(u, u') \)

The values of \( \text{innovation}(u) \) are uniquely determined, and are straight-forward to compute:

\[
\text{innovation}(u) = \max \left( \text{rate}(u) - \sum_{u' \in \mathcal{U}} p(u', u) \cdot \text{rate}(u'), 0 \right).
\]

The maximal value of the objective function represents the amount of network activity that
can be explained as responses to existing content. We refer to this as the \textit{circulation} of the network, which is computed as follows:

\[
\text{circulation}(\mathcal{N}) = \sum_{u \in \mathcal{U}} \text{rate}(u) - \text{innovation}(u).
\]

However, the linear program may have many optimal solutions. Specifically, for each node \(u\) with \(\text{rate}(u) < \sum_{u' \in \mathcal{U}} p(u', u) \cdot \text{rate}(u')\), the activity may be attributed to the incoming neighbors arbitrarily. We posit that this reflects a reality in information networks, that there is often redundancy in the information received by a node, in which case the source of the content to which a response should be attributed is inherently ambiguous. How, then, can we measure the influence a node has on the diffusion process?

We propose a measure which we term the \textit{marginal circulation} of a node, which indicates how much more activity from the other nodes can be explained as responses than if the node were not there:

\[
\delta_{\text{circ}}(u) = \text{circulation}(\mathcal{N}) - (\text{rate}(u) - \text{innovation}(u)) - \text{circulation}(\mathcal{N} - u).
\]

It may also be of interest to compare the circulation between different networks. For this, we suggest the \textit{circulation ratio}, which indicates the fraction of network activity that is responsive rather than innovative:

\[
\xi_{\text{circ}}(\mathcal{N}) = \frac{\text{circulation}(\mathcal{N})}{\sum_{u \in \mathcal{U}} \text{rate}(u)}
\]

We plan to explore this framework further in future work.

\textbf{6.3 Cascade Partitioning}

One term that has fallen into common use in the information diffusion literature is “cascade,” a sequence of connected node events induced through causal relationships. Several generative cascade models have been proposed [54, 36], as well as numerous studies analyzing the properties of known cascades [65, 61], but to the best of our knowledge, there has been no attempt to identify or extract cascades from unlabeled data. In this section, we use our event-driven network model to introduce several new problems relating to the study of cascades in information streams.
Let $\mathcal{N} = (\mathcal{U}, \mathcal{E})$ be an event-driven network. Given two events $\varepsilon, \varepsilon' \in \mathcal{E}$, we say that $\varepsilon$ precedes $\varepsilon'$ if $t_\varepsilon < t_{\varepsilon'}$ and ($\exists \ u \in \mathcal{U}$) such that $u \in R_\varepsilon$ and $u \in S_{\varepsilon'}$.

We define a cascade to be a set of events $C \subseteq \mathcal{E}$ with a designated root event $\varepsilon^* \in C$ such that for all $\varepsilon \in C$, $\varepsilon \neq \varepsilon^*$, there exists an event $\varepsilon' \in C$ such that $\varepsilon'$ precedes $\varepsilon$. A cascade partition of $\mathcal{N}$ is a set of cascades that partitions $\mathcal{E}$. The cascade number of a network $\mathcal{N}$ is the smallest non-negative integer $k$ such that there exists a cascade partition of $\mathcal{N}$ of size $k$.

We say a cascade $C$ is simple if for all $\varepsilon, \varepsilon' \in C$, $s_\varepsilon \neq s_{\varepsilon'}$; that is, no source node appears more than once. A simple cascade partition of $\mathcal{N}$ is a set of simple cascades that partitions $\mathcal{E}$. The simple cascade number of a network $\mathcal{N}$ is the smallest non-negative integer $k$ such that there exists a simple cascade partition of $\mathcal{N}$ of size $k$.

**Theorem 6.1.** The cascade number of a network $\mathcal{N}$ can be computed in $O(|\mathcal{E}| \cdot |\mathcal{U}|)$ time.

**Theorem 6.2.** The decision problem for simple cascade partitioning is NP-hard.

**Algorithm 6.1** Greedy Algorithm for Cascade Partitioning

**Input:** An event-driven network $\mathcal{N} = (\mathcal{U}, \mathcal{E})$, with $\mathcal{E}$ in chronological order.

**Output:** A cascade partitioning $C$ of $\mathcal{N}$.

1: Initialize a collection of cascades $C := \emptyset$ and an array of cascades $A$ indexed by $\mathcal{U}$ with entries initialized to null.

2: For each event $\varepsilon \in \mathcal{E}$ (processed in chronological order):
   (a) If $A[s_\varepsilon] = \text{null}$ then create a new set $C = \{\varepsilon\}$ and add $C$ to $C$; otherwise, let $C = A[s_\varepsilon]$, add $\varepsilon$ to $C$, and then assign $A[s_\varepsilon] := \text{null}$.
   (b) For each node $r \in R_\varepsilon$, assign $A[r] := C$.

3: Return $C$, the set of cascades.

Theorem 6.2 can be proved via a reduction from Set Covering, a problem known to be NP-complete [52]. As an intermediate step, we construct a graph whose vertices are the events in $\mathcal{E}$ colored by their source nodes, and consider a problem of partitioning the graph into trees with no repeated colors. The full proof is omitted here.

Future work may consider cascade and simple cascade partitioning under different sets of constraints, or study the approximability of the simple cascade partitioning problem.
Chapter 7

Conclusions

7.1 Discussion of Themes

In this section, we review the central themes of our work, highlighting their relevance to each of the problems we have studied.

7.1.1 Graph Analysis

We have applied tools from Graph Theory to help address several different problems pertaining to event-driven networks. In Chapter 3, we construct an edge-weighted graph that represents the recency of communication between each pair of neighboring nodes in the network at a given point in time. We then propose the G-CORE algorithm, which uses a disjoint set data structure to search for subgraphs with a high concentration of recent activity. In Chapter 4, we efficiently search the set of possible co-clusterings of a matrix by traversing a pair of k-d trees, one for the rows and one for the columns, each co-clustering corresponding to a pair of maximal anti-chains on the trees. In Chapter 5, we find that the equilibria of the multi-player academic collaboration game include the set of all perfect matchings on the researchers. In Section 6.1, we measure the influence between a pair of nodes, which can be coupled with graph algorithms to study the structure of influence and hierarchy in networks. In Section 6.2, we study the effects that individual nodes have on the flow of information in a network by framing an optimization problem on a weighted graph. In Section 6.3, we determine that the simple cascade partitioning problem is NP-hard by a reduction from a partitioning problem on a vertex-colored graph.
7.1.2 Temporal Dynamics

Temporal dynamics are an important aspect of real-world networks. In Chapter 3, we propose a stochastic approach that models communication between nodes as renewal processes, and detect sets of nodes whose behavior is temporally correlated. In Chapter 4, we identify communities in social media as entities who participate in propagating many of the same memes over time. In Chapter 5, we model the world of academia as a repeated game, where every year the researchers may change their collaborations based on the results of theirs and other players’ actions in previous years. This model can be used to simulate researchers’ behavior over time and thus predict the growth of an academic field when researchers follow a particular set of strategies. In Section 6.1, we propose a new way to measure the influence of one node on another based on the likelihood that one’s activity is in response to the other’s. In Section 6.2, we suggest a model to study the generation and transfer of information across a network, which is inherently a temporal process. In Section 6.3, our definition of cascade enforces the temporal precedence of consecutive events.

7.1.3 Group Behavior

In real-world networks, individuals rarely operate in complete isolation. Many times, individual actions can be better understood in the context of group behavior. In Chapter 3, we look for correlations in the collective behavior of groups of nodes. In Chapter 4, we identify functional communities as groups of individuals with related behavior. In Chapter 5, we define a $k$-stable equilibrium as a strategy profile in which no group of $k$ individuals would benefit from cooperatively choosing to deviate from their current strategies. We analyze the game for $k = 2$, and suggest exploring the case of $k > 2$ as future work. In Section 6.1, our measure of pairwise influence can be used to study the internal structure and dynamics of groups. In Section 6.2, we suggest the notion of circulation to capture how much of network activity is due to collective rather than individual behavior. In Section 6.3, cascades inherently entail the cooperative behavior of multiple nodes.
7.1.4 Attribution

In analysis of real-world networks, attribution can greatly improve the interpretability of results and lead to actionable information. In Chapter 3, we choose a statistical correlation test that identifies the exact nodes and events that are most responsible for the correlated behavior. In Chapter 4, as opposed to traditional clustering methods, our co-clustering approach attributes the similarity of elements in each row cluster to the sets of columns that many of them have in common. In Chapter 5, our game model attributes the citations that a paper receives to the collective effort invested by its authors. In Section 6.1, we attribute the influence of one node on another to the specific pairs of consecutive events that more likely have a causal relationship. In Section 6.2, we frame an optimization problem that determines how much of each node’s activity should be attributed to responsive behavior, and suggest marginal circulation as a way to measure how much of the total flow in the network should be attributed to each individual node. In Section 6.3, we attribute each event that occurs in a network to the cascade which includes it.

7.1.5 Computational Realizability

Finally, we examine the computational issues that arise in applying our models and algorithms to real-world networks. In Chapter 3, we propose both a streaming local algorithm and a heuristic global algorithm that address the need for computational efficiency when dealing with large, high-volume communication networks. In Chapter 4, our CC-MACS algorithm leverages the sparsity of many real-world networks to run in time sub-linear in the size of the matrix. In Chapter 5, we discuss how assumptions about human rationality and the accessibility of information can affect the applicability of theoretic models to study real-world human behavior. In Section 6.1, by maintaining the distributions of inter-arrival times and responsiveness values for consecutive event pairs using dynamic distribution approximation methods, the collective responsiveness of one node to another can be computed efficiently in a streaming manner. In Section 6.2, we frame our problem as a linear program, whose solution can be computed efficiently. In Section 6.3, we discuss two variants of the cascade partitioning problem, presenting
an efficient algorithm for one and an NP-hardness proof for the other. Approximation algorithms would be needed to make the latter variant feasible in practice, which we suggest as a direction for future work.

7.2 Summary of Contributions

The first main contribution of our work is the formalization of a new framework for modeling event-driven networks. Our framework is flexible enough to model a wide variety of network types, including: direct pairwise communication such as email, phone, IP traffic, and face-to-face encounters; broadcast messages such as multi-recipient emails, blogs, and online social media; bipartite networks such as those that arise in recommender systems; and coauthorship and citation networks. It can easily model the addition of new nodes, and the formation and discontinuation of paths of information transfer. In the remainder of the dissertation, we apply this new framework to address a variety of problems that arise in the study of real-world networks.

In Chapter 3, we consider the task of detecting correlated events in communication networks. We first present the REWARDS (REneWal theory Approach for Real-time Data Streams) model, a new stochastic model for event-driven networks. Our approach aims to address the temporal variability present in communication networks, moving away from predominantly-used approaches that require an aggregation step or use a decay model with global parameters, which are sensitive to the time scale used for analysis. In particular, we give a formal definition of recency for renewal processes that is time scale-invariant, and propose a statistical test to identify the presence of recent correlated activity among a given set of entities. We then present algorithms to efficiently find such correlations in a network. The L-CORE algorithm detects correlations among outgoing activity from a single node, and is tailored for a distributed setting in which each node can perform the algorithm using only local information. All computations can be performed in a streaming manner with extremely low space requirements, making it ideal for nodes with a high-volume of traffic. The G-CORE algorithm simultaneously detects subsets of nodes exhibiting correlated activity in disparate parts of the network. A heuristic
version of the algorithm makes it computationally feasible for larger networks. Through experiments on synthetic and real-world data, we demonstrate that our approach effectively detects correlated events in communication networks.

In Chapter 4, we present a new approach to community discovery in information networks. As opposed to most existing work, which frames the problem as one of clustering well-connected vertices in a social network graph, we aim to identify functional communities as groups of individuals who participate in the dissemination of multiple common memes. Given a set of memes from an information network, we first construct a binary matrix, where the rows correspond to individuals in the network, the columns correspond to memes, and a 1-entry indicates that the individual participated in that meme. We then frame the problem as one of matrix co-clustering, simultaneously clustering the rows and columns of a matrix to reveal hidden structure. We propose a class of metrics that reward co-clusterings containing large, dense blocks, and then present the CC-MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm, a new heuristic algorithm which efficiently searches the space of possible co-clusterings for one which maximizes the value of a given metric. The CC-MACS algorithm provides several benefits over previously proposed approaches: (1) the dense biclusters in the matrix need not have a block diagonal structure; (2) it explores the breadth of the search space rather than getting stuck at local optima; (3) the results are not dependent on user-specified parameters; and (4) it is designed to leverage the sparsity of many real-world networks, running in sub-linear time for sparse matrices. Finally, we apply the CC-MACS algorithm to discover functional communities in a large information network.

In Chapter 5, we aim to understand the mechanisms underlying academic collaboration using tools from the field of Game Theory. We begin by building a model for how researchers collaborate and how collaboration affects the number of citations a paper receives, supported by observations from a large real-world publication and citation dataset. Based on this model, we frame the world of academic research as a repeated game in which each researcher wants to maximize her h-index. We consider the single-player, two-player, and multi-player versions of the game, analyzing the asymptotic behavior and equilibria for each version. Our first main result is that for the two-player game, the researchers perform asymptotically better by collaborating, achieving linear growth of the h-index, than by publishing only independent work, for
which their h-index grows as the square root of the number of years they have been producing papers. Our second main result is that for the multi-player game, when players are constrained to following the same strategy every year, any strategy profile corresponding to a perfect matching on the set of researchers is an equilibrium; yet when strategies are allowed to change over time, the same strategy profiles are not equilibria. This highlights an important problem with the existing literature, most of which is based on models where collaboration strategies remain constant over time. Our game-theoretic approach provides a foundation for further study, which through analytical methods as well as simulation can help us to better understand the dynamics of collaborative systems.

7.3 The Big Picture

Our ability to gain actionable information from real-world network data is limited by the way the data is represented. The majority of known network analysis methods model networks as graphs, which opens the door to a suite of well-studied graph algorithms and theoretical tools. However, as computational technologies are being brought to bear against increasingly challenging real-world tasks, traditional models are no longer sufficient to capture the complexities and subtleties of the data. Some real-world networks can be modeled as time-evolving graphs; that is, graphs to which nodes and edges may be added or removed over time. This model makes sense when persistent relationships are explicitly observable, such as in an online social network. In many other real-world contexts, however, relationships can only be inferred through the observation of discrete events in continuous time, such as the sending of a message or the posting of online content. In such cases, flattening the data by constructing a sequence of snapshot or summary graphs at periodic intervals necessarily results in information loss, even before further computational methods have been applied. While some existing work has attempted to work directly with event-based data, the literature seems to lack a unifying model for event-driven networks upon which new analytical tools can be built. In Chapter 2, we laid the groundwork for such a model. In the subsequent chapters, we explored its application to address a variety of problems that arise in the study of real-world networks. It is our hope that this work will lead to improved methods and technologies to provide useful and actionable
information to human analysts in a wide variety of fields and contexts.
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