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Many real-world systems can be represented as networks driven by discreteevents, each

event identified by the time at which it occurs and the parties involved. An event could be a

meeting, a stock trade, a phone call, an email, a gang fight, an online or off-line purchase, a

blog post, a conference, or the transmission of an IP packet. Innovations in technology have

increased our ability to collect massive amounts of digital data from such networks, which

presents both new opportunities and new challenges. In this work, we develop new theoretical

models and efficient algorithms that leverage the temporal and relational information inherent

in the data to better understand and analyze real-world networks. In particular, we consider

three problems: (1) detecting correlated events in communication networks; (2) discovering

functional communities; and (3) modeling collaboration in academia.

First we present a new stochastic model for event-driven networks, and with it develop two

algorithms – a streaming local algorithm, and an efficient global algorithm – to detect statisti-

cally correlated activity. We demonstrate that our approach, which models each communication

channel as its own stochastic process, is better able to accommodate the temporal variability

present in real-world communication networks than existing methods.

Next we study diffusion processes in information networks, identifying functional com-

munities as groups of individuals who participate in the dissemination of common content by

ii



reframing the problem as one of co-clustering sparse matrices. We propose a new co-clustering

algorithm that does not require user-specified parameters, and leverages sparsity in the data to

run in sublinear time in the size of the matrix.

Finally, we build a game-theoretic model for academic collaboration, representing the aca-

demic environment as a repeated game in which each researcher tries to maximize his or her

academic success. We find analytically that limitations of existing collaboration models may

result in misleading predictions about people’s behavior.
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Chapter 1

Introduction

1.1 Motivation

Many real-world systems can be represented as networks driven by discreteevents, each event

identified by the time at which it occurs and the parties involved. An event could be a meeting,

a stock trade, a phone call, a gang fight, an online or off-line purchase,a blog post, a confer-

ence, or the transmission of an IP packet. Innovations in technology haveincreased our ability

to collect massive amounts of digital data from such networks, which presents both new oppor-

tunities and new challenges. The goal of our research is to develop techniques that leverage the

temporal and relational information inherent in the data to better understand and analyze these

networks.

Event-driven networks are relevant to a variety of real-world domains.In communication

networks, individual people or computers communicate with one another directly through chan-

nels such as email, telephone, SMS, instant messaging services, face-to-face encounters, or IP

connections. Aninformation networkconsists of people or organizations that can both receive

and broadcast information, facilitating the transfer of content across thenetwork; examples

include web logs (blogs), microblogging services such as Twitter, and other forms of social

media. In aco-occurrence network, an event corresponds to terms occurring in the same pub-

lished document. In aco-participation network, events correspond to individuals participating

in the same activity, such as running a marathon or attending a theater performance or sporting

event. Stores or markets can be seen aspurchase networks, where an event indicates that a

consumer has purchased a particular product. Arecommendation networkallows individuals

to endorse an organization, item, or service, e.g. by reading an article or by “liking” a page

on Facebook. The diversity of possible applications leads to networks withvastly differing

properties and network structures.
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Networks can be understood at multiple scales. A local perspective couldlook at an in-

dividual’s behavior: amount of activity, type of activity, how the individual relates to others,

or when new connections are formed. A global perspective could look at over-arching trends,

information diffusion, formation of communities, or changes in network structure.

Some algorithms and data mining approaches are parameter-dependent or require domain-

or network-specific knowledge. For example, when studying temporal dynamics, the granular-

ity of analysis (e.g. aggregating or analyzing data over each second, minute, hour, day, week,

or month) may significantly affect the results. A decay model requires parameters to dictate the

rate of decay. Data mining approaches such ask-means clustering ork-nearest neighbors are

similarly affected by the choice of parameters.

In addition, some methods of network analysis depend on a multitude of meta-datasuch as

geospatial information or textual attributes. Such approaches would be inhibited in a context

where such data is limited or not easily accessible.

In this dissertation, we aim to develop methods that:

• apply to a broad class of dynamic networks

• consider both local and global aspects of network structure and behavior

• require few or no parameters

• have minimal data requirements

In the next section, we provide an overview of three problems that arise inthe analysis of

real-world networks, and summarize our contributions in addressing thoseproblems.

1.2 Overview and Contributions

In this dissertation, we develop new theoretical models and efficient algorithms to analyze tem-

poral and behavioral aspects of real-world networks. First, we formalize a new framework for

what we callevent-driven networks. Next, we apply this framework to address three problems:

1. Detecting correlated events in communication networks – Find connected areas of the

network with a high concentration of recent activity.

2. Discovering functional communities – Identify groups of individuals whoparticipate in

the dissemination of similar content.
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3. Modeling collaboration in academia – Study how coauthorship relationshipsare shaped

by researchers’ individual goals.

We introduce each of these problems below.

1.2.1 Detecting Correlated Events in Communication Networks

Entities in dynamic networks often exhibit correlated behavior, which may be due to influence,

environmental effects, or response to common external stimuli. However, inmany scenarios

these dependencies are not explicitly known. Algorithms to discover these latent correlations

have applications to computer network security, intelligence, marketing, knowledge discovery,

recommendation systems, and other domains. In Chapter 3 we propose a newapproach to

detecting correlated activity in the context of communication networks.

Since the times and rates of communication may vary across the network, many approaches

for analyzing such data first aggregate communication activity over time blocks of globally-

determined length. With this more uniform representation, behavior of different entities can

be compared across the network using well-known time series analysis methods or other tools.

However, this preliminary aggregation step may also hide correlated activity that is not visible

on the time scale determined by the global parameters. In this work, we propose a new approach

to correlated event detection that is able to better accommodate the temporal variability present

in communication networks.

Contributions

We first present a new stochastic model for dynamic networks using tools from Renewal The-

ory, called the REWARDS (REneWal theory Approach for Real-time Data Streams) model.

This approach aims to address the challenges of analyzing networks containing individuals

with vastly different temporal and behavioral characteristics. In particular, it moves away from

predominantly-used approaches that require an aggregation step or use a decay model with

global parameters, which are sensitive to the time scale used for analysis. Using the REWARDS

approach to model communication between each pair of nodes, we develop statistical methods

to identify dependencies in the system. We validate the effectiveness and robustness of our
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approach on synthetic data, and then apply it to detect correlated events inreal-world email, IP

traffic, and physical proximity networks.

Our main contributions can be summarized as follows:

• The REWARDS model, a streaming stochastic model for systems of point processes

• A formal definition of recency for renewal processes that is time scale-invariant

• A statistical method for measuring correlation between entities in a network that ad-

dresses the variety of temporal characteristics present in real-world networks

• A streaming local algorithm for detecting correlated activity among a fixed setof nodes

• An efficient global algorithm that simultaneously detects subsets of nodes exhibiting

correlated activity in disparate parts of the network

1.2.2 Discovering Functional Communities

Community discovery is a natural task that arises in the study of social networks, but find-

ing a mathematical formulation which captures the intuitive notion of community is an active

research area. Most of the existing literature frames community discovery as the task of clus-

tering a social network graph so that well-connected vertices are in the same cluster. When the

network also serves as a medium for the dissemination of information, however, graph struc-

ture alone does not tell the whole story, since the existence of a social link does not imply

information transfer.

In Chapter 4 we present an alternative approach to community discovery that identifies

communities as groups of individuals who have similar behavioral patterns withrespect to the

dissemination of information. We do this by looking atmemes, sets of messages with related

content. Our goal is to identify groups of individuals who participate in the dissemination of

multiple common memes.

Contributions

Given a set of memes from an information network, we first construct a binary matrix, where

the rows correspond to individuals in the network, the columns correspond to memes, and a 1-

entry indicates that the individual participated in that meme. We then frame the problem as one
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of matrix co-clustering, simultaneously clustering the rows and columns of a matrix to reveal

hidden structure. Driven by the goal of community discovery, we suggest that large, dense

blocks, orbiclusters, correspond to functional communities of individuals who participate in

many of the same memes. We observe that existing co-clustering metrics are notdesigned

to reward such structure, and propose a class of metrics that do. Finally,we present the CC-

MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm, a new heuristic algorithm

which efficiently searches the space of possible co-clusterings for onewhich maximizes the

value of a given metric.

Our main contributions can be summarized as follows:

• Two intuitive properties of co-clustering metrics that aim to reward large, dense biclusters

• A class of metrics which uniquely satisfy those properties among known metrics

• The CC-MACS algorithm, an efficient heuristic algorithm to find a good co-clustering in

time sub-linear in the size of the matrix for sparse matrices

1.2.3 Modeling Collaboration in Academia

Across academic disciplines, it is natural to want to measure the impact of an individual and

his or her work. Consequently, many metrics have been proposed, based on properties of an

individual’s research output. These are used to compare researchers to one another, influenc-

ing decisions around hiring and promotions. Such metrics start with simple counts of papers

published or citations received, and become progressively more complex. However, while most

metrics proposed in the literature are based on individual accomplishments, much scientific and

academic progress is the result of collaborative efforts.

In this work, we aim to understand the mechanisms underlying academic collaboration.

Using tools from the field of Game Theory, we study how collaboration may arise as the result

of interplay between reseachers’ individually-motivated behaviors.

Contributions

We begin by building a model for how researchers collaborate and how collaboration affects

the number of citations a paper receives, supported by observations from a large real-world
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publication and citation dataset. Using this model, we study researchers’ collaborative behavior

over time under the premise that each researcher wants to maximize her academic success in

terms of both the quality and quantity of her research output.

Our main contributions can be summarized as follows:

• A game-theoretic framework modeling academic collaboration as a repeated game

• Formal analysis of collaboration strategies and game equilibria

1.3 Outline of the Dissertation

In Chapter 2, we lay the groundwork for this dissertation. We begin with a theoretical frame-

work for modeling networks, including both traditional tools from Graph Theory and a new

model of our own construction. We then introduce several themes that arise in the study of

real-world networks and survey the relevant literature. Finally, we examine each of the three

problems addressed in this dissertation, exploring the applicability of the network models and

discussing relevance to the themes.

Chapters 3, 4, and 5 focus on the three problems of detecting correlated events in communi-

cation networks, discovering functional communities, and modeling collaboration in academia,

respectively. For each problem, we formally define the problem, survey related work, present

our methodology for solving the problem, and evaluate our approach through analysis of sim-

ulated and real-world networks.

In Chapter 6, we explore several other problems for which our framework and methodolo-

gies might be useful, and suggest directions for future work.

Chapter 7 provides additional reflection on the material presented in this dissertation, in-

cluding further discussion of the central themes of our work and a summaryof our contribu-

tions. We conclude with a big-picture perspective on the current state of network research and

a path forward.
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Chapter 2

Background

2.1 Definitions and Framework

In scientific discussion, the termsgraphandnetworkare often used interchangeably. However,

while a graph is a well-defined mathematical construct, there is no single definition of network

that is used consistently in the literature. We begin with some definitions from the field of

Graph Theory, and then lay out a formal framework for a particular class of networks, which

we callevent-driven networks. In this dissertation, we will apply both of these constructs in our

study of real-world networks.

2.1.1 Graphs

A graphG = (V,E) is defined by a set of objectsV = V (G) calledverticesand a set of object

pairsE = E(G) callededges. If the pairs are ordered, i.e.E ⊆ V × V , then we sayG is

directed; if they are unordered, i.e.E ⊆
(
V
2

)
, then we sayG is undirected. A weighted graph

is a graphG with a functionw assigning weights to the edges ofG, w : E(G)→ R.

A subgraphH of a graphG, denotedH ⊆ G, is a set of vertices and edges contained in

G that itself is a graph, i.e.V (H) ⊆ V (G), E(H) ⊆ E(G), and(v, v′) ∈ E(H) ⇒ v, v′ ∈

V (H). If G is a weighted graph with weight functionw, thenH is a weighted graph with

weight functionw restricted toE(H). If V (H) = V (G), thenH is said tospanG.

For an undirected graphG, two verticesv, v′ ∈ V (G) are said to beadjacentif (v, v′) ∈

E(G); and theneighborhoodof v, denotedN(v), is the set of vertices that are adjacent tov.

For a directed graphG, theincoming neighborhoodof v is defined asN+(v) = {v′ ∈ V (G) :

(v′, v) ∈ E(G)}, and theoutgoing neighborhoodasN−(v) = {v′ ∈ V (G) : (v, v′) ∈ E(G)}.
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2.1.2 Event-Driven Networks

We define anevent-driven networkN = (U , E) to consist of a set ofnodesU and a set of

time-stampedeventsE ⊂ 2U × 2U × R+, each eventε ∈ E corresponding to a set of source

nodesSε ⊆ U , a set of recipient nodesRε ⊆ U , and a time of occurrencetε ∈ R+. The source

set for an event must be non-empty; there is no restriction on the set of recipients.

For any set of eventsE ′ ⊆ E , we can construct a graphGE ′ = (V,E), with V ⊆ U

corresponding to the network nodes that are a source or recipient of any event inE ′, andE ⊆

V ×V corresponding to node pairs(u, u′) such thatu is a source andu′ is a recipient for some

event inE ′. We refer toGE ′ asthe graph induced byE ′.

For each nodeu ∈ U , let Eu ⊆ E denote the set of events withu as a source:

Eu = {ε : ε ∈ E , u ∈ Sε}.

For each node pair(u, u′) ∈ U × U , let E(u,u′) ⊆ E denote the set of events for whichu is a

source andu′ is a recipient:

E(u,u′) = {ε : ε ∈ E , u ∈ Sε, u′ ∈ Rε}.

For any set of eventsE ′ ⊆ E there is a correspondingtime sequenceTE ′ = {tε : ε ∈

E ′} under the natural ordering of the reals. For simplicity of notation, we letTu = TEu and

T(u,u′) = TE(u,u′) . Figure 2.1(a) shows the time sequences for all nodes in an event-driven

network. Figure 2.1(b) shows the (non-empty) time sequences for pairs of nodes in an event-

driven network.

(a) (b)

Figure 2.1: Visualization of the time sequences for all (a) nodes and (b) pairs of nodes in an
event-driven network.
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We note that in event-driven networks, as opposed to graphs, persistent relationships be-

tween nodes need not be defined explicitly. In Section 2.3, we discuss howthese two models

can be applied to real-world networks. First, we explore several themes of our work.

2.2 Themes and Survey of Literature

The primary motivation for studying real-world networks is to enable better-informed future de-

cisions. These decisions may be based on an understanding of the current state of the network,

predictions of the future state, or strategies for manipulating the network itself. We explore

several themes and discuss their relevance to the study of real-world networks.

2.2.1 Graph Analysis

One approach to network analysis begins by constructing a graphG encapsulating knowledge

of the network. For one example, consider a social network:V (G) could be the users of the

network, andE(G) could be the pairs of users with an explicit social relationship in the network

(e.g. friend, follower, or co-worker). This is called asnapshot graph, since it represents the

network at a single snapshot in time. For another example, consider a phone network with a

log of the sender, recipient, and time of each call. One could form a weighted, directed graph

G by definingV (G) to be all phone numbers that have ever been active,E(G) to be all ordered

pairs of numbers(a, b) such thata has calledb at least once, andw(a, b) to be the number of

such calls. This is called asummary graph, since it summarizes activity in the network over a

period of time. Graphs can be applied in many different contexts to represent objects and the

relationships between them.

Once a graph has been constructed, a multitude of graph algorithms can be applied. Minimum-

cut algorithms evaluate how robust the graph is to the severence of edges. Spanning tree algo-

rithms can help identify a backbone structure of the network. Other algorithmscould look for

subgraphs with a particular structure, such as star-like formations or large cliques of pairwise-

adjacent vertices.

Centrality measuresaim to identify vertices of interest by quantifying the relative impor-

tance of each vertex’s role in the network. Degree centrality looks for vertices with many
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neighbors. Closeness centrality ranks vertices based on their distancesto all the other vertices.

Betweenness centrality identifies vertices which lay along shortest paths between many other

vertex pairs. Eigenvector centrality is defined to recursively favor vertices with many connec-

tions to other central vertices.

Other work studies properties of real-world networks, and proposes theoretical models to

describe or explain empirical observations. Well-known results state that many real-world net-

works have a heavy-tailed degree distribution [23, 12], small diameter [96, 7], and high cluster-

ing coefficient. Generative models have been suggested to construct graphs that exhibit some or

all of these properties, such as the Watts-Strogatz model [96], the Barabási-Albert model [12],

and Kronecker graph models [63].

2.2.2 Temporal Dynamics

As the above examples demonstrate, static graph analysis can provide useful information about

a network. However, many real-world networks change over time. As a result, static analysis

could yield misleading information for several reasons, among them: new datamay have been

non-existent or unavailable when the computation was performed; old information may no

longer be accurate; and temporal dependencies, such as trends or periodicity in the data, may

be overlooked. Additional data may make the analysis more robust or comprehensive, fill in

missing or out-dated information, and decrease the chance of error.

There are many approaches to network analysis with a temporal element. Onesuch ap-

proach is time series analysis. Atime seriesdescribes how a scalar quantity changes over time.

For example, one could track the size of the network, the degree of a node, or the number of

messages sent across a link as time passes. Formally, a time series is a real-valued functionf

parameterized by time, and can be either continuous (f : R+ → R) or discrete (f : Z+ → R).

In practice, however, it is often impossible or impractical to observe and record the functional

values at all points in time. Instead, techniques are employed to more conciselyrepresent the

time series, such as sampling, fitting to a parameterized model, or low-dimensionalapprox-

imation. A wide variety of representations exist in the literature, including discrete Fourier

transforms [4, 31], wavelets [18, 21], piecewise functional approximations [33, 53, 19], singu-

lar value decomposition [58, 81], and symbolic approaches [68]. [26] provides a survey and
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comparison of existing time series models.

Another approach models networks astime-evolving graphs, graphs whose vertex and edge

sets change over time. In agraph sequencerepresentation, the graph changes at discrete points

in time, resulting in a finite sequence of static graphs which are then analyzed collectively. Al-

ternatively, updates to the graph could occur in continuous time, usually with fewer changes

occurring at any one moment. Previous work has studied real-world networks through the

lens of time-evolving graphs, observing properties such as densification[64], preferential at-

tachment [47], triadic closure [40, 80, 37], and shrinking diameter [64]. Change detection

algorithms flag times at which significant changes in graph structure occur [91, 41]. Machine

learning and other techniques attempt to predict the formation of new links [69]. Diffusion

models are used to analyze the flow of information through a network [83, 27].

One general framework for temporal analysis issimulation, which entails developing a

model of a real-world system, and then playing out how the system behavesover time according

to the model. Simulations can be deterministic or stochastic. Network simulations may model

the addition or deletion of nodes or links, interactions between nodes, and changing node or

link attributes. Several general approaches have been considered inthe literature, including

event-based, activity-based, and process-based models [78].

Game theory can also be applied to study temporal aspects of networks. Agameconsists

of rational players whose actions collectively determine the outcome of the game. Each player

assigns a value to each possible outcome, and each player’s goal is to arrive at an outcome

of maximal value. In asequential game, players alternate taking actions, which may depend

on the current game state and on knowledge of other players’ previous actions. In arepeated

game, the same game is played multiple times, and players’ strategies may be based on what

happened in previous iterations. Applying game theoretic analysis to a network context, the

players may represent nodes, and actions could be interactions betweennodes.

2.2.3 Group Behavior

Network analysis would be greatly simplified if the network were modeled as a collection of

objects acting independently, each of whose behavior is determined solely by information spe-

cific to that object. However, in many real-world networks an object’s behavior is affected by its
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relationships to and interactions with other objects. Sometimes these relationshipsare known

and interactions observed; other times they are not, for example due to covert communication

or response to common external stimuli. In either case, models which accountfor these higher-

level correlations have the potential to provide more accurate analysis. Inaddition, identifying

groups of nodes with similar properties or behavior can avoid redundantcomputation, help

characterize nodes and their roles in the network, or assist with entity resolution.

One approach to identifying similarities or correlations between nodes is time series pat-

tern matching. The goal is to recognize whether two nodes have exhibited similar behavioras

reflected in time series corresponding to their respective activity. Techniques have been devel-

oped to detect common patterns even in the presence of shifting, distortion, missing data, or

noise [87, 66].

Clustering is the task of grouping a set of objects such that elements of the same group

are more similar than elements of different groups. Many different measures of similarity have

been proposed, depending on the characteristics of the data and the goal of the analysis. Two

general notions of similarity for clustering nodes in a network areconnectivityandrole. The

former is based on how well-connected the nodes are; e.g. small pairwise distances, or high

density of links within a group. The latter is based on nodes having similar functionality or local

graph structure; they need not be in close proximity in the network graph. Given a similarity

measure, many different clustering algorithms can be applied. Traditional clustering algorithms

partition the objects into disjoint subsets; alternative clustering models may allow an object to

belong to multiple groups or have fractional group membership, sometimes referred to assoft

clustering.

The termcommunity discoveryis sometimes used to refer to connectivity-based clustering

of nodes in a network, usually implying interaction or coordinated functioningamong group

members.Community evolutionstudies how group membership changes over time. The num-

ber of communities or the labels identifying them may be fixed, or one could allow for the

formation of new communities and dissipation of existing ones. Regardless of the specific

model used, there are conceptual challenges in defining and characterizing communities; for

example, the term “community” has a connotation of perpetuity, yet membership isfluid and

may change considerably over time.
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2.2.4 Attribution

One guiding concept when applying algorithms to real-world problems isinterpretability, how

easily the results can be understood and thus applied to future decision-making. One way of

making results more interpretable is throughattribution, connecting an outcome with its source

or cause.

In social psychology, attribution describes the mechanism by which peopleassociate ob-

served behaviors or events with causal factors. For example, somebody overhearing a verbal

fight might attribute it to the participants’ aggressive personalities, bad moods, or a recent mis-

understanding. Literary attribution is the study of ascribing historical works of literature to a

particular author. In copyright law, producers of new work must giveproper attribution to ideas

which are not their own. Research publications are also expected to cite others’ work as a form

of attribution.

Attribution is closely tied toaccountability, the ability to hold individuals responsible for

their actions. This idea is central to many legal systems, and has seen renewed interest with

regard to security and privacy in online systems. The goal is to design a system that incen-

tivizes good behavior not by directly enforcing it, but by tying bad behavior to undesirable

consequences. One example is areputation system, where users are assigned scores based on

opinions or feedback from others, resulting in rewards or punishments,such as the granting or

revocation of privileges [82].

Another related concept iscausality. In the simplest sense, an action is said tocausean

outcome if the outcome is a direct consequence of the action. If such a causal relationship is

observed, the outcome can be attributed to the action. In many real-world scenarios, however,

an outcome is the result of a multitude of factors, and causal relationships are not explicitly

known; defining causality in such circumstances is the subject of debate amongst scientists [35]

as well as philosophers [8, 44].

When causal relationships can not be directly observed, attribution may bedetermined

by studyinginfluence,1 the indirect effects of one’s actions. Influence can be measured by

comparing the outcome when an action is performed with the outcome when the action is

1We use the term “influence” to include such notions as probabilistic causationand Granger causality.
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not performed, all other factors remaining equal. Since we can not physically observe the

outcomes under both scenarios simultaneously, assumptions are made to limit the other factors

being considered, thus enabling influence to be measured empirically. For example, one may

assume a closed system with a fixed set of variables, and then measure the influence of each

variable by holding the others constant. This typically requires either the abilityto design

control experiments or a large and varied dataset that contains informationabout actions and

the corresponding outcomes.

Since it is often difficult to formally establish causality or influence in practice,many ap-

proaches in the statistics literature focus on the weaker notion ofdependence. Two random

variables are said to be dependent if the probability distribution of values for one is different

when conditioned on the value of the other. Given a set of empirical data, statistical tests can be

performed to evaluate whether an action and an outcome are dependent, and therefore whether

the outcome should be partially attributed to the action.

2.2.5 Computational Realizability

Many real-world networks are massive, not only with regard to the numberof entities in the

network, but also the volume and rate of activity. There are an estimated 2.2 billion email users

worldwide, who send 45 billion emails – not including spam – every day. The World Wide Web

consists of hundreds of millions of websites; the online social network Facebook boasts over

a billion active monthly users; and micro-blogging site Twitter saw an average of 175 million

tweets per day in 2012.2 There are many challenges to performing network analysis on such a

large scale.

Many questions that arise when analyzing group behavior in networks arecomputationally

hard; that is, the time it takes to solve the problem increases very rapidly with respect to the

size of the network. This is not surprising since the number of possible subsets of nodes is

exponential in the size of the network. However, in many real-world settings, analysis is not

helpful unless the results are found in a timely manner. Since exact solutionscan not be found

efficiently, approximation algorithms or heuristics may be developed to providepractical results

2Statistics taken from the websitePingdom.com, posted on their Tech Blog on January 16, 2013, compiled
from various sources.
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that address the real-world needs.

In addition, many network systems have physical limitations on the amount of storage space

available, yet data continues accumulating over time. Even if there is space to store all of the

data, it may be too cumbersome to process the entire dataset every time new dataarrives.

One solution is to usestreamingalgorithms, which process new data only once as it arrives,

maintaining only a limited amount of information about all previous data [6].

Another approach for dealing with the great volume and rate of data isdistributed comput-

ing. A distributed architecture stores data in multiple places rather than in one singlerepository.

In distributed algorithms, different segments of the data are analyzed separately. If desired, the

individual results may then synthesized to arrive at a final combined result.

A further challenge to real-world network analysis isdata accessibility; that is, some data

that would be helpful for analysis may not be available as desired. For example, the amount or

type of data that can be collected may be limited due to physical constraints or imperfections

in the data collection mechanism. A sensor may give inaccurate readings due toenvironmental

noise. Lack of precision in data collection instruments may yield data with poor granularity.

Faulty devices may result in missing data. These practical issues have prompted the develop-

ment of methods that are robust to noisy or missing data. Furthermore, evenafter data has

been recorded, there may be restrictions on its use due to privacy policy or legal concerns.

Thesecure multi-party computationparadigm has been suggested as a way of addressing such

concerns [99].

Finally, some computation may be subject to limitations of human observation and un-

derstanding. This is of relevance when the network is intended to model human beliefs or

behaviors that are subjective, difficult to observe, or not quantifiable, or when the efficacy of a

computational result is dependent on the ability of human actors to understand and respond to

it.

In this dissertation, we propose new methods for analyzing real-world networks. We look at

three problems that arise in the study of group behavior in networks, paying special attention to

temporal aspects of the data. We develop new models and efficient algorithmsto address these

problems and explore the use of attribution in improving the interpretability of the results.
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2.3 Connection to Projects

Here we discuss how the graph theoretic and event-driven network models can help address

each of the three problems addressed in this dissertation, and explore how they relate to the

themes introduced in the previous section.

2.3.1 Detecting Correlated Events in Communication Networks

In a communication network, individuals communicate with one another directly through chan-

nels such as email, telephone, SMS, instant messaging services, or IP connections. Such net-

works are frequently modeled as graphs, where two vertices are connected by an edge if the

corresponding individuals ever interact with one another. The graph may be weighted by the

frequency or volume of the interactions. We suggest that real-world communication networks

can be further understood and analyzed using our event-driven network model. In Chapter 3,

we explore both of these approaches.

In particular, we focus on the task of correlated event detection. We describe a set of com-

munication events as correlated if their collective relational and temporal characteristics differ

significantly from the expectation if the processes generating them were acting independently.

Such correlations may indicate that the behavior of certain individuals is linked, or that the set

of events in question were triggered by a common external source.

Attribution plays an important role in real-world correlated event detection. For many se-

curity applications, the utility of an anomaly detection method depends on its ability to identify

sources of malicious behavior so they can be neutralized. In the context of data mining, proper

attribution can lead to a better understanding of the system and more informative analysis. Our

analytical methods are designed with attribution in mind; that is, in addition to simply detecting

that correlated activity has occurred, our goal is to pinpoint the exact individuals and events that

are responsible for that activity.

Many real-world networks of interest contain thousands or millions of nodes, with a high

rate of communication, posing a computational challenge. To exascerbate theproblem, infor-

mation may be time-sensitive, so that results are only useful if obtained in a timely manner. Our

work focuses on methods that are scalable to large networks, computationally efficient, and aim
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to minimize the lag time from when the correlated events occur to when they are detected.

2.3.2 Discovering Functional Communities

In information networks, users broadcast messages to an audience of potential viewers, other

network users who may choose to respond by broadcasting messages oftheir own, thus dis-

seminating content across the network. A graph may be used to model the potential viewers of

each broadcast, but this relationship does not imply information transfer. In fact, the exact paths

through which information flows may not be directly observable. In Chapter4 we explore how

the event-driven network model can be used to study the diffusion of information even when

explicit paths of information transfer are not known.

In particular, we look at group behavior in diffusion processes. While hypothetically each

piece of information, ormeme, may follow a completely different diffusion pattern, in real-

world information networks certain paths appear more frequently than others. Therefore, one

might hope to cluster network users based on the content of their broadcasts, such that users

in the same cluster participate in the same memes, and users in different clustersparticipate in

different memes. This, however, is not realistic either, since users may have multiple interests,

and would be apt to participate in memes relevant to any of those interests. In this case, a soft

clustering may be more appropriate, where each user can be a member of multiple clusters.

We take this one step further. A clustering, whether hard or soft, indicateswhich users are

similar, but does not attribute that similarity to participation in particular memes. To achieve

more detailed attribution, we proposeco-clusteringthe users and memes simultaneously. The

result is a set ofbiclusters, user-meme cluster pairs; a dense bicluster indicates a set of users

with a high degree of participation in a specific set of memes. This more nuanced analysis

of the behavioral correlations between users can lead to better recommendations of interesting

memes, improved predictions of future user activity, and a better understanding of diffusion

processes in information networks.

Our co-clustering methodology first defines a metric to evaluate the quality of aco-clustering,

and then searches for a co-clustering that maximizes the value of the metric. In full general-

ity, with no constraints on the metric function, this problem is NP-hard becausethe number of

possible co-clusterings is exponential in the number of users and memes, and any one of them
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could maximize the metric. In practice, it is therefore necessary to employ heuristics for the

results to be useful. We propose an efficient heuristic algorithm to find a good co-clustering

according to a given metric, as well as a class of metrics with properties that can be leveraged

for further improvements in efficiency.

2.3.3 Modeling Collaboration in Academia

Successful research is often the result of collaborative efforts. Inacademia, this is manifested in

individual researchers working together to publish joint papers. Graphs can be used to represent

such collaboration networks, with an edge signifying a coauthorship relationship, optionally

weighted by the number of joint papers. Alternatively, academic collaboration can be modeled

as an event-driven network, where the publication of a paper is represented as an event with the

coauthors as sources and the entire set of researchers as recipients.

In Chapter 5, we study the collaborative behavior of researchers in academia using tools

from Game Theory. We define a game where each researcher is trying to maximize her own

academic success, and use simulations to analyze the effects of this behavior on the individual

researchers as well as the community as a whole. The flexibility of the event-driven network

model helps us to study how collaboration strategies change over time.

We posit that due to the collaborative nature of academic research, an individual’s success

is typically not solely the result of his own efforts. Our model attempts to capturethe way that

an individual’s success can be partially attributed to the contributions of his coauthors.

Our theoretical model makes certain assumptions about the academic world – for example,

that each researcher considers the publication records of all other researchers, and that all pairs

of researchers have equal opportunity to collaborate – that are not entirely realistic. However,

the analytical results we derive under our theoretical model may indicate general principles that

still apply under more realistic computational settings.
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Chapter 3

Detecting Correlated Events in Communication Networks

3.1 Introduction

3.1.1 Background and Motivation

A naive model of event-driven networks consists of a set of entities whose behaviors and inter-

actions are governed by independent processes. However, entities inreal-world networks often

exhibit correlated behavior, for example due to influence, environmentaleffects, or response

to common external stimuli. These dependencies are usually not explicitly known. The ability

to efficiently detect correlated events in large networks could therefore assist in a variety of

application domains, such as computer network security, intelligence, marketing, knowledge

discovery, and recommendation systems. For example, correlated activity incomputer network

traffic may indicate a coordinated attack or the spread of a virus. In this work we focus on com-

munication networks, in which individual people or computers communicate with one another

directly through channels such as email, IP connections, or face-to-face encounters.

A common approach to analyzing event-driven network data is to first aggregate infor-

mation over fixed or variable-length time blocks. This approach facilitates the use of many

existing analytical tools, but it imposes a trade-off: shorter time blocks givehigher resolution

at an increased storage cost and may introduce data sparsity issues; longer time blocks may

have a smoothing effect that hides shorter-term deviations in behavior. Furthermore, different

time granularities may be appropriate for different nodes or edges within thesame network. In

that case, choosing a global block size may bias analysis towards certain entities and overlook

others, a phenomenon we calltime-scale bias.

Sulo et al. propose a method for choosing the temporal resolution that bestbalances the

trade-off between minimizing variance and minimizing information loss for a specific graph
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metric [90]. Tong et al. [95] and Lian et al. [67] independently suggestmulti-resolution ap-

proaches. Sharan et al. determine edge weights for a summary graph based on a decay model

with global parameters [89]. These are all reasonable approaches to temporal analysis of event-

driven networks, but as they all involve the discretization of time or dependon a global time

parameter, they are all susceptible to time-scale bias.

In addition, many existing algorithms for network analysis are designed to be performed

off-line. In the off-line scenario, the entire dataset is available simultaneously, and multi-

ple passes over the data are permitted. When new data becomes available, it may require

re-analyzing the entire dataset. In a real-world setting, where new data arrives continuously

and at high rates, off-line approaches may not be able to provide up-to-date results in a timely

manner. We use the termstreamingto refer to models or algorithms that require only a single

pass over a dataset in chronological order, typically with space and time constraints. In our case

of event-driven networks, we aim for space requirements that are linear in the number of node

pairs that ever communicate, regardless of the period of time over which datais collected.

These challenges motivate the need for new approaches to model temporaldynamics, over-

come time-scale bias, and address efficiency concerns for analysis of event-driven networks.

3.1.2 Related Work

One popular approach to event-driven network analysis begins by constructing a (weighted or

unweighted) graph to represent network activity aggregated over time, called asummary graph.

Then, static graph algorithms employing techniques such as clustering, spectral analysis, and

centrality analysis are applied. One application is anomaly detection, which looks for nodes or

substructures that are statistical outliers in the graph based on some pre-defined measure. Noble

et al. identify subgraphs that appear infrequently using a data mining tool called Subdue and a

variant of the Minimum Description Length Principle [75]. Sun et al. identify outlier nodes in

bipartite graphs based on properties of their neighborhood [92]. Akoglu et al. propose OddBall,

which takes a similar approach for finding outlier nodes in a weighted summary graph [5].

A second approach begins by segmenting time into blocks and constructing a summary

graph for each time block. Different nodes can then be compared basedon their history of past

communication and local graph structure. Priebe et al. represent the network as a sequence of
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summary graphs, examining properties of each node’s neighborhood over time [79]. Candia et

al. study anomaly detection in spatio-temporal phone data, analyzing daily callvolume from

each cell tower and comparing to the mean call volume for that tower [13]. They use ideas

from percolation theory to identify times and spatial regions of high activity.

A third approach,change detection, looks at how summary graphs change over time. Sun et

al. propose the GraphScope algorithm, which clusters vertices in order to minimize the number

of bits required to represent the graph, and achange pointoccurs when it would be more space-

efficient to encode a summary graph by itself than in conjunction with the preceeding ones [91].

Henderson et al. measure properties of each summary graph, performing detailed analysis of

community structure and individual node behavior only when there are significant changes in

global metrics [41].

A fourth approach models communication data as a time series, and uses tools from signal

processing to analyze patterns of communication for nodes, edges, or thewhole network. Ihler

et al. use a hidden Markov model to understand temporal patterns in network traffic volume

and distinguish between normal and abnormal behavior [45]. Cao et al. learn a B-spline model,

identifying both short-term deviations and long-term trends [14]. Lakhinaet al. do statistical

outlier detection on the time series of traffic volume across origin-destination flows, in terms

of # of bytes, # of packets, and # of IP-flows [60]. Their approach isto use PCA to find the

most prevalent trends across all flows (top-k eigenflows), and then mark a flow as anomalous

at a particular time based on how well it matches the eigenflow prediction. Abelloet al. also

use a time series model, comparing the activity of each node or edge to the overall network

behavior [3].

A related problem is that of asynchronous pattern matching in time series. Sakoe et al. in-

troduce Dynamic Time Warping, which finds matching patterns between a pair ofdiscrete time

series, even if one of the time series is stretched or compressed along the temporal dimension or

has missing information [87]. Li et al. propose Parsimonious Linear Fingerprinting, which in-

dentifies similar pairs of continuous time series, allowing for changes in amplitude, frequency,

and phase shifting [66].

Another approach to dynamic network analysis, theTemporal Path Model, considers paths

composed of time-ordered edge events. Xie et al. propose an approachfor identifying the origin
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of viruses in a network usingmoonwalks, random walks on the graph backward in time [98].

All of the above network analysis approaches involve the discretization oftime or use a

model with global time parameters, and are thus susceptible to time-scale bias. Inaddition,

many of them are off-line algorithms, making them impractical for real-time analysis of stream-

ing data from communication networks. Our approach, based on techniques from Renewal

Theory, is a first step towards addressing these challenges.

3.1.3 Contributions and Outline

We first present a stochastic network model based on ideas from Renewal Theory. Through

experiments we demonstrate that this is a reasonable model and apply it to detect correlated

events in real-world communication networks.

Our contributions can be summarized as follows:

• The REWARDS model, a streaming stochastic model for systems of point processes

• A formal definition of recency for renewal processes that is time scale-invariant

• A statistical method for measuring correlation in event-driven networks thataddresses

the variety of temporal characteristics present in real-world networks

• A streaming local algorithm for detecting correlated activity among a fixed setof nodes

• An efficient global algorithm that simultaneously detects subsets of nodes exhibiting

correlated activity in disparate parts of the network

We begin by introducing our stochastic model, the REWARDS model, in Section 3.2.1. In

Sections 3.2.2 and 3.2.3 we propose statistical methods to measure dependencies in a network

using the REWARDS model. We present two algorithms for detecting correlatedevents in Sec-

tion 3.2.4, and analyze their running times in Section 3.2.5. Experimental results are provided

in Section 3.3. Section 3.4 provides further discussion of the strengths andlimitations of our

approach, the significance of our work, and directions for future work.

3.2 Methodology

Our approach is to model an event-driven network as a system of stochastic processes. Given

data from a real-world network, we first learn parameters of the model from the data, and then
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apply statistical tools to identify dependencies between processes.

3.2.1 The REWARDS Model

A renewal processΦ is a continuous-time Markov process in which states correspond to the

natural numbers, and state transitionsi−1 → i occur with waiting timeswi ∈ ℜ+ sampled

independently from the same distribution. This yields a sequence of timesti =
∑i

k=1wk at

which state transitions occur. We refer to the countable ordered setTΦ = {ti} as thetime

sequencefor Φ.

Consider a communication network where data arrives as a stream of time-stamped mes-

sages sent directly from one node in the network to another. We represent this as an event-

driven networkN = (U , E), with events corresponding to the messages. For each pair of

nodes(u, u′) that ever interacts, we extract the discrete-event sequenceE(u,u′) consisting of the

relevant events, as well as the corresponding time sequenceT(u,u′) (see Section 2.1.2).

The REWARDS (REneWal theory Approach for Real-time Data Streams) model represents

the network as a system of renewal processes. For each (directed orundirected) node pair

(u, u′), we infer the waiting time distribution for the renewal processΦ(u,u′) that generated the

time sequenceT(u,u′).
1 The choice of distribution model and inference method are independent

of our work.

Now that we have introduced the REWARDS model, we present a statistical methodology

that will help in analyzing dependencies between processes.

3.2.2 Measuring Statistical Correlation

We suggest the following procedure to test for positive correlation of random variables. Given

a set of samplesx1, . . . , xn taken from real-valued continuous random variablesX1, . . . , Xn:

1. LetYi be a normalization ofXi, i.e.Yi ∼ Uniform(0, 1), for all 1 ≤ i ≤ n

2. Apply a statistical goodness-of-fit test under the null hypothesis thatthe corresponding

valuesy1, . . . , yn are i.i.d. samples fromUniform(0, 1)

1The REWARDS approach could also be used to model individual nodes or other network substructures. In this
work, we focus on applications where the mode of communication is one-to-one messages.
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3. Measure likelihood of the sample as the p-value from the goodness-of-fit test

Step 1 is accomplished using a technique called theprobability integral transform: Let

X be a continuous random variable, and letFX be the corresponding cumulative distribution

function (CDF). LetY be the random variable defined by applyingFX toX, i.e.Y = FX(X).

Proposition 3.1. Y ∼ Uniform(0, 1).

Proof.

FY (y) = Pr(Y ≤ y) = Pr (FX(X) ≤ y) [by definition]

= Pr
(
F−1
X (FX(X)) ≤ F−1

X (y)
)

[F−1
X increasing]

= Pr
(
X ≤ F−1

X (y)
)
= FX

(
F−1
X (y)

)
= y [by definition]

The probability integral transform is illustrated in Figure 3.1. Values ofX are along the

x-axis, whileY takes values in[0, 1], shown along the y-axis.

Figure 3.1: The probability integral transform

For Step 2, we perform a statistical goodness-of-fit test comparing the empirical distribution

function Ŷ (y) = 1
n · |{i : yi ≤ y}| to the theoretical cumulative distribution function for

Uniform(0, 1) samples,Triangle(0, 1). One such test, the Kolmogorov-Smirnov test [57], is

illustrated in Figure 3.2. The Kolmogorov-Smirnov statistic, denoteddKS , is the maximum
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difference between the two distributions:2

dKS(Ŷ ‖ Triangle(0, 1)) = max
y

(Ŷ (y)− y).

The p-value, denotedpKS , is the likelihood that a sample generated according to the null model

would yield a difference of at leastdKS . The smaller the p-value, the greater the confidence

with which one may reject the null hypothesis, and therefore the stronger the implication that

the random variables are not independent.

Figure 3.2: The Kolmogorov-Smirnov statistic

Among probability distance functions, we choose the Kolmogorov-Smirnov statistic be-

cause of its interpretability: it indicates the thresholdγKS = argmaxy(Ŷ (y) − y) with the

highest concentration of values falling below that threshold, as well as thecorresponding val-

ues. This feature is instrumental for attribution, allowing us to identify the variables with the

highest correlation. Next, we explore how this paradigm can be applied to detect correlated

events in event-driven networks.

3.2.3 Recency

Our goal is to detect correlations in communication activity. In particular, we look for times

at which there has been an unusually high concentration of recent activity amongst a subset of

nodes in the network. In order to formalize this task, we first define what we mean byrecent.

2In our experiments we use the positive one-sided Kolmogorov-Smirnovstatistic since for the applications we
consider, we are more interested in correlation of activity than non-activity. A different choice may be appropriate
for other applications, such as fault detection.
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A natural quantity to consider is theage of a renewal process, which is defined in the

Renewal Theory literature as the time elapsed since the last event:

AgeΦ(t) =





t− ti if ti ≤ t and∄ tj : ti < tj ≤ t

∞ if ∄ ti ≤ t
However, activity rates may vary among nodes in the network, and looking at the age will bias

analysis towards nodes with higher activity rates, potentially hiding correlated behavior among

lower-rate nodes. To compensate for this time scale bias, we first normalize each process

following the procedure proposed in Section 3.2.2.

LetFAge
Φ denote the limit distribution of theAge function:3

FAge
Φ (τ) = lim

t→∞
Pr (AgeΦ(t) ≤ τ) .

We define therecencyof Φ at timet to be

RecΦ(t) = 1− FAge
Φ (AgeΦ(t)) .

4

Note thatRec is a decreasing function on every interval[ti, ti+1) (see Figure 3.3), and that

it satisfies the uniformity property as described in Section 3.2.2, thatRecΦ ∼ Uniform(0, 1)

for any renewal processΦ. The intuition is that sampling the recency function randomly in

time will generate uniform random samples in[0, 1]. This normalization is scale-invariant

(recency values remain the same when time is stretched by a constant factor), which makes our

approach robust to differences in time scale between networks or between entities within the

same network.

Next, we consider correlation of recent activity across multiple processes. Given a setΩ of

renewal processes, we define the recency ofΩ at timet asRecΩ(t) = 1 − pKS , wherepKS

is the p-value from performing the Kolmogorov-Smirnov test as described inSection 3.2.2.

Larger values ofRecΩ are a stronger indication that the processes are not independent.

For notational convenience, we useAge(u,u′)(t) to denote the age of the renewal process

corresponding to(u, u′), Rec(u,u′)(t) to denote the recency of the renewal process correspond-

ing to (u, u′), andRecS(t) to denote the recency of the set of renewal processes corresponding

3Note that this is different from the distribution of waiting times for the renewalprocess. As an illustration of
this, consider the inspection paradox.

4We define recency using1 − CDF instead ofCDF to match the linguistic intuition that higher recency
corresponds to more recent activity.
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Figure 3.3: Plot of recency over time for an edge in the Bluetooth network. If the model is
accurate, the value of the recency function will be≤ ρ exactlyρ fraction of the time, for any
ρ ∈ [0, 1].

to node pairs inS.

3.2.4 Correlated Event Detection

With the infrastructure in place, we now present two efficient algorithms to detect recent cor-

related activity in communication networks. For both algorithms, we use the REWARDS ap-

proach to model activity for each node pair(u, u′) as a renewal processΦ(u,u′), and then detect

sets of correlated events using the statistical approach in Section 3.2.2.

The first is a streaming local algorithm, L-CORE (Local algorithm for detecting CORre-

lated Events), which simultaneously monitors the neighborhood of each nodein the network.

Whenever there is outgoing communication from a node, the recency of its neighborhood is

computed, and a flag is thrown if it exceeds a pre-specified sensitivity threshold. Algorithm 3.1

gives a formal description of the L-CORE algorithm.

The second algorithm, G-CORE (Global algorithm for detecting CORrelated Events), is a

static algorithm built on the streaming REWARDS model, which searches the entirenetwork

for the subsets of nodes with the highest concentrations of recent activity at a given time. This

is accomplished by maintaining a disjoint set data structure onU and running a variant of the

Union-Find Algorithm [94], incrementally considering node pairs(u, u′) in decreasing order

of recency. At each iteration, ifu andu′ are not already in the same set, then we join the two set

into one. The G-CORE algorithm is given as Algorithm 3.2, and it is illustrated in Figure 3.4.

We note that a pair of disjoint sets is a refinement (subpartition) of the single set formed
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Algorithm 3.1 The L-CORE Algorithm (Local algorithm for detecting CORrelated Events)

Input: An event-driven networkN consisting of a set of nodesU and a stream of communi-
cation eventsE , and a sensitivity thresholdθ.

Output: For each time at which correlated activity is detected, the source node that isrespon-
sible for the activity along with the corresponding set of events.

1: For notational convenience, letN−(u) = N−
GEu

(u); that is, the set of nodesu′ ∈ U that
have received communication fromu. For each nodeu ∈ U , maintain the (approximate)
distribution of inter-arrival times for outgoing communication to each nodeu′ ∈ N−(u).

2: Every timet there is outgoing communication fromu:

• Update the inter-arrival time distribution for the corresponding recipient node(s).

• Compute the recency of all outgoing activity fromu: RecSu(t), whereSu =
{(u, u′) : u′ ∈ N−(u)}.
• If RecSu(t) > 1− θ, output the tuple(u, t,RecSu(t), γKS , E∗u(t)), whereE∗u(t) con-

tains the most recent event fromu for eachu′ ∈ N−(u) such thatRec(u,u′)(t) ≤ γKS .

Algorithm 3.2 The G-CORE Algorithm (Global algorithm for detecting CORrelated Events)

Input: An event-driven networkN = (U , E), with the IAT distributions for all node pairs that
communicate through timet.

Output: A list of node sets partitioningU , along with the recency values corresponding to
their induced subgraphs.

1: Construct the graphG = (U , E) induced by the set of all events up to timet, each edge
(u, u′) ∈ E weighted by the corresponding recency valueRec(u,u′)(t).

2: Initialize a disjoint set data structure onU :

• SetΠ, the current partition ofU , andΠ∗, the output partition, to be the collection of
singleton vertices:Π = Π∗ = {{u} : u ∈ U}.
• For each setU ∈ Π, maintainRec∗U (t), the highest recency attained by any of its

subsets (including itself), which is initialized to0.

3: SortE(G) in decreasing order of weight.
4: For each edge(u, u′) ∈ E(G), if u andu′ are in different sets:

• UpdateΠ by removing the sets containingu andu′ and adding their unionU .

• ComputeRecU (t) = RecS(t), whereS is the set of edges incident to nodes inU ,
and updateRec∗U (t) as necessary.

• If RecU (t) is greater than the recency of all subsets ofU (i.e. Rec∗U (t) = RecU (t)),
updateΠ∗ by addingU and removing its subsets.

5: OutputΠ∗ along with the corresponding values ofRecU (t) for eachU ∈ Π∗.



29

(a) (b) (c)

Figure 3.4: (a) The weighted graph constructed in Step 1 of the G-CORE algorithm. (b) Itera-
tions of the loop in Step 4. (c) The G-CORE tree, showing the recency of each node set, with
the output partitionΠ∗ highlighted.

by their union. We can therefore construct a partially-ordered set (poset) over sets considered

during the G-CORE algorithm, ordered by the containment relation. This poset is in fact a

tree, where the leaves are individual nodes and the root isU .5 An example of this hierarchical

structure can be seen in Figure 3.4(c). We refer to this poset as theG-CORE tree.

Two elementsa, b in a poset arecomparableif a ≤ b or b ≤ a. A maximal antichainof a

poset is a maximal set of elements of the poset, no two of which are comparable. We note that

any maximal antichain in the G-CORE tree forms a partition ofU . The output of the G-CORE

algorithm is a list of event sets, ranked in decreasing order of recency. The graphs induced by

these event sets are guaranteed to partitionU sinceΠ∗ is always a maximal antichain in the

G-CORE tree. (It is true initially, and is maintained every timeΠ∗ is modified in Step 4.)

This property is instrumental to the G-CORE algorithm’s ability to detect correlated ac-

tivity in disparate parts of the network simultaneously. Without the disjointedness constraint,

the node sets with the second and third highest correlated activity would likelybe subsets or

supersets of the top result. This is particularly relevant for real-world security applications,

where an attacker may try to hide malicious activity by creating a diversion in another part of

the network.

The G-CORE algorithm is an effective way to detect correlated activity in anevent-driven

network. However, because its worst-case running time makes it impracticalfor many real-

world networks (see Section 3.2.5), we propose an efficient heuristic algorithm with the same

5If GE is not connected, this holds for each connected component.
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input and output specifications plus a precision parameter, given as Algorithm 3.3.

Algorithm 3.3 The Heuristic G-CORE Algorithm

Input: An event-driven networkN = (U , E), with the IAT distributions for all node pairs that
communicate through timet, and a precision parameter0 < δ < 1.

Output: A list of node sets partitioningU , along with the recency values corresponding to
their induced subgraphs.

1: Construct the graphG = (U , E) induced by the set of all events up to timet, each edge
(u, u′) ∈ E(G) weighted by the corresponding recency valueRec(u,u′)(t).

2: Initialize a disjoint set data structure onU :

• SetΠ, the current partition ofU , andΠ∗, the output partition, to be the collection of
singleton vertices:Π = Π∗ = {{u} : u ∈ U}.
• For each setU ∈ Π, maintainRec∗U (t), the highest recency attained by any of its

subsets (including itself), which is initialized to0.

3: Partition the interval[0, 1] into equally-sized subintervals of widthδ, and bin each edge
according to the subinterval containing its recency value.

4: For each subinterval, in increasing order:

• Add all edges in the corresponding bin, and update the disjoint sets accordingly.

• Compute the recencyRecU (t) of each setU ∈ Π, and updateRec∗U (t) as necessary.

• For each setU ∈ Π, if RecU (t) is greater than the recency of all subsets ofU (i.e.
Rec∗U (t) = RecU (t)), updateΠ∗ by addingU and removing its subsets.

5: OutputΠ∗ along with the corresponding values ofRecU (t) for eachU ∈ Π∗.

3.2.5 Complexity Analysis

Both the local and global algorithms are based on the REWARDS approach,which models

each node pair as being generated by a renewal process, and infersthe waiting time distribution

from the observed inter-arrival times (IATs) between events. Streamingalgorithms to dynam-

ically maintain the (approximate) IAT distribution for each node pair (e.g. usinghistograms

[9, 38], kernel density estimators [84, 59, 76], or other methods [24, 10]) enable the use of the

REWARDS model for efficient analysis of streaming network data. The choice of distribution

model and approximation method are independent of our work.

In our experiments, we use maximum-likelihood estimation to determine the best-fit pa-

rameters for a Bounded Pareto distribution (see Section 3.3.1). The Bounded Pareto has three

parameters:xmin, the minimum possible IAT;xmax, the maximum possible IAT; andα, the

shape parameter. The maximum-likelihood estimator for these parameters can bedetermined
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using only the following three values: the minimum IAT seen so far, the maximum IAT seen

so far, and the sum of the logs of all IATs seen so far [1]. Since these values can be maintained

and updated in a streaming fashion, onlyO(1) space is required to model each time sequence,

with constant-time update per communication event.

In the L-CORE algorithm, each nodeumaintains the IAT distributions for outgoing activity

to its neighborsN−(u) (Step 1). For each outgoing event, we update the corresponding IAT

distribution, calculate the recency of communication with each neighbor,6 and then compute

the collective recency for all outgoing activity (Step 2). Each of these steps is at most linear in

the number of neighbors. Therefore, the running time for the L-CORE algorithm at nodeu is

O(|N−(u)|) for each outgoing communication event fromu.

The G-CORE algorithm takes as input the IAT distributions for all node pairsin the network

that communicate, updated through timet. Letn = |U|, and letm be the number of such node

pairs. In Step 1, a weighted graphG is constructed by computing the recency of each node pair,

which takesO(n+m) time. Initializing the disjoint set data structure takesO(n) time (Step 2).

Sorting the edges by weight takesO(m logm) time (Step 3). For each of then−1 iterations of

the loop in Step 4 when the union operation is performed, we compute the recency of a subset

of nodes, which runs in time linear in the number of incident edges, which canbe at mostm,

for a total ofO(n ·m) time for the loop. The complexity of maintaining the disjoint set data

structure isO((n+m) ·α(m,n)) over the course of the algorithm using path compression and

union by rank, whereα(m,n) is the extremely slowly-growing inverse Ackermann function,

which is a small constant for all practical values ofn andm [94]. Finally, it takesO(n +m)

time to output the sets in the partition along with the corresponding edges and recency values

(Step 5). Thus the worst-case running time of the G-CORE algorithm isO(n ·m).

For the Heuristic G-CORE algorithm, Steps 1 and 2 still takeO(n + m) andO(n) time,

respectively. Binning the edges into subintervals by weight takesO(m) time (Step 3). For

each of the1δ iterations of the loop in Step 4, we compute the recency of all sets inΠ, which

takesO(m) time since each edge is incident to at most two node sets, for a total ofO
(
m · 1δ

)

time for the loop. The complexity of maintaining the disjoint set data structure is stillO((n +

6For the Bounded Pareto model, there is no closed formula for the limit distributionFAge, so in our implemen-
tation we use Simpson’s Method for numerical integration.
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Dataset Description Timespan # of nodes # of edges # of events
ENRON [55] email 2 years 1141 2017 4847
BLUETOOTH [28] physical proximity 9 months 101 2815 102563
LBNL [77] IP traffic 1 hour 3317 9637 9258309
TWITTER [20] @ replies 1 year 262932 307816 1134722

Table 3.1: Datasets used in our experiments

m) · α(m,n)). Finally, it takesO(n + m) time to output the sets in the partition along with

the corresponding edges and recency values (Step 5). Thus the worst-case running time of the

Heuristic G-CORE algorithm isO
(
(n+m) · α(m,n) +m · 1δ

)
.

3.3 Evaluation

To evaluate our approach, we perform experiments on several simulated and real-world net-

works. Table 3.1 lists the real-world datasets used in our experiments.

3.3.1 Modeling Inter-Arrival Times

To apply the REWARDS model, we must estimate the distribution of inter-arrival times across

each network edge. [11] suggests that inter-arrival times for communication follow a power

law. In Figure 3.5, we plot the probability mass function (PMF) of inter-arrival times for

several network edges in each of our datasets using a logarithmic binning procedure. The

linearity of the distributions (on a log-log scale) indicates that this claim holds across all of

our datasets, regardless of the communication medium. An interesting phenomenon is seen in

the LBNL packet trace data, which appears to be the sum of two power-lawdistributions. We

hypothesize that two processes are being observed, one corresponding to inter-arrival times of

consecutive packets in a single connection, and the other corresponding to inter-arrival times

between connections.

Next, we consider several variants of the Pareto distribution, a power-law distribution com-

monly used for modeling real-world phenomena [74]. The Pareto distributionis parameterized

by two variables:xmin, the smallest value with non-zero probability density, andα, which mea-

sures the peakedness of the distribution. The Bounded (or Truncated)Pareto has an additional

parameter:xmax, the largest value with non-zero probability density.
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Figure 3.5: IAT distributions for the 5 most active edges in each of our datasets on a log-log
scale. Linearity indicates that they obey a power law. IATs between packets and between
connections may account for the bimodal distribution in the LBNL dataset.

We compared the Pareto, Bounded Pareto, and Exponential distributions for modeling the

distribution of inter-arrival times along edges in the four datasets, using both the Maximum-

Likelihood Estimation and Mean Estimation techniques to estimate the distribution parameters,

and found that the Bounded Pareto Distribution using a Maximum-Likelihood approach consis-

tently out-performed the other models. Therefore, we use the Bounded Pareto with Maximum-

Likelihood Estimation for all further experiments.

Using an upper-bounded model makes sense intuitively, since there are frequently practical

limits on the maximum time gap between consecutive communication along an edge. For

example, if there has been no communication between two people in 100 years,it may be

reasonable to assume that communication has ceased permanently. Therefore, in practice, if

the time elapsed since the last communication is greater than the estimated maximum value, we

designate the edge asdeadand omit it in computation. If, however, communication is observed

along an edge previously considered dead, we conclude that the estimatedmaximum value was

inaccurate, and include the edge in further computation with updated parameter estimates.

3.3.2 Robustness to Time Scale

To evaluate the ability of the REWARDS approach to detect correlated activityregardless of

time scale, we perform a series of experiments on simulated networks. First, we outline a

general procedure for simulating a communication network:

1. Generate a graph to represent the nodes and underlying relationships in the network.

2. Choose values for parametersα andβ.
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Figure 3.6: Output from running the L-CORE algorithm on a simulated network, underlying
graph generated by the R-MAT model with 128 vertices and average degree 16, IATs for edge
activity sampled from Bounded Pareto distributions withα = 1 and varying scale parameters.

(a) (b) (c)

Figure 3.7: Same as in Figure 3.6, but zoomed in to highlight correlated activityat times (a)
t = 10, (b) t = 15, and (c)t = 40.

3. For each edge(u, u′), select a rate parameterr(u,u′) indicating the frequency of activ-

ity, and generate a discrete-time sequenceT(u,u′) by simulating a renewal process with

inter-arrival times sampled from a Bounded Pareto distribution with shape parameterα,

minimum inter-arrival time1/r(u,u′), and maximum inter-arrival timec · 1/r(u,u′).

4. To simulate correlated activity across a set of edgesS at timet, increase the rate param-

eter for each of the edges inS by multiplicative factorβ.

We use the RMAT model proposed in [17] to generate a graph with power-law degree dis-

tribution and small world characteristic. Then we select a rate parameterru for each nodeu

sampled randomly between once a week and once every ten minutes, and simulate communi-

cation along the outgoing edges fromu with rate parameterr(u,u′) = ru. Every five days, we

randomly select a nodeu to simulate correlated activity at 10x the usual rate for a duration of

five times the new minimum inter-arrival time. Figure 3.6 plots the output from the L-CORE

algorithm, the recency of outgoing activity from each node in the simulated network over time.
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(a) (b)

Figure 3.8: Correlation between (a) activity rate and recency, and between (b) size of neighbor-
hood and recency, over 1000 randomized trials.

That is, if nodeu has outgoing activity at timet, there is a point(t,Recu(t)).7

We observe a clear peak during seven of the nine 5-day periods. Inspection of the data

confirms that each of those peaks indeed corresponds to the node with simulated correlated

activity during that period. However, some peaks are higher than others, and some are very

sharp compared to others which appear to be more gradual. In Figure 3.7 we examine several

of these peaks more closely, and find that they in fact have similar shape upto horizontal and

vertical scaling.

While it takes longer for correlated activity to be recognized at nodes with lower activity

rates, we observe that themagnitudeof the peak seems to be indepedent of the frequency of

communication. We test this observation by performing an experiment with 1000randomized

trials. For each trial, we simulate a star network, randomly choosing the numberof outgoing

edges from the center nodeu as well as the activity rateru. In half of the trials, we also

add correlated activity at 10x the normal rate. Figure 3.8(a) plots the activity rate ru against

maxtRecu(t) for each trial. The Pearson correlation coefficient is 0.007 for the normal activity

and -0.019 for the correlated activity, indicating that there is no significantcorrelation. This is

consistent with our claim thatrecency is time scale invariant.

Next we analyze the correlation betweenmaxtRecu(t) and the size of the neighborhood

N−(u). Since recency measures the unlikelihood that a burst of recent activityacross a set of

edges would occur by chance, we expect that a greater number of edges with increased activity

7For clarity of visualization, all plots use− log10(1−Rec), which scales the values but preserves their relative
ordering.
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(a) (b)

Figure 3.9: ROC curves showing the trade-off between accuracy and precision for several cor-
relation detection methods, evaluated on simulated networks where each nodehas 10 outgoing
neighbors, and (a) daily and (b) hourly normal activity rates. The z-score metrics perform
almost identically to the corresponding weighted degree metrics, so are not shown.

(a) (b)

Figure 3.10: ROC curves showing the trade-off between accuracy andprecision for several
correlation detection methods, evaluated on simulated networks with randomizeddegree dis-
tributions and activity rates. Our approach out-performs both the (a) weighted degree and (b)
z-score metrics.

would yield higher recency. Using the same set of 1000 trials as above, weget a Pearson corre-

lation coefficient of 0.777 for normal activity and 0.980 for correlated activity. Note that in this

experiment a larger neighborhood yields more communication events in total, each resulting

in another recency computation. This sampling bias may account for the moderate positive

correlation in normal activity. This effect is compounded by the presenceof correlated activ-

ity, as evidenced by the much stronger Pearson correlation and the clear increasing trend in

Figure 3.8(b).
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3.3.3 Accuracy and Precision

We compare the accuracy and precision of the REWARDS approach in distinguishing between

normal and correlated behavior with several baseline approaches andrelated work. Given time

sequences corresponding to outgoing activity from a single source node, we consider several

methods for detecting correlations in recent activity.

The first approach is based on the number of edges that have been active over a designated

period of time: the more active edges, the higher the level of recent activity.This metric is

equivalent to the degree of the node in the corresponding summary graph. The second approach

is based on the total number of communication events that have occurred during a period of

time, and is equivalent to the weighted degree of the node in the summary graph. The third

and fourth approaches are based on [79], which suggests comparingthe activity of a node or

subgraph to its past behavior. Instead of using the raw value of a node property such as degree

or weighted degree, they compute the z-score of the value at timet using the sample mean and

standard deviation of the values at times1, . . . , t− 1.

All of the four approaches require segmenting time into blocks to create summary graphs,

so we perform each of our experiments using a wide range of time block sizes. We found that

the weighted degree-based metrics consistently out-perform the degree-based metrics on all our

experiments, so we omit the degree-based metrics from the results.

In the first experiment, we simulate a network of 200 nodes, each with 10 outgoing edges

and normal activity rate of one event per day, for a period of one hundred days. For half of

the nodes we simulate normal activity, and for the other half we include include 12 consecutive

hours of “correlated” activity at 10x the normal rate. We then consider the ability of several

correlation detection methods to distinguish between nodes with normal and correlated behav-

ior. The ROC curve visualizes the trade-off between precision and accuracy. Each point on the

ROC curve indicates the false positive and true positive rates for one possible threshold value.

Note that since in this experiment all nodes have the same degree and activityrate, the z-score

metrics are essentially scaled versions of the simpler degree-based and weighted degree-based

metrics, so are not shown.

Figure 3.9(a) compares the ROC curve for the L-CORE algorithm with those for the weighted
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degree approach. We observe that the weighted degree-based metric with 1-day time blocks

performs exceedingly well here, since it is specifically tailored to detect correlated activity that

occurs on a daily time scale, followed closely by our REWARDS-based approach. The 1-month

and 1-hour time blocks yield moderately good results, whereas the 1-minute time blocks are

too fine-grained to capture correlations at the daily time scale.

Figure 3.9(b) shows results for a similar experiment, except with a normal activity rate of

one event per hour, and correlated activity at 10x that rate for a period of half an hour. Here

we observe that the weighted degree-based metric with 1-hour time blocks achieves perfect

accuracy and precision, with L-CORE falling in a close second place. Themethod based on

1-day time blocks, which performed the best in the previous experiment, yields only mediocre

results; 1-month time blocks are too coarse to detect correlated activity at anhourly rate; and

1-minute time blocks are again too fine-grained.

Next we move on to a more realistic setting, where nodes may have different numbers of

outgoing edges and activity rates. For each trial, we select the degree ofthe node randomly

between 10 and 100, the normal activity rate between once a minute and onceevery 30 days

(using a logarithmic distribution to encourage sampling from the full range of timescales), and

correlated activity between 5x and 10x the rate of normal activity. We compare with both the

raw weighted degree metrics and the weighted degree z-score metrics in Figure 3.10. Since

the degree and activity rate of the nodes can vary, the raw weighted degree metrics are highly

skewed towards nodes of high degree and high activity rate, which is reflected in the results,

performing not much better than random chance. The z-score metrics perform better, but their

high accuracy and precision for specific time scales is compromised by their poor performance

at others. The time scale invariance property of our REWARDS-based approach makes itrobust

to variations in temporal dynamics, yielding high performance across the board.

3.3.4 Detection Latency

One important goal in real-world correlated event detection is minimizing the time from when

correlated activity occurs to when it is detected. We compare the detection latency of the L-

CORE algorithm with that of the GraphScope algorithm, which creates summary graphs and

then detects times at which there is significant change in the graph structure [91].
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Figure 3.11: The L-CORE algorithm vs. the GraphScope algorithm (using 1-week time blocks
as in [91]) for the ENRON dataset.

Figure 3.11 shows the results of both L-CORE and GraphScope on the ENRON dataset.

First, we notice that peaks in the L-CORE output largely coincide with higher values from

GraphScope, indicating that the two methods are identifying similar changes in network be-

havior. Furthermore, the peaks in the L-CORE output consistentlyprecedethe corresponding

spikes in the GraphScope results. The time segmentation approach employed in[91] means

that up to a week may pass before network changes are reflected in the analysis, whereas our

approach based on the REWARDS model can detect changes as soon asthey occur.

3.3.5 Scanning Activity in IP Traffic

Figure 3.12: Output from the L-CORE algorithm, total network volume, and labeled scanning
activity over time. Note the different scales for total volume and scanning activity.

The LBNL dataset was collected by monitoring network flows for IP traffic on a large

enterprise network for a period of one hour starting at 11:42am on December 15, 2004 [77].

LBNL researchers then labeled as “scanning activity” any time a single source contacted more

than 50 distinct IP addresses in ascending or descending order, as well as activity from two
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known internal scanners.

Figure 3.12 shows the output from the L-CORE algorithm – the recency of all IP addresses

over time, as well as the total number of packets sent in each minute and the number of those

packets that were labeled as scanning activity. We note that spikes in scanning activity do not

necessarily coincide with spikes in total volume, and that scanning activity accounts for less

than 2% of all traffic even at its peak (thus we use two different axis scales for visualization

purposes).

The times with the highest peaks in the L-CORE output are 11:56:21 AM, 12:12:18PM,

12:25:35 PM and 12:32:32 PM. Three of those immediately precede peaks in labeled scanning

activity at 11:57, 12:13, and 12:33 (reflecting the difference in detection latency), but 12:26

does not stand out in terms of total network volume or scanning activity. A closer look at

the data reveals that in the three seconds between 12:25:33-12:25:35 PM, amachine with IP

address 128.3.204.42 sent packets to over a hundred distinct IP addresses, resulting in 160 of

its 214 incident edges having recency values above 0.984. This was notlabeled as scanning

activity by the LBNL researchers because it did not satisfy their criterionof going through IP

addresses monotonically.

On the other hand, the biggest spike in labeled scanning activity, at 12:07 PM, was not

reflected in the L-CORE output. Looking at the network trace, the majority of labeled scanning

activity overall (over 70% of it) comes from two IP addresses, serving DNS and NBNS requests,

respectively. Comparing the period of greatest labeled scanning activity(898 packets from

12:06-12:07 PM) with that of the least (189 packets from 12:38-12:39 PM), more than 500 of

the roughly 700 additional packets can be attributed to increased activity atthe DNS and NBNS

servers during that minute, but still with no more than 10 requests served in any given second.

While that does cause an increase in recency at the corresponding nodes, the effect is weaker

than for other scenarios with more sudden changes in behavior.

3.3.6 Physical Proximity

The BLUETOOTH dataset consists of communication logs collected from about 100 Bluetooth-

enabled mobile devices carried by MIT students and faculty between September 2004 and June

2005 [28]. Each mobile device conducted periodic scans for other nearby devices (with a range
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(a) (b) (c)

Figure 3.13: Output from running the L-CORE algorithm on the BLUETOOTHdataset, the
recency of all vertices in the network.

of about 5 meters), and recorded the times and device IDs. We cleaned thedata to consider only

the times at which another device initially came within Bluetooth range, and to ignoreconsec-

utive occurrences until the device next became out of range, representing distinct “encounters.”

Figure 3.13(a) shows the output from the L-CORE algorithm, the recency of all mobile

devices over the duration of the study. Figure 3.13(b) zooms in on a 10-day window with the

largest spike. We can see that the detected correlated activity has the highest intensity over a

three-day period from Monday to Wednesday, and then lessens drastically, so we further zoom

into that time zone in Figure 3.13(c). Matching these dates to MIT’s academic calendar from

the 2004-2005 academic year, we find that they correspond exactly to thelast three days of Fall

semester classes.

Since the above output from the L-CORE algorithm only looks at the neighborhoods of

individual nodes, we turn to the G-CORE algorithm to give us a better understanding of the

kind of interactions that are responsible for the correlated behavior. Figure 3.14(a) visualizes

the output from the G-CORE algorithm at 6pm on day 93, around the peak of correlated activity

as indicated by the L-CORE results above. We see a giant component containing nearly half

of the nodes, with many recent pairwise communications. In contrast, we lookat the G-CORE

output on a “normal” day, at 12pm on day 100. While the component with highest correlation

contains roughly the same number of nodes, there seems to be a significantly lower density of

recent communication than on day 93. In fact, examining the recency valuesfor the components

of interest indicates that the degree of recent activity exhibited on day 93is more than one

million times less likely to occur by chance than that seen on day 100.
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(a) (b)

Figure 3.14: Visualization of output from running the G-CORE algorithm on the Bluetooth
dataset at (a) 6pm on day 93, and (b) 12pm on day 100.

3.4 Discussion

3.4.1 Extensions and Applications

The L-CORE algorithm permits streaming analysis, but is limited to detecting correlated activ-

ity from a single node. The G-CORE algorithm considers more general subgraph structures,

but may not be efficient enough for streaming analysis of large real-world networks. It may

be possible to achieve the best of both worlds, however, by channeling the output from the L-

CORE algorithm to global algorithms based on the idea of distributed triggers [46]. A central

server would choose the sensitivity thresholdθ for the L-CORE algorithm and disseminate it

to all nodes in the network. Each node would independently monitor its own activity, alerting

the central server only when the recency of its outgoing activity exceedsthe threshold. More

sophisticated methods could then be used to analyze the flagged activity, forexample, per-

forming graph algorithms on the subgraph consisting of only those nodes and edges that have

been flagged in the past, or dynamically maintaining a sparse data structure such as a minimum

spanning tree [43]. In this way, the REWARDS approach can be used asa sampling mechanism

to permit more computationally intensive network analysis methods that otherwisewould be

infeasible on large networks.
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With minor modification, the L-CORE and G-CORE algorithms can also be applied to

address other network and cyber security challenges. Instead of looking at outgoing edges, a

node could compute the recency forincomingcommunication. This could be helpful in early

detection of synchronized activity controlled by a botnet, such as a distributed denial-of-service

attack. In another setting, neighboring nodes can cooperate to detect anomalous behavior at a

node that has been compromised. Alternatively, our algorithms could be used for fault detection

by modifying the recency formula to test for alackof recent activity.

In some real-world contexts, message content and other meta-data may be readily available.

In such cases, our approach based on temporal dynamics could be complemented with existing

techniques that leverage textual, geospatial, or other node or message attributes.

Finally, the REWARDS approach could be generalized to model multiple-recipient emails,

public broadcast messages, or bipartite network structures such as those used in many recom-

mendation systems, and to accommodate diurnal patterns or other global trends.

3.4.2 Limitations of Our Approach

Since the REWARDS approach measures recency relative to the previousinter-arrival times

of communication activity, our statistical test for correlation will only be effective if the time

lag between correlated activity is small compared to the inter-arrival times. Inthe context of

computer network security, for example, with enough foresight a perfect attacker could, from

the beginning of its existence, establish a pattern of behavior through whichmalicious activ-

ity could easily be concealed. For example, if a bot master were to send fakemessages to

all infected hosts in a botnet every minute, it would be easy in the future to broadcast com-

mands undetected. A similar problem is caused by denial-of-service attacksfrom IP addresses

that have never appeared before and thus have no previously established behavior to which to

compare.

Another limitation is due to approximating the inter-arrival time distribution. For exam-

ple, maximum-likelihood parameter estimation for the Bounded Pareto distribution is sensitive

to changes in the minimum inter-arrival time. The results from the L-CORE and G-CORE

algorithms may also be misleading in cases where the real inter-arrival time distributions do

not follow a power law. These limitations may be mitigated by using a more flexible or robust
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distribution model. Moreover, we note that these are practical issues specific to the implementa-

tion of the inter-arrival time distributions, rather than a theoretical limitation of theREWARDS

approach itself.

A broader limitation is that the REWARDS model does not capture temporal phenomena

such asburstinessandmemory, which are present in some real-world systems [34]. This is

inherent to the approach of modeling activity as being generated by renewal processes, for

which inter-arrival times are identically and independently distributed. To address this, more

general stochastic models would need to be employed.

3.4.3 Significance and Impact

In this work, we first presented the REWARDS approach, which models network communica-

tion between each pair of nodes as a renewal process, and defined a notion of recency that is

invariant to changes in time scale, addressing the time-scale bias caused by segmenting time

into discrete blocks. To our knowledge, it is the first such solution proposed in the literature.

Next, we proposed statistical methods to measure correlation in recent activity among a

subset of nodes in a network, and developed two efficient algorithms to detect correlated events:

L-CORE, a streaming algorithm which monitors outgoing activity from a single node; and G-

CORE, a global algorithm which can detect correlated activity in disparate parts of the network

simultaneously.

A strength of the REWARDS approach is that it only requires information about the times

of communication, and does not rely on message content. This makes it particularly useful for

applications in which message content may be unavailable or encrypted, or when data privacy

is a concern.

Our approach is also well-suited for interfacing with a human analyst. Both theL-CORE

and G-CORE algorithms explicitly output the set of events that constitutes eachinstance of

correlated activity, along with the recency value which indicates the strengthof the correla-

tion. This can guide a human analyst in selecting and prioritizing nodes and events for deeper

scrutiny.

Correlated event detection is just one application of the REWARDS model. Ournovel ap-

proach to representing and analyzing activity in event-driven networkscould also be leveraged
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to capture long-term patterns of correlation and dependence between processes, leading to po-

tential uses for studying information diffusion and influence in networks. We explore these and

other directions for future work in Chapter 6.
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Chapter 4

Discovering Functional Communities

4.1 Introduction

4.1.1 Background and Motivation

Many networks can be seen as an interface between individuals and content, which may be

material or conceptual. In social media, content is shared by individuals toan audience that has

subscribed to received it, or is otherwise made publicly accessible. Some prominent examples

are web logs (blogs), internet forums, and the microblogging service Twitter. In other contexts,

individuals publicly endorse companies, products, artists, or audio and video content that they

like. Examples include Amazon.com, YouTube, and Facebook Pages.

Such relationships can be represented as a matrix with rows corresponding to individuals in

the network and columns corresponding to content, as in Figure 4.1. A dense rectangular block

in the matrix indicates afunctional community, a group of individuals who share or endorse

common content. For example, if the matrix represents a restaurant recommendation network,

a functional community could consist of lovers of Italian cuisine along with theirfavorite Italian

restaurants.

However, since the order of the rows and columns of a matrix are arbitrary, functional

communities may not be readily apparent as contiguous blocks. Rather, anybicluster– a pair

of row and column subsets – could form a functional community. Furthermore,individuals may

have multiple interests and therefore belong to more than one community. Efficiency is also a

concern, since real-world networks may contain many individuals and manydistinct pieces of

content.

A task known asco-clustering– simultaneously permuting and clustering the rows and

columns of the matrix – can facilitate the efficient discovery of dense biclusters, and allows for
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Figure 4.1: A matrix representing relationships between individuals and content in a network.

multiple community membership. We seek an algorithm that does not rely on domain-specific

knowledge or data-specific parameters so it can be easily applied to a variety of networks.

Before presenting our own approach, we provide a survey of relatedwork.

4.1.2 Related Work

There is a significant amount of related work in the data mining, machine learning, databases,

and bioinformatics literature – each motivated by different applications and with different goals

in mind. These tasks may be variously referred to in the literature as co-clustering, biclustering,

two-mode clustering, or matrix block partitioning.

In bioinformatics, biclustering algorithms have been developed to find patterns in gene

expression [71, 93, 30]. A matrix is constructed where each row is a gene, each column is an

experiment under different conditions, and each entry indicates the level of expression of that

gene under those conditions. Matrices are dense and real-valued, andthe goal is to identify

genes that behave similarly, demonstrated by expression levels that have aconstant, linear, or

multiplicative relationship across similar experimental conditions. Due to the density of the

matrices and the more intricate bicluster structure desired, algorithms in this domaintend to

find only one bicluster at a time, and efficiency concerns frequently restrict their use to smaller

datasets.

Algorithms for finding structure in matrices can be used to improve the efficiency of database

storage and querying. Navathe et al. address the problem of vertical partitioning of a database,

which groups attribute columns that frequently need to be accessed together [73]. Muthukrish-

nan et al. consider the problem of rectangular partitioning of a matrix, partitioning the matrix
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into a set of rectangular tiles without permuting the rows or columns, which is useful for main-

taining multi-dimensional histograms [72]. They consider a variety of evaluative metrics, and

give heuristics and complexity theoretic results for several related optimization problems. For

the applications we are interested in, row and column permutations are allowed,and are fre-

quently necessary to discover latent structure.

Co-clustering has also been found to improve upon standard techniques for clustering uni-

partite data. Such approaches entail first computing a similarity matrix, a symmetricsquare

matrix indicating the similarity of each pair of points in the dataset, to which co-clustering al-

gorithms are then applied. A similar approach can be employed forgraph partitioning, where

the goal is to cluster the vertices in the graph so that there is a high density of edges within clus-

ters and few edges going between them, a task which has applications to community discovery

and parallel computing for graph algorithms. Here, co-clustering algorithmswould be applied

to the adjacency matrix.

In these scenarios, co-clustering is performed on a square matrix, where the rows and the

columns represent the same set of objects. The desired result is a partitioning of the objects,

which corresponds to ablock diagonalstructure in the matrix, like that seen in Figure 4.2(a).

Numerous algorithms to achieve this have been proposed in the literature based on linear alge-

braic techniques such as singular value decomposition, referred to broadly asspectral cluster-

ing [70]. Further works have suggested algorithms which permit a slightly more general matrix

structure, such as block diagonal with overlap [50], block tridiagonal [88], or rectangular ma-

trices [56]. In some domains, however, matrices arise with more varied blockstructures, such

as that in Figure 4.2(b), which would not be captured well by these methods.

Another approach is to first define a metric over co-clusterings, and thensearch for a co-

clustering which optimizes the metric. Dhillon et al. define a metric based on mutual informa-

tion [25]. Their algorithm optimizes the metric subject to a constraint on the number of row and

column clusters. On the other hand, our approach is parameter-free, searching over partitions

with varying numbers of clusters and implicitly determining the number of clusters that yields

the best result.



49

(a) (b)

Figure 4.2: Two matrices with clear block structures. Spectral clustering methods are suited
well for block diagonal matrices like that in (a), but less so for matrices like that in (b). The
dashed lines suggest a good co-clustering.

Chakrabarti et al. follow a similar approach, but are motivated by the task of matrix com-

pression, and proposeencoding costas a metric, the number of bits required to represent a ma-

trix [16]. They present the Cross-Association algorithm, a heuristic for finding a co-clustering

with minimal encoding cost, incrementally increasing the number of row or column clusters

until a local optimum is reached. It is parameter-free, a strength over approaches which require

the number of clusters to be known in advance. However, the efficiency of their algorithm de-

pends on quick convergence to a small number of clusters. This may be effective for achieving

their objective of a good compression ratio, but may run contrary to our goal of finding dense

biclusters, especially in the case of very large and sparse matrices. Furthermore, we found that

in practice, since the algorithm alternates between refining the row and columnclusters instead

of doing both simultaneously, it may get stuck at a local optimum because neither the rows nor

the columns alone can sufficiently distinguish clusters. A simple example of this is amatrix

where all rows have the same density, and likewise for the columns – the algorithm will never

progress past a single row and column cluster.

4.1.3 Contributions and Outline

Our contributions can be summarized as follows:

• Two intuitive properties of co-clustering metrics that aim to reward large, dense biclusters

• A class of metrics which uniquely satisfy those properties among known metrics

• The CC-MACS algorithm, an efficient heuristic algorithm to find a good co-clustering of

anm×n matrix inO
(
N ·max

(
log(mn), log2

(
mn
N

)))
time, whereN is the number of
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non-zeros in the matrix

In this work, we break away from the traditional mindset that a good co-clustering must

consist of a small number of clusters. While it may be true for applications such as matrix

compression that “fewer is better,” in the context of community discovery that is not necessarily

the case. Instead of having a small number of very large blocks, CC-MACS may return a

co-clustering with hundreds or thousands of blocks, among which will be the dense biclusters

corresponding to functional communities. To our knowledge, this idea is novel to our approach,

and allows us to out-perform techniques based on low-dimensional approximations or requiring

the maximum number of clusters to be specified in advance. The CC-MACS algorithm is also

designed to leverage the sparsity of many real-world datasets, running in timesub-linear in the

size of the matrixfor sparse matrices.

In particular, our methods have the following benefits over previously proposed approaches:

(1) the dense biclusters in the matrix need not have a block diagonal structure; (2) our algorithm

explores the breadth of the search space rather than getting stuck at local optima; (3) the results

are not dependent on user-specified parameters; and (4) our algorithm is sub-linear in the size

of the matrix forN≪mn, making it extremely efficient for large, sparse datasets.

In Section 4.2.1, we give preliminary definitions and the framework for our approach. Sec-

tion 4.2.2 addresses the question of choosing an appropriate metric. We present the CC-MACS

(Co-Clustering via Maximal Anti-Chain Search) algorithm in Section 4.2.3 and analyze its

running time in Section 4.2.4. In Section 4.3, we evaluate our approach with experiments on

synthetic and real-world datasets. In Section 4.4, we conclude with discussion of the strengths

and limitations of our approach, the significance of our work, and directions for future work.

4.2 Methodology

4.2.1 Preliminaries

Let M be anm × n matrix. A biclusterof M is a subset of matrix entries formed by the

intersection of a set of rowsI ⊆ [m] and a set of columnsJ ⊆ [n], and is denoted byMI,J .

We define the weight of a biclusterB =MI,J to bew(B) =
∑

i∈I, j∈J Mi,j ; the areaa(B) =

|I| · |J |; the semiperimeters(B) = |I|+ |J |; and the densityd(B) = w(B)/a(B).
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(a) (b)

Figure 4.3: Two biclusters in a matrix.

Figure 4.3 shows two different biclusters in the same matrix. BiclusterB2 is arguably better

thanB1 since it is the same size but more dense, indicating a stronger association between the

corresponding rows and columns.

Let β(M) denote the set of all possible biclusters ofM . A bicluster partitionof M is a

set of biclustersΠ ⊆ β(M) such that each elementMi,j is contained in exactly one bicluster.

Co-clusteringis the data mining task of simultaneously clustering the rows and columns ofM ,

which naturally corresponds to a bicluster partition ofM .

Our approach consists of two main components: (1) define a quality metric forbicluster

partitions; and (2) find a co-clustering that maximizes the value of the metric. Weaddress each

of these tasks in the following sections.

4.2.2 Choosing a Metric

Here we consider metrics to evaluate the quality of a bicluster partition. Abicluster partition

metricµ is a mapping from bicluster partitions to real values, i.e.µ(Π) ∈ R whereΠ is a

bicluster partition.

A variety of bicluster partition metrics have been proposed in the literature. Todecide which

are most appropriate for our context, we first suggest two desirable properties, motivated by our

goal of identifying large, dense biclusters. Figure 4.4 gives motivating examples of properties

P1andP2.

(P1) Merging a positive-weight bicluster with a zero-weight bicluster decreases the value of

the metric.
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(a) (b)

Figure 4.4: Examples illustrating properties (a)P1and (b)P2.

(P2) Merging two non-empty biclusters of the same density increases the value of the metric.

We now propose a class of metrics that satisfy both properties:
{
µα(Π) =

∑

B∈Π

a(B)2

s(B)
· d(B)2+α : α ≥ 0

}

The intuition is that the first term favors larger biclusters and the second term favors denser

biclusters, so overall the metric favors partitions containing biclusters that are both large and

dense. The value of the parameterα can be used to balance the trade-off between size and

density of the biclusters.

Theorem 4.1. For all α ≥ 0, µα satisfies propertyP1.

Proof. Consider two biclustersB1 andB2. For B1 ∪ B2 to also be a bicluster, it must be

thatB1 andB2 share either the same set of rows or the same set of columns. Without loss of

generality, suppose they share the same set ofr rows; then their column sets must be disjoint.

Let w(B1) = w1 andw(B2) = 0, and letB1 andB2 havec1 andc2 columns, respectively.

Table 4.1 gives several values used in the computation ofµα.

Bicluster Weight Area Semiperimeter
B1 w1 r · c1 r + c1
B2 0 r · c2 r + c2

B1 ∪B2 w1 r · (c1 + c2) r + c1 + c2

Table 4.1: Values used in the proof thatµα satisfies P1.
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We want to show:

µα({B1, B2}) > µα({B1 ∪B2})
(rc1)

2

r + c1
·
(
w1

rc1

)2+α

+
(rc2)

2

r + c2
·
(

0

rc1

)2+α

>
(r(c1 + c2))

2

r + c1 + c2
·
(

w1

r(c1 + c2)

)2+α

(rc1)
2

r + c1
·
(
w1

rc1

)2+α

>
(r(c1 + c2))

2

r + c1 + c2
·
(

w1

r(c1 + c2)

)2+α

w1
2+α

(r + c1)(rc1)
α >

w1
2+α

(r + c1 + c2)(r(c1 + c2))
α

(r + c1 + c2)(r(c1 + c2))
α > (r + c1)(rc1)

α

Each consecutive statement is true if and only if the preceeding statement is true by simple

algebraic manipulation, and the last statement is true sincec2 > 0 andα ≥ 0. Therefore,µα

satisfies propertyP1.

Theorem 4.2. For all α ≥ 0, µα satisfies propertyP2.

Proof. Consider two biclustersB3 andB4. For B3 ∪ B4 to also be a bicluster, it must be

thatB3 andB4 share either the same set of rows or the same set of columns. Without loss of

generality, suppose they share the same set ofr rows; then their column sets must be disjoint.

Let d(B3) = d(B4) = d, and letB3 andB4 havec3 andc4 columns, respectively. Table 4.2

gives several values used in the computation ofµα.

Bicluster Density Area Semiperimeter
B3 d r · c3 r + c3
B4 d r · c4 r + c4

B3 ∪B4 d r · (c3 + c4) r + c3 + c4

Table 4.2: Values used in the proof thatµα satisfies P2.

We want to show:

µα({B3, B4}) < µα({B3 ∪B4})
(rc3)

2

r + c3
· d2+α +

(rc4)
2

r + c4
· d2+α <

(r(c3 + c4))
2

r + c3 + c4
· d2+α

c3
2

r + c3
+

c4
2

r + c4
<

(c3 + c4)
2

r + c3 + c4

c3
2(r + c4) + c4

2(r + c3)

(r + c3)(r + c4)
<

(c3 + c4)
2

r + (c3 + c4)

r(c3
2 + c4

2) + c3c4(c3 + c4)

r2 + r(c3 + c4) + c3c4
<

(c3 + c4)
2

r + (c3 + c4)
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(
r(c3

2 + c4
2) + c3c4(c3 + c4)

)
· (r + (c3 + c4)) <

(
(c3 + c4)

2
)
·
(
r2 + r(c3 + c4) + c3c4

)

r2(c3
2 + c4

2) + r(c3 + c4)(c3
2 + c3c4 + c4

2) + c3c4(c3 + c4)
2 <

r2(c3 + c4)
2 + r(c3 + c4)

3 + c3c4(c3 + c4)
2

r2(c3
2 + c4

2) + r(c3 + c4)(c3
2 + c3c4 + c4

2) + c3c4(c3 + c4)
2 <

r2(c3
2 + 2c3c4 + c4

2) + r(c3 + c4)(c3
2 + 2c3c4 + c4

2) + c3c4(c3 + c4)
2

0 < r2(2c3c4) + r(c3 + c4)(c3c4)

Each consecutive statement is true if and only if the preceeding statement is true by simple

algebraic manipulation, and the last statement is true sincer, c1, c2 > 0. Therefore,µα satisfies

propertyP2.

We now examine which of these properties are satisfied by several previously proposed and

baseline metrics in Table 4.3. That none of the previously proposed metrics examined here

satisfy both properties does not imply that they are bad metrics. Rather, theywere proposed

with different objectives in mind. PropertiesP1 andP2 were motivated by our goal of finding

large, dense biclusters. Other objectives could be optimal compression ofthe matrix (inverse

encoding cost) or non-uniformity of densities of the biclusters (Kullback-Liebler divergence

from uniform).

Metric P1 P2
Inverse encoding cost [16] – X

Kullback-Leibler divergence from uniform X –∑
B∈Πw(B) – –∑
B∈Π d(B) X –∑
B∈Πw(B) · d(B) – X∑
B∈Π(a(B)2/s(B)) · d(B)2+α X X

Table 4.3: Properties satisfied by several metrics.

We note that our proposed metrics take the form
∑

B∈Π f(B), wheref : β(M) → R is

a function of the weight and dimensions of a bicluster. The
∑

operator is both commutative
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and associative, so our metrics can be computed by combining thef -values for the biclusters

in any order. In the next section, we leverage this property to develop more efficient algorithms

to find good bicluster partitions.

4.2.3 The CC-MACS Algorithm

We now present the CC-MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm,

which efficiently searches for a good co-clustering according to a given metric. We first note

that the total number of possible co-clusterings of anm×n matrix is exponential in the size of

the matrix (the product of themth andnth Bell numbers), so an exhaustive search is infeasible.

Our strategy for overcoming this computational challenge is to first build treeson the rows

and columns, respectively, and then to consider only co-clusterings corresponding to maximal

anti-chains in the trees.

A maximal anti-chainof a rooted tree is a maximal set of nodes in the tree, none of which

is a descendant of any other. For example, the blue nodes in each of the trees in Figures 4.5(c)-

(i) form a maximal anti-chain. Note that the subtrees of the nodes in a maximal anti-chain

correspond to a partition of the leaves of the tree. Therefore any pair ofmaximal anti-chains of

the row and column trees, respectively, corresponds to a co-clusteringof the matrix.

This is still a computational challenge, however, because there areΩ(2n) maximal anti-

chains in a complete binary tree withn leaves. We employ a heuristic to find the most likely

candidates by traversing the row and column trees simultaneously, starting atthe leaves and

greedily merging the nodes that result in the greatest increase in the metric value. Figure 4.5

illustrates an example run of the CC-MACS algorithm. Pseudocode is given in Algorithm 4.1.

4.2.4 Complexity Analysis

Consider anm × n matrix containingN non-zero entries. We first make the following claim

about the running time of Step 4 of the CC-MACS algorithm.

Theorem 4.3. The arraysW andF populated in Step 4 of the CC-MACS algorithm contain

O
(
N · log2

(
mn
N

))
non-zero entries.

Proof. LetM denote the original matrix, and letT row andT col denote the k-d trees constructed
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.5: Illustration of the CC-MACS algorithm. Figure (a) shows an example matrix as
input to the algorithm. Figure (b) shows the same matrix permuted to reflect the k-d trees
constructed in Steps 2 and 3. The maximal anti-chainsSrow andScol are indicated by the blue
nodes, initially set to be the leaves in Step 5 (Figure (c)), and dynamically updated during the
loop in Step 8 (Figures (d)-(g)). Figure (h) shows the co-clustering after the final iteration of
the loop, whenSrow andScol are the roots of the trees, corresponding to the single bicluster
consisting of the entire matrix. Figure (i) shows the result of the CC-MACS algorithm, the
co-clustering that was found to maximize the metric value, indicated by the red lines.
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Algorithm 4.1 The CC-MACS Algorithm (Co-Clustering via Maximal Anti-Chain Search)

Input: An m × n matrixM and a bicluster partition metricµ(Π) =
⊕

B∈Π f(B), where
⊕

is a commutative and associative binary operator, andf : β(M) → R is a function of the
weight and dimensions of a bicluster.

Output: A co-clusteringΠ of M .

1: Initialize partitionsΠrow andΠcol to be the sets of singletons of the rows and columns of
M , respectively.

2: Construct ak-d treeT row over the vector sums corresponding to row clusters inΠrow,
after first applying a random projection, as in [49]. LetL(T row) denote the set of leaves of
T row, and letIx ⊆ [m] denote the indices of rows in the subtree rooted at nodex ∈ T row.

3: Construct ak-d treeT col over the vector sums corresponding to column clusters inΠcol,
similarly to above. LetL(T col) denote the set of leaves ofT col, and letJy ⊆ [n] denote
the indices of columns in the subtree rooted at nodey ∈ T col.

4: Populate a two-dimensional arrayW indexed by nodes inT row andT col, respectively,
where entryW [x, y] is the number of non-zeros in the biclusterMIx,Jy . From this, populate
another arrayF of the same dimensions, containing valuesF [x, y] = f(MIx,Jy).

5: Let Srow, Srow
max andScol, Scol

max be maximal anti-chains overT row andT col, respectively.
Initialize them asSrow = Srow

max = L(T row), Scol = Scol
max = L(T col).

6: Maintain the current and maximum metric values,µcurr andµmax, and initialize them for
the partition corresponding to the currentSrow×Scol.

7: Maintain a max heapHrow containing only nodesx ∈ T row such that bothx .LEFT

andx .RIGHT are inSrow, with prioritieshrow(x) =
∑

y∈Scol F [x, y] − f [x .LEFT, y] −
f [x .RIGHT, y], the marginal value from includingx in a maximal anti-chain instead of its
children. ConstructHcol similarly.

8: While at least one ofHrow andHcol is non-empty (without loss of generality, suppose
thatHrow.maxPriority() ≥ Hcol.maxPriority()):
Update the dynamic data structures and variables:

• x← Hrow.deletemax();

• Srow ← Srow + x− x .LEFT−x .RIGHT;

• µcurr ← µcurr + hrow(x);

• Updatehcol(y) for eachy ∈ Hcol;

If x .SIBLING ∈ Srow, thenHrow.add(x .PARENT);
If µcurr ≥ µmax, perform the following updates:

• µmax ← µcurr;

• Srow
max ← Srow;

9: UpdateΠrow andΠcol to be the row and column partitions corresponding to nodes inSrow
max

andScol
max, respectively.

10: Repeat Steps 2-9 using the updatedΠrow andΠcol. Continue while at least one is updated.
11: ReturnΠ = Πrow ×Πcol, the co-clustering formed by the intersection ofΠrow andΠcol.
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on the rows and columns, respectively. For a pair of nodesx ∈ T row andy ∈ T col, the array

entryW [x, y] (and therefore alsoF [x, y]) is non-zero only if the biclusterMIx,Jy has at least

one non-zero entry.

Let Tl denote the set of nodes in levell of treeT . The critical observation to make is that

for all y ∈ T col,

|{x ∈ T row
l :W [x, y] > 0}| ≤

∣∣{x ∈ T row
l+1 :W [x, y] > 0

}∣∣

≤ |{x ∈ L (T row) :W [x, y] > 0}| . (4.1)

The first inequality follows from the fact that

W [x, y] > 0 =⇒ W [x.left, y] > 0 or W [x.right, y] > 0,

and the latter by induction. We also have the trivial bound

|{x ∈ T row
l :W [x, y] > 0}| ≤ |{x ∈ T row

l }| = 2l. (4.2)

When less than half of the nodesx ∈ T row
l+1 haveW [x, y] > 0, then bound 4.1 is better;

otherwise, bound 4.2 is better. The following analysis finds the optimal level at which to switch,

yielding a bound on the overall number of non-zero entries.

Suppose we use bound 4.2 for the topl∗ levels ofT row, and bound 4.1 for the remaining

log (m)−l∗ levels. Then we have the following bound on the number of non-zero entries across
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all nodes inT row and all leaves inT col:
∣∣∣
{
(x, y) ∈ T row × L

(
T col

)
:W [x, y] > 0

}∣∣∣

=

l∗∑

l=1

∣∣∣
{
(x, y) ∈ T row

l × L
(
T col

)
:W [x, y] > 0

}∣∣∣

+

log(m)∑

l=l∗+1

∣∣∣
{
(x, y) ∈ T row

l × L
(
T col

)
:W [x, y] > 0

}∣∣∣

=
l∗∑

l=1

∑

y∈L(T col)

|{x ∈ T row
l :W [x, y] > 0}|

+

log(m)∑

l=l∗+1

∑

y∈L(T col)

|{x ∈ T row
l :W [x, y] > 0}|

≤
l∗∑

l=1

∑

y∈L(T col)

2l +

log(m)∑

l=l∗+1

∑

y∈L(T col)

|{x ∈ L (T row) :W [x, y] > 0}|

(by bounds 4.1 and 4.2 above)

=
∑

y∈L(T col)

l∗∑

l=1

2l +

log(m)∑

l=l∗+1

∣∣∣
{
(x, y) ∈ L (T row)× L

(
T col

)
:W [x, y] > 0

}∣∣∣

= n ·
(
2l

∗+1 − 1
)
+ (log (m)− l∗) ·N

To get the best bound possible, we optimize overl∗. We set the derivative of the above expres-

sion equal to 0 to find the critical values:

d

d l∗

(
n ·
(
2l

∗+1 − 1
)
+ (log (m)− l∗) ·N

)
= n · 2l∗+1 · ln (2)−N = 0

=⇒ l∗ = log

(
N

2 · ln (2) · n

)

This minimizes the function, giving an optimal bound of
∣∣∣
{
(x, y) ∈ T row × L

(
T col

)
:W [x, y] > 0

}∣∣∣

≤ n ·
(
2 · N

2 · ln (2) · n − 1

)
+ log

(
2 · ln (2) ·mn

N

)
·N

=
N

ln (2)
− n+N · log

(
2 · ln (2) ·mn

N

)

= O
(
N · log

(mn
N

))
.

This gives a bound on the number of non-zeros across all nodes inT row, but only the leaves

in T col. An analytical approach analogous to that applied for the row nodes above applies for
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the column nodes as well, giving a final bound across all nodes inT row andT col:

∣∣∣
{
(x, y) ∈ T row × T col :W [x, y] > 0

}∣∣∣ = O
(
N · log2

(mn
N

))
,

as desired.

In fact, we note that the bound in Theorem 4.3 is tight.

Theorem 4.4. There exists a constantc such that for allm,n,N ≤ mn ∈ N, there exists an

m × n matrixM with N non-zero entries for which the corresponding arrayW contains at

leastc ·N · log2
(
mn
N

)
non-zero entries.

Proof. For simplicity, assume thatd =
√

mn
N is an integer. Consider them × n matrixM

constructed as follows:

Mi,j =





1 if i ≡ 0 (modd) andj ≡ 0 (modd)

0 otherwise

First, we note thatM hasm
d · nd =

√
mN
n ·

√
nN
m = N non-zero entries. Next, consider a

nodex ∈ T row
l∗ , wherel∗ = log (m)− log (d). The subtree rooted atx has heightlog (d), and

therefore contains2log(d) = d leaves. By construction, exactly one of those leaves corresponds

to a row with non-zero entries, so we have a bijection from non-zero leaves to non-zero nodes

in each of levelsT row
log(m)−log(d), . . . , T

row
log(m)−1. (If d is not an exact power of 2, the analysis is

still accurate to within a factor of 2.) Summing over all leavesy ∈ L
(
T col

)
, corresponding to

columns ofM , we have that

∣∣∣
{
(x, y) ∈ T row × L

(
T col

)
:W [x, y] > 0

}∣∣∣

≥
log(m)∑

l=log(m)−log(d)

∣∣∣
{
(x, y) ∈ T row

l × L
(
T col

)
:W [x, y] > 0

}∣∣∣

=

log(m)∑

l=log(m)−log(d)

∣∣∣
{
(x, y) ∈ L (T row)× L

(
T col

)
:W [x, y] > 0

}∣∣∣

= log (d) · |{(x, y) ∈ L (T row)× L
(
T col

)
:W [x, y] > 0}|

= log (d) ·N (corresponding to theN non-zero entries inM ).
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This counts the number of non-zeros inW across all nodes inT row, but only the leaves in

T col. Similar analysis to that above gives a final bound across all nodes inT row andT col:

∣∣∣
{
(x, y) ∈ T row × T col :W [x, y] > 0

}∣∣∣ ≥ N · log2 (d) = N · log2
(mn
N

)
,

as desired.

We now proceed to analyze the running time of the entire CC-MACS algorithm.

Step 1, initializing the partitions, takesO(m + n) time. Them rows can be projected

onto alog(m)-dimensional space inO(N logm) time, after which the k-d tree on the rows

can be computed inO(m logm) time; likewise, then rows can be projected onto alog(n)-

dimensional space inO(N log n) time, after which the k-d tree on the columns can be computed

in O(n logn) time; so Steps 2 and 3 takeO(N · (logm+ log n)) = O(N log(mn)) time total.

Using dynamic programming, the arraysW andF in Step 4 can be populated in time linear in

the number of non-zeros in the resulting arrays, which isO
(
N · log2

(
mn
N

))
by Theorem 4.3.

Step 5 isO(m + n), and Step 6 isO(N). Computing the priority values in Step 7 takes

O(N) time. Inserting and deleting the elements in the row and column heaps in Steps 7-8 takes

O(m logm+n logn) time total since each node is inserted and deleted at most once. Updating

hcol(y) in Step 8 takesO(log n) time for eachy ∈ Hcol, which is performed for each iteration

of the loop where an elementx ∈ Hrow was chosen such thatF [x, y] is non-zero, for a total of

O(N logn); the total for iterations where an element fromHcol was chosen isO(N logm). In

total, the CC-MACS algorithm runs inO
(
κ ·N ·max

(
log(mn), log2

(
mn
N

)))
time, whereκ

is the number of iterations of Step 10.

4.3 Evaluation

We first evaluate the effectiveness of the CC-MACS algorithm for finding dense biclusters by

comparing with existing and baseline co-clustering algorithms. Then we use theCC-MACS

algorithm to identify functional communities in social media. These are the algorithms we use

in our experiments:

• CC-MACS algorithm withµ2 =
∑

B∈Π
a(B)2

s(B) · d(B)4

• CC-MACS algorithm withµ1 =
∑

B∈Π
a(B)2

s(B) · d(B)3
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• CC-MACS algorithm withµ0 =
∑

B∈Π
a(B)2

s(B) · d(B)2

• Cross-Association: minimizes encoding cost [16]

• One-block: consists of a single large bicluster

• Singletons: each matrix entry is in its own bicluster

4.3.1 Prediction Accuracy

First we outline an unsupervised learning task by which to evaluate co-clustering algorithms.

Given a matrixM containing an unknown set of possibly noisy biclusters{Bk}k∈N, co-cluster

M such that elements of biclusterBk only appear in the same block in the partition as other

elements ofBk. That is, the pair of matrix entries(a1, a2) = (Mi1,j1 ,Mi2,j2) form a positive

instance if(∃k) a1, a2 ∈ Bk; and a negative instance if at least one ofa1, a2 appears in a

bicluster and(∄k) a1, a2 ∈ Bk.

We perform experiments to evaluate the accuracy of several co-clustering algorithms for the

learning task described above using synthetically generated matrices with a variety of param-

eters. Specifically,MGEN(m,n, k, r, s, p) generates anm × n matrixM with k biclusters of

sizer× s selected randomly fromM , where each non-bicluster entry is a0, and each bicluster

entry is a1 with probability1−p. For each co-clustering algorithm, we compute the precision,

recall, andF1-score (a statistical measure that considers both precision and recall), averaged

over 10 trials.

Figure 4.6 shows the results when we vary the number of biclusters. We fixm = n = 1024,

r = s = 4, andp = 0, and let1 ≤ k ≤ 256. The Singletons method has perfect precision

since there are no false positives, but 0 recall; on the other hand, the One-block method has

perfect recall but close to 0 precision. The CC-MACS algorithm with theµ2 andµ1 metrics

out-perform the other algorithms in finding a good balance between precision and recall, as

measured by theF1-score. Performance inevitably deteriorates as the number of biclusters

increases, as they are more likely to overlap and create conflicts in finding a hard co-clustering.

In Figure 4.7, we fixm = n = 1024, k = 16, andp = 0, and vary the size of the biclusters

from 1 × 1 to 32 × 32. The results are similar to the previous experiment, with performance

reaching a peak around2× 2 or 4× 4, and declining as the size of the biclusters increases (for
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(a) (b) (c)

Figure 4.6: Precision, recall, andF1-score of several algorithms as the number of biclusters
varies.

(a) (b) (c)

Figure 4.7: Precision, recall, andF1-score of several algorithms as the size of biclusters varies.

smallerk, the peak would be later).

Figure 4.8 analyzes robustness to missing values. We fixm = n = 1024, k = 8, and

r = s = 16, and let0 ≤ p ≤ 0.5. Results show that the CC-MACS algorithm with theµ2

metric still achieves good precision and recall with up to30% missing.

4.3.2 Finding Block Structure

We now evaluate the ability of the CC-MACS algorithm to find dense biclusters in real-world

matrices with known structure. We looked through the NIST Matrix Market repository, and

chose several matrices from the domains of finite element modeling and quantum chemistry

because of their clear block structure. Some of the matrices contain complex-valued entries. In

the following experiments, we treat all data as{0, 1}-matrices, where a1 indicates the presence

of a non-zero value.

Figure 4.9 shows the results from the Cross-Association and CC-MACS algorithms. In

particular, the CC-MACS algorithm with theµ2 metric is seen to be effective at identifying

large, dense biclusters in these datasets. Theµ0 metric returned the trivial single-block co-

clustering on all datasets, reflecting that it does not put enough weight on the density of a
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(a) (b) (c)

Figure 4.8: Precision, recall, andF1-score of several algorithms as the percentage of missing
values varies.

Dataset
Original
Matrix

Cross-
Association

CC-MACS
(µ0)

CC-MACS
(µ1)

CC-MACS
(µ2)

Figure 4.9: Real-world datasets from finite element modeling (FIDAP005 andFIDAPM05) and
quantum chemistry (QC324). The red lines indicate co-clusterings found by Cross-Association
and CC-MACS algorithms.

bicluster. Theµ1 andµ2 metrics, on the other hand, seem to have performed quite well – in

fact, they achieve a lower encoding cost than the co-clustering output bythe Cross-Association

algorithm itself. The Cross-Association algorithm may perform poorly on these datasets either

because it finds a local optimum before the global optimum is reached, or because in sparse

matrices the encoding cost may be minimized by having a single bicluster containing the entire

matrix.

4.3.3 Discovering Functional Communities in Social Media

Next we perform experiments on the Meme-Tracker dataset, a large collection of memes ex-

tracted from the web by Leskovec et al. [62]. To study the dynamics of thenews cycle, they
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# of Memes # of Domains Density Topic
26 21 98.2% St. Jude’s Children’s Hospital
178 5 96.1% Brazilian news sites
39 6 98.7% Spanish news sites
20 6 99.2% Tech conference and magazine sites
17 6 100.0% Political blogs

Table 4.4: Top biclusters returned by the CC-MACS algorithm on the Meme-Tracker dataset.

processed text from hundreds of thousands of blogs and news websites to extract distinguish-

able phrases that suddenly appeared with unusual frequency. Theyclassified these into phrase

clusters – each representing a meme – to account for variations in spelling, truncation, and

other modifications that may occur as a phrase spreads through the web. From this data, we

constructed a binary matrix where each row corresponds to one of the memes, each column

corresponds to a web domain, and entry(i, j) is a 1 if and only if theith meme was mentioned

on a website at thejth domain. After filtering out domains with less than 10 memes, the re-

sulting matrix has 71,566 rows; 47,228 columns; and 4,026,266 non-zero entries (0.1% of the

matrix). We will refer to this as the MT matrix.

We ran the CC-MACS algorithm on the MT matrix using theµ0, µ1, andµ2 metrics. The

µ0 metric returned the trivial single-block co-clustering, as in the previous experiment, but the

µ1 andµ2 metrics yielded more illuminating results. Table 4.4 shows some of the top biclusters

found.

We see that the CC-MACS algorithm identified several large and very dense biclusters in the

MT matrix, and furthermore, that the biclusters correspond to clearly identifiable communities

of web domains that participate in disseminating much of the same content.

4.4 Discussion

4.4.1 Extensions and Applications

Our approach to co-clustering may be particularly helpful incollaborative filtering, where the

goal is to make recommendations for a given user based on feedback from users with similar

preferences.
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Although in our work we focused on applications that entail a binary relationship, the met-

rics we propose can be equally applied to real-valued matrices. In Section 4.2.1, we define the

density of a bicluster as being dependent on the sum of values and the sizeof the bicluster,

which does not require that the entries be in{0, 1}. In fact, both of the properties described in

Section 4.2.2 still hold for our metrics when the matrix is real-valued.

The CC-MACS algorithm as presented here is a static algorithm. Although the existence

of a functional community implies some degree of stability, community structure may change

over time. In networks where such changes tend to occur more rapidly, it may be of interest to

develop a dynamic version of the CC-MACS algorithm that seamlessly adapts tonew data.

Other possible directions for future work include considering a more general class of matrix

partitions, not just those formed by a co-clustering of the rows and columns; providing bounds

on the approximation factor of our heuristic algorithm; or adapting our approach for distributed

computation.

4.4.2 Limitations of Our Approach

The efficiency of the CC-MACS algorithm relies on the metric being of a particular form,

the sum over values of a function applied to each bicluster in the co-clustering. For some

applications, however, the desired metric may not fit this form. To address this limitation,

future work could analyze run-time bounds under various relaxations ofthis condition.

4.4.3 Significance and Impact

We have presented a new approach for discovering hidden relationshipsin bipartite data, called

the CC-MACS (Co-Clustering via Maximal Anti-Chain Search) algorithm. We first construct

k-d trees on the rows and columns using random projections, and then utilizethe dual tree

structure to efficiently search for a co-clustering which optimizes the value of a given metric.

We traverse the trees entirely instead of terminating the algorithm if a local optimumis reached,

thus better exploring the breadth of the search space for a globally optimal solution.

The literature on co-clustering spans multiple disciplines, but different applications and data

characteristics motivate different approaches. Although the metrics we suggest are motivated
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by the task of finding dense biclusters, the CC-MACS algorithm can be usedwith any metric.

While in some real-world scenarios matrices are assumed to have a block diagonal structure,

our method does not make that assumption, and therefore can be effective even when that as-

sumption does not hold. Our algorithm is designed to leverage sparsity in the data, running in

O(N log2(mn)) time for sparse matrices. However, we get a further improvement for dense

matrices, running inO(mn log(mn)) time. This flexibility to metric, matrix structure, and

density makes our algorithm applicable across domains with different goals and data character-

istics.

Most related work in the computer science literature assumes that it is desirable to have a

small number of clusters, leading to methods that are based on dimensionality reduction, or

require the maximum number of row and column clusters to be specified in advance. While

there are tasks such as matrix compression where minimizing the number of clusters is essen-

tial, we claim that in many real-world applications this is not the case – if the data contains

many dense but disjoint biclusters, it may be reasonable to return a co-clustering with hundreds

or thousands of row and column clusters. We hope that this observation willmotivate others to

develop algorithms that also overcome the limitations of the “fewer is better” mentality.
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Chapter 5

Modeling Collaboration in Academia

5.1 Introduction

5.1.1 Background and Motivation

In academia, the success of a researcher is often measured by metrics such as number of papers

published and how frequently one’s work gets cited. These factors playan important role in

decisions of tenure, promotions, and awards. However, while each researcher has individual

goals, much scientific and academic progress is the result of collaborativeefforts. In this work,

we seek to better understand the mechanisms driving academic collaboration.

Although collaboration is an essential aspect of most academic disciplines, ithas been given

relatively little attention in the literature. Most measures of academic impact are based on a re-

searcher’s publication record, and pay no regard to collaboration. Others evaluate impact via

centrality measures on an aggregated coauthorship graph. However, aresearcher’s behavioral

patterns may change over time. The existing literature that looks at temporal aspects of pub-

lication and citation activity tend to assume that the processes driving them arestatic or have

static parameters. We suggest that more sophisticated models are needed to understand the

intricacies of collaborative behavior.

Researchers exhibit a wide range of different work habits and behaviors. Some distribute

their time among many projects, while others focus on only a few projects at a time.Some

engage in mentoring relationships, while others choose to collaborate mostly withtheir peers.

These behaviors may be motivated by a variety of factors such as institutional needs, academic

field, stage in career, funding situation, and affinity for teaching. We pose the question: “If

researchers were motivated byX, what would the world of academic research look like?” In

the current work, we purport to answer this question by first developinga game-theoretic model
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of academic collaboration, and then studying the outcome of the game when each researcher is

trying to optimize a given objective function.

5.1.2 Related Work

Bibliographic Metrics

Across all academic disciplines, it is natural to want to measure the impact of an individual and

his or her work. Consequently, many metrics have been proposed, based on properties of an

individual’s research output. These start with simple counts like the number of publications (in

selective venues) or the total number of citations across all publications, and become progres-

sively more complex. Given the attention such metrics receive, there has been much effort in

designing them to be meaningful. For example, total paper counts give little indication of the

quality of the work. Aggregate citation counts are distorted by a single highly-cited paper, and

so do not indicate the breadth of the researcher’s work.

In 2005, Hirsch proposed the h-index: the largest integerh such that the author has pub-

lished at leasth papers with at leasth citations each [42]. This measure has an intuitive appeal,

and is not unduly influenced by a single high-impact paper, nor by a multitudeof low-impact

publications. Since then, a plethora of variations and alternative indices have been proposed

to address perceived shortcomings of the h-index [29, 48]. Most of these measures evaluate

an author solely based on his or her individual publication record. However, modern scientific

research tends to be highly collaborative in nature.

There has been some effort in recent years to design bibliographic metrics that take collab-

oration into account. Abbasi et al. proposed an index that rewards an author for collaborating

with top researchers [2]. Kameshwaran et al. defined a metric combining strength of publica-

tion record with eigenvector centrality to identify prominent researchers in the collaboration

network [51]. In previous work, we proposed the Social h-index, which attributes partial credit

for a researcher’s success to the coauthors whose joint work contributed to that success [22].
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Temporal Models

Several models have been proposed to study how publications and citationsaccumulate over

time. In his original paper, Hirsch suggests a model in which a researcherpublishes a con-

stant number of papers per year, and each paper accumulates a constant number of additional

citations per year [42]. This results in linear growth of the h-index, with the earliest papers

accumulating the most citations.

Other works have further studied how the h-index of a researcher grows over time, through

simulation models or empirical studies. Wu et al. track the h-indices of 47 NobelPrize win-

ners as functions parameterized by time and categorize them into five shapes: linear, convex,

concave, S-shaped, and IS-shaped [97]. They also examine the “freshness” of the papers con-

tributing to the h-index – whether they were published early or late in the researcher’s career –

and find that a researcher’s best papers tend to be distributed throughout her career.

Guns and Rousseau look at how citations of a paper accumulate over time [39]. They

suggest a peak-decay model, in which the number of citations a given paper receives increases

each year until a peak year and then decreases. Note that under this model, the total number

of citations a paper receives is usually bounded (but could differ by paper), whereas under

Hirsch’s model, papers accumulate citations unboundedly. They show through simulations that

by varying the parameters (peak year, height of peak, and rate of decay) – or choosing them

stochastically – growth of the h-index under the peak-decay model can belinear, concave, or

S-shaped.

Cardillo et al. empirically study the correlation between stability of local graph structure

over time and the willingness of individuals to compromise their own interests in favor of social

cooperation [15], but stop short of suggesting a mechanism that would explain such behavior.

5.1.3 Contributions and Outline

In this work, we aim to understand the mechanisms underlying academic collaboration. Using

tools from the field of Game Theory, we study how collaboration may arise as the result of

interplay between reseachers’ individually-motivated behaviors.
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Notation Description
cit(p) the total # of citations received by paperp
city(p) the # of citations received by paperp in yeary
A(p) the set of authors of paperp
P (a) the set of papers authored bya
Py(a) the set of papers authored bya in yeary
χy(a) the citation profile of researchera in yeary
hy(a) the h-index of researchera in yeary
Hy(a) the h-profile of researchera in yeary
H̃y(a) the h-augmenting profile of researchera in yeary

Table 5.1: Table of basic notation

We begin by building a theoretical model for how researchers collaborateand how collab-

oration affects the number of citations a paper receives, supported by observations from a large

real-world publication and citation dataset. Using this model, we study researchers’ collab-

orative behavior over time under the premise that each person wants to maximize his or her

academic success in terms of both the quality and quantity of her research output.

Our main contributions can be summarized as follows:

• A game-theoretic framework modeling academic collaboration as a repeated game

• Formal analysis of collaboration strategies and game equilibria

5.2 Methodology

We first introduce some basic terminology and notation. Using a game-theoreticframework,

we then describe a game of academic collaboration with which we can simulate researchers’

collaborative behavior over time.

5.2.1 Preliminaries

We begin with some definitions, including a more general definition of the h-index, originally

proposed in [42]. A summary of notation is provided in Table 5.1.

We define thecitation profile of a set of papersP , denotedχ(P ), to be the multi-set

{cit(p) : p ∈ P}; and the citation profile of a researchera to beχ(a) = χ(P (a)). When

multiple years are being considered, we useχy(a) to denote the citation profile of researchera

in yeary.
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We define theh-indexof a multi-set of non-negative integersZ, denotedh(Z), to be the

largest integerh such that at leasth elements ofZ are greater than or equal toh:

h(Z) = max {h : |{z ∈ Z, z ≥ h}| ≥ h} .

For simplicity of notation, we define the h-index of a set of papersP to beh(P ) = h(χ(P ));

and the h-index of a researchera to beh(a) = h(P (a)) = h(χ(P (a))). When multiple years

are being considered, we usehy(a) to denote the h-index of researchera in yeary.

We define theh-profileof a multi-set of non-negative integersZ, denotedH(Z), to be the

multi-set of integers inZ that are greater than or equal toh(Z):

H(P ) = {z ∈ Z : z ≥ h(Z)}.

We similarly define the h-profile of a set of papersP to beH(P ) = H(χ(P )); and the h-

profile of a researchera to beH(a) = H(P (a)) = H(χ(P (a))). When multiple years are

being considered, we useHy(a) to denote the h-profile of researchera in yeary.

Sometimes we are only interested in the papers with strictly more thanh citations. We

define theh-augmenting profileof a multi-set of non-negative integersZ, denotedH̃(Z), to be

the multi-set of integers inZ that are strictly greater thanh(Z):

H̃(P ) = {z ∈ Z : z > h(Z)}.

We similarly define the h-augmenting profile of a set of papersP to beH̃(P ) = H̃(χ(P ));

and the h-augmenting profile of a researchera to beH̃(a) = H̃(P (a)) = H̃(χ(P (a))). When

multiple years are being considered, we useH̃y(a) to denote the h-augmenting profile of re-

searchera in yeary. Intuitively, the h-augmenting profile indicates progress towards increasing

the h-index.

Let Z andZ ′ be multi-sets of non-negative integers. We sayZ is weakly h-preferable

to Z ′, denotedZ �h Z ′, if h(Z) ≥ h(Z ′) and (∀ z0 > h(Z)) |{z ∈ Z : z ≥ z0}| ≥

|{z ∈ Z ′ : z ≥ z0}|. We sayZ is strongly h-preferableto Z ′, denotedZ ≻h Z ′, if in addi-

tion eitherh(Z) > h(Z ′) or ∃ z0 > h(Z) for which the inequality is strict. WhenP andP ′ are

two sets of papers, we writeP �h P
′ to denote thatχ(P ) �h χ(P

′), andP ≻h P
′ to denote

thatχ(P ) ≻h χ(P
′).

Next, we propose a model with which to study academic collaboration over time.
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5.2.2 Game-Theoretic Model

To model the collaborative behavior of researchers in academia, we appeal to field of Game

Theory. We consider a model where in yeary, each researchera has a fixed amount ofresearch

potentialQy(a) to be invested in writing papers, and the total number of citations that a paper

receives reflects the amount of research potential that was invested in the paper by its authors.

For simplicity of analysis, we model all citations as being received in the same year that the

paper is published. We also suggest that there is a practical limit on the number of coauthors

that can meaningfully contribute to a paper, and in the following analysis limit a paper to two

coauthors. Future work could revisit the analysis under a more realistic orgeneral model.

A gameis a way of modeling the decisions of a set of rationalplayerswhoseactions

collectively determine anoutcome. A player’s goal is to achieve an outcome of maximalutility

to that player. We model collaboration in academia as arepeated game, where the same base

game is played multiple times, and in each iteration players choose actions simultaneously.

We formalize a repeated game played by a set of researchers, explicitly defining the actions

available to each researcher in each year, the outcomes determined by those actions, and the

utility of each possible outcome to each researcher. We refer to this as the Academic Collabo-

ration (AC) game:

• Players: Let A be a set of researchers, eacha ∈ A initially having published a set of

papers resulting in citation profileχ0(a).

• Actions: In year y, each researchera ∈ A hasQy(a) units of research potential to

distribute amongst individual and collaborative projects. Formally,a constructs a finite

sequence of non-negative integersqa

y
, and for each potential coauthora′ ∈ A a sequence

q
a,a′

y , such that
∑

i

q
a

y
[i] +

∑

a′

∑

i

q
a,a′

y
[i] = Qy(a).

• Outcome: In year y, a paper is produced for each project, which receives citations

commensurate with the research potential invested by its coauthors. A researcher a

becomes a coauthor on a paperp by investing a non-zero amount of research poten-

tial q(a, p) in it. Formally: Let cit be the citation function, which maps a non-empty
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multi-set{q(a, p)}a∈A′ consisting of the research potential invested in a project by its

coauthorsA′ ⊆ A to the number of citations the resulting paperp will receive. For

i > |q|, defineq[i] = 0. For all a, i such thatqa

y
[i] > 0, a paper will be published

which will receivecit({qa

y
[i]}) citations, singly-authored bya. For all {a, a′} ∈

(
A
2

)

and i such thatqa,a′

y [i] + q
a
′,a

y [i] > 0, a paper will be published which will receive

cit
({

q
a,a′

y [i],qa
′,a

y [i]
})

citations, for whicha (resp. a′) is a coauthor if and only if

q
a,a′

y [i] > 0 (resp.qa
′,a

y [i] > 0).

• Utility: The functionUtily(a) = hy(a) indicates the utility for researchera at the end

of yeary.

We will consider the AC game ofinfinite horizon, which means that each player wants to

maximize his utility in the limit, rather than after some pre-specified number of years.1 The

Game Theory literature considers several ways to compare player preferences in infinite games.

Our approach is most similar to the overtaking criterion presented in [85].

Thegame staterepresents, at any point in the game, all information that may help determine

the available actions, corresponding outcomes, and utilities of the players. In the AC game, we

define the game state to consist of the citation profiles of the researchers.

A strategyis a set of rules that govern which action a player will take given her knowledge

of the game state. In the current work, we only consider deterministic strategies.

Let s be a set of strategies for a game, one per player; this is referred to as astrategy

profile. For the purpose of analysis, we take two strategy profiles to be equal if they always

result in the same outcome. When considering multiple strategy profiles, we denote byP s
y (a),

χs
y(a), h

s
y(a), H

s
y(a), H̃

s
y(a), andUtilsy(a) the papers, citation profile, h-index, h-profile, h-

augmenting profile, and utility, respectively, for playera aftery iterations of the game when the

players follow their respective strategies ins; and byW s(A) the social welfare unders. We

denote bysa the strategy for playera ∈ A under strategy profiles,2 and bysā the strategies for

1Although in reality a researcher lives for only a finite number of years, infinite games are arguably a reasonable
model of human behavior when “players examine a long-term situation without assigning a specific status to the
end of the world” [86].

2For convenience, we also usesa to denote the singleton set containing that strategy; in each use case, the
meaning should be clear from context.
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all players other thana; by sA′ the strategies for players inA′ ⊆ A, and bysĀ′ the strategies

for players not inA′.

Let fn and gn be two infinite real-valued sequences. We say thatfn overtakesgn if

lim sup
n→∞

fn − gn > 0 and lim inf
n→∞

fn − gn ≥ 0.3 We note that there are three (mutually ex-

clusive and exhaustive) possibilities:

• fn overtakesgn

• gn overtakesfn

• neitherfn norgn overtakes the other

These are illustrated in Figure 5.1.

(a) (b)

Figure 5.1: (a) Sequencefn overtakesgn. (b) Neither sequencefn norgn overtakes the other.

Multiple notions of equilibrium have been proposed in the literature. Due to the collab-

orative nature of the AC game, we consider a set of strategies to be in equilibrium if no two

researchers would prefer to deviate from their current strategies in order to collaborate with one

another. We formalize this by generalizing the notion of stability presented in [32].

Given a strategy profiles for the players in an infinite game, we say that the subset of

playersA′ ⊆ A is unstable unders if there exist alternate strategiess′A′ for the players inA′

such that(∀ a ∈ A′) Util
s
Ā′∪s

′

A′

n (a) overtakesUtilsn(a). We define a strategy profiles∗ to be

ak-stable equilibriumif there does not exist an unstable set of size at mostk. Throughout the

rest of this chapter, we use the termequilibriumto refer to a2-stable equilibrium.

In the next section, we use the AC game to examine how researchers’ individually-motivated

3In [85], fn overtakesgn if lim inf
n→∞

fn − gn > 0. Our definition is more inclusive, additionally allowing for the

situation in Figure 5.1(a).
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behavior can lead to academic collaboration.

5.3 Evaluation

First, we build a model of academic collaboration based on data extracted from a large corpus

of Computer Science publications. In particular, we analyze how researchers split their effort

between multiple papers, and the relationship between the authors of a paperand the number of

citations it receives. Next, we explore the single-player, two-player, and multi-player versions

of the AC game. For each version, we analyze the asymptotic behavior and equilibria when

each player is trying to maximize his or her h-index.

5.3.1 Collaboration Model

In Section 5.2.2, we proposed a game-theoretic model of academic collaboration in which in

yeary, each researchera has a fixed amount of research potentialQy(a) to be invested in writ-

ing papers, and the total number of citations that a paper receives reflects the amount of research

potential that was invested in the paper by its authors. We now further specify this mechanism

by analyzing publication and citation data from the field of Computer Science. We extract all

publications, along with authors and number of citations received, from a snapshot of the DBLP

database, which contains approximately 1 million researchers and 2 million publications.

We first analyze the simple case of a paper published by a single author whohad no other

publications that same year,4 and explore the relationship between the number of citations a

paper receives and several attributes of the author: number of papers published previously,

total number of citations received previously, and current h-index. Wecompute Spearman’s

rank correlation coefficient for each of the attributes,5 and find that the h-index has the highest

correlation with a value of 0.34, compared to paper count with a value of 0.28and citation sum

with a value of 0.08. Therefore, in subsequent analysis, we use the h-index as a proxy for the

research potential of an author.

4The assumption is that if a researcher published only one paper in a given year, then all of her effort went into
that paper. In reality, she could have worked on projects that were notpublished that year, but that is hard to evaluate
empirically since unpublished papers are not captured in the data.

5We choose this over the more common Pearson’s coefficient becauseit is more robust to non-linear
relationships.
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(a) (b)

Figure 5.2: The h-index of the author versus the median number of citations received across all
single-authored papers for which the author published no other papersthe same year.

In Figure 5.2, we take a closer look at the relationship between the h-index of the author

and the number of citations a paper receives. The plot shows the median number of citations

received on papers singly-authored by a researcher with h-indexh for each value ofh. We use

the median because there are a few extreme outliers which skew the averageto the right, and we

are looking for a model which represents a typical researcher. Comparison to the best-fit line

demonstrates visually that the two quantities have a linear relationship up until anh-index of

about 10, indicating that the number of citations a single-authored paper receives is proportional

to the h-index of the author when he puts all of his effort into the paper. For values ofh > 10,

the fluctuation may be a result of high variance and too few data points.

Next, we look at the case of papers with multiple authors. To isolate this aspectof the

model, we consider two-author papers where neither of the authors published any other papers

in the same year, as illustrated in Figure 5.3(a). In Figure 5.3(b), we plot thesum of the h-

indices of the authors versus the median number of citations received across all such papers. We

again observe a linear relationship, indicating that the combined research potential of multiple

authors is additive when they put all of their effort into the paper.

Finally, we investigate what happens when an author publishes multiple papersin the same

year by narrowing our focus to instances where aside from the author of interest, none of the
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(a) (b)

Figure 5.3: The sum of the h-indices of the coauthors versus the median number of citations
received across all two-authored papers where neither author published any other papers in the
same year. The dashed line is the number of citations predicted by our model.

(a) (b)

Figure 5.4: The h-index of an authora who published two papersp1 andp2 in the same year
with coauthorsb1 andb2 respectively, neither of which published any other papers in the same
year, versus the median of(cit(p1)− h(b1)) + (cit(p2)− h(b2)).

coauthors published any other papers in the same year. This scenario is illustrated in Fig-

ure 5.4(a). Using the previous result of research potential being additive across multiple coau-

thors, we plot the h-index of the author of interest against the value

∑

p∈Py(a)


cit(p)−

∑

b∈A(p)\{a}

h(b)




in Figure 5.4(b). The plot shows a linear relationship, indicating that the distribution of an

author’s research potential across multiple papers is also linear.

Based on the observations above, we formalize our model with the following three proper-

ties:

1. In yeary, a researchera hasQy(a) = hy(a)+1 units of research potential to be invested

in writing papers.
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2. An individual’s research potential can be distributed amongst any number of papers to be

published in that year:

Qy(a) =
∑

p∈Py(a)

q(a, p),

whereq(a, p) is the amount of research potential invested by researchera in paperp.

3. A paperp will receive in totalcit(p) = cit
(
{q(a, p)}a∈A(p)

)
=
∑

a∈A(p) q(a, p) cita-

tions.

We now use this model to study the AC game.

5.3.2 Single-Player Game

First, we consider the AC game when there is only one player, researchera. In this case,a may

only write single-author papers; the question is how many papers to write andhow to optimally

distribute her research potential between them.

We begin by analyzing how the utility function grows whena puts all of her effort into

writing a single paper each year.

Proposition 5.1. Consider the single-player AC game of infinite horizon. Lets∗ denote the

strategy profile where each year the playera invests all research potential into a single paper.

Then the limit behavior for playera’s utility unders∗ is

lim sup
n→∞

Utils
∗

n (a) ∼
√
2n.

Proof. If the claim holds forh0(a) = 0, then it also holds forh0(a) > 0, so assume that

h0(a) = 0. Following strategys∗, from the timea reaches an h-index ofh′, it will take

h′ + 1 years to accumulateh′ + 1 papers withh′ + 1 citations each. Thusa requires a total of

n =
∑h

i=1 i =
h(h+1)

2 years to achieve an h-index ofh. Conversely, as the number of yearsn

goes to infinity,a achieves a utility of

lim sup
n→∞

Utils
∗

n (a) = lim sup
n→∞

hs
∗

n (a) = lim sup
n→∞

⌊−1 +
√
1 + 8n

2

⌋
∼
√
2n.

We now comparea’s success under the single-paper strategy relative to other possible ways

of distributing her effort.
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Lemma 5.2. Consider the single-player AC game of infinite horizon. Lets∗ denote the strategy

profile where each year the playera invests all research potential into a single paper. Then for

all strategy profiless 6= s∗, hs
∗

n (a) overtakeshsn(a).

Proof. Consider a strategy profiles 6= s∗. Let y∗ be the first year in which the outcome is dif-

ferent unders∗ ands, so thathy∗−1(a) = hs
∗

y∗−1(a) = hsy∗−1(a) andH̃y∗−1(a) = H̃s∗
y∗−1(a) =

H̃s
y∗−1(a). Sinces∗ produces a single paper that will receiveQy∗(a) = hy∗−1(a)+1 citations,

a’s strategy undersmust split the research potential between at least two papers, each therefore

receiving at mosthy∗−1(a) citations, resulting inHs∗
y∗ (a) ≻h H

s
y∗(a). It follows by induction

thatHs∗
y (a) ≻h Hs

y(a) for all y ≥ y∗, and furthermore, thaths
∗

y (a) > hsy(a) for all years

y ≥ y∗ in whichhs
∗

(a) increases. By definition,hs
∗

n (a) overtakeshsn(a).

Theorem 5.3. Consider the single-player AC game of infinite horizon. Lets∗ denote the strat-

egy profile where each year the playera invests all research potential into a single paper. Then

s∗ is the only equilibrium.

Proof. This follows directly from Lemma 5.2.

We have shown the strategy described above to be optimal for the single-player AC game.

However, a researcher may hope to have a greater impact by collaborating with others. We

explore this possibility in the following sections.

5.3.3 Two-Player Game

We now consider the AC game with two players,a anda′. For simplicity, we only analyze the

case whereH0(a) = H0(a
′), i.e. initially both researchers have the same h-profile; the results

can be generalized for arbitrary initial citation profiles. Note that if all papers produced through

yeary are joint betweena anda′, thenhy(a) = hy(a
′),Hy(a) = Hy(a

′), andH̃y(a) = H̃y(a
′),

in which case we will denote them byhy,Hy, andH̃y, respectively.

We begin by considering two collaborative strategy profiles: one where both players pool

all their effort into a single joint paper, and another where they collaborate on two papers

simultaneously. We analyze how the players’ utility functions grow under each scenario.
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Proposition 5.4. Consider the two-player AC game of infinite horizon, whereH0(a) = H0(a
′).

Lets∗ denote the strategy profile where each year the players invest their research potential into

a single joint paper. Then the limit behavior for each player’s utility unders∗ is

lim sup
n→∞

Utils
∗

n ≥
n

2
.

Proof. If the claim holds forh0 = 0, then it also holds forh0 > 0, so assume thath0 = 0.

We use recursion to give a bound onys
∗

h , the number of years needed to achieve an h-index of

h unders∗. We have thatys
∗

0 = 0, andys
∗

h ≤ ys
∗

⌈h/2⌉−1 + h, since after they have achieved

h-index of⌈h/2⌉ − 1, each of the followingh years they will produce a paper with at leasth

citations each. We get the following bound:

ys
∗

h ≤ ys
∗

⌈h/2⌉−1 + h

≤ ys
∗

⌊h/2⌋ + h

≤ h+
h

2
+
h

4
+ . . .

≤ 2h

Conversely,h ≥ ys
∗

h /2, so as the number of yearsn goes to infinity, each player achieves a

utility of

lim sup
n→∞

Utils
∗

n = lim sup
n→∞

hs
∗

n ≥
n

2
.

Proposition 5.5. Consider the two-player AC game of infinite horizon, whereH0(a) = H0(a
′).

Let s� denote the strategy profile where each year the players split their research potential

evenly between two joint papers. Then the limit behavior for each player’sutility unders� is

lim sup
n→∞

Utils
∗

n ∼ 2
√
n.

Proof. If the claim holds forh0 = 0, then it also holds for arbitrary initial citation profiles, so

assume thath0 = 0. Following strategys�, from the time the players each reach an h-index of

h′, it will take ⌈(h′ + 1)/2⌉ years to accumulateh′ +1 papers withh′ +1 citations each. Thus

a total ofn =
∑h

i=1 ⌈i/2⌉ ≥
h(h+1)

4 years are required to achieve an h-index ofh. Conversely,

as the number of yearsn goes to infinity, each player achieves a utility of

lim sup
n→∞

Utils
�

n = lim sup
n→∞

hs
�

n = lim sup
n→∞

⌊−1 +
√
1 + 16n

2

⌋
∼ 2
√
n.
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We now examine how these two strategy profiles compare to other possible strategies for

the two-player game.

Lemma 5.6. Consider the two-player AC game of infinite horizon, whereH0(a) = H0(a
′).

Let s∗ denote the strategy profile where each year the players invest their research potential

into a single joint paper, and lets� denote the strategy profile where each year the players split

their research potential evenly between two joint papers. LetS{∗,�} denote the set of strategy

profiles that each year prescribe eithers∗ or s�. Then for any strategy profiles /∈ S{∗,�},

∃ s′ ∈ S{∗,�} such thaths
′

n overtakes bothhsn(a) andhsn(a
′).

Proof. Consider a strategy profiles /∈ S{∗,�}. Consider the strategy profiles′ which is identical

to s for game states in whichs prescribes actions according tos∗ or s�, and behaves likes∗

otherwise. Lety′ be the first year in whichs ands′ differ, so thatHy′−1 = Hs′

y′−1 = Hs
y′−1.

Let P s
y′ denote the set of papers produced bys in year y′, then we have

∑
p∈P s

y′
cit(p) =

2(hy′−1+1). Sinces differs froms� in yeary′, there can be at most one paper with≥ hy′−1+1

citations; and since it differs froms∗, no paper can have2(hy′−1 + 1) citations; it follows

thatHs′

y′ ≻h Hs
y′(a) andHs′

y′ ≻h Hs
y′(a

′). It follows by induction thatHs′
y ≻h Hs

y(a) and

Hs′
y ≻h H

s
y(a

′) for all y ≥ y′, and furthermore, thaths
′

y > hsy(a) andhs
′

y > hsy(a
′) for all years

y ≥ y′ in whichhs
′

y increases. By definition,hs
′

n overtakes bothhsn(a) andhsn(a
′).

Lemma 5.7. Consider the two-player AC game of infinite horizon, whereH0(a) = H0(a
′). Let

s∗ denote the strategy profile where each year the players invest their research potential into a

single joint paper. Then there does not exist a strategy profiles 6= s∗ such that eitherhsn(a) or

hsn(a
′) overtakeshs

∗

n .

Proof. Consider a strategy profiles 6= s∗. Let s� denote the strategy profile where each year

the players split their research potential evenly between two joint papers,and letS{∗,�} denote

the set of strategy profiles that each year prescribe eithers∗ or s�. If s /∈ S{∗,�} then we are

done by Lemma 5.6, so assumes ∈ S{∗,�}. Let ys
∗

i denote the first year such thaths
∗

yi ≥ i; let

ysi denote the first year such thathsyi ≥ i; and letki denote the number of yearsysi−1 ≤ y < ysi

in which s differs froms∗. It follows by induction thatys
∗

i − ysi ≤ ki −
∑
j<i

kj . In particular,

if ki <
∑
j<i

kj , thenys
∗

i < ysi , which implies that in yearys
∗

i we havehs
∗

> hs. Since the
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sequencez0 = 0, zi =
∑
j<i

zj grows exponentially yetki can grow at most linearly, this is

guaranteed to happen an infinite number of times. Sinceh only takes integral values, we have

thatlim inf
n→∞

hsn − hs
∗

n < 0, and so by definitionhsn does not overtakehs
∗

n .

Theorem 5.8. Consider the two-player AC game of infinite horizon, whereH0(a) = H0(a
′).

Let s∗ denote the strategy profile where each year the players invest their research potential

into a single joint paper, and lets� denote the strategy profile where each year the players split

their research potential evenly between two joint papers. LetS{∗,�} denote the set of strategy

profiles that each year prescribe eithers∗ or s�. Then we have the following:

(a) All equilibria must be inS{∗,�}.

(b) The strategy profiles∗ is an equilibrium.

(c) Not all strategy profiles inS{∗,�} are equilibria.

Proof. Claims (a) and (b) follow directly from Lemmas 5.6 and 5.7, respectively. Forclaim (c),

it is sufficient to show thats� is not an equilibrium, which follows from Propositions 5.4 and 5.4

since the players would rather play according tos∗.

5.3.4 Multi-Player Game

We now look at the AC game with an arbitrary number of players,A. For simplicity, we only

analyze the case where(∀ a ∈ A) H0(a) = H0, i.e. initially all researchers have the same

h-profile; the results can be generalized for arbitrary initial citation profiles.

We consider two variants: the “static” AC game, where each player follows the same col-

laboration strategy each year; and the “dynamic” AC game, where new collaborations may be

formed and the distribution of research potential may change.

We represent the static game as a directed graph, each edge(a, a′) labeled with a vector

q̂
a
′,a

y such that

• (∀ a, a′ ∈ A, i ∈ N) q̂
a,a′

y [i] ≤ 1; and

• (∀ a ∈ A) ∑
i∈N

q̂a

y
[i] +

∑
a′ 6=a

∑
i∈N

q̂
a,a′

y [i] = 1.

That is, the graph dictates what fraction of a player’s research potential is invested in each

collaboration every year.
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Theorem 5.9. Consider the static multi-player AC game of infinite horizon, where we have

that (∀ a ∈ A) H0(a) = H0. LetS∗ be the set of strategy profiles corresponding to perfect

matchings onA, where each year every pair of players in the matching invests their research

potential into a single joint paper.6 Then all of the strategy profiles inS∗ are equilibria.

Proof. Consider a strategy profiles∗ ∈ S∗. It is obvious that no player can improve her utility

if all other players’ strategies remain the same, since joint papers are not possible without

cooperation from both players. Consider any strategy profiles′ differing from s∗ only in the

strategies of playersa1 anda2, so that unders′ botha1 anda2 invest a non-zero fraction of their

research potential into a joint paper. By an argument similar to that in the proof of Lemma 5.7,

it is not possible that bothhs
′

n (a1) overtakeshs
∗

n (a1) andhs
′

n (a2) overtakeshs
∗

n (a2), so by

definitiona1 anda2 do not form an unstable set. Since this is true for all pairs of players, there

does not exist an unstable set of at most two players unders∗. Thuss∗ is an equilibrium.

Next, we consider the same strategy profiles in the dynamic setting, with a very different

result.

Theorem 5.10.Consider the dynamic multi-player AC game of infinite horizon, where we have

that (∀ a ∈ A) H0(a) = H0. LetS∗ be the set of strategy profiles corresponding to perfect

matchings onA, where each year every pair of players in the matching invests their research

potential into a single joint paper. Then for|A| > 2, none of the strategy profiles inS∗ are

equilibria.

Proof. Consider a strategy profiles∗ ∈ S∗. Leta1 anda2 be two players who are not paired up

in the matching, and leta′1 anda′2 be their matched pairs, respectively. We construct a strategy

profile s′ as follows: All players besidesa1 anda2 follow their respective strategies unders∗.

In years 1 and 2,a1 anda2 follow their strategies unders∗; in years 3 and 7, they invest one unit

of research potential in a joint paper witha′1 anda′2, respectively, and the rest in a single joint

paper between themselves; and in all other yearsa1 anda2 invest all of their research potential

in a single joint paper between themselves. It can be shown thaths
′

n (a1) overtakeshs
∗

n (a1) and

hs
′

n (a2) overtakeshs
∗

n (a2). Therefore,s∗ is not an equilibrium.

6Note that this set is empty when|A| is odd.
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We conclude by posing the following open question:

Question. Does there exist an equilibrium for the dynamic multi-player AC game of infinite

horizon?

5.4 Discussion

5.4.1 Extensions and Applications

Many modifications and extensions to our model are possible. For example, instead of all

decisions being deterministic, one could allow for mixed strategies, i.e. where aplayer’s action

each year is selected from a probability distribution over possible strategies. Also, under our

proposed model, the number of citations received by a paper is determined by the h-indices of

the coauthors; alternative models could have a person’s research potential be dependent on other

variables. A further extension could allow more than two coauthors on a paper, perhaps with a

sublinear aggregation function to avoid the degenerate solution of all researchers collaborating

on a single giant paper. An even more realistic model could allow the set of authors to change,

for example as new researchers enter academia.

Our analysis was performed under the premise that each researcher wants to maximize his

or her h-index. However, in real life researchers are motivated by a variety of factors. In

previous work, we introduced an alternative to the h-index, the Social h-index, that aims to

capture not only the direct impact of a researcher on the research corpus, but also on his or her

fellow researchers [22]. Here we consider two variants, the Instantaneous Social h-index and

the Progressive Social h-index.

Taking the h-index as a suitable metric for the impact of a person’s individual research

contributions, we define theSocial h-indexof authora to be

∑

p∈P (a)

1

|A(p)|
∑

a′∈A(p)

contrib(p, a′),

wherecontrib(p, a′) measures how much paperp has contributed to the h-index ofa′. That is,

for each papera has coauthored, he gets partial credit for the contribution of that paperto each

coauthors’ h-index, including himself. We suggest two instantiations of thecontrib function,
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one based on whether the paper currently contributes to a designated author’s h-index, and the

other which considers its cumulative contribution over time.

For theInstantaneous Social h-indexof authora, denotedInst-Soch(a), we define

contrib(p, a) =





h(a)

|H(a)| if p ∈ H(a)

0 otherwise

A natural first thought would have been to setcontrib(p, a) = 1 if p ∈ H(a) and0 otherwise.

However, due to ties, we may have|H(a)| > h(a). The above definition maintains the prop-

erty that
∑

p∈P (a) contrib(p, a) = h(a), even in the case of ties. Note that it is possible for

contrib(p, a) as defined above to decrease over time, e.g. ifa publishes additional papers which

bringh(a) > cit(p). Next, we suggest a version of the Social h-index which is non-decreasing.

For eachi ≤ h(a), consider the time at whicha first achieved an h-index ofi, and let

H(i)(a) ⊆ P (a) be the set of papers with at leasti citations at that time. For theProgressive

Social h-indexof authora, denotedProg-Soch(a), we define

contrib(p, a) =
∑

i≤h(a) :

p∈H(i)(a)

i

|H(i)(a)| .

Intuitively, the Progressive Social h-index assigns partial credit to a researcher’s coauthors ev-

ery time her h-index increases. We note thatProg-Soch(a) is non-decreasing over time. That

is, oncea gets credit for contributing to another’s success, that credit can not be overshadowed

by future work. However, an exceptionally good paper could continue reaping rewards as a

coauthor’s h-index grows, if it remains one of the contributing papers.

Future work could analyze the AC game using the Instantaneous or the Progressive So-

cial h-index as the players’ utility functions, and compare the resulting behavior with that in

the current work. Furthermore, while we focused on the context of academia, our approach

can be applied to study collaborative behavior in other contexts such as business teams and

collaborative design.

5.4.2 Limitations of Our Approach

In order to simplify analysis, we made several modeling assumptions that are not realistic. For

example, we assumed that all citations for a paper are received immediately upon publication.



87

Taking a different citation model, such as a constant number of additional citations per paper

per year as in [42], or a peak-decay model as suggested in [39], would complicate analysis

but may lead to more realistic results. On the other hand, it may be that asymptotically these

variations lead to the same behavior.

There is also an inherent limitation in modeling human relationships and interactions. The

underlying premise that people can be modeled as rational agents is itself subject to debate.

Even if we take that to be a reasonable model, there are many more factors atplay in the real

world of academia – e.g. geographic location, personal relationships, institutional loyalties,

and academic competition – than can be captured by a simple mathematical model.

5.4.3 Significance and Impact

In this work, we have presented a game-theoretic approach to studying collaborative behavior

in academia by modeling researchers as rational agents trying to maximize their academic

success. Several publication models have been proposed in the bibliometricliterature, but to

our knowledge, ours is the first with the flexibility to model collaborative behaviors that may

change over time in response to actions of and interactions with others. Our model makes it

possible to simulate and therefore predict the growth of the academic community as a whole

when individuals are driven by a specific objective.

The written policies of our academic institutions, as well as the unspoken rulesand ex-

pectations of academia, inevitably shape the mentalities and goals of individualresearchers,

encouraging certain behaviors and discouraging others. An increased ability to understand

the effects of these motivating forces will help policy-makers and academic leaders to make

informed decisions that will stimulate the growth and progress of the academic community.
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Chapter 6

Related Problems and Future Work

In this chapter, we explore three other problems related to the study of event-driven networks,

and present some initial work.

6.1 Measuring Pairwise Influence

First, we build on the REWARDS model introduced in Chapter 3 to measure the influence that

one node has on another based on the times of their respective activity.

Given two eventsφ andψ generated by renewal processesΦ andΨ, respectively, we say

that the ordered pair(φ, ψ) are consecutiveif t(φ) < t(ψ) and∄ t ∈ TΦ ∪ TΨ such that

t(φ) ≤ t ≤ t(ψ). We refer to the elapsed time between consecutive eventsφ andψ as the

(φ, ψ)-gap:

Gap(φ, ψ) = t(ψ)− t(φ).

To identify influential relationships in a network, we could look for orderedpairs of nodes with

many small gaps. However, this will bias the analysis towards nodes with higher activity rates,

which are more likely to have small gaps. To compensate for this time scale bias, we follow a

normalization procedure similar to that in Section 3.2.3.

Let FGap
Φ,Ψ denote the limit distribution of gaps between consecutive event pairs for two

independent renewal processesΦ andΨ:1

FGap
Φ,Ψ (τ) = lim

t→∞
Pr(Gap(φ, ψ) ≤ τ | (φ, ψ) are consecutive).

1The limit is well-defined except in certain cases when the support of the inter-arrival distributions for bothΦ
andΨ have measure zero.
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We define theresponsivenessbetween two consecutive eventsφ andψ to be

Resp(φ, ψ) = 1− FGap
Φ,Ψ (Gap(φ, ψ)).2

Note thatResp satisfies the uniformity property described in Section 3.2.2, i.e. that for

independent renewal processesΦ andΨ, randomly sampling the responsiveness across all con-

secutive event pairs will generate uniform random samples in[0, 1]. This normalization is

scale-invariant (the responsiveness between any pair of consecutive events remains the same

when time is stretched by a constant factor), which again makes our approach robust to differ-

ences in time scale between networks or between entities within the same network.

Next, we consider correlation of responsiveness among multiple pairs of consecutive events.

Given a setΩ of consecutive event pairs, we define the collective responsiveness of Ω as

Resp(Ω) = 1 − pKS , wherepKS is the p-value from performing the Kolmogorov-Smirnov

test on the individual responsiveness values, as described in Section3.2.2. Larger values of

Resp(Ω) are a stronger indication that the corresponding processes are not independent.

Let N = (U , E) be an event-driven network, and consider two nodesu, u′ ∈ U . Then

we define the responsiveness ofu′ to u asResp(u, u′) = Resp(Ω), whereΩ is the set of all

pairs of consecutive events between the renewal processes corresponding to the discrete-event

sequencesE(u,u′) andEu′ , respectively. Intuitively, this measures whether there is a greater

likelihood of activity fromu′ shortly after receiving information fromu. In future work, we

plan to explore the use of responsiveness to detect and measure influence in networks.

6.2 Innovation and Circulation

In Chapter 4 we suggested co-clustering as a way of identifying communities of individuals

who participate in sharing the same content. However, that approach doesnot provide insight

on the dynamics of information flow within communities or the roles of individual nodes. Var-

ious centrality measures have been suggested to indicate the relative importance of nodes in

a network. These have traditionally been designed for static graphs, butrecently several ex-

tensions have been proposed to accommodate graphs that change over time. In this work, we

2Similar to recency, we define responsiveness using1−CDF instead ofCDF to match the linguistic intuition
that higher responsiveness corresponds to shorter gaps.
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apply our event-driven network model to better understand the roles thatindividuals play in the

spread of information.

Consider an event-driven networkN = (U , E), where each eventε ∈ E has a single source

nodesε, and either is in response to an event received bysε or is an independently generated

piece of new content, although which of the two scenarios applies may not beexplicitly known.

We would like to determine the most likely sources of new content, as well as measure the

importance of each node in the diffusion process.

We formalize our problem with the following model: Letrate(u) denote the total rate of

activity generated by nodeu ∈ U . This activity can be decoupled into the rate of independently

generated new content, denotedinnovation(u), and the rate of activity which is in response

to each incoming neighboru′, denotedflow(u′, u). The goal is, givenrate(u) for each node

in the network, to infer the values ofinnovation(u) andflow(u, u′) for each node and node

pair, respectively. We additionally require as input an upper bound on the probability thatu′

responds to an event fromu, which we denote byp(u, u′).

We frame the problem as a linear program:

Linear Program for Innovation and Flow

Input :
• for each nodeu, rate(u)
• for each node pair(u, u′), p(u, u′)

Variables:
• for each nodeu, innovation(u)
• for each node pair(u, u′), flow(u, u′)

Constraints:
• (∀ u ∈ U) innovation(u) ≥ 0

• (∀ u, u′ ∈ U) flow(u, u′) ≥ 0

• (∀ u, u′ ∈ U) flow(u, u′) ≤ p(u, u′) · rate(u)
• (∀ u ∈ U) innovation(u) +

∑
u′ 6=u

flow(u′, u) = rate(u)

Objective function:
• maximize

∑
(u,u′)

flow(u, u′)

The values ofinnovation(u) are uniquely determined, and are straight-forward to compute:

innovation(u) = max

(
rate(u)−

∑

u′∈U

p(u′, u) · rate(u′), 0
)
.

The maximal value of the objective function represents the amount of networkactivity that
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can be explained as responses to existing content. We refer to this as thecirculation of the

network, which is computed as follows:

circulation(N ) =
∑

u∈U

rate(u)− innovation(u).

However, the linear program may have many optimal solutions. Specifically, for each node

u with rate(u) <
∑
u′∈U

p(u′, u) · rate(u′), the activity may be attributed to the incoming neigh-

bors arbitrarily. We posit that this reflects a reality in information networks, that there is often

redundancy in the information received by a node, in which case the source of the content to

which a response should be attributed is inherently ambiguous. How, then, can we measure the

influence a node has on the diffusion process?

We propose a measure which we term themarginal circulationof a node, which indicates

how much more activity from the other nodes can be explained as responses than if the node

were not there:

δcirc(u) = circulation(N )− (rate(u)− innovation(u))− circulation(N − u).

It may also be of interest to compare the circulation between different networks. For this, we

suggest thecirculation ratio, which indicates the fraction of network activity that is responsive

rather than innovative:

ξcirc(N ) =
circulation(N )∑

u∈U

rate(u)

We plan to explore this framework further in future work.

6.3 Cascade Partitioning

One term that has fallen into common use in the information diffusion literature is “cascade,”

a sequence of connected node events induced through causal relationships. Several generative

cascade models have been proposed [54, 36], as well as numerous studies analyzing the prop-

erties of known cascades [65, 61], but to the best of our knowledge,there has been no attempt

to identify or extract cascades from unlabeled data. In this section, we use our event-driven net-

work model to introduce several new problems relating to the study of cascades in information

streams.
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Let N = (U , E) be an event-driven network. Given two eventsε, ε′ ∈ E , we say thatε

precedesε′ if tε < tε′ and(∃ u ∈ U) such thatu ∈ Rε andu ∈ Sε′ .

We define acascadeto be a set of eventsC ⊆ E with a designated root eventε∗ ∈ C such

that for all ε ∈ C, ε 6= ε∗, there exists an eventε′ ∈ C such thatε′ precedesε. A cascade

partition ofN is a set of cascades that partitionsE . Thecascade numberof a networkN is the

smallest non-negative integerk such that there exists a cascade partition ofN of sizek.

We say a cascadeC is simpleif for all ε, ε′ ∈ C, sε 6= sε′ ; that is, no source node appears

more than once. Asimple cascade partitionof N is a set of simple cascades that partitionsE .

The simple cascade numberof a networkN is the smallest non-negative integerk such that

there exists a simple cascade partition ofN of sizek.

Theorem 6.1. The cascade number of a networkN can be computed inO(|E| · |U|) time.

Theorem 6.1 is realized by Algorithm 6.1.

Algorithm 6.1 Greedy Algorithm for Cascade Partitioning

Input: An event-driven networkN = (U , E), with E in chronological order.

Output: A cascade partitioningC of M .

1: Initialize a collection of cascadesC := ∅ and an array of cascadesA indexed byU with
entries initialized tonull.

2: For each eventε ∈ E (processed in chronological order):
(a) If A[sε] = null then create a new setC = {ε} and addC to C; otherwise, let
C = A[sε], addε to C, and then assignA[sε] := null.

(b) For each noder ∈ Rε, assignA[r] := C.
3: ReturnC, the set of cascades.

Theorem 6.2. The decision problem for simple cascade partitioning is NP-hard.

Theorem 6.2 can be proved via a reduction from Set Covering, a problem known to be NP-

complete [52]. As an intermediate step, we construct a graph whose vertices are the events inE

colored by their source nodes, and consider a problem of partitioning thegraph into trees with

no repeated colors. The full proof is omitted here.

Future work may consider cascade and simple cascade partitioning under different sets of

constraints, or study the approximability of the simple cascade partitioning problem.
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Chapter 7

Conclusions

7.1 Discussion of Themes

In this section, we review the central themes of our work, highlighting their relevance to each

of the problems we have studied.

7.1.1 Graph Analysis

We have applied tools from Graph Theory to help address several different problems pertaining

to event-driven networks. In Chapter 3, we construct an edge-weighted graph that represents

the recency of communication between each pair of neighboring nodes in thenetwork at a

given point in time. We then propose the G-CORE algorithm, which uses a disjoint set data

structure to search for subgraphs with a high concentration of recent activity. In Chapter 4,

we efficiently search the set of possible co-clusterings of a matrix by traversing a pair of k-d

trees, one for the rows and one for the columns, each co-clustering corresponding to a pair of

maximal anti-chains on the trees. In Chapter 5, we find that the equilibria of themulti-player

academic collaboration game include the set of all perfect matchings on the researchers. In

Section 6.1, we measure the influence between a pair of nodes, which can be coupled with

graph algorithms to study the structure of influence and hierarchy in networks. In Section 6.2,

we study the effects that individual nodes have on the flow of information ina network by

framing an optimization problem on a weighted graph. In Section 6.3, we determine that the

simple cascade partitioning problem is NP-hard by a reduction from a partitioning problem on

a vertex-colored graph.
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7.1.2 Temporal Dynamics

Temporal dynamics are an important aspect of real-world networks. In Chapter 3, we propose

a stochastic approach that models communication between nodes as renewalprocesses, and

detect sets of nodes whose behavior is temporally correlated. In Chapter4, we identify com-

munities in social media as entities who participate in propagating many of the same memes

over time. In Chapter 5, we model the world of academia as a repeated game, where every

year the researchers may change their collaborations based on the results of theirs and other

players’ actions in previous years. This model can be used to simulate researchers’ behavior

over time and thus predict the growth of an academic field when researchers follow a particular

set of strategies. In Section 6.1, we propose a new way to measure the influence of one node on

another based on the likelihood that one’s activity is in response to the other’s. In Section 6.2,

we suggest a model to study the generation and transfer of information across a network, which

is inherently a temporal process. In Section 6.3, our definition of cascadeenforces the temporal

precedence of consecutive events.

7.1.3 Group Behavior

In real-world networks, individuals rarely operate in complete isolation. Many times, individual

actions can be better understood in the context of group behavior. In Chapter 3, we look for

correlations in the collective behavior of groups of nodes. In Chapter 4, we identify functional

communities as groups of individuals with related behavior. In Chapter 5, wedefine ak-

stable equilibrium as a strategy profile in which no group ofk individuals would benefit from

cooperatively choosing to deviate from their current strategies. We analyze the game fork =

2, and suggest exploring the case ofk > 2 as future work. In Section 6.1, our measure of

pairwise influence can be used to study the internal structure and dynamicsof groups. In

Section 6.2, we suggest the notion of circulation to capture how much of network activity is

due to collective rather than individual behavior. In Section 6.3, cascades inherently entail the

cooperative behavior of multiple nodes.
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7.1.4 Attribution

In analysis of real-world networks, attribution can greatly improve the interpretability of results

and lead to actionable information. In Chapter 3, we choose a statistical correlation test that

identifies the exact nodes and events that are most responsible for the correlated behavior. In

Chapter 4, as opposed to traditional clustering methods, our co-clusteringapproach attributes

the similarity of elements in each row cluster to the sets of columns that many of them have

in common. In Chapter 5, our game model attributes the citations that a paper receives to the

collective effort invested by its authors. In Section 6.1, we attribute the influence of one node

on another to the specific pairs of consecutive events that more likely havea causal relationship.

In Section 6.2, we frame an optimization problem that determines how much of each node’s

activity should be attributed to responsive behavior, and suggest marginal circulation as a way

to measure how much of the total flow in the network should be attributed to each individual

node. In Section 6.3, we attribute each event that occurs in a network to thecascade which

includes it.

7.1.5 Computational Realizability

Finally, we examine the computational issues that arise in applying our models and algorithms

to real-world networks. In Chapter 3, we propose both a streaming local algorithm and a heuris-

tic global algorithm that address the need for computational efficiency when dealing with large,

high-volume communication networks. In Chapter 4, our CC-MACS algorithm leverages the

sparsity of many real-world networks to run in time sub-linear in the size of the matrix. In

Chapter 5, we discuss how assumptions about human rationality and the accessibility of infor-

mation can affect the applicability of theoretic models to study real-world human behavior. In

Section 6.1, by maintaining the distributions of inter-arrival times and responsiveness values

for consecutive event pairs using dynamic distribution approximation methods, the collective

responsiveness of one node to another can be computed efficiently in a streaming manner. In

Section 6.2, we frame our problem as a linear program, whose solution can be computed effi-

ciently. In Section 6.3, we discuss two variants of the cascade partitioning problem, presenting
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an efficient algorithm for one and an NP-hardness proof for the other. Approximation algo-

rithms would be needed to make the latter variant feasible in practice, which we suggest as a

direction for future work.

7.2 Summary of Contributions

The first main contribution of our work is the formalization of a new frameworkfor modeling

event-driven networks. Our framework is flexible enough to model a widevariety of network

types, including: direct pairwise communication such as email, phone, IP traffic, and face-to-

face encounters; broadcast messages such as multi-recipient emails, blogs, and online social

media; bipartite networks such as those that arise in recommender systems; and coauthorship

and citation networks. It can easily model the addition of new nodes, and theformation and

discontinuation of paths of information transfer. In the remainder of the dissertation, we ap-

ply this new framework to address a variety of problems that arise in the studyof real-world

networks.

In Chapter 3, we consider the task of detecting correlated events in communication net-

works. We first present the REWARDS (REneWal theory Approach for Real-time Data Streams)

model, a new stochastic model for event-driven networks. Our approach aims to address the

temporal variability present in communication networks, moving away from predominantly-

used approaches that require an aggregation step or use a decay model with global parameters,

which are sensitive to the time scale used for analysis. In particular, we give a formal defini-

tion of recency for renewal processes that is time scale-invariant, and propose a statistical test to

identify the presence of recent correlated activity among a given set ofentities. We then present

algorithms to efficiently find such correlations in a network. The L-CORE algorithm detects

correlations among outgoing activity from a single node, and is tailored for adistributed setting

in which each node can perform the algorithm using only local information. All computations

can be performed in a streaming manner with extremely low space requirements,making it

ideal for nodes with a high-volume of traffic. The G-CORE algorithm simultaneously detects

subsets of nodes exhibiting correlated activity in disparate parts of the network. A heuristic
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version of the algorithm makes it computationally feasible for larger networks. Through exper-

iments on synthetic and real-world data, we demonstrate that our approach effectively detects

correlated events in communication networks.

In Chapter 4, we present a new approach to community discovery in information net-

works. As opposed to most existing work, which frames the problem as oneof clustering

well-connected vertices in a social network graph, we aim to identify functional communi-

ties as groups of individuals who participate in the dissemination of multiple common memes.

Given a set of memes from an information network, we first construct a binary matrix, where

the rows correspond to individuals in the network, the columns correspond to memes, and a

1-entry indicates that the individual participated in that meme. We then frame theproblem

as one of matrix co-clustering, simultaneously clustering the rows and columnsof a matrix to

reveal hidden structure. We propose a class of metrics that reward co-clusterings containing

large, dense blocks, and then present the CC-MACS (Co-Clustering viaMaximal Anti-Chain

Search) algorithm, a new heuristic algorithm which efficiently searches the space of possible

co-clusterings for one which maximizes the value of a given metric. The CC-MACS algorithm

provides several benefits over previously proposed approaches:(1) the dense biclusters in the

matrix need not have a block diagonal structure; (2) it explores the breadth of the search space

rather than getting stuck at local optima; (3) the results are not dependenton user-specified pa-

rameters; and (4) it is designed to leverage the sparsity of many real-worldnetworks, running

in sub-linear time for sparse matrices. Finally, we apply the CC-MACS algorithmto discover

functional communities in a large information network.

In Chapter 5, we aim to understand the mechanisms underlying academic collaboration us-

ing tools from the field of Game Theory. We begin by building a model for how researchers

collaborate and how collaboration affects the number of citations a paper receives, supported

by observations from a large real-world publication and citation dataset. Based on this model,

we frame the world of academic research as a repeated game in which each researcher wants

to maximize her h-index. We consider the single-player, two-player, and multi-player versions

of the game, analyzing the asymptotic behavior and equilibria for each version. Our first main

result is that for the two-player game, the researchers perform asymptotically better by collab-

orating, achieving linear growth of the h-index, than by publishing only independent work, for
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which their h-index grows as the square root of the number of years theyhave been producing

papers. Our second main result is that for the multi-player game, when players are constrained

to following the same strategy every year, any strategy profile corresponding to a perfect match-

ing on the set of researchers is an equilibrium; yet when strategies are allowed to change over

time, the same strategy profiles are not equilibria. This highlights an important problem with

the existing literature, most of which is based on models where collaboration strategies remain

constant over time. Our game-theoretic approach provides a foundation for further study, which

through analytical methods as well as simulation can help us to better understand the dynamics

of collaborative systems.

7.3 The Big Picture

Our ability to gain actionable information from real-world network data is limited by the way

the data is represented. The majority of known network analysis methods model networks as

graphs, which opens the door to a suite of well-studied graph algorithms andtheoretical tools.

However, as computational technologies are being brought to bear against increasingly chal-

lenging real-world tasks, traditional models are no longer sufficient to capture the complexities

and subtleties of the data. Some real-world networks can be modeled as time-evolving graphs;

that is, graphs to which nodes and edges may be added or removed over time. This model

makes sense when persistent relationships are explicitly observable, such as in an online so-

cial network. In many other real-world contexts, however, relationshipscan only be inferred

through the observation of discrete events in continuous time, such as the sending of a message

or the posting of online content. In such cases, flattening the data by constructing a sequence

of snapshot or summary graphs at periodic intervals necessarily resultsin information loss,

even before further computational methods have been applied. While some existing work has

attempted to work directly with event-based data, the literature seems to lack a unifying model

for event-driven networks upon which new analytical tools can be built. In Chapter 2, we laid

the groundwork for such a model. In the subsequent chapters, we explored its application to

address a variety of problems that arise in the study of real-world networks. It is our hope

that this work will lead to improved methods and technologies to provide usefuland actionable
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information to human analysts in a wide variety of fields and contexts.
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