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ABSTRACT OF THE DISSERTATION

New Insights into Peculiar Thermonuclear Supernovae and

Line of Sight Effects in Gravitational Lensing

By CURTIS MCCULLY

Dissertation Director:

Dr. Saurabh Jha and Dr. Charles Keeton

Type Ia supernovae (SNe Ia) and gravitational lensing are important cosmological probes,

but both are limited by theoretical, systematic uncertainties. One key uncertainty in dis-

tances derived using SNe Ia is our lack of understanding of the explosion mechanism for

normal SNe Ia. We have studied peculiar type Iax supernovae that appear to be related

to normal SNe Ia with the goal of understanding white dwarf explosions as a whole. In

Chapter 2, using late-time Hubble Space Telescope (HST) observations of SN 2008A and

SN 2005hk, both prototypical SNe Iax, we argue that these objects are pure deflagration

explosions that do not unbind the white dwarf. In Chapter 3, we present observations of the

type Iax SN 2012Z, one of the nearest ever discovered. Fortunately for us, its host galaxy,

NGC 1309, was observed extensively with HST/ACS (to measure a Cepheid distance), giv-

ing us incredibly deep pre-explosion images of the site of SN 2012Z. We find that there is a

source coincident with the position of the SN. We argue that the source is likely a helium

star companion to the white dwarf that exploded.

In galaxy-scale gravitational lenses, one of the largest systematic uncertainties arises due
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to other mass in the environment of the lens or along the line of sight (LOS). In Chapter 4, we

develop an analytic framework to account for LOS effects. Our framework employs a hybrid

approach treating a few perturbing galaxies as strong lenses, making it accurate, while

treating the rest in the weak lensing approximation, making it also computationally efficient.

In Chapter 5, we test our framework using simulations of realistic mass models. We suggest

a method to characterize the strength of the LOS effects allowing us to systematically test

when the weak lensing approximation is valid. We show that LOS effects are not equivalent

to a single shear, but these non-linear effects are correctly captured by our framework.

Our new methodology can be used to constrain cosmological parameters, like the Hubble

Constant, in the era of precision gravitational lensing measurements.
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Chapter 1

Introduction

One of biggest outstanding problems in astrophysics today is understanding the dominant

components of the Universe: dark matter and dark energy. While these make up ∼ 95% of

the energy density of the Universe (Planck Collaboration et al. 2013), they are both still

largely a mystery. Dark energy which comprises the largest fraction of the energy density

of the Universe, ∼ 75%, was discovered by mapping the cosmic expansion history. Using

SNe Ia as cosmological distance indicators led to the discovery of the accelerating universe

driven by dark energy which was recognized with the Nobel Prize in Physics in 2011 (Riess

et al. 1998; Perlmutter et al. 1999).

Dark matter makes up a smaller fraction of the energy density of the universe than

dark energy, but is still about four times as abundant as normal baryonic matter. Because

gravitational lensing is sensitive to dark matter and normal matter, it is a uniquely capable

probe to understand dark matter. Gravitational lensing has provided some of the strongest

evidence for the existence of dark matter from measurements of the Bullet Cluster (Clowe

et al. 2006).

Despite the tremendous success of both of these probes, we have still not solved the

mystery of what these dark components actually are. As we move into an age of “preci-

sion cosmology” in which we are no longer limited by statistical uncertainties, mitigating

systematics will be key to make progress understanding dark matter and dark energy.

Before we can talk about systematics, we need to step back and discuss both supernovae

and gravitational lensing in general.
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1.1 Supernovae

1.1.1 SNe Progenitors

A supernova marks the explosive death of a star. Therefore, to understand SNe, it is

necessary to begin with some basic stellar evolution. Stars form out of cold gas (mostly

hydrogen and helium) that gravitationally collapses until the temperature of the core is high

enough to begin fusing hydrogen. As the star depletes the hydrogen in its core, the star

begins to collapse again, heating the layer around the core of the star to begin hydrogen

shell burning. Eventually, the core reaches a high enough temperature to burn helium in

the core. The helium burning leaves carbon and oxygen as “ash” in the core. At this point

we differentiate between low mass stars and high mass stars because their final fates are

much different.

High mass stars (∼ 4M�) can collapse again to get a high enough temperature to fuse

carbon. If the mass ∼ 8M�, the temperature will increase until neon and eventually oxygen

will burn in the core. While this is going on in the core, the temperature in the outer layers

of the star increases high enough to have shell burning of hydrogen and helium, creating

an onion like structure in the star. The final element to fuse in the core is silicon, which

deposits iron. Iron has one of the most stable nuclei of any element. Because it takes more

energy to fuse iron than is gained, the core will begin to collapse under its own gravity

until it is held up by quantum mechanical degeneracy pressure; the core forms a neutron

star. However, the weaker gravity in the outer shells causes the helium, neon, and carbon

envelopes to collapse more slowly, giving them a longer infall time. When the outer layers

hit the solid core, the outer layers rebound with a supersonic shock front, which unbinds

the outer material of the star (∼ 1051 ergs). However, the details of this rebound are still

uncertain (see Kaufmann 1996; Carroll & Ostlie 2006; Arnett et al. 1989).

The cores of low mass stars, in contrast, cannot obtain high enough temperatures to

fuse carbon. Rather than exploding like high mass stars, low mass stars puff off their outer
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layers, forming a planetary nebula. The core eventually cools until it is held up by electron

degeneracy pressure, leading to its final state: a white dwarf. If the star does not have a

companion, the white dwarf will simply fade and cool forever. However, if the white dwarf is

part of a close binary, the white dwarf may accrete matter from its companion. As the white

dwarf accretes mass from its companion, it eventually approaches the Chandrasekhar mass

limit (1.39M�) at which point the carbon in the core ignites in a thermonuclear runaway

destroying the star (Woosley & Weaver 1994). However, the nature of the companion and

the details of the explosion are still uncertain.

Both core collapse and thermonuclear SNe affect their environments in a variety of ways.

The explosion creates many elements through explosive nucleosynthesis that are not created

elsewhere in the universe (Arnett 1996). These elements, other stellar material, and energy

from the explosion are all deposited in the interstellar medium. SNe enrich the interstellar

medium with metals which can increase star formation by enhancing gas cooling. On the

other hand, the SNe explosions also deposit large amounts of energy heating the interstellar

gas which quenches star formation, which in turn will affect future star formation and galaxy

evolution.

1.1.2 SNe Classification

Historically, SNe were classified by their spectral properties before we understood their

underlying explosion mechanism (core collapse or thermonuclear). Supernovae are obser-

vationally classified into two broad types, Type I and Type II (Minkowski 1941). Type I

SNe are identified by the lack of hydrogen in their optical spectra, while Type II do have

significant hydrogen emission features. In the mid 1980’s significant variation was observed

in Type I SNe so Type I SNe were sub-classified. SNe Ia are distinguished by the deep ab-

sorption of Si II around 6150 Å (Wheeler & Harkness 1990). Type Ib and Type Ic do not

show this line (Filippenko 1997). Type Ib SNe have moderately strong He lines, especially

the He I line at 5876 Å, compared to Type Ic SNe (see Figure 1.1 for examples of spectra



4

      

P1: ARK/src P2: ARK/MBL/vks QC: MBL/uks T1: MBL

July 5, 1997 13:5 Annual Reviews AR037-09

312 FILIPPENKO

Figure 1 Spectra of SNe, showing early-time distinctions between the four major types and

subtypes. The parent galaxies and their redshifts (kilometers per second) are as follows: SN 1987N

(NGC 7606; 2171), SN 1987A (LMC; 291), SN 1987M (NGC 2715; 1339), and SN 1984L (NGC

991; 1532). In this review, the variables t and τ represent time after observed B-band maximum

and time after core collapse, respectively. The ordinate units are essentially “AB magnitudes” as

defined by Oke & Gunn (1983).

conclusions are based on the few existing late-time spectra of SNe Ib, and no

other possibly significant differences have yet been found. At this phase, SNe

II are dominated by the strong Hα emission line; in other respects, most of

them spectroscopically resemble SNe Ib and Ic, but the emission lines are even

narrower and weaker (Filippenko 1988). The late-time spectra of SNe II show

substantial heterogeneity, as do the early-time spectra.

At ultraviolet (UV) wavelengths, all SNe I exhibit a very prominent early-

time deficit relative to the blackbody fit at optical wavelengths (e.g. Panagia

1987). This is due to line blanketing by multitudes of transitions, primarily

those of Fe II and Co II (Branch & Venkatakrishna 1986). The spectra of

SNe Ia (but not of SNe Ib/Ic) also appear depressed at IR wavelengths (Meikle
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Figure 1.1 Figure from Filippenko (1997) comparing the spectra of different SNe types.

from each type of SNe; Wheeler & Harkness 1990). While the two classes were split up

because of the observed heterogeneity, it may be more accurate to say there is a class Type

Ibc that has a continuum of objects ranging from helium rich to helium poor (Filippenko

1997).

After some debate, it eventually became clear that the underlying physical mechanism

of Type Ib and Type Ic SNe was closer to Type II SNe and was dramatically different than

the model for normal SNe Ia. The key to resolving this argument was from studies of the

environments of the different types of SNe. SNe II, SNe Ib, and SNe Ic have not been seen in

elliptical galaxies and very rarely in S0 galaxies (Filippenko 1997). All three of these types

of SNe tend to be in the arms of spiral galaxies near H II regions (van Dyk 1992), connecting

these SNe to recent star formation. Specifically, Type Ib and Ic show a strong preference

for galaxies that have a Hubble type Sbc or later. This implies that the progenitors of these

objects are short-lived (high mass stars:∼ 8−10M�; Filippenko 1997). SNe Ia on the other
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Figure 1.2 A schematic diagram of the spectroscopic classification of SNe including the
physical mechanism for each of the major subclass.

hand are seen in elliptical galaxies and do not seem to have a strong preference for the spiral

arms of the galaxy (van Dyk 1992). Because of this, SNe Ia are expected to come from

long-lived progenitor systems (∼ 4− 7M�; Filippenko 1997). As such, SNe Ia are from low

mass systems and are likely thermonuclear explosions of carbon-oxygen white dwarfs. SNe

II, SNe Ib, and SNe Ic come from high mass stars and are likely core-collapse supernovae.

SNe Ib and Ic do not have hydrogen (or helium for SNe Ic) because they have had their

envelopes stripped either by a companion star or by stellar winds (Filippenko 1997). Figure

1.2 shows a diagram summarizing SNe classification and progenitor systems.

1.2 SNe Ia

1.2.1 “Normal SNe Ia”

We now turn our attention from SNe in general to focus on SNe Ia. As mentioned above,

one key reason to study SNe Ia in particular is their use as cosmological distance indicators.
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Obtaining distances to astronomical objects is very difficult. One of the best tools to

determine distances is a standard candle: an object with a known intrinsic brightness. The

apparent brightness is given by

Fmeasured =
Lintrinsic

4πr2
, (1.1)

where r is the luminosity distance from us to the source, Fmeasured is the measured flux,

and Lintrinsic is the intrinsic luminosity. Therefore, if we know the intrinsic luminosity

and we measure the flux, we can infer the distance. SNe Ia are standard candles (more

precisely standardizable candles, but this is described in more detail below) that are also

bright making them ideal to measure cosmological distances. By combining the distance

measurements and the redshifts of the SNe Ia, it has been possible to map out the expansion

history of the universe to constrain dark energy and the Hubble Constant.

Empirically, it is well known that SNe Ia are relatively homogeneous. Until the early

1990’s, it was thought that SNe Ia were true standard candles, having identical intrinsic

luminosities (Filippenko 2005). Since then, it has been shown that there is quantifiable

heterogeneity among SNe Ia (Filippenko 1997). The luminosities of SNe Ia at peak form a

continuum that spans ∼ 2 mag in B or V .

Even though SNe Ia are not perfect standard candles, they can be calibrated standard

candles (“standardizeable candles”). It has been established that the shape of the light

curve of SNe Ia is strongly correlated with their intrinsic luminosity (e.g. Jha et al. 2007;

Guy et al. 2010, and references therein). There have been many different methods of

standardizing SNe Ia. One of the simplest methods is using the Phillips Relation, an

empirical relationship between the decline in brightness over the first 15 days after peak,

∆m15 and the intrinsic luminosity. The Phillips Relation is shown in Figure 1.3 including

two outliers that will be discussed below and in Chapter 2. Several other methods have

been proposed including using more than one band for the Phillips Relation (Phillips et al.
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1999), light curve stretch (Perlmutter et al. 1997; Guy et al. 2007, 2010), and the Multi-color

light curve shape method (Riess et al. 1996; Jha et al. 2007). For each of these models, the

light curve shape is approximately described by a single parameter that can be then used

to infer the intrinsic luminosity of the SN. Using the inferred luminosities, SN Ia distances

are precise to ∼ 15% and have been used to measure the equation of state of dark energy

and the Hubble constant to very high precision (Filippenko 2005). However, large enough

samples are being collected such that the systematic uncertainties are beginning to dominate

the statistical uncertainties of SN Ia distances (Wood-Vasey et al. 2007; Kessler et al. 2009;

Conley et al. 2011). Adding more measurements to the Hubble Diagram no longer improves

our constraints on cosmology/dark energy.

Perhaps the most glaring theoretical uncertainty is in our fundamental understanding

of the SN event: what explodes, and how? While the basic picture of a “normal” SN Ia

as an accreting carbon-oxygen white dwarf that undergoes a thermonuclear runaway seems

secure, many questions remain, including the nature of the companion star (normal or

degenerate?), the composition of the accreting material (hydrogen or helium?), the mass at

which the explosion occurs (Chandra, sub-Chandra, or even super-Chandra?), and the way

the explosion proceeds (a deflagration to detonation transition?).

There has been extensive theoretical work on the explosion mechanism of SNe Ia. Orig-

inally, a pure detonation was examined, but if the explosion was completely supersonic (a

detonation) it would not match observations. A pure detonation would produce too much

iron, too much energy, and not enough intermediate mass elements (Arnett et al. 1971).

A pure deflagration (purely subsonic burning) model on the other hand does not produce

enough luminosity and predicts unburned material deep into the core of the ejecta which is

not observed at late times (Khokhlov 1991). One proposed solution is that the explosion be-

gins as a deflagration to account for the observed nucleosynthesis and light curves (Nomoto

et al. 1984), but then transitions to a detonation at some point during the explosion (a

delayed detonation model; (Khokhlov 1991)).
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Figure 1.3 Adpated from Phillips et al. (1999) courtesy of Jha, showing the Phillips Relation
that is used to standardize the intrinsic luminosities of SNe Ia. We include some of the
known outliers that will be the focus of Chapter 2.

Another approach is to study the diversity of SNe Ia, focusing on individual objects at

the extremes of the SN Ia luminosity continuum. On the bright, slow declining end of the

continuum the SNe look like the prototype SN 1991T, while on the fainter faster declining

side objects tend to look more like the prototype SN 1991bg (e.g. Phillips et al. 1999).

SN 1991T was originally classified as a peculiar SN and was brighter than most normal SNe

Ia by ∼ 0.5− 0.6 mag (Filippenko et al. 1992b). Near peak, the spectrum of SN 1991T did

not look like any other previously observed SN. The early-time spectra of SN 1991T did

not show almost any of the intermediate mass elements found in normal SNe Ia but were
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instead dominated by Fe II and Fe III transitions (Filippenko et al. 1992b). The presence

of the Fe III lines implied that the temperature of the ejecta for SN 1991T was higher than

for normal SNe Ia (Nugent et al. 1995). Within a few weeks after maximum, the spectral

shape changed dramatically and looked more like normal SNe Ia.

Late time observations of SN 1991T were used to understand why this object was dif-

ferent than normal SNe Ia. At late times, the photosphere recedes deep into the ejecta.

The spectra slowly transition from being dominated by intermediate mass elements to being

dominated by forbidden Fe and Co transitions as they enter the “nebular phase” (Axelrod

1980; Filippenko 1997). Using nebular phase spectra, it was shown that SN 1991T produced

more 56Fe than typical SNe Ia (Spyromilio et al. 1992). This also explained why SN 1991T

was brighter than normal SNe Ia, as the luminosity of SNe Ia is powered by the decay of

radioactive 56Ni (Arnett 1996).

The radioactive decay of 56Ni to 56Co to 56Fe, produces gamma rays and positrons that

thermalize the ejecta, which powers the light curve of SNe Ia (Axelrod 1980; Kuchner et al.

1994). The energy from the decay is distributed with ∼ 97% in gamma rays and ∼ 3% in

positrons (Sollerman et al. 2004). The decline rate is then related to the radioactive decay

rate. From radioactive decay we have the number of atoms remaining in the sample from

dN

dt
= −λN, (1.2)

and integrating we get

N(t) = N0e
−λt. (1.3)

λ is the decay rate and λ = ln 2
τ1/2

where τ1/2 is the half life. The luminosity is proportional

to the number of decays at any time so we can write

L ∝ dN

dt
∝ N ∝ e−λt (1.4)
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L = L0e
−λt (1.5)

Converting this to magnitudes we see that

M = −2.5 log10 L = −2.5(log10 L0 − λt log10 e), (1.6)

giving a decline rate

dM

dt
=

0.753

τ1/2
(1.7)

The half life of 56Co is τ1/2 = 77.7 days. Plugging this into (1.7) we see that the decline

rate due we expect from the radioactive decay of 56Co is 0.98 mag per 100 days (see Carroll

& Ostlie 2006). However, the assumes that all of the gamma rays are trapped; normal SNe

Ia decline faster than this rate likely because some of the gamma rays escape (Sollerman

et al. 2004).

At the other end of the continuum of SNe Ia is SN 1991bg (Nugent et al. 1995). SN

1991bg was an underluminous SNe Ia being ∼ 1.7 mag fainter in the V band and ∼ 2.6 mag

fainter in B band than a normal SNe Ia. SN 1991bg also declined faster than normal SNe Ia

by ∼ 0.01 mag per day (Filippenko et al. 1992a). SN 1991bg was much redder than normal

SNe Ia near peak. This was originally attributed to dust extinction. However as SN 1991bg

evolved, it became comparable if not bluer than normal SNe Ia making significant reddening

due to dust unlikely. Unlike SN 1991T, SN 1991bg showed pronounced spectral features

from intermediate mass elements, but with lower expansion velocities than normal SNe Ia.

The spectrum of SN 1991bg evolved very quickly entering its nebular phase earlier than

normal SN Ia (Filippenko et al. 1992a). SN 1991T and SN 1991bg are sometimes labeled

as peculiar, but for our purposes these form the extremes of “normal” SNe Ia.

While there are many observational and theoretical clues, we have not yet been able to

answer these questions about the progenitor system and explosion mechanism definitively,

even with extensive study of normal SNe Ia. An alternative avenue is to look at peculiar
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SNe that seem to be related to normal SNe Ia.

1.2.2 Some of These Are Not Like the Others

While many white dwarf explosions produce normal SNe Ia (by which we mean all objects

that fall on the Phillips Relation described above), other SNe are also consistent with being

produced by an explosion of a white dwarf. Our goal is to understand the differences

between normal SNe Ia and their “peculiar cousins” to give us a better picture of exploding

white dwarfs as a whole.

The diversity of thermonuclear supernovae is striking. This will be discussed further in

Chapter 2, but Figure 2.15 illustrates the range of ejecta masses and radioactive 56Ni masses

for a variety of white dwarf SNe. It includes the overluminous “super-Chandrasekhar”

candidates like SN 2007if which have derived ejecta masses well in excess of 1.4 M� (Scalzo

et al. 2010). On the other end of the luminosity scale we have SN 2005E, the prototype of

a subclass of fast-declining, calcium-rich SN; SN 2005E looked like a SN Ib, but was in the

halo of an early-type galaxy, favoring a white dwarf model (Perets et al. 2010). SN 2002bj

resembled a SN Ia, but had very strong helium and carbon features (Poznanski et al. 2010),

while SN 2002ic looked similar to normal SNe Ia, except with hydrogen (Hamuy et al. 2003)!

One example of a peculiar subclass of probable thermonuclear SNe are SN 2002cx-like

objects, which we have dubbed “SNe Iax” (Li et al. 2003; Jha et al. 2006a; Foley et al.

2013). This class currently has 25 identified members (Foley et al. 2013). These are weak

explosions, ∼ 1mag fainter than normal SNe Ia with similar light-curve shapes and ejecta

velocities ∼5,000 km s−1, half those of normal SNe Ia (10,000 km s−1), but otherwise similar

maximum light spectra (in fact, most closely resembling the slightly overluminous normal

SNe Ia like SN 1991T). Surprisingly, though these objects are strange, they are not rare,

occurring at a rate ∼5% (and possibly as high as ∼20%) of all SNe Ia in a volume limited

sample (Li et al. 2011; Foley et al. 2013). There is diversity even within the subclass; for

example, SN 2008ge was spectroscopically similar to SN 2002cx but had a luminosity that
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has higher resolution than the others, so we have analyzed it
separately.

3. ANALYSIS AND RESULTS

The late-time spectra of SN 2002cx, corrected to rest-frame
wavelengths (with cz ¼ 7184 km s"1 for the host galaxy, CGCG
044"035; Falco et al. 1999), are shown in Figure 1.5 Narrow, un-
resolved emission lines of H! and [O ii] k3727 from a super-
posed H ii region in the host galaxy are shown in light gray;
they have been excised in subsequent figures. The January 7 and

February 27 and 28 observations correspond to 227 and 277 days
past Bmaximum light in the SN rest frame (Li et al. 2003b). We
additionally show the latest SN 2002cx spectrum from the pre-
vious observing season, at an epoch of +56 days, presented by
Li et al. (2003b) and analyzed in more detail by Branch et al.
(2004a). For comparison we also display spectra of normal SNe
Ia at similar epochs, including SN 1998aq (+52 days) and SN
1998bu (+236 days) from our spectral database and SN 1990N
(+280 days) fromGómez&López (1998) via the online SUSPECT
database.6 We furthermore show our archive spectrum of the sub-
luminous SN 1999by (+182 days), which had an intrinsic peak
brightness similar to SN 2002cx but with a much faster declining
light curve and a very different early-time spectrum (Garnavich
et al. 2004).
Despite the clearly peculiar nature of SN 2002cx at early times

(Li et al. 2003b; Branch et al. 2004a), the +56 day spectrum does
not show gross differences compared to the normal SN 1998aq,
apart from lower expansion velocities in the lines. However, the
late-time spectra below appear very different from normal SN Ia
counterparts such as SN 1998bu and SN 1990N,whose flux in the
optical is dominated by broad, blended emission lines of [Fe ii]
and [Fe iii] (e.g., Ruiz-Lapuente et al. 1995;Mazzali et al. 1998).
Much of the high-frequency structure in the SN 2002cx obser-
vations is due to real features, and in general these narrow lines
do not correspond to resolved versions of the features seen in
SN 1998bu and SN 1990N.
The late-time SN 2002cx spectra do show a relatively broad

feature coincident with the strong [Fe iii] k4700 feature seen in
the SN 1998bu and SN 1990N spectra. However, unlike normal
SNe Ia whose spectra change dramatically between #2 and 8–
9 months past maximum (compare SN 1998aq with SN 1998bu
and SN 1990N in Fig. 1), the late-time spectra of SN 2002cx bear
a resemblance to its +56 day spectrum, as shown in Figure 2.
Over this wavelength range, the +227 day spectrum merely
shows more resolved lines with less blueshifted absorption. So,
rather than forbidden iron emission, the broad 4700 8 feature
seen at late times in SN 2002cx may be the same species as in the
+56 day spectrum, which can be modeled with P Cygni profiles

TABLE 1

Spectroscopic Observations of SN 2002cx

UT Date

Wavelength Range

(8)
Resolution

(8)
Exposure

(s)

P.A.

(deg)

Parallactic

(deg) Air Mass

Seeing

(arcsec)

2003 Jan 07.65................. 3300–9430 6 2 ; 900 153.0 132.2 1.06 1.0

2003 Feb 27.66................ 3160–9420 6 800 66.0 67.3 1.28 0.7

2003 Feb 28.63................ 3160–5770 6 2 ; 2200 240.0 242.6 1.18 0.8

2003 Feb 28.63................ 6260–7540 2 2 ; 2200 240.0 242.6 1.18 0.8

Fig. 1.—Optical spectra of SN 2002cx (blue) compared with normal SNe Ia
at similar epochs (SN 1998aq, SN 1998bu, and SN 1990N; black) and the sub-
luminous SN 1999by (violet). The spectra have been arbitrarily scaled and
shifted. Narrow emission lines from an H ii region superposed along the line of
sight to SN 2002cx are shown in light gray. The epochs listed correspond to SN
rest-frame days past B maximum light. The SN 1990N comparison spectrum is
fromGómez & López (1998), while we have observed SN 1998aq on 1998 June
18 and SN 1998bu on 1999 January 10 with the Lick Observatory 3 m Shane
telescope (+KAST) and SN 1999by on 1999 November 9 with Keck II (+LRIS).

5 Throughout this paper we employ a logarithmicwavelength axis to facilitate
comparison of line widths.

Fig. 2.—Comparison between the +56 day spectrum of SN 2002cx (black)
and the +227 day spectrum (blue).

6 See http://suspect.nhn.ou.edu /~suspect.

JHA ET AL.190

Figure 1.4 Figure from Jha et al. (2006a) showing the spectra of SN 2002cx compared to
normal SNe Ia at similar epochs.

was comparable to normal SN Ia (Foley et al. 2010b). SN 2008ha, on the other hand, was

an extreme member of this subclass, with even lower maximum light ejecta velocity (∼2,000

km s−1) and was ∼ 4 mag fainter than SN 2008ge (Foley et al. 2009; Valenti et al. 2009;

Foley et al. 2010a)!

Chapters 2 and 3 focus on studying a handful of prototypical SNe Iax, with the goal

of understanding them in the larger context of exploding white dwarfs. In Chapter 2, we
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study the late-time properties of SN 2008A and SN 2005hk, where SNe Iax deviate most

dramatically from all other types of SNe (McCully et al. 2013). In Chapter 3, we examine

pre-explosion images of NGC 1309, the host of SN 2012Z, the nearest (typical) SN Iax, in

hopes of detecting the progenitor system (McCully et al. submitted to Nature).

1.3 Gravitational Lensing

We now turn our attention to gravitational lensing. Einstein’s General Theory of Relativ-

ity interprets gravity as the curvature of spacetime; even light must follow this curvature

(e.g. Carroll 2004). If there is mass between the Earth and a distant astronomical source,

the curvature of spacetime can dramatically change what we observe: the source can be

magnified or sheared depending on the mass configuration of the lens and the physical con-

figuration of the source. If the mass in the lens is configured such that some of the light

that would normally just radiate away from us is bent back into our line of sight, we say

that the source is gravitationally “lensed”. The position and flux of the extra light can be

used to constrain the mass distribution of the lens whether this mass is normal luminous

matter or dark matter that we cannot actually see.

To illustrate gravitational lensing phenomena it is useful to consider an analogy. The

base of a wine glass has similar optical properties to a gravitational lens (Treu 2010, courtesy

of Phil Marshall). Different alignments between the source and the lens produce charac-

teristic patterns. If the source is directly behind the lens, it is possible to get a full ring,

referred to as an Einstein Ring (see Figure 1.6). If the source is slightly offset from the mass,

you could observe either two or four images that are skewed in a perpendicular direction to

the mass (Massey et al. 2010). The analogy of the wine glass best illustrates strong lensing

phenomena, but this is not the only flavor of gravitational lensing.

There are three main regimes of lensing: strong lensing, weak lensing, and flexion.

Generally, multiply imaged systems and Einstein Rings are classified as strong lensing. This

requires very good alignment between the source and the lensing matter, and is therefore
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Figure 1. Strong gravitational lensing around galaxy cluster
CL0024+17, demonstrating at least three layers projected onto a
single 2D image. The + shaped objects are nearby stars in our own
galaxy (the + created by optical effects in the telescope). The large
(yellow) elliptical galaxies are members of the cluster, all at a
similar redshift and gravitationally bound. Also amongst this group
of galaxies is a halo of invisible dark matter. The faint elongated
(blue) objects are much more distant galaxies, physically
unassociated with, and lying behind, the cluster. Gravitational
lensing has distorted their apparent images into a series of tangential
arcs centered on the foreground cluster. Figure credit:
NASA/ESA/M J Jee (John Hopkins University). (Colour online.)

square root of the projected mass inside it. If the background
source is slightly offset, or the lens has a complex shape, the
source can still appear in multiple locations, viewed from very
slightly different angles. Depending on the focussing of the
light path, each of these multiple images can be made brighter
(magnified) or fainter (demagnified), and the magnification is
greatest close to the ‘critical curve’ (the asymmetric equivalent
of an Einstein ring) [25]. Since light from opposite ends of an
extended source (e.g. a galaxy) is typically deflected by dif-
ferent amounts, the source appears distorted. Distant galaxies
intrinsically no different from any others appear as tangential
arcs around the lens or, if the lens mass is very concentrated,
a line radiating away from it [26]. Such ‘radial arcs’ are gen-
erally difficult to see because they are usually less magnified
and appear inside the Einstein radius, behind any light emitted
by the lens object itself. An example of strong gravitational
lensing around a massive galaxy cluster is shown in figure 1.

The first strong gravitational lens was discovered with the
Jodrell Bank MkIA radio telescope in 1979 [27]. Two quasars
were found 6 arcsec apart, with identical redshifts z = 1.41 and
detailed absorption spectra. A foreground z = 0.355 galaxy is
now known between them. Subsequent observational progress
has then been driven primarily by technological advance.
Photographic plates even on large telescopes and scanned
by computers gather light too inefficiently to capture optical
images of the distant (therefore faint) and thin lensed arcs.
Digital CCD cameras have far higher efficiency, and the first

image of a strongly lensed arc was obtained with the Canada–
France Hawaii telescope in galaxy cluster Abell 370 [28, 29],
and confirmed to be a single object at redshift z = 0.72
by optical spectroscopy [30]. Several more such giant arcs
were quickly identified in other galaxy clusters [31], and soon
the first sample of strong-lensing clusters was built [32] and
allowed for statistical study of giant arcs [33].

The launch of the Hubble Space Telescope (HST) then
revolutionized the field once again. Its unrivalled imaging
resolution helped distinguish a large number of arcs, arclets
and multiple images in many clusters. The first study using
the Wide-Field Planetary Camera (WFPC2) identified seven
strongly lensed objects behind the cluster Abell 2218 [34],
significantly more than had been found by using ground-
based telescopes. The Advanced Camera for Surveys (ACS)
provided a further step forward, with 20–30 strongly lensed
objects found in several of the most massive clusters [35]
and over 100 multiple images around Abell 1689 [36]. The
positions and shapes of the images can be used to reconstruct
the distribution of mass in the lens. The magnification effect
boosts the observed fluxes of background objects, so that
a strong-lensing cluster can also be used as a gravitational
telescope to see—and even resolve—fainter or more distant
objects than otherwise possible [37].

The detection of strong-lensing events on galaxy scales
also enabled constraints on cosmological parameters using
large statistical samples. Throughout the 1990s, the Cosmic
Lens All-Sky Survey (CLASS, [38]) searched for gravitation-
ally lensed compact radio sources using imaging from the Very
Large Array (VLA). Out of ∼16 500 radio sources, they found
22 lens systems. The statistical properties of these lensed sys-
tems constrained cosmological parameters [39] and measure-
ments of their time delays constrained Hubble’s constant [40].
More recently, systematic homogeneous surveys such as the
Sloan Digital Sky Survey (SDSS) have provided even larger
samples of strong-lensing galaxies. The SDSS Quasar Lens
Search (SQLS, [41]) spectroscopically found 53 lensing galax-
ies and tightened constraints on cosmological parameters [42]
by ingeniously looking for the signature of two objects at dif-
ferent redshifts. Finally, the Sloan Lens ACS (SLACS, [43])
Survey combined the massive data volume of SDSS with the
high resolution imaging capability of ACS to identify and then
follow up 131 galaxy–galaxy lensing systems [44], measur-
ing the average dark matter fraction and dark matter density
profiles within galaxies [45].

2.2. Microlensing

Most distant astronomical observations are static on the scale
of a human lifetime but, as in the case of the 1919 eclipse,
an exception is provided by any relative motion between a
source and a gravitational lens. The line of sight to a star
along which a foreground mass would induce gravitational
lensing represents a tiny volume of space. Panoramic imaging
cameras now make it possible to monitor the lines of sight to
many millions of stars, and any object traversing any of those
small volumes can temporarily brighten it for days or weeks.
Indeed, ‘pixel lensing’ of even unresolved stars can still detect

3

Figure 1.5 Strong gravitational lensing around galaxy cluster CL0024+17. The large yellow
elliptical galaxies are members of the cluster, all at a similar redshift, and gravitationally
bound inside a large dark matter halo. The faint elongated blue objects are much more
distant galaxies, physically unassociated with, and lying behind, the cluster. Gravitational
lensing has distorted their apparent images into a series of tangential arcs centered on the
foreground cluster. Figure from Massey et al. (2010).

rare. Strong lensing is found near high concentrations of mass, generally near the cores of

galaxies or galaxy clusters (Massey et al. 2010).

Weak lensing is on the opposite end of the gravitational lensing spectrum. Weak lensing

measurements use the shapes of galaxies: weakly lensed galaxies are stretched perpendicu-

larly to the mass in the lens. Typically, the distortion of any individual weakly lensed galaxy
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Figure 3
Optical analogy to illustrate the gravitational lensing phenomenon. The optical properties of the stem of a
wineglass are similar to those of a typical galaxy-scale lens. Viewed through a wineglass, a background
compact source such as (a) a distant candle can reproduce (b) the quad, (c) Einstein ring, and (d ) double
configurations observed in gravitational lensing, as shown in Figure 2. Image courtesy of P. Marshall.

Convergence:
Dimensionless
projected surface-mass
density in units of the
critical density

Shear: dimensionless
quantity that describes
the local distortion of
lensed images

Einstein radius:
characteristic scale of
strong lensing; for a
circular deflector it
corresponds to the
radius within which
〈κ〉 = 1

and describes the local isotropic magnification of a source (determined by the convergence κ

defined above) and its distortion (shear components γ 1, and γ 2).
In the limit of a point source, the local magnification µ is given by the determinant of the

magnification tensor,

µ = 1
(1 − κ)2 − γ 2

1 − γ 2
2

. (5)

For extended sources, the observed magnification depends on the surface brightness distribution
of the source as well as on the magnification matrix.

When the determinant of the inverse magnification matrix vanishes, the magnification becomes
formally infinite. The loci of formally infinite magnification in the image plane are called critical
lines. The corresponding loci in the source plane are called caustics. Compact sources located
close to a caustic can be magnified by very large factors up to almost two orders of magnitude
(Stark et al. 2008), although the total observed flux is always finite for astrophysical sources of
finite angular size.

It is convenient to define the Einstein radius. For a circular deflector it is the radius of the
region inside where the average surface-mass density equals the critical density. A point source
perfectly aligned with the center of a circular mass distribution is lensed into a circle of radius
equal to the Einstein radius, the so-called Einstein ring (see Figure 2). The size of the Einstein
radius depends on the enclosed mass as well as on the redshifts of deflector and source. The
definition of Einstein radius needs to be modified for noncircular deflectors (Kormann, Schneider
& Bartelmann 1994). Once appropriately defined, the Einstein radius is a most useful quantity to
express the lensing strength of an object, and it is usually very robustly determined via strong lens
models (e.g., Schneider, Kochanek & Wambsganss 2006). As a consequence, the mass enclosed
in the cylinder of radius equal to the Einstein radius can be measured to within 1–2%, including
all random and systematic uncertainties.
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Figure 1.6 Images of a candle flame seen through a wine glass illustrating the common
gravitational lensing configurations. The top left shows the unlensed source. The top right
shows a four image configuration. The bottom right shows a two image configuration, and
the bottom left shows a full ring (called and Einstein Ring in gravitational lensing) looking
directly down the stem of the wine glass. Figure from Treu (2010) courtesy of Phil Marshall.

is much smaller than the intrinsic shape variation between galaxies and therefore can only

be measured for statistically from a large sample of background galaxies. It is necessary

in practice to measure the shear for ∼ 100 galaxies to get a signal to noise ratio of order

unity for the mass reconstruction; in practice weak lensing analyses use tens or hundreds

of thousands of galaxies to build mass models. The sheer number of galaxies needed limits

the feasibility of weak lensing measurements: extended lenses with large Einstein Radii are

generally used so that there are enough background galaxies to make meaningful claims

about the mass reconstruction for individual objects. This typically limits the use of weak

lensing measurements to galaxy clusters (Massey et al. 2010). Weak lensing studies of the
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Figure 3. The various regimes of gravitational lensing image distortion. Along typical lines of sight through the Universe, an intrinsically
circular source is distorted into an ellipse by weak lensing shear. The resulting axis ratio is typically only ∼2% and has been exaggerated in
this figure for illustration. Nearer concentrations of mass, the distortion begins to introduce flexion curvature. Along lines of sight passing
near the most massive galaxies of clusters of galaxies, and through the most curved space–time, strong gravitational lensing produces
multiple imaging and giant arcs.

galaxies and the relative production of bright stars versus faint
stars.

As shown in figure 4, the conversion of stars into baryons
is most efficient today in galaxies of a characteristic mass
of 1011–1012 M" [76–78]. This scale has generally grown
over cosmic history, although evidence is also emerging for
‘cosmic downsizing’, by which activity may be shifting back
to less massive structures [79, 80]. Either side of this scale,
star formation is quenched by astrophysical effects, and the
amount of total mass needed to support a given luminosity
increases [81–84]. Even slightly smaller !1010 M" dark
matter haloes form very few stars, because their shallow
gravitational potential cannot gather a sufficient density of
baryons that are being continually re-heated by a background
of photoionizing radiation from distant stars and quasars
[85, 86] or kept from being stirred and expelled by winds and
supernova explosions in any first stars [76]. The situation is less
clear in more massive haloes, although outflows from central
supermassive black holes certainly contribute to an inability of
baryons to cool and condense into sufficiently dense regions
to then collapse into stars [87].

3.2. Amount of dark matter in groups and clusters of galaxies

Larger structures have grown through the gradual merger of
small structures—which deepened the gravitational potential
well, and accelerated the accretion of more mass into runaway
collapse. According to the Sheth–Tormen/elliptical collapse
model of structure formation [92], 10% of the total mass at the
present day is contained within galaxy clusters over 1014 M"
and another 15% within galaxy groups down to 1012 M"

3.
This non-linear density enhancement exaggerated the dynamic
range of mass fluctuations from the early Universe, which
began with a Gaussian distribution to a high level of accuracy.

3 To include half of the mass, it is necessary to consider haloes of 1010 M",
and 20% of mass has yet to find its way into a bound halo at all. This is much
less than in the older Press–Schechter/spherical collapse model [93], in which
50% of mass was thought to be in groups and clusters.

The most massive clusters today are very rare and, since only
slightly less dense initial fluctuations grew more slowly, the
present number of haloes of a given mass forms a steep ‘mass
function’ N(M), shown in figure 4. This steepness means that
the growth of clusters over time, N(M, z), is very sensitive to
the collapse process, including the nature of gravity [94, 95]
as well as the amount and physics of dark matter [104].
Conveniently, the dense concentrations of mass also create the
strongest gravitational lensing signal.

Galaxy groups and clusters can be found directly via
gravitational lensing surveys [105, 106]. Clusters sufficiently
massive to produce strong lensing are generally already known
because of the corresponding overdensity of galaxies, although
the detection criterion for lensing is a cleaner function of mass.
Weak lensing cluster surveys are advancing even more rapidly.
Several hundred cluster candidates have now been found in
weak lensing mass maps from the Canada–France–Hawaii
telescope [107] and the Subaru telescope [108]. Follow-
up spectroscopy [109] has identified the baryonic component
of around 60% of these, yielding the redshifts required to
place the clusters in the N(M, z) plane shown in figure 5,
calibrate their mass through the geometrical distance to the
background galaxies, and also to rule out false detections due
to the chance alignment of multiple small structures along one
line of sight [110]. The remaining ∼40% of candidates are
possibly chance alignments of unrelated small structures or
the random orientation of aspherical haloes along the line of
sight. Such effects must be carefully considered in lensing
surveys, which are sensitive to the total integrated mass along
a line of sight [111, 112]. Multicolour imaging is also needed
to properly identify a clean sample of source galaxies behind
the cluster. Galaxies inside or in front of the cluster are not
lensed by it, and a study of the nearby Coma cluster [113]
also shows that member galaxies may even be radially aligned
within it, so they will dilute the signal if they are misidentified
and accidentally included [114].

Gravitational lensing cluster surveys are clean but costly,
since it is necessary to find and resolve galaxies more distant

6

Figure 1.7 This figure illustrates the signatures of the different lensing regimes. The bottom
panels list where each of these lensing regimes are most commonly studied. Figure from
Massey et al. (2010).

Bullet Cluster led to some of the most compelling evidence for the existence of dark matter

(Clowe et al. 2006). Cosmic shear studies, on the other hand, build up their statistics by

surveying a large area on the sky, but these measurements probe large scale structure rather

than individual objects (e.g., Munshi et al. 2008).

Flexion is in between the strong lensing and weak lensing regimes. Flexion measurements

still rely on shape variations like weak lensing, but the distortion for a given galaxy is

much greater requiring fewer galaxies for statistics. Flexion is dominant in the outskirts of

galaxy halos. In principle, the flexion also captures different information than weak lensing

inasmuch that weak lensing probes the second derivative of the lens potential, while the

flexion is sensitive to the first derivative. Flexion is the youngest field of these three lensing

regimes (Massey et al. 2010).

All three of these three regimes are described formally by the same mathematics. Grav-

itational lensing in general can be described by a generalized Fermat’s principle. The excess

light travel time is given by

t =
DdDs(1 + zi)

cDds

[
1

2
|θ − β|2 − φ(θ)

]
. (1.8)
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Figure 1
Sketch of the
gravitational lensing
geometry, courtesy of
B.J. Brewer.

section. For a given population of deflectors, the optical depth is the fraction of the sky where
distant sources appear to be multiply imaged.

The Jacobian of the transformation from the image to the source plane gives the inverse
magnification tensor, which can be written as

∂β

∂θ
= δi j − ∂2ψ

∂θi∂θ j
=

(
1 − κ − γ1 −γ2

−γ2 1 − κ + γ1

)

, (4)

a b

c d

Figure 2
Examples of the most common configurations of galaxy-scale gravitational lens systems. (a) A background
source can produce four visible images—(b) a “quad,” (c) an (incomplete) Einstein ring, or (d ) two visible
images (a “double”)—depending on the ellipticity of the projected mass distribution of the deflector and on
the relative alignment between source and deflector. (Data from Moustakas et al. 2007, image courtesy of
P. Marshall).
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Figure 1.8 Schematic of typical lensing geometry and definitions of variables that will be
used throughout this work. Figure from Treu (2010).

Dd, Ds, and Dds are the angular diameter distances between the observer and the lens (or

deflector), the observer and the source, and the lens (deflector) and the source respectively

(Treu 2010). φ is the lensing potential which satisfies the two dimensional Poisson equation

∇2φ = 2κ, (1.9)

where κ is the convergence, the projected surface mass density of the lens in terms of critical

surface mass density Σc = c2Ds/(4πDdDds) (Treu 2010). The two terms in the brackets of

Eq. (1.8) are due to different effects on the light arrival time (e.g. Refsdal 1964). The first

is light travel time: light bent by different amounts must travel a different distance giving

different arrival times for each of the images. The second effect is the relativistic Shapiro

Delay: time dilation from the gravitational potential changes the arrival time of a photon

to an observer on Earth. The combination of effects leads to an offset in the arrival times

of each of the images (Massey et al. 2010; Treu 2010).

From Fermat’s principle, images form at extrema of the time-delay surface, defined by
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Eq. (1.8), giving the lens equation

β = θ −∇φ = θ −α. (1.10)

If there are multiple solutions to lensing equation, we observe multiple images of the back-

ground source with time delays derived from Eq. (1.8) (Treu 2010).

We can write the Jacobian of the transformation between the source and the observed

image as

∂β

∂θ
= δij −

∂2φ

∂θi∂θj
=

 1− κ− γ1 −γ2

−γ2 1− κ+ γ1

 (1.11)

where κ is the convergence as was defined above, while γ1 and γ2 are the cartesian coordi-

nates of the shear (Treu 2010). The magnification of the image is given by the inverse of

the determinant of the Jacobian matrix

µ =
1

(1− κ)2 − γ2
1 − γ2

2

. (1.12)

Typically, the shear and convergence as described above are functions of position in the

image plane.

Given the mass distribution of the lens, we can calculate the positions, fluxes, and time

delays of the images (Massey et al. 2010). However, we want to go the other direction: we

observe the positions, fluxes, and time delays of a multiply imaged background source and

want to calculate the mass distribution of the lens. The most straightforward way to convert

the lensing observables to the physical parameters of the lens is to use the Einstein radius.

The Einstein radius is defined as the region inside which the average surface mass density of

a circular lens mass distribution is equal to the critical surface mass density defined above

(Treu 2010). Given the lens and source redshifts, the size of the Einstein radius directly
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yields the enclosed mass. For illustration, the Einstein radius of a point mass is given by

ΘE =

√
4GM

c2

Dds

DdDs
. (1.13)

Another commonly assumed mass profile is a “isothermal sphere” with a three dimensional

mass density given by

ρ =
σ2

2πGr2
(1.14)

and the Einstein radius in angular distance, given by

ΘE = 4π
(σ
c

)2 Dds

Ds
. (1.15)

The Einstein radius also sets the characteristic length scale for the lensing system and

separates the strong lensing regime into smaller subcategories. For large Einstein radii,

such as for galaxies and galaxy clusters, the lensing events are classified in the macrolensing

category. Dwarf galaxies tend to have Einstein radii of about one milliarcsecond giving

its name to the millilensing regime. Stars have even smaller Einstein radii of about one

microarcsecond referred to as microlensing. Even when there are not multiple images of a

source, we can still learn valuable information about the mass distribution of the lens.

In strong lensing systems, the principal lensing constraints on the mass density profile

(e.g. the scale radius of an NFW halo) come from the relative positions and fluxes of

multiply-imaged arclets. One challenge is that relative positions and magnification ratios

and are subject to the “mass sheet degeneracy” (Falco et al. 1985): these constraints are

not sensitive to the absolute density and therefore total mass of the lens. The radial

profile of the mass distribution is also sensitive to the mass sheet degeneracy, (the radial

profile degeneracy; Schneider & Sluse 2013). The mass sheet degeneracy is one of the key

uncertainties of lensing mass reconstructions (e.g. Treu 2010; Schneider & Sluse 2013).

Gravitational lens time delays (Refsdal 1964) can be used to constrain the expansion



20

3

III. COSMOLOGICAL LEVERAGE

Another interesting property of the time delay probe
is that its useful and unusual correlation properties oc-
cur at low redshift, for zl = 0–0.6. Detailed observa-
tions of lensing systems will be easier there, where the
lens galaxy and source images will not be as faint as at
higher redshift. We therefore take as our baseline a sur-
vey producing time delay measurements at zl = 0.1–0.6
(there is relatively little volume for lensing systems below
zl = 0.1), and then study variations of this. For simplic-
ity we fix zs = 2zl; although there will be a distribution
of source redshifts this has little impact on the cosmology
estimation (see, e.g., §5.5 of [7]) and we have explicitly
checked that using instead zs = 4zl affects the dark en-
ergy figure of merit (uncertainty area) result by less than
1%. In most of this section we assume a spatially flat
universe, studying the effect of an additional parameter
for curvature in Section III B.

A. Cosmological Parameter Constraints

To the time delay measurements we add supernova dis-
tance (SN) and CMB information and carry out a Fisher
matrix analysis to estimate the cosmological parameter
constraints. For the supernovae, we take a mid term
sample reasonable for the next five years, consisting of
150 SN at z = 0.03–0.1 from the Nearby Supernova Fac-
tory [16], 100 SN per 0.1 bin in redshift from z = 0.1–1
as from the Dark Energy Survey (DES: [17]) with fol-
low up spectroscopy, and 42 SN between z = 1–1.7 as
from Hubble Space Telescope observations such as the
CLASH [18] and CANDELS [19] surveys. This seems like
a reasonable estimate for a mid term, well characterized
supernova sample. Each supernova is given a 0.15 mag
(7% in distance) statistical uncertainty and each redshift
bin of 0.1 has a systematic floor at dmsys = 0.02 (1 + z)
added in quadrature to the statistical error. Thus the
supernova sample is systematics limited out to z = 1.
For CMB data, we take Planck quality information con-
sisting of determination of the geometric shift parame-
ter R to 0.2% and the physical matter density Ωmh2 to
0.9%, roughly corresponding to constraints from the lo-
cation and amplitude, respectively, of the temperature
power spectrum acoustic peaks. The parameter set is
{Ωm, w0, wa, h, M}, where M is the convolution of the
supernova absolute luminosity and the Hubble constant.

Current measurements can deliver the time delay
probe T to ∼ 5% for a lensing system, dominated by
systematic uncertainties for individual systems. With a
survey designed to find many strong lensing images and
characterize them accurately, it may be possible to con-
sider 1% measurements of T in each redshift bin of 0.1
from z = 0.1–0.6. This can be thought of as either 25
strong lenses per bin (150 total), or fewer lenses with bet-
ter accuracy than 5% per system from a survey designed
to gather data needed to control systematics, or a com-

bination of the two. We discuss the survey requirements
in Section IV.

Figure 2 shows the dramatic improvement in the dark
energy equation of state parameters (marginalized over
the other parameters) when adding the time delay probes
of 1% accuracy over z = 0.1–0.6. The area of the er-
ror contour in w0–wa tightens by a factor 4.8 over that
from SN+CMB alone. All the cosmological parameters
are better determined by factors of 2.6–3.1. Time delays
therefore have great complementarity with the supernova
and CMB probes, and such a strong lensing survey would
be highly valuable scientifically.

FIG. 2. 68% confidence level constraints on the dark en-
ergy equation of state parameters w0 and wa using mid term
supernova distances and CMB information, and with (solid
curve) or without (dashed curve) time delay measurements.
The time delay probe demonstrates strong complementarity,
tightening the area of uncertainty by a factor 4.8.

The absolute level of the constraints with time delays is
impressive as well. The Hubble constant is determined to
0.0051, or 0.7%; the matter density Ωm to 0.0044 (1.6%),
and the present value of the dark energy equation of state
w0 to 0.077 and its time variation wa to 0.26. While
falling short of the results from a space survey of su-
pernovae (with CMB), such a mid term program could
deliver important insights into the nature of cosmic ac-
celeration and the cosmological model.

The baseline time delay sample adopted seems plausi-
ble, but let us consider variations to see how the cosmo-
logical constraints depend on the survey characteristics.
It may be difficult to find enough strong lens systems
at the lowest redshifts, due to the limited volume. Note
however that the SLACS survey has been successful in
detecting lenses [20], if not necessarily measuring time

Figure 1.9 Figure from Linder (2011). 68% confidence level constraints on the dark energy
equation of state parameters w0 and wa using LSST supernova distances and CMB infor-
mation, and with (solid curve) or without (dashed curve) time delay measurements. The
time delay probe demonstrates strong complementarity, increasing the figure of merit by
a factor 4.8. This analysis was done using quasars, but we should be able to have similar
constraints from fewer SNe with higher quality time delays.

history of the universe, and therefore the Hubble Constant and dark energy (Treu et al.

2013). In strong lenses that have multiple images, the light travel time for each image can

be slightly different due to differing path lengths and gravitational potentials as discussed

above. The time delay can be used to convert angles measured on the sky into a physical

angular diameter distance, the “time-delay distance”(Suyu 2012). By taking ratios of time-

delay distances from a range of redshifts, it is possible to constrain cosmological parameters

that depend on the expansion history of the universe like the flatness of the universe as

characterized by Ωk and the equation of state parameter of dark energy, w (Treu et al. 2013).

The constraints on the Hubble Constant and extending to dark energy are complementary

to the luminosity distance that is measured by SNe Ia, as shown in Figure 1.9.

Like SNe Ia distances, we are no longer limited by observations, but are instead limited

by theoretical uncertainties. Keeton et al. (1997) found that no quad-image system was

fit without adding an external shear and that the required shear values were an order of
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magnitude larger than what had been expected (10%-15% instead of 1%-1.5%). These

results suggest that treating the lens galaxy as an isolated system is not necessarily a good

approximation. It was soon observed that a number of lens galaxies are in groups (e.g. MG

0751+2716, PG 1115+080, B1422+231, and B1608+656; Tonry & Kochanek 1999; Kundic

et al. 1997a,b; Tonry 1998; Fassnacht et al. 2006), and several others are in clusters (e.g. RX

J0911+0551, Q0957+561, HST 14113+5221, and MG 2016+112; Kneib et al. 2000; Young

et al. 1981; Fischer et al. 1998; Soucail et al. 2001). At least some of the external shear for

these systems is due to their environment (e.g. Keeton et al. 2000). Keeton & Zabludoff

(2004) showed that not only will the overall group/cluster have a significant effects, but

that individual group galaxies cannot be ignored when modeling the lens. Momcheva et al.

(2006) extended this argument to show that we need to account for not only galaxies that

are physically associated with the lens, but also interloping mass at different redshifts along

the line of sight (LOS; Bayliss et al. 2014 showed this is also true from cluster-scale lenses).

These environment/LOS effects are now one of the largest components of the uncer-

tainty budget for measuring the Hubble Constant using gravitational time delays (Suyu

2012). There are a variety of methods to try to account for LOS/environment effects. One

possibility is to calibrate these effects by ray tracing through simulations (e.g. Suyu et al.

2013). However, fully exploring the parameter space can take months of CPU time and

significant amounts of human interaction (Treu et al. 2013).

In our work with Ann Zabludoff and Ken Wong, we have taken a different approach

to modeling LOS effects on gravitational lensing: we use photometric and spectroscopic

observations of the field to build mass models that are calibrated with empirical relationships

like Faber-Jackson (Wong et al. 2011). We have designed a new framework to model the

LOS effects of gravitational lensing (McCully et al. 2014), presented in Chapter 4. We

adopt a hybrid approach; balancing accuracy treating a few perturbing galaxies exactly,

with efficiency by treating the rest of the galaxies using the weak lensing approximation.
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In Chapter 5, using realistic mock data, we test the robustness of our framework, check-

ing when the weak lensing approximation is valid. We show that LOS effects are not equiv-

alent to a single shear, but these non-linear effects are correctly captured by our framework.

Our new methodology can reproduce the fitted lens quantities, including H0, with precision

that is limited only by the measurement errors of the lensed images without any significant

bias. We are currently the only group doing full 3-d lensing calculations for real beams,

which include hundreds of galaxies.
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Chapter 2

Hubble Space Telescope and Ground-Based Observations of

the Type Iax Supernovae SN 2005hk and SN 2008A

Abstract

We present Hubble Space Telescope (HST) and ground-based optical and near-infrared ob-

servations of SN 2005hk and SN 2008A, typical members of the Type Iax class of supernovae

(SNe). Here we focus on late-time observations, where these objects deviate most dramat-

ically from all other SN types. Instead of the dominant nebular emission lines that are

observed in other SNe at late phases, spectra of SNe 2005hk and 2008A show lines of Fe II,

Ca II, and Fe I more than a year past maximum light, along with narrow [Fe II] and [Ca II]

emission. We use spectral features to constrain the temperature and density of the ejecta,

and find high densities at late times, with ne & 109 cm−3. Such high densities should

yield enhanced cooling of the ejecta, making these objects good candidates to observe the

expected “infrared catastrophe,” a generic feature of SN Ia models. However, our HST pho-

tometry of SN 2008A does not match the predictions of an infrared catastrophe. Moreover,

our HST observations rule out a “complete deflagration” that fully disrupts the white dwarf

for these peculiar SNe, showing no evidence for unburned material at late times. Deflagra-

tion explosion models that leave behind a bound remnant can match some of the observed

properties of SNe Iax, but no published model is consistent with all of our observations of

SNe 2005hk and 2008A.
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2.1 Introduction

The use of Type Ia supernovae (SNe Ia) as distance indicators has revolutionized cosmology

with the discovery that the expansion of the Universe is currently accelerating, probably

driven by dark energy (Riess et al. 1998; Perlmutter et al. 1999). Sufficiently large samples

have now been collected such that systematic uncertainties are beginning to dominate the

statistical uncertainties in SN Ia distances (e.g., Wood-Vasey et al. 2007; Kessler et al.

2009; Conley et al. 2011). Perhaps one of the most fundamental systematic uncertainties

stems from the lack of detailed understanding of SN Ia progenitor systems and explosion

mechanism. Though exploding white dwarfs typically produce normal SNe Ia (by which

we include all objects that fall on the one-parameter family correlating luminosity with

light-curve width; Phillips 1993), we are amassing growing evidence that other SNe are

also consistent with a white dwarf origin. Understanding what makes these thermonuclear

explosions different can shed light on both normal SNe Ia and more general outcomes of

stellar evolution.

SN 2002cx was labeled “the most peculiar known SN Ia” by Li et al. (2003); see also

Filippenko (2003). While SN 2002cx was peculiar, it is not unique. SN 2002cx is the

prototype for the largest class of peculiar SNe, which we have dubbed “Type Iax” supernovae

(for a full description of this class, see Foley et al. 2013). These are weak explosions with

luminosities that can fall more than a magnitude below the Phillips relation for normal

SNe Ia with similar decline rate, and they have ejecta velocities roughly half those of

normal SNe Ia (Jha et al. 2006a). Still, near peak brightness, SNe Iax are similar to

SNe Ia in the general characteristics of their light curves and spectral features. However,

the late-time properties of SNe Iax are unmatched by any other previously discovered SN

class. Instead of entering a nebular phase dominated by broad forbidden lines of iron-

peak elements, the spectrum of SN 2002cx at ∼250 days past maximum brightness1 was

dominated by permitted Fe II, with very low expansion velocities ∼700 km s−1, much lower

1Throughout this paper, SN phases are given in rest-frame days past B-band maximum light.
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than ever observed in normal SNe Ia (Jha et al. 2006a). In addition, the late-time spectrum

of SN 2002cx showed hints of low-velocity O I, also unprecedented in SNe Ia, and perhaps

an indication of unburned material in the inner regions of the white dwarf.

A variety of models have been proposed to explain the origins of SNe Iax. Branch et al.

(2004) and Jha et al. (2006a) suggested that these objects might be explained by pure

deflagration models. These models do not explain normal SNe Ia well: a pure deflagration

model typically produces much less nickel than is required for the luminosity of a normal

SN Ia (Gamezo et al. 2004). Moreover, the highly turbulent and convoluted thermonuclear

burning front in these models yields clumpy, well-mixed ejecta, with unburned material,

partially burned material, and fully burned (to the iron peak) material at all layers (Röpke

2008), and this mixing is not observed in normal SNe Ia (Gamezo et al. 2004). One of the

strongest constraints for a pure-deflagration model is the prediction of unburned material

(carbon and oxygen) in the innermost layers, which should be easily detectable in late-time

spectra and yet has never been observed in normal SNe Ia (Gamezo et al. 2004).

The problems with the pure deflagration model for normal SNe Ia may become strengths

for SNe Iax (Jha et al. 2006a). The low production of nickel and the low luminosity are key

traits of SNe Iax. Large amounts of mixing of partially burned, fully burned, and possibly

unburned material are observed in all layers of the ejecta. The clumpiness predicted by

the pure deflagration model could explain the high densities seen at late times (Jha et al.

2006a; Phillips et al. 2007). In SN 2002cx, there was a tentative detection of O I λ7774

(Jha et al. 2006a) and a hint of the line in SN 2005hk, a prototypical SN Iax (Phillips et al.

2007; Stanishev et al. 2007b; Sahu et al. 2008). However, “complete deflagration” models

that fully unbind the white dwarf do not predict the high densities at late times seen in

SNe Iax, and therefore suggest that oxygen in the inner layers should be revealed by [O I]

λλ6300, 6363 emission (Kozma et al. 2005).

More recently, Jordan et al. (2012) find that if a detonation is not triggered, the explosion

is often not powerful enough to unbind the star, leading to the low luminosities and ejecta
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velocities like those found in SNe Iax. Kromer et al. (2013) also study the three-dimensional

deflagration of a Chandrasekhar-mass white dwarf. Using radiative transfer models, they

find that they can reproduce the luminosity, the early-time light curve, and the early-time

spectra of SN 2005hk. Similarly, one of the key features of their explosion simulation is a

bound remnant.

The discovery of SN 2008ha sparked controversy about the nature of these peculiar SNe.

SN 2008ha was spectroscopically a SN Iax, but it was the most extreme member to date

(Foley et al. 2009; Valenti et al. 2009), with maximum-light expansion velocities of just

∼2000 km s−1, less than half that of even typical SNe Iax. In addition, SN 2008ha was

3 mag fainter than SN 2002cx, with a much more rapid light-curve decline rate. Based

on the energetics, and the spectral similarity of SN 2008ha to SN 1997D at late times,

Valenti et al. (2009) argued that SN 2008ha was actually a core-collapse SN, rather than a

thermonuclear one. Indeed, Moriya et al. (2010) were able to recreate the kinetic energy of

SN 2008ha in a core-collapse simulation with large amounts of fallback onto a newly formed

black hole (Foley et al. 2009; Valenti et al. 2009). If this model holds for SN 2008ha, Valenti

et al. (2009) argued by extension that all SNe Iax might actually be core-collapse SNe.

Further support for this idea comes from the fact that, like SN 2008ha, SNe Iax are found

almost exclusively in late-type galaxies, similar to core-collapse SNe (Jha et al. 2006a; Foley

et al. 2009, 2013). Using Hα maps of a sample of host galaxies of SNe Iax, Lyman et al.

(2013) find a statistical association with star forming regions similar to that of SNe IIP. The

two objects we focus on in this work, SN 2005hk and SN 2008A, are both in star-forming

galaxies, but there is no evidence for star formation at the location of either object (Lyman

et al. 2013).

Foley et al. (2010a) published a new set of spectra from earlier epochs of SN 2008ha

showing strong evidence for both Si II and S II at maximum light. While some core-

collapse SNe do show weak Si II lines, the sulfur lines are usually considered hallmarks of

thermonuclear burning in a C/O white dwarf (Sulfur may also be present in the ejecta of
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Table 2.1. Ground-based optical photometry of SN 2005hk from the SDSS-II SN Survey

Date MJD Phase u g r i z
(UT) (days) (days) (mag) (mag) (mag) (mag) (mag)

2005 10 28 53671.34 −12 18.586(0.036) 18.733(0.012) 18.954(0.019) 19.284(0.027) 19.604(0.104)
2005 10 31 53674.24 −9 17.018(0.031) 16.977(0.012) 17.097(0.006) 17.348(0.009) 17.570(0.018)
2005 11 02 53676.33 −7 16.649(0.031) 16.511(0.004) 16.592(0.004) 16.807(0.005) 17.010(0.011)
2005 11 05 53679.30 −4 16.409(0.031) 16.046(0.009) 16.148(0.009) 16.393(0.015) 16.570(0.014)
2005 11 07 53681.29 −2 16.400(0.031) 15.903(0.004) 15.977(0.003) 16.214(0.005) 16.343(0.009)
2005 11 11 53685.25 +1 16.524(0.031) 15.777(0.018) 15.743(0.015) 16.003(0.015) 16.120(0.010)
2005 11 23 53697.25 +12 18.423(0.031) 16.778(0.015) 15.810(0.006) 15.820(0.006) 15.917(0.016)
2005 11 26 53700.25 +15 18.991(0.038) 17.125(0.022) 15.988(0.013) 15.888(0.014) 15.967(0.018)
2005 12 01 53705.23 +20 19.637(0.050) 17.625(0.013) 16.307(0.003) 16.170(0.008) 16.190(0.009)

2006 08 28 53975.32 +287 · · · 21.812(0.069) 20.840(0.042) 20.375(0.039) 20.327(0.149)
2006 09 12 53990.34 +302 · · · 22.051(0.218) 21.194(0.097) 20.506(0.064) 20.826(0.270)
2006 09 16 53994.35 +306 · · · 22.242(0.103) 21.121(0.062) 20.528(0.044) 20.666(0.192)
2006 09 18 53996.33 +308 · · · 22.260(0.127) 21.205(0.064) 20.650(0.062) 20.900(0.301)
2006 09 20 53998.30 +310 · · · 22.370(0.113) 21.206(0.051) 20.660(0.049) 20.873(0.211)
2006 09 27 54005.33 +317 · · · 22.299(0.093) 21.251(0.049) 20.674(0.042) 20.695(0.162)
2006 09 30 54008.29 +320 · · · 22.439(0.120) 21.198(0.066) 20.806(0.057) 20.856(0.220)
2006 10 02 54010.28 +322 · · · 22.441(0.184) 21.225(0.065) 20.723(0.055) 20.615(0.151)
2006 10 04 54012.28 +324 · · · 22.270(0.315) 21.321(0.157) 20.677(0.070) 20.680(0.207)
2006 10 12 54020.28 +332 · · · 22.646(0.288) 21.371(0.100) 20.800(0.077) 20.974(0.318)
2006 10 16 54024.36 +336 · · · · · · 21.360(0.098) 21.000(0.092) · · ·
2006 10 22 54030.28 +342 · · · 22.533(0.112) 21.466(0.063) 21.017(0.057) 21.230(0.269)

Note. — 1σ photometric uncertainties are given in parentheses.

other type of SNe, but has never been clearly detected in other type of SNe Foley et al.

2010a); these lines were also seen in SN 2007qd, another SN Iax very similar to SN 2008ha

(McClelland et al. 2010). Foley et al. (2010a) proposed that SN 2008ha is better explained

by a failed deflagration than a core-collapse model. The host-galaxy distribution is also

similar to that of some SNe Ia, specifically SN 1991T-like objects (Foley et al. 2009), and

the SN Iax 2008ge exploded in an S0 galaxy with no sign of local star formation to deep

limits, inconsistent with a massive star origin (Foley et al. 2010b).

Because these SNe deviate most dramatically from normal SNe (both core-collapse and

thermonuclear) at late times, here we present late-time observations of SNe 2005hk and

2008A (Foley et al. 2013), both typical SNe Iax very similar to SN 2002cx, to constrain the

nature of this class of SNe. We look for evidence of the [O I] λ6300 line that is predicted

for a complete pure deflagration (and is usually seen in core-collapse SNe). We also use



28

late-time spectra to infer the composition, velocity structure, density, and temperature of

the ejecta.

Besides providing insight to the progenitor systems and explosion mechanisms of white

dwarf SNe, SNe 2005hk and 2008A may be ideal candidates to observe the “infrared (IR)

catastrophe” predicted by Axelrod (1980), a thermal instability that changes the dominant

cooling mechanism from optical lines to far-IR fine-structure lines such as [Fe I] 24 µm and

[Fe II] 26 µm (Sollerman et al. 2004). This phenomenon has never been observed in normal

SNe Ia even out to 700 days past maximum (Leloudas et al. 2009). Because SNe Iax remain

at high densities at late times, the objects in this class should cool faster than normal SNe Ia

and should undergo this instability sooner. Using two epochs of late-time HST observations,

we compare the color evolution of SN 2008A to the predictions of IR-catastrophe models.

Throughout this paper we adopt H0 = 73 km s−1 Mpc−1 and correct redshifts (z) using

the Virgo+GA infall model of Mould et al. (2000) via NED2 to estimate distances to the

SN host galaxies.

2.2 Observations and Data Reduction

2.2.1 Ground-Based Optical Photometry and Spectroscopy

For SN 2005hk, we supplement the ground-based optical photometry of Phillips et al. (2007),

Stanishev et al. (2007b), and Sahu et al. (2008) with observations of the equatorial “Stripe

82” from the SDSS-II SN survey (Frieman et al. 2008; Sako et al. 2008), following the reduc-

tion procedure detailed by Holtzman et al. (2008). The data comprise ugriz photometry

(Fukugita et al. 1996) from the 2005 and 2006 SDSS-II observing seasons, and are presented

in Table 2.1.

The ground-based early-time BVRI observations of SN 2008A were obtained with the

0.76 m Katzman Automatic Imaging Telescope (KAIT; Filippenko et al. 2001) and 1 m

2http://ned.ipac.caltech.edu.
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Table 2.2. Late-Time Spectroscopic Observations of SN 2005hk

UT MJD Phase Telescope/Instrument Exposure Range Resolution
(days) (s) (Å) (Å)

2006 06 01 53887.62 +201 Keck I/LRISp 800 5765–7492 3
2006 07 01 53917.58 +231 Keck I/LRISp 4200 3260–9276 7
2006 11 23 54062.22 +374 Keck I/LRIS 1800 3150–9250 7
2006 12 23 54092.21 +403 Keck II/DEIMOS 1800 5000–9300 3
2007 02 14 54145.23 +456 Keck I/LRIS 1800 5500–9240 7

Nickel telescope at Lick Observatory (Ganeshalingam et al. 2010). BVri observations of

SN 2008A were also taken as part of the CfA4 survey (Hicken et al. 2012).

Optical spectra of SN 2005hk were obtained with the Low Resolution Imaging Spectrom-

eter (LRIS; Oke et al. 1995) (sometimes in polarimetry mode, LRISp) on the Keck I 10 m

telescope and the Deep Imaging Multi-Object Spectrograph (DEIMOS; Faber et al. 2003)

on the Keck II 10 m telescope. Spectra of SN 2008A were obtained with the Kast double

spectrograph (Miller & Stone 1993) on the Lick 3 m Shane telescope, Keck I (+ LRIS), and

the Dominion Astrophysical Observatory (DAO) Plaskett 1.8 m telescope. Data-reduction

procedures for the Lick and Keck spectra are presented by Silverman et al. (2012); the DAO

spectroscopy was reduced with standard techniques. Logs of the observations are provided

in Tables 2.2 and 2.3, and spectral time series are shown in Figures 2.1 and 2.2. The for-

mer figure includes supplementary spectroscopy of SN 2005hk from Chornock et al. (2006),

Phillips et al. (2007), Sahu et al. (2008), and Maund et al. (2010). The listed phases are

in the SN rest frame, referenced to B maximum light, which occurred on MJD 53684.2 for

SN 2005hk and MJD 54478.3 for SN 2008A.

2.2.2 Late-time HST Observations

Our HST observations of SNe 2005hk and 2008A include optical photometry from WFPC2

and ACS/WFC and near-IR photometry from NICMOS and WFC3/IR, which are presented
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Figure 2.1 Spectral time series of SN 2005hk, labeled by phase (in days). Both the phases
and wavelengths are corrected to the SN rest frame using z = 0.01176 from the [Ca II] λλ
7291, 7323 lines. We include spectra from Chornock et al. (2006), Phillips et al. (2007),
Sahu et al. (2008), and Silverman et al. (2012). The top panel shows the early-time spectra
and the bottom panel shows the late-time spectra.

in Table 2.4. WFPC2 and NICMOS observations of SN 2005hk were taken as part of HST

program GO-11133 (PI: Jha). Additional WFPC2 observations of SN 2005hk were available

from HST snapshot program GO-10877 (PI: Li). SN 2008A was observed in the optical using

WFPC2 and ACS and in the near-IR using WFC3/IR as part of HST program GO-11590
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Figure 2.2 Spectral time series of SN 2008A, labeled by phase (in days). Both the phases
and wavelengths are corrected to the SN rest frame using z = 0.01825 determined from the
[Ca II] λλ 7291, 7323 lines.

Table 2.3. Spectroscopic Observations of SN 2008A

UT MJD Phase Telescope/Instrument Exposure Range Resolution
(days) (s) (Å) (Å)

2008 01 15 54480.28 +2 Lick/Kast 1800+1350 3320–10500 6–12
2008 01 25 54490.11 +12 Plaskett/Cassegrain 9600 3900–7025 6
2008 02 12 54508.27 +29 Keck I/LRIS 200 3075–9340 7
2008 02 16 54512.23 +33 Lick/Kast 1800 3300–10500 6–12
2008 08 03 54681.63 +200 Keck I/LRIS 600+300 3270–9196 7
2008 08 15 54693.18 +211 NOT/ALFOSC 3600 4000-9050 8
2008 08 28 54706.51 +224 Keck I/LRIS 1200 3270–9196 7
2008 10 27 54766.28 +283 Keck I/LRIS 1800 3100–9160 7

(PI: Jha).

The HST observations were combined (with cosmic-ray rejection and subsampling) us-

ing MultiDrizzle (Fruchter et al. 2009) with standard parameters. The resulting images of

SN 2005hk and SN 2008A are shown in Figures 2.3, 2.4, and 2.5. We performed aperture
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Table 2.4. Late-Time HST observations of SN 2005hk and SN 2008A

Object UT MJD Phase Instrument/Filter Exposure Magnitude
(days) (s) (mag)

SN 2005hk 2007 05 31 54251.11 +560 WFPC2/F450W 1600 > 25.50
SN 2005hk 2007 05 31 54251.12 +560 WFPC2/F675W 900 > 24.80
SN 2005hk 2007 05 31 54251.91 +561 WFPC2/F555W 920 > 25.50
SN 2005hk 2007 05 31 54251.92 +561 WFPC2/F814W 1400 24.91(0.22)
SN 2005hk 2007 06 25 54276.09 +585 NIC2/F110W 5120 > 25.86
SN 2005hk 2007 06 27 54278.68 +588 WFPC2/F555W 460 > 25.20
SN 2005hk 2007 06 27 54278.69 +588 WFPC2/F814W 700 > 24.55
SN 2005hk 2007 08 13 54325.45 +634 WFPC2/F606W 4800 26.35(0.15)
SN 2005hk 2007 08 13 54325.91 +634 WFPC2/F814W 1600 > 25.10
SN 2005hk 2007 08 15 54327.24 +636 NIC2/F160W 7680 > 25.08

SN 2008A 2009 02 19 54881.15 +396 WFPC2/F555W 1000 24.20(0.11)
SN 2008A 2009 02 19 54881.17 +396 WFPC2/F791W 900 23.10(0.10)
SN 2008A 2009 02 19 54881.21 +396 WFPC2/F622W 800 24.14(0.13)
SN 2008A 2009 02 19 54881.24 +396 WFPC2/F850LP 1450 23.40(0.26)
SN 2008A 2009 02 20 54882.88 +397 WFPC2/F439W 1500 > 24.35
SN 2008A 2009 08 18 55061.34 +573 ACS/F625W 3530 26.15(0.06)
SN 2008A 2009 08 18 55061.41 +573 ACS/F555W 3750 26.25(0.05)
SN 2008A 2009 08 18 55061.54 +573 ACS/F775W 2484 26.25(0.11)
SN 2008A 2009 08 18 55061.61 +573 WFC3IR/F110W 8335 26.00(0.21)

Note. — 1σ photometric uncertainties are given in parentheses. Upper limits are 3σ.

photometry on all of the images using the APPHOT task in IRAF3. We used aperture

corrections based on encircled energies given by Holtzman et al. (1995) for WFPC2, Siri-

anni et al. (2005) for ACS/WFC, and the WFC3 Instrument handbook (Wong et al. 2010)

for WFC3/IR. For NICMOS, we generated a point-spread function (PSF) model using the

TinyTim software (Krist 1993, but see Hook & Stoehr 2008) and then directly measured

encircled energies from the model. For the ACS and WFPC2 data we also corrected for the

charge-transfer inefficiency of the detectors, using the models of Dolphin (2009) for WFPC2

3IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the As-
sociation of Universities for Research in Astronomy, Inc., under cooperative agreement with the National
Science Foundation.
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Figure 2.3 F606W observations of SN 2005hk in UGC 272 (z = 0.013) using the WFPC2
instrument on HST taken 634 days after B maximum. The SN is marked in the inset, which
has been rescaled to better show the SN.

and Chiaberge et al. (2009) for ACS/WFC. To derive upper limits in cases without a signif-

icant detection of the SN, we injected fake stars with a range of magnitudes into the images.

These artificial stars were photometered in the same way as the SNe, with the standard

deviation of the recovered magnitudes used to estimate the photometric uncertainty. We

list our derived photometry and 3σ upper limits in Table 2.4.

Both SNe 2005hk and 2008A are typical members of the SN Iax class. These two

SNe along with SN 2002cx are quite homogeneous in both their light curves and their

spectra. Figure 2.6 shows the spectroscopic similarity of SNe 2002cx, 2005hk, and 2008A.

In Figure 2.7, we plot photometry for SNe 2002cx (Li et al. 2003; Jha et al. 2006a), 2005hk

(Phillips et al. 2007; Sahu et al. 2008, and this work), and 2008A, compared to the normal

SN Ia 1992A (Kirshner et al. 1993), all extending to late times.
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Figure 2.4 HST observations of SN 2008A in NGC 634 (z = 0.016). The top image is com-
bined from V ri (F555W, F625W, F775W) data taken with ACS, 573 days after maximum
light. SN 2008A is marked in the inset image, in the outskirts of its host. Color image was
produced using STIFF (Bertin 2012). An unsharp mask filter has been applied to the color
figure to emphasize faint sources for display purposes. The bottom panels show WFPC2
observations of SN 2008A taken 396 days after maximum light, in the F555W, F622W,
F791W, and F850LP filters. Like SN 2005hk, SN 2008A is located in the outskirts of a
spiral galaxy.

2.3 Results

2.3.1 Lack of Near-Infrared Secondary Maxima in SNe Iax

At early times, SN 2008A mimics the photometric behavior shown by SN 2002cx and

SN 2005hk, with broader light curves than SN 1992A, particularly in the redder bands,

as shown in the insets of Figure 2.7. These SNe Iax do not show a second maximum in

the near-infrared (Li et al. 2003; Phillips et al. 2007). This is puzzling if the secondary

maximum is ascribed to a transition in the dominant ionization state (Fe III to Fe II; Kasen

2006), because SNe Iax have hot early-time spectra with prominent Fe III, similar to SN
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Figure 2.5 HST near-infrared observations of SN 2008A in NGC 634, taken in the F110W
passband using the WFC3/IR camera, 573 days after maximum light.

1991T-like SNe Ia that do show a strong secondary maximum. Low luminosity SNe Ia like

SN 1991bg lack secondary maxima (Filippenko et al. 1992a; Leibundgut et al. 1993); in

the ionization model this is explained by an earlier transition onset in the cooler spectra,

merging the primary and secondary maxima. SNe Iax could undergo much more rapid

cooling near maximum light than normal SNe Ia (to explain the Fe III in the spectrum and

yet lack of a secondary maximum). This is plausible as SNe Iax remain at high densities at

late times instead of entering a nebular phase, which should enhance the cooling. However,

we don’t see evidence for rapid cooling in our late time observations, so perhaps an alternate

model is needed.

2.3.2 Spectral Features and Velocity Structure

One of the defining characteristics of SNe Iax is the low velocity of their spectral features.

At early times, typical SNe Iax have expansion velocities for features such as Si II of .

5000 km s−1, roughly half those seen in normal SNe Ia (Foley et al. 2013), though the overall
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Figure 2.6 Spectra of SN 2008A (this work) and SN 2005hk (Phillips et al. 2007, and this
work) compared to those of SN 2002cx (Li et al. 2003; Jha et al. 2006a). These three SNe Iax
have remarkably homogeneous spectra throughout their evolution, and diverge dramatically
from normal SNe Ia at late times, as shown by comparison spectra of SN 1991T (Filippenko
et al. 1992b) and SN 1998bu (Jha et al. 1999; Li et al. 2001; Silverman et al. 2012).

appearance of the spectra is otherwise similar to those of SN 1991T-like and SN 1999aa-like

SNe Ia. SNe Iax at late times are dominated by permitted lines from iron-group elements

rather than entering a nebular phase like normal SNe Ia (Jha et al. 2006a; Foley et al.

2013). Nonetheless, a few forbidden lines are present, and the strongest features in late-

time SN Iax spectra are the [Ca II] λλ7291, 7323 doublet and [Fe II] λ7155 (Jha et al. 2006a;

Sahu et al. 2008; Foley et al. 2013). Using these features, we derive the redshift of the ejecta

of SNe 2002cx, 2005hk, and 2008A to be z = 0.02323, 0.01176, and 0.01825, respectively.

Ideally, we would use the redshift of the progenitor system, but this is not possible, so we

adopt these redshifts to compare the shape of spectral features between objects. These

emission lines have unprecedentedly low velocities: in the last observed epoch, SN 2005hk
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Figure 2.7 Light curves of SN 2002cx (Li et al. 2003; Jha et al. 2006a), SN 2005hk (Phillips
et al. 2007; Sahu et al. 2008, and this work), and SN 2008A (Ganeshalingam et al. 2010;
Hicken et al. 2012, and this work), compared to those of the normal Type Ia SN 1992A
(Kirshner et al. 1993). These include both ground-based and HST observations as noted.
The light curves have been shifted to match the peak of SN 2008A in V , R, and I. In each
of the optical bands the decline rate is faster than the predicted 0.0098 mag day−1 for the
decay of 56Co.
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Figure 2.8 Spectral fits for SN 2008A and SN 2005hk near maximum light. The observed
spectra for SN 2008A for SN 2005hk are in blue on the left red on the right respectively. The
best fit synapps model (Thomas et al. 2011b) is overplotted in black and is decomposed by
ion above. We find that the maximum light spectra are dominated by iron group elements,
including Fe III, but also includes features due to intermediate mass elements and (presum-
ably) unburned carbon and oxygen. The best fit velocity for SN 2005hk is ∼7000 km s−1,
about 1500 km s−1 lower than SN 2008A. This velocity difference persists at all epochs.

had velocities with a full-width half maximum (FWHM) as small as . 500 km s−1, the

lowest ever measured for any white-dwarf SN (SN Ia or SN Iax; Phillips et al. 2007). Some

faint SNe IIP also have low velocities, within a factor of two of SN 2005hk at similar phase,

but these typically do not get to a FWHM of 500 km s−1 until ∼ 600 days past maximum

(Maguire et al. 2012).

Figures 2.1 and 2.2 show the full spectroscopic evolution of SN 2005hk and SN 2008A

respectively. The features of SN 2005hk and SN 2008A match well at all epochs as illustrated

in Figure 2.6. We used Synapps (an optimizer for Syn++ Thomas et al. 2011b), based on

the SYNOW code (Branch et al. 2005), to identify the strongest features in the photospheric
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spectra of SN 2005hk and SN 2008A and is shown in Figure 2.8. Both objects are dominated

by iron group elements, including Fe III emission similar to 91T-like spectra but with

significant contributions from intermediate mass elements. We also detect (presumably)

unburned material in both objects: both SN 2005hk and SN 2008A have emission from O I

and possibly O II. SN 2008A has strong carbon features (even relative to normal SNe Ia),

but SN 2005hk shows no evidence for carbon emission. One of the key differences between

these two objects is that the velocities of the spectral features of SN 2008A are higher by

1500 km s−1 at maximum than those of SN 2005hk. The spectral features of SN 2005hk

remain at lower velocities that those of SN 2008A at all epochs, even out to a year past

maximum.

Figure 2.9 compares the late-time spectra of SN 2002cx, SN 2005hk, and SN 2008A.

While these spectra are qualitatively similar, there are key differences (also analyzed in

detail by Foley et al. 2013). At all epochs the velocities of SN 2008A are higher than those

of SN 2005hk, similarly to the photospheric spectra. SN 2002cx shows a stronger Ca near-IR

triplet than either SN 2005hk or SN 2008A. In the spectra of SN 2008A, [Fe II] λ7155 has

an asymmetric profile. This may be caused by contamination from another line; there is a

[Co I] feature at the wavelength in question, but no other [Co I] lines are seen (including

lines more easily excited), making this option unlikely.

Sahu et al. (2008) identify [Fe II] λ7389 in their spectra of SN 2005hk. However, there

is another strong feature, [Ni II] λ7378, at almost the same wavelength. The feature near

these wavelengths is broader than the [Fe II] λ7155 line, so we argue that it is likely a blend

of these two lines. There is a strong line that is near [Fe II] λ8617 in SN 2008A that is not

seen clearly in SNe 2002cx or 2005hk, but is observed in the normal SN Ia 2003hv and has

been used to measure asymmetry in the inner layers of the ejecta (Leloudas et al. 2009).

We used Syn++ (Thomas et al. 2011b) to model the permitted lines in the late-time

spectra. Our results are also shown in Figure 2.9. Because the signal-to-noise ratio was the

highest in the latest SN 2005hk spectrum, we fit the lines in this spectra and then matched
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them to the spectra of SNe 2002cx and 2008A. We find that Fe II is necessary to fit many

of the lines between 6000 and 6400 Å, as was found by Jha et al. (2006a) and confirmed by

Sahu et al. (2008). While many lines are fit well with Fe II, some had remained unidentified.

We find that Fe I significantly improves the fit of the late-time SN 2002cx and SN 2005hk

spectra. There are strong lines to the red of the P Cygni profile of Na I λ5891 that can be

seen in all three objects (SNe 2002cx, 2005hk, and 2008A) that are well fit by Fe I with an

excitation temperature near 5000 K. However, there are also [Fe I] lines that match these

features, making the identification of these lines ambiguous.

The velocity structure of the forbidden lines relative to the host galaxy is interesting.

Figure 2.10 displays the [Ca II] λλ7291, 7323 doublet and [Fe II] λ7155 line referenced to the

host-galaxy (nucleus) rest frame (as opposed the rest frame of the ejecta used elsewhere in

this work). As the figure shows, the line velocities are largely consistent over time, though

the line widths decrease as the SNe evolve. Foley et al. (2013) found that the [Ca II] and

[Fe II] features were shifted in opposite directions relative to the host rest frame for the

majority of SNe Iax, but for these three objects (also part of the Foley et al. 2013 sample),

we do not confirm this pattern, and find consistent velocities from both [Ca II] and [Fe II].

In SN 2002cx, these lines were blueshifted by 220 ± 52 km s−1 relative to the SN host

galaxy. In SN 2005hk, the lines were also blueshifted by 370 ± 22 km s−1. Contrarily, in

SN 2008A the lines were redshifted by 547±10 km s−1. These velocity shifts are significantly

in excess of the host-galaxy rotation speeds, which have maximum rotation velocities of

128 ± 14 km s−1 (CGCG 044-035, host of SN 2002cx), 108 ± 4 km s−1 (UGC 272, host of

SN 2005hk), and 225± 7 km s−1 (NGC 634, host of SN 2008A), respectively (Paturel et al.

2003). This implies that the velocity shifts are intrinsic to the SN explosion. We discuss

the interpretation of these results in §2.4.
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Figure 2.9 Late-time spectra of SN 2002cx (+277 days; top, green), SN 2008A (+283 days;
top middle, blue), and SN 2005hk (+378 days; bottom middle, red; Sahu et al. 2008)
compared to a synthetic model spectrum (black, bottom). The synthetic spectrum was
created with Syn++ (Thomas et al. 2011b, similar to SYNOW (Branch et al. 2005)). The
synthetic spectrum assumes Boltzmann excitation and only models the permitted lines.
Non-LTE effects and forbidden lines are important for the relative strengths of the lines,
but Syn++ is useful for the identification of the lines. We have marked the strongest
forbidden emission features, discussed in the text, with dashed lines. The signal-to-noise
ratio is substantially better in SN 2005hk, so this was used for the primary fit and then
compared to SN 2002cx and SN 2008A. Line identifications are included under the synthetic
spectrum.

2.3.3 Temperature and Density

Important constraints for models are provided by the physical properties of the ejecta,

specifically the temperature and density at late epochs. As discussed above, the late-time

spectra of SNe Iax are dominated by permitted iron transitions which would imply that the

electron density has remained higher than in normal SNe Ia. More quantitatively, the ratio

of the [Ca II] doublet (λλ7291, 7323) to the permitted Ca II near-IR triplet can be used
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Figure 2.10 Velocity structure of the forbidden lines [Ca II] λ7291, [Ca II] λ7323, and [Fe II]
λ7155 in SN 2002cx (green; Jha et al. 2006a), SN 2005hk (red; Sahu et al. 2008, and this
work), and SN 2008A (blue; this work). The top three panels show each line at ∼230 days
past B maximum and the bottom three panels show the same lines at ∼300 days past B
maximum. The velocities of features are shown relative to the host-galaxy rest frame (in
contrast to other figures, which are in the SN rest frame defined by these narrow lines). The
host redshifts are z = 0.023963± 0.000087 for SN 2002cx in CGCG 044−035 (Meyer et al.
2004; Wong et al. 2006), z = 0.012993± 0.000041 for SN 2005hk in UGC 272 (Meyer et al.
2004; Wong et al. 2006), and z = 0.016428±0.000027 for SN 2008A in NGC 634 (Theureau
et al. 1998). The line features of SN 2002cx and SN 2005hk are blueshifted compared to
their hosts, while the features from SN 2008A are redshifted, with all the objects showing
offsets of ∼400 km s−1. The features also show a significant decrease in velocity width over
time.
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to constrain the electron density and temperature (Ferland & Persson 1989). As there is a

degeneracy between temperature and density in this method, to infer the electron density

we need an independent method for constraining the allowed temperatures.

The presence of both Fe I and Fe II transitions in the spectra of SN 2005hk is only

allowed for a narrow range of temperatures, if these lines arise from the same regions in the

ejecta, as suggested by the similar line profiles and velocities. The Saha equation predicts

a transition between Fe II and Fe I transitions at ∼4500 K, and in local thermodynamic

equilibrium (LTE) calculations, Hatano et al. (1999) find optical depth exceeding unity in

both Fe II and Fe I for T . 7000 K. Although we do not expect equilibrium conditions, and

non-LTE effects are likely to be important, we can still use these estimates as a reasonable

range for the ejecta temperature, based on the presence and strength of the Fe I features

among numerous permitted lines with similar P Cygni line profiles and velocity structure.

In Figure 2.11, we show the inferred densities in SN 2002cx, SN 2005hk, and SN 2008A

derived from the Ca II flux ratio for our allowed range of temperatures. We are assuming

that the iron and calcium are microscopically mixed; this is plausible given their overlapping

velocity ranges, but we cannot definitively say they reside in the same physical region.

The spectra of all three of our objects are consistent with little or no density evolution,

and all have electron densities ∼109 cm−3. Free expansion would predict that the density

should go as t−3, but this is in clear contradiction with the observations. Our measurements

of the density are marginally consistent with t−1, but only if the temperature decreases

slowly. If the temperature decreases more rapidly (as might be expected given the high

densities, if radiative cooling dominates), the density is likely evolving even more slowly

than t−1, remaining roughly constant, or perhaps even increasing. One possible explanation,

given the decreasing line widths we observe (Figure 2.10), is that we are continuing to see

the “photosphere” recede to ever lower velocities, and for some reason the emitting region

has a roughly constant density as the ejecta dilute.
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Figure 2.11 Density evolution of SN 2002cx (green), SN 2005hk (red), and SN 2008A (blue)
using the measured forbidden to permitted line ratio of Ca II, based on the results of
Ferland & Persson (1989). The line ratio does not give a unique temperature and density,
so the allowed temperature range was constrained by the presence of both Fe I and Fe II

features, yielding the bands of allowed electron densities. Each object has a electron density
of ∼ 109 cm−3 at ∼230 days past maximum light. The electron density is changing very
slowly in all three objects; the results are consistent with no change in the electron density
producing the observed emission. A density decrease proportional to t−3 that would be
predicted by simple homologous expansion models is not consistent with the measured
density evolution of these three SNe.

2.3.4 Oxygen at Late Times

As described in §2.1, pure deflagration models have been raised as a possibility to explain

SN Iax explosions. These models generically predict a turbulent burning front which causes

strong mixing in all layers of the ejecta, implying there should be unburned material (pre-

sumably C and O) in the innermost layers of the ejecta (Gamezo et al. 2003). At late

epochs, one of the strongest spectral features should be [O I] λ6300 (assuming the entire

white dwarf is disrupted). (Kozma et al. 2005).
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Figure 2.12 Constraints on low-density oxygen from HST/ACS photometry of SN 2008A
at +573 days past maximum light. The gray region represents the 1σ uncertainty in our
measured photometry. The red line shows the predicted r-band magnitude (with flux from
the [O I] λ6300 line) assuming different amounts of unburned oxygen based on the models
from Kozma et al. (2005). To calculate the probability density function (PDF) shown in
the inset, we model the SED with a linear continuum and a Gaussian line profile centered
at 6300 Å. We calculate the likelihood of the measured optical photometry (in F555W,
F625W, and F775W) and marginalize over the slope and normalization of the continuum
to derive our final PDF. The PDF peaks at zero line flux, and puts a 95% confidence upper
limit of 0.14 M� of oxygen below the critical density for [O I] λ6300. The pure deflagration
model of Kozma et al. (2005) predicts 0.42 M� of low-density unburned oxygen, which is
ruled out at > 5σ.

There is no evidence of this line in the late-time nebular spectra of normal SNe Ia4.

Instead, the nebular spectra of normal SNe Ia are dominated by forbidden transitions of

iron-peak elements. The favored explanation for this is that the burning front transitioned

from a subsonic deflagration to a supersonic detonation (Khokhlov 1991; Gamezo et al.

4Taubenberger et al. (2013) have recently shown the evidence for nebular [O I] λλ6300,6363 with a
complex line provide in a late-time spectrum of SN 2010lp, a subluminous SN 1991bg-like supernova.
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2005), which subsequently burns the central material uniformly to the iron peak.

SNe Iax can have strong carbon features before and at maximum light (like SN 2008A

as discussed above), corresponding to unburned material in the outer layers of the ejecta

(Foley et al. 2013, and references therein). Some normal SNe Ia also show these lines at

early times, but if present, they usually disappear by maximum light (Thomas et al. 2007,

2011a; Parrent et al. 2011; Folatelli et al. 2012; Silverman & Filippenko 2012). This may

imply that unburned material is present at higher mass fractions deeper into the ejecta in

SNe Iax compared to normal SNe Ia. If SNe Iax are to be explained as pure deflagrations

(no transition to supersonic burning), we expect to see evidence of unburned material at all

velocities, including the central regions that are revealed at late times.

Jha et al. (2006a) tentatively identified permitted O I λ7774 in SN 2002cx at 227 and

277 days after B maximum. As can be seen in Figure 2.9, the same feature is present in

SN 2008A, but even stronger. If the identification is correct, this matches the model pre-

dictions of a pure deflagration explosion that never transitioned to a detonation. However,

this feature is a permitted transition, implying that the density of the ejecta is unexpectedly

high out to ∼280 days past maximum. By this phase, SNe Ia have transitioned to a nebular

phase dominated by forbidden transitions of iron-peak elements5. If the identification of

O I λ7774 is correct and there is unburned oxygen at low velocity, [O I] λ6300 should be a

prominent feature in the nebular spectra of these objects. We searched for evidence of [O I]

λ6300 in spectra of SN 2005hk taken ∼400 days after maximum, but SN 2005hk did not

enter a nebular phase even at these late epochs and there was no evidence for [O I] λ6300.

Spectroscopy is no longer feasible after these late epochs because the SN is too faint.

Instead, we use photometry to constrain the strength of the [O I] line at +573 days after

maximum. [O I] λ6300 is near the center of the r band (F625W) and is reasonably isolated

from any other spectral features expected to be present. Therefore, we use the r-band

5Branch et al. (2008) argue that permitted lines dominate optical spectra of normal SNe Ia as late as
a few months past maximum light, though by about 160 days past maximum typical SNe Ia have nebular
spectra (Silverman et al. 2013).
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photometric flux as a proxy for the flux in the oxygen line. If the [O I] λ6300 line began

to dominate other spectral features and the nearby continuum, as is predicted by the pure

deflagration models (Kozma et al. 2005), we would expect a strong r − i and V − r color

change as the SN transitions to a nebular phase.

To measure this color change, we examine two epochs of HST photometry of SN 2008A:

the first epoch is at +396 days, at which we expect no contribution from [O I] λ6300 based

on our spectra of SN 2005hk at similar epochs. In our second observation at +573 days,

we do see a strong r − i color change, but V − r remains relatively unchanged (see the

discussion in §2.3.5); this cannot be easily explained by just the appearance of a strong line

in the r band.

Our photometry of SN 2008A at +573 allows us to quantitatively constrain the amount

of oxygen in the ejecta below the critical density of 106.5 cm−3. The complete deflagration

models of Kozma et al. (2005) give us a relationship between the oxygen mass and the [O I]

λ6300 line flux. If we unrealistically assume that all of the observed flux in F625W is from

an oxygen line, we would derive a mass of 0.63 M� of oxygen at low density. In reality,

the oxygen line flux is only part of the observed broad-band F625W photometry. If we

extrapolate just the r-band photometry from earlier times to day 573, the data allow for

only 0.40 M� of oxygen to contribute additional line flux.

However, we can derive much more stringent oxygen mass limits if we constrain the

SN spectral energy distribution (SED) in this wavelength region. Based on the observed

spectroscopy at earlier times, we see that SNe Iax remain pseudo-continuum dominated

in broad-band photometry to ∼400 days past maximum, and the subsequent photometry

does not show dramatic changes in late-time behavior among the different passbands. This

implies that we can use our measured F555W and F775W flux to bracket and constrain the

expected continuum flux in F625W, with any new oxygen line flux showing up as an excess.

To do this we model the SN SED as a linear continuum (in logarithmic wavelength;

fλ ∝ log λ) plus a Gaussian line profile at 6300 Å with a width of 500 km s−1, with a line
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flux calibrated to the oxygen mass as above (Kozma et al. 2005). We perform synthetic

photometry on the resulting spectra to compare to our HST/ACS observations in F555W,

F625W, and F775W. Essentially, the F555W and F775W data determine the continuum

normalization and slope, and the F625W photometry then constrains the oxygen line flux.

Our broad-band measurements are insensitive to the exact shape of the line profile, and using

the three bands together, we marginalize over the nuisance parameters of the continuum

slope and normalization to derive the oxygen mass limit.

Our constraint is shown in Figure 2.12; we find that the mass of oxygen below the critical

density of [O I] λ6300 is < 0.14 M� at 95% confidence. Complete deflagration models that

fully disrupt the white dwarf predict ∼0.4 M� of unburned oxygen (Kozma et al. 2005).

This is ruled out at high confidence (> 5σ). Either a large amount of unburned material is

not present in SNe Iax, or it remains at high density to very late epochs. Even if the ejecta

mass were as low as ∼0.5 M�, we would expect ∼0.15 M� of unburned oxygen (assuming

the same ratio of oxygen mass to ejecta mass as the models from Kozma et al. 2005) — and

this would still be ruled out at > 95% confidence.

As discussed, our results depend on the assumed shape of the SN SED. However, if we

enforce a smooth continuum over the observed wavelength range (so we can incorporate the

F555W and F775W data into our analysis), different prescriptions for the exact continuum

shape lead to only small changes in the oxygen mass constraint of ∼0.02 M�.

Based on our temperature and density measurements, the electron density may have

been significantly higher than the critical density for [O I] λ6300 of 106.5 cm−3 during our

latest HST measurement of SN 2008A, nearly 600 days past maximum brightness. But if

the roughly constant observed density is somehow the result of a receding photosphere, this

would imply a significant amount of material at higher velocities and lower densities, and

any oxygen mixed there should be detectable in [O I] emission as probed by our photometry.

Complete deflagration models such as those of Kozma et al. (2005) predict strong mixing,

so we disfavor the idea that all the oxygen is at low velocity, shielded by a photospheric
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“iron curtain” at higher velocity (Leonard 2007). Sahu et al. (2008) find in their models of

SN 2005hk that if a significant fraction of the gamma rays are still exciting photospheric

transitions, the resulting [O I] λ6300 is weak enough at +250 days to be consistent with

the nondetection in the observations, even in the case of 0.8 M� of unburned oxygen.

However, it is unclear whether this can be sustained as late as +600 days, where our

observations of SN 2008A otherwise significantly constrain any low-density oxygen. It is

possible that this points to a diversity between objects like SN 2005hk and SN 2008A, but

even for SN 2005hk itself, the suppression of [O I] emission must continue until at least

+456 days past maximum, as it is undetected in our latest spectrum. Our conclusion is

that either the spectroscopic detection of permitted O I λ7774 at low velocity in SNe 2002cx

and 2008A (as seen in Figure 2.9) is a misidentification, or, if not, a more complicated

model (perhaps like one that produces a bound remnant) must be developed to explain

the apparent contradiction between the permitted and forbidden lines; we discuss further

implications of this finding in §2.4.

2.3.5 IR Catastrophe

The “infrared catastrophe” is a long-predicted, generically expected phenomenon that has

nonetheless never been observed in normal SNe Ia (Leloudas et al. 2009)6. Axelrod (1980)

calculated that once the ejecta temperature dropped below a critical value ∼1500 K, there

would be a radical redistribution of energy from the optical to the far-IR, dominated by

fine-structure lines of iron like [Fe I] 24 µm and [Fe II] 26 µm rather than the forbidden iron-

peak lines seen in the optical and near-IR that dominate the SN Ia bolometric luminosity

a few hundred days past maximum light (Sollerman et al. 2004). This redistribution of

energy has been used to explain the line emission of SN 1987A (Kozma & Fransson 1998),

but it has never been observed in a normal SN Ia. One possible explanation is that the

ejecta of SNe Ia stay above this critical temperature until after they are too faint to observe.

6Taubenberger et al. (2011) suggest that the IR catastrophe could be at play in the rapid late-time decline
of the light curve of the “super-Chandrasekhar” SN 2009dc.
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Figure 2.13 V − R (top) and R − I (bottom) color evolution of SN 2008A compared to
IR-catastrophe models from Sollerman et al. (2004). The dashed line includes photodisin-
tegration in the model while the solid line does not. The data have been standardized to
V , R, and I as in Figure 2.7. The models have been shifted vertically to match the data at
∼200 days.

Leloudas et al. (2009) find that even 785 days after B-band maximum brightness, SN 2003hv

is not compatible with an IR catastrophe.

SNe Iax are unique testing grounds for this phenomenon. Because these objects remain

at high density for so long, we might expect them to have enhanced cooling compared to

normal SNe Ia. This could cause the IR catastrophe to happen early enough that it would

still be feasible to image the SN. Qualitatively, if we use the excitation temperature of

the iron (and assume microscopic mixing), we can estimate what the temperature of the

ejecta will be at the time of our final HST measurement. Constructing a simple model
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that assumes that the excitation temperature of iron is ∼10,000 K at maximum brightness

(giving rise to the dominant Fe III lines observed) and ∼4000 K at 300 days after maximum

brightness (see §2.3.3), it is plausible (though by no means required) that the temperature

at the epoch of our final HST measurement could approach the ∼1500 K threshold for

the IR catastrophe. Sollerman et al. (2004) model this transition and find that the most

easily observable signature (i.e., not in the far-IR) for the IR catastrophe is a dramatic

color change in the near-IR, but we only have one near-IR measurement, (J :F110W), so we

cannot observe this color change directly.

Sollerman et al. (2004) also show that the optical colors should become significantly

redder in all optical bands during and after the IR catastrophe, with significant V − R

and R − I color changes of ∼1 mag. We compare this model with the observations of

SN 2008A in Figure 2.13. Though there is some freedom to shift to model predictions

vertically in magnitude and horizontally in time on the plot, we nonetheless see that the

colors of SN 2008A change in the opposite way of the predicted color changes. Rather than

getting redder, V −I and R−I data are bluer at late times (with V −R remaining basically

unchanged). Thus, we find no evidence for an IR catastrophe in SN 2008A, out to nearly

600 days past maximum light, despite the high densities.

The late-time spectra of SNe Iax differ significantly from those of normal SNe Ia. Normal

SNe Ia cool through forbidden iron lines in the nebular phase. SNe Iax have not been shown

to ever become nebular, and the strongest forbidden lines are from [Ca II]. There are iron

features in the late-time spectra of SNe Iax, but a significant fraction of the emergent

radiation is produced by permitted transitions. It is not even clear that radiative cooling

dominates over adiabatic expansion at late times in SNe Iax. Because of these differences,

it is possible that the predictions of IR catastrophe models for normal SNe Ia do not apply

to SNe Iax. Ironically, it could be that the high densities that should enhance the cooling

and lead to an earlier IR catastrophe are instead responsible for quenching the expected

changes in forbidden-line emission.
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2.3.6 Bolometric Luminosity

We use ground-based and HST photometry to estimate the UV/optical/near-IR luminosity

LUVOIR of SN 2002cx, SN 2005hk, SN 2008A, and the normal SN Ia 2003hv. Sollerman et al.

(2004) and Leloudas et al. (2009) show that the flux in the near-IR becomes a significant

fraction of the bolometric luminosity of SNe Ia at late times, and we are able to replicate

the near-IR corrections of Leloudas et al. (2009) in our calculations for SN 2003hv.

For SNe 2002cx and 2008A, we do not have much information about the flux in the

IR. Phillips et al. (2007) present near-IR light curves of SN 2005hk to a few months past

maximum light, showing significantly enhanced near-IR flux compared to normal SNe Ia.

However, at these epochs the near-IR contribution to the bolometric luminosity is only a

few percent, and it is unclear whether the excess near-IR flux persists to later epochs, or

merely becomes more significant earlier in SNe Iax than in normal SNe Ia.

To correct the SNe Iax for the poorly constrained near-IR flux, we integrate our inter-

polated photometric SED from 3000 Å to 10000 Å and add the IR contribution fraction

measured for SN 2003hv (Leloudas et al. 2009). This approach produces results that are

consistent with the late-time near-IR data we do have (a WFC3/IR F110W measurement

for SN 2008A and NICMOS F110W and F160W upper limits for SN 2005hk; Table 2.4).

For the final two HST observations of SN 2005hk, we have a detection only in a single

optical photometric band; to calculate the bolometric luminosity at these late epochs, we

use the SED of SN 2008A at a similar phase and scale the flux to match the SN 2005hk

observation.

As shown in Figure 2.14, we find that the bolometric light curves of SNe Iax are markedly

different from that of a typical core-collapse SN IIP, SN 2005cs (Pastorello et al. 2009),

though of course core-collapse SNe show a wide range of behavior. The SNe Iax are similar

to each other, and significantly less luminous than the normal SN Ia 2003hv at maximum

light, but broadly similar to SN 2003hv starting ∼100 days after maximum light.

The faster decline rate of SN 2003hv compared to SNe Iax for the first 200 days suggests



53

Figure 2.14 Bolometric light curves of SN 2002cx (Li et al. 2003; Jha et al. 2006a), SN 2005hk
(Phillips et al. 2007; Sahu et al. 2008, and data from SDSS-II), SN 2008A (Ganeshalingam
et al. 2010; Hicken et al. 2012, and this work), the normal Type Ia SN 2003hv (Leloudas et al.
2009), and the Type IIP SN 2005cs (Pastorello et al. 2009). The bolometric luminosities of
SNe Iax are similar to those of normal SNe Ia starting a few months after maximum, but
differ significantly from those of SNe IIP. SN 2003hv declines much faster than SN 2008A
and its counterparts at ∼200 days past maximum. The magenta line shows the model from
Kromer et al. (2013) that assumes complete gamma-ray trapping. This model fits most of
the data well, but it is not consistent with the latest measurements of SN 2008A and the
last measurement of SN 2005hk.

that the escape fraction of gamma-rays in normal SNe Ia increases more quickly than in

SNe Iax. This may result from a more rapid decrease in the density of the ejecta in normal

SNe Ia (also suggested by our inferred SNe Iax densities; Figure 2.11). The bolometric

luminosity of SN 2005hk roughly follows the full gamma-ray trapping model of Kromer

et al. (2013) for all but the latest epoch. SN 2008A is also consistent with the full gamma-

ray trapping model at early times.

However, in the latest observations, more than ∼400 days past maximum, that trend

reverses: SN 2003hv declines more slowly than SN 2005hk or SN 2008A. At these epochs,
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the decline rate for SN 2003hv is close to the predicted 56Co to 56Fe decay rate of 0.0098 mag

day−1. This may be an indication of positron trapping in the ejecta of this normal SN Ia.

About 3% of the 56Co decay energy goes to positrons, compared to 97% in gamma-rays

(Milne et al. 1999). Even if the gamma-ray escape fraction is near unity, positrons may

be trapped by (nonradial) magnetic fields, and can lead to a shallowing of the bolometric

luminosity decline rate when the luminosity falls to ∼3% of the full gamma-ray trapping

prediction.

At the epochs of our last observations of both SNe 2005hk and 2008A, the bolometric

luminosity drops below that of the Kromer et al. (2013) model. This could be a sign that the

gamma-ray escape fraction is beginning to increase, at a much later epoch than occurs for

normal SNe Ia because of the much higher densities in the ejecta. We might then predict

that at even later times, again when the bolometric luminosity falls to ∼3% of the full

gamma-ray trapping prediction, the bolometric light curves of SNe Iax may flatten because

of positron trapping. Nonetheless, this remains speculative, as we are not measuring the

true bolometric luminosity. If either normal SNe Ia or SNe Iax undergo an IR catastrophe,

the UVOIR luminosity will not trace the bolometric luminosity, complicating efforts to

constrain the positron trapping. Moreover, many normal SNe Ia show steeper decline rates

at late epochs, inconsistent with full positron trapping (e.g., Lair et al. 2006), and in some

cases even when the near-IR flux is included in the “bolometric” luminosity (Stanishev et al.

2007a).

2.4 Discussion

As described in §2.3.2, the velocity shifts measured from late-time forbidden lines in SNe

2002cx, 2005hk, and 2008A are larger than can be accounted for by galactic rotation alone.

These offsets are measured from [Ca II] and [Fe II] lines; if the ejecta were optically thin

in these lines as expected, the velocity offsets could be caused by bulk velocity shifts of

the ejecta. This might correspond to the high-velocity remnant predicted by the failed
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deflagration model of Jordan et al. (2012), although significant velocity kicks are not found

in similar models from Kromer et al. (2013) or Fink et al. (2014).

The velocity shifts could also be the result of an asymmetric explosion. However,

Chornock et al. (2006) measured less than 1% polarization for SN 2005hk, implying very

little asymmetry at early times (see also Maund et al. 2010). For the normal Type Ia

SN 2003hv, Leloudas et al. (2009) measured a velocity shift of ∼2600 km s−1 in the [Fe II]

λ8617 line. Maeda et al. (2010b) show that the large velocity shifts in the inner regions

of SN 2003hv could arise in the deflagration phase of a delayed detonation model. Maeda

et al. (2010a) use a model with asymmetry of the deflagration phase to explain the variation

of SN Ia velocity gradients, and show that different viewing angles can account for much

of the diversity of SNe Ia (but see Wang et al. 2013, who find a host-galaxy dependence

that cannot be explained by viewing angle alone). In this model, the deflagration stage is

characterized by turbulent burning underlying a convective, bipolar structure which creates

an asymmetry in the ejecta (Kuhlen et al. 2006; Röpke et al. 2007). The velocity shifts

for SNe 2005hk and SN 2008A are much smaller than that for SN 2003hv, which might

be caused by a lower kinetic energy during the deflagration phase, and perhaps implying

less total burning. The fact that the forbidden-line velocity offsets are comparable to line

widths in both SNe Iax and normal SNe Ia may point to a common physical origin, though

this may be generic to all SNe.

The identification of S II and Si II lines in early-time spectra of SNe Iax point to

a thermonuclear event (Foley et al. 2010a, 2013). Our identification of late-time [Ni II]

λ7378 in SN 2005hk and SN 2008A could thus have important consequences, as Maeda

et al. (2010a,b) identify both [Fe II] λ7155 and [Ni II] λ7378 as lines that correspond to

deflagration ashes. They argue that these lines trace material subject to long exposure

to low heat, as opposed to [Fe III] λ4701 that traces the detonation phase. This [Fe III]

transition is not obvious in SN Iax spectra at late times, which may imply that there is no

transition to a detonation.
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What could suppress a transition to a detonation in SNe Iax? From simulations, Röpke

et al. (2007) suggest that the number and position of deflagration ignition points could be

a significant factor. For example, they claim that a model with two overlapping ignition

bubbles at the center of the white dwarf was unlikely to produce a detonation; thus, such a

scenario might produce a SN Iax. However, Seitenzahl et al. (2013) find that the conditions

are met for a detonation in all of their models ranging from a single ignition point up to

1600 ignition points. Even a pure deflagration does not explain the incredibly low kinetic

energy for the most extreme members of the SN Iax class, such as SN 2008ha.

To explore low-energy complete deflagration scenarios for more typical SNe Iax, we ex-

amined a homologous expansion model using the density profiles of Röpke (2005). We find

that it is possible to produce the high densities observed at late times, but the initial kinetic

energy distribution must be several times lower than in the model (also assuming the emit-

ting region moves to lower velocities and roughly constant density, as Figure 2.11 requires).

Scaling down the velocity of the density distribution, we find that the speed of material

at the radius with 10% of the total enclosed mass (R0.1) must be as low as 150 km s−1

to approach the observations. At first glance, this result seems like it could qualitatively

explain the lack of the [O I] λ6300 flux by keeping a substantial amount of unburned mate-

rial at high density. However, quantitatively, we find that even for homologous expansion

that is scaled to the lower kinetic energies, at 600 days after maximum brightness, ∼55%

of the oxygen should still be below the critical density. This corresponds to ∼0.2 M� of

low-density oxygen in the Röpke (2005) models, and is ruled out by our observations at

high significance (Figure 2.12). However, our constraint could be weakened if the [O I]

excitation is being suppressed by a mechanism where photospheric lines are preferentially

excited (Sahu et al. 2008; see §2.3.4), though it is unclear whether this could continue as

late as 600 days past maximum light.

Generically, we find that even if there is a photosphere hiding the innermost regions,

the models predict oxygen at higher velocities that should be visible, and yet is not seen.
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Observationally, the decreasing widths of the forbidden lines of iron and calcium with time

(see Figure 2.10) imply that these lines are not being excited everywhere in the ejecta. If

these lines are only produced near the “photosphere” responsible for the numerous permitted

Fe lines, there must be a large reservoir of lower-density material at higher velocities that

is not radiating either in these lines, nor is it seen in lower density tracers like [O I] λ6300.

In normal SNe Ia, the widths of nebular lines at late times is of order 104 km s−1

(Mazzali et al. 1998; Silverman et al. 2013). If, as expected, we are “seeing through” all

the excited ejecta in these forbidden transitions, the line profiles directly reveal the velocity

structure, and the observed line width is effectively the “final” velocity for the ejecta, v∞.

Moreover, for an exploding white dwarf that is completely disrupted, we expect v∞ & vesc,

the escape velocity of that material in the white dwarf; otherwise the explosion would need

to be finely tuned to barely unbind the white dwarf and leave the ejecta expanding at low

velocities.

The widths of forbidden lines of Ca II and Fe II in the late-time spectra of SN 2005hk

are unprecedentedly low — 500 km s−1. If this is interpreted as the velocity at infinity for

the emitting ejecta, it is an order of magnitude below the escape velocity from the surface

of the white dwarf, v∞ � vesc. Using a simple model of a Chandrasekhar-mass white dwarf

with a polytropic equation of state, we calculated the escape velocity as a function of the

enclosed mass throughout the white dwarf. At vesc = 500 km s−1 the enclosed mass is just

∼5 × 10−6 of the total mass. It seems implausible that all of the late-time emission arises

from just this innermost tiny fraction of the white dwarf.

More likely, we are witnessing a weak explosion, in which the explosion energy is close to

or less than the binding energy of the white dwarf. The material emitting in the forbidden

lines was barely unbound, and we observe it at low v∞ � vesc. In that case, unless again the

explosion energy is finely tuned, we would also expect a significant fraction of the original

white dwarf to not reach escape velocity, and remain bound, leaving behind a remnant. The

high densities observed might also be explained if the white dwarf was not fully disrupted,
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Figure 2.15 Total ejected mass vs. radioactive nickel mass of white-dwarf SNe. Subclasses
of objects are grouped by color as indicated in the plot. Circles denote typical members of
the subclass, while squares show more extreme members. The dashed line denotes where
the ejected mass equals the radioactive nickel mass. Objects to the right of the line (like
SN 2002bj) require additional energy sources (beyond 56Ni radioactive power) to explain
their luminosity. References: SN 1991T (Filippenko et al. 1992b; Phillips et al. 1992);
SN 1998de, SN 2007al, SN 2007au, and PTF 2009dav (Sullivan et al. 2011); SN 1999aa
and SN 1999dq (Jha et al. 2006b); SN 2002bj (Poznanski et al. 2010); SN 2002cx (Li et al.
2003; Jha et al. 2006a); SN 2003du (Hicken et al. 2009); SN 2003hv (Leloudas et al. 2009);
SN 2005E (Perets et al. 2010; Waldman et al. 2011); SN 2012hn (Valenti et al. 2014);
SN 2005M and SN 2005eq (Ganeshalingam et al. 2010); SN 2005hk (Phillips et al. 2007);
SN 2007ax (Kasliwal et al. 2008); SN 2007if (Scalzo et al. 2010); SN 2007qd (McClelland
et al. 2010); SN 2008A (this work); SN 2008ge (Foley et al. 2010b); SN 2008ha (Foley et al.
2009; Valenti et al. 2009); SN 2009dc (Taubenberger et al. 2011); SN 2009ku (Narayan
et al. 2011); and SN 2010X (Kasliwal et al. 2010). Ancillary data were used in the analysis,
including ejecta velocities (Foley et al. 2011), rise times (Ganeshalingam et al. 2011), bolo-
metric corrections (Contardo et al. 2000), and distances and luminosities (Ganeshalingam
et al. 2013).

with the mixed composition of the unbound ejecta arising from a deflagration. Livne et al.

(2005) show that a single ignition that is offset from the center of the white dwarf could form

a bubble that would convectively rise and break through the surface, without fusion outside

of the bubble. Events like this could explain typical SNe Iax and the extreme SN 2008ha,
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yet still show the thermonuclear signature of Si II and S II.

Kromer et al. (2013) and Jordan et al. (2012) find that a failed deflagration of a white

dwarf can produce properties similar to those observed for SNe 2005hk and 2008A. A key

prediction of these models is that the explosion leaves behind a bound remnant. This is

consistent with our argument above about the escape velocity of the white dwarf. Jordan

et al. (2012) find that the remnant receives a kick of∼500 km s−1, which is roughly consistent

with our measurements of the velocity offsets from the host galaxies. This assumes that

the velocities of the forbidden lines are measuring the bulk motion of the ejecta rather than

an excitation effect. While Kromer et al. (2013) do not find such significant kick velocities,

their model matches the bolometric light curves of SN 2005hk and SN 2008A relatively well,

except at the latest observed epochs (Figure 2.14).

While suggestive, the case for a bound remnant is not without problems. If we assume

homologous expansion, material at 300 km s−1, about half the width of the forbidden lines,

would be at 100 AU about 600 days past explosion. This cannot be the radius of a true

photosphere, because the bolometric luminosity at that epoch (∼1038 erg s−1) is much too

low given the estimated temperature. The bolometric luminosity limits the photospheric

radius to . 3.5 AU, making it difficult to directly connect the high density expanding ma-

terial with a potential bound remnant. Moreover, these models still require an explanation

for the lack of unburned material detected in ejecta that should be well mixed (including

intermediate-mass and iron-group elements) and reach low density. Perhaps additional com-

plexity is required, such as back-warming in which inwardly traveling gamma-rays deposit

their energy and heat lower-velocity regions, while outwardly traveling gamma-rays escape.

Throughout this paper, we have assumed that radioactive heating from 56Ni dominates

the luminosity of these SNe Iax. It is instructive to put SNe Iax in context with other

probable thermonuclear explosions of white dwarfs. We compiled a sample of such objects

from the literature to infer their radioactive nickel mass and ejecta mass; the results are

shown in Figure 2.15. The 56Ni mass was calculated using the Arnett (1982) rule, and
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for this comparison we simply adopted a uniform uncertainty of 15% for all bolometric

luminosities and a 10% uncertainty for the SN rise times. These correspond to typical

published uncertainties for the objects for which error bars were reported. We calculated

the ejecta mass following Foley et al. (2009), assuming an opacity of κ = 0.1 cm2 g−1

and a uniform 5% uncertainty on the ejecta velocities. The relations are scaled such that

normal SNe Ia produce 1.4 M� of ejecta, with ∼0.5 M� of 56Ni. Normal SNe Ia form

an approximate continuum from the subluminous SN 1991bg-like objects (Filippenko et al.

1992a; Leibundgut et al. 1993) to the superluminous SN 1991T-like (Filippenko et al. 1992b;

Phillips et al. 1992), and even to more extreme “super-Chandra” objects such as SN 2009dc

(Howell et al. 2006; Scalzo et al. 2010; Taubenberger et al. 2011; Silverman et al. 2011).

The three SNe Iax studied in detail in this work cluster below the SN 1991bg-like objects

with ∼0.5 M� of ejecta and 0.15 M� of radioactive nickel. However, the SNe Iax class

shows significant diversity in both axes: SN 2009ku is very close to having burned a large

fraction of its ejecta into 56Ni, while SN 2008ge shows lower amounts of radioactive nickel

than normal SNe Ia, but a similar ejecta mass. Two of the most extreme members of

the SNe Iax subclass are SN 2008ha and SN 2007qd (McClelland et al. 2010); both events

produced low ejecta mass and 56Ni mass, similar to other low-luminosity transients like

the “calcium-rich” SN 2005E (Perets et al. 2010) or the “SN .Ia” candidate SN 2010X

(Bildsten et al. 2007; Kasliwal et al. 2010). Taken together, the luminosities, rise times,

and ejecta velocities of SNe Iax certainly do not contradict the hypothesis that SNe Iax are

thermonuclear explosions of white dwarfs in which radioactive nickel provides the UVOIR

light, though the observations do pose a significant challenge to models. We note that Sahu

et al. (2008) were able to fit the bolometric light curve and some of the spectral features of

SN 2005hk with an explosion model that assumed an ejecta mass of 1.4 M� which implies

that more complex modeling may be necessary.
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2.5 Summary

We present ground-based and HST photometry and spectroscopy of SNe 2005hk and 2008A,

two typical SNe Iax. These objects remain at high density for ∼2 years after explosion and

are not observed to enter the typical nebular phase up to 400 days after B-band maximum

brightness. We find no evidence for unburned material at low velocities, either directly

through spectroscopy or indirectly with our HST photometry. Based on emission-line diag-

nostics, we find that the density of the emitting region remains roughly constant over the

duration of the observations, though the widths of even the forbidden lines decrease. We

do not see the signature of the IR catastrophe in optical colors. The bolometric luminosity

of SN 2005hk and SN 2008A fades more slowly than that of normal SNe Ia at 100–200 days

after maximum brightness, but then declines faster than in normal SNe Ia at phases of 400–

600 days. Failed deflagration models that leave a bound remnant (e.g., Jordan et al. 2012;

Kromer et al. 2013) show promise for explaining these explosions, but no single proposed

model can explain all of our observations.
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Chapter 3

A Luminous, Blue Progenitor System for a Type-Iax

Supernova

Type-Iax supernovae (SN Iax) are stellar explosions that are spectroscopically similar to

some type-Ia supernovae (SN Ia) at maximum light, except with lower luminosities and

lower ejecta velocities (Foley et al. 2013; Li et al. 2003). At late times, their spectroscopic

properties diverge strikingly from other SN (Jha et al. 2006a; Phillips et al. 2007; Sahu

et al. 2008; McCully et al. 2013), but their composition (dominated by iron-group and

intermediate-mass elements; Foley et al. 2013; Stritzinger et al. 2014) suggests a physical

connection to normal SN Ia. These are not rare supernovae; SN Iax occur at a rate between

5 and 30% of the normal SN Ia rate (Foley et al. 2013). The leading models for SN Iax

are thermonuclear explosions of accreting carbon-oxygen white dwarfs (C/O WD) that do

not completely unbind the star (Jordan et al. 2012; Kromer et al. 2013; Fink et al. 2014),

contrasting with the complete disruption expected in SN Ia. Testing these models would

have a major impact not only in our understanding of stellar evolution and thermonuclear

runaway in degenerate stars, but could also improve the utility of the premier cosmological

distance indicators. Here we report observations of the luminous, blue progenitor system

of the type-Iax SN 2012Z in deep pre-explosion Hubble Space Telescope (HST ) imaging.

Based on its luminosity, colors, and environment, as well as a similarity to the pre-outburst

Galactic helium nova system V445 Puppis (Kato et al. 2008; Woudt et al. 2009; Goranskij

et al. 2010), we argue that SN 2012Z was probably the explosion of a WD accreting from

a helium-star companion. Future HST observations, after SN 2012Z has faded, could test

this hypothesis, or else show (if the progenitor disappears) that this supernova was the
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explosive death of a massive star.

Located in NGC 1309, SN 2012Z was discovered (Cenko et al. 2012) in the Lick Obser-

vatory Supernova Search on UT 2012-Jan-29.15, with an optical spectrum similar to the

type-Iax (previously called SN 2002cx-like) SN 2005hk (see Figure 3.3; Jha et al. 2006a;

Phillips et al. 2007; Sahu et al. 2008). Members of this class (Foley et al. 2013) have optical

spectra that resemble those of luminous, slowly-declining SN Ia near maximum light, except

for lower ejecta velocities, with features from iron-group and intermediate-mass elements

that are most often associated with thermonuclear fusion of a degenerate C/O white dwarf.

SN Iax are also fainter, only reaching ∼1–30% of the peak luminosity of a normal SN Ia.

These supernovae differ from all others at late times, showing unexpected high-density per-

mitted lines of iron-group elements (Jha et al. 2006a; Phillips et al. 2007; Sahu et al. 2008;

McCully et al. 2013) at very low velocities of a few hundred km s−1. Taken together, the

observations and theoretical models of these supernovae suggest that they are thermonu-

clear explosions that only a partially disrupted the white dwarf, “less successful” cousins

of normal SN Ia (Jordan et al. 2012; Kromer et al. 2013; McCully et al. 2013; Stritzinger

et al. 2014; Fink et al. 2014).

The similarities between SN Iax and normal SN Ia make an understanding of SN Iax pro-

genitors increasingly important. Like core-collapse SN (but also slowly-declining, luminous

SN Ia), SN Iax are found preferentially in young, star-forming galaxies (Foley et al. 2009;

Lyman et al. 2013). A single SN Iax, SN 2008ge, was in a relatively old (S0) galaxy with

no indication of current star formation to deep limits (Foley et al. 2010b). Non-detection of

the progenitor of SN 2008ge in HST pre-explosion imaging limits its initial mass .12 M�,

and combined with the lack of hydrogen or helium in the SN 2008ge spectrum, favors a

white dwarf progenitor (Foley et al. 2010b).

SN 2012Z provides a unique opportunity to search for a SN Iax progenitor. Its face-on

spiral host galaxy was also the site of the nearby, normal type-Ia SN 2002fk, and as such

was targeted in 2005-2006 and 2010 by HST to observe Cepheid variable stars in order to
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anchor the SN Ia distance scale (HST programs GO-10497, GO-10802, and GO-11570, PI:

A. Riess; GO/DD-10711, PI: K. Noll). These deep, pre-explosion observations are ideal

to search for the progenitor of SN 2012Z. To pinpoint the location of SN 2012Z with high

precision, we used HST images of NGC 1309 (fortuitously including SN 2012Z) taken on

UT 2013-Jan-04 (program GO-12880; PI: A. Riess), as well as targeted HST images of

SN 2012Z taken on UT 2013-Jun-30 (GO-12913; PI: S. Jha). Colour-composite images

of the 2005-2006 ACS data (before the explosion of SN 2012Z) and the WFC3/UVIS 2013

images (with SN 2012Z clearly detected) are shown in Figure 3.1. Our photometry of stellar

sources in the 2005-2006 ACS and 2010 WFC3/IR data near the position of SN 2012Z is

reported in Table 3.1.

The WFC3/UVIS images of SN 2012Z from January and June 2013 provide a precise

position for the supernova of R.A. = 3h22m05.s39641, Decl. = −15◦23′14.′′9390 (J2000)

with a registration uncertainty of 0.′′0090 (plus an absolute astrometric uncertainty of 0.′′08,

irrelevant to the relative astrometry). As shown in Figure 3.1 we detect a stellar source

(called S1) in the pre-explosion images coincident with the position of the SN with a formal

separation, including centroid uncertainties, of 0.′′0082 ± 0.′′0103 (equal to 1.3 ± 1.6 pc at

33 Mpc, the distance to NGC 1309; Riess et al. 2009, 2011).

The positions of SN 2012Z and S1 are consistent to within 0.8σ, indicating an excellent

match and strong evidence for S1 being the progenitor system of SN 2012Z. Given the

observed density of sources detected with S/N > 3 in a 200 × 200 pixel box centered on

SN 2012Z (443 sources), we estimate only a 0.23% (2.1%) chance that a random position

near SN 2012Z would be within 1σ (3σ) of any star, making a chance alignment unlikely.

Moreover, only 194 of these stars are brighter than S1, so a posteriori there was only a 0.16%

(1.5%) chance of a 1σ (3σ) alignment with such a bright object. Examining the multiple

epochs of ACS F555W imaging of S1 individually, we find some evidence for variability

(see Table 3.2), driven primarily by a near doubling in brightness in one of the 14 epochs.

This strengthens its identification as the progenitor system of SN 2012Z and disfavors the
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possibility that S1 is a compact, unresolved star cluster.

Having established a high likelihood that S1 is connected with SN 2012Z, we investigate

its physical properties using the colour-magnitude diagram (CMD) shown in Figure 3.2.

Luminous and blue, the B-type S1 is in a well-populated part of the Hertzsprung-Russell

diagram, but nonetheless a relatively odd place for a star about to explode. For S1, we

adopt a host reddening correction based on high-resolution spectroscopy of SN 2012Z, which

yields a host E(B-V) = 0.07 mag from narrow interstellar absorption lines (Stritzinger et

al., manuscript in preparation). This low extinction is consistent with the photometry and

spectroscopy of SN 2012Z, as well as its location in the outskirts of a face-on spiral host.

If the light of S1 is dominated by a single star, our results show S1 is moderately

consistent with a ∼ 18.5 M� main-sequence star, an ∼ 11 M� blue supergiant early in

its evolution off the main sequence, or perhaps a ∼7.5 M� (initial mass) blue supergiant

later in its evolution (with core helium-burning in a blue loop, where models are quite

sensitive to metallicity and rotation; Georgy et al. 2013). None of these stars are expected to

explode in standard stellar evolution theory, particularly without any signature of hydrogen

in the supernova. The blue supergiant progenitor of, e.g., SN 1987A, was significantly more

luminous and likely more massive than S1 (Arnett et al. 1989). Indeed, S1 is inconsistent

with all confirmed progenitors of core-collapse SN (exclusively SN II), which are mostly

red supergiants (Smartt 2009). However, we caution that our theoretical expectations for

massive stars could be modified if S1 is in a close binary system where mass transfer has

occurred.

The SN 2012Z progenitor S1 is in a similar region in the CMD to some Wolf-Rayet

stars (Shara et al. 2013), highly evolved, massive stars, that are expected to undergo core

collapse and may produce a supernova. If S1 were a single Wolf-Rayet star, its photometry

is most consistent with the WN subtype and an initial mass ∼30–40 M�, thought perhaps

to explode with a helium-dominated outer layer as a SN Ib (Groh et al. 2013). Such a

scenario may have been realised with the suspected (but unconfirmed) WR progenitor of
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the type-Ib SN iPTF13bvn (Cao et al. 2013). However, Wolf-Rayet stars are unlikely to be

the progenitors of SN Iax, given the structure and composition of the SN ejecta, as revealed

through spectroscopy (Jha et al. 2006a; Foley et al. 2013; McCully et al. 2013; Stritzinger

et al. 2014), as well as the direct progenitor limits from SN 2008ge (Foley et al. 2010b).

The leading models of SN Iax (Jordan et al. 2012; Kromer et al. 2013; Fink et al. 2014)

are based on C/O WD explosions, so we argue that S1 is likely to be the companion star

to an accreting WD (or emission from the accretion itself). Although there are a variety

of potential progenitor systems (including main-sequence and red giant donors, which are

inconsistent with S1 if they dominate the system’s luminosity), in standard scenarios no

companion star can have an initial mass greater than ∼7 M�; otherwise, there would not

be enough time to form the primary C/O WD that explodes. From stellar evolution tracks

(Bertelli et al. 2009), the least massive “normal” star consistent with S1 starts at ∼7.5 M�,

perhaps only barely able to accommodate the requirement for a C/O WD primary star. If

S1 were a &8 M� companion to a C/O WD at the time of our observations, recent binary

mass transfer must have played a role in its evolution.

An alternative model for a luminous, blue companion star is a relatively massive (∼2

M� when observed) helium star (Iben & Tutukov 1991; Kato et al. 2008; Liu et al. 2010),

formed after binary mass transfer and a common envelope phase (e.g., a close binary with

initial masses ∼7 and 4 M�). Although the model parameter space has not been fully

explored, the predicted region for helium star donors in a binary system with a 1.2 M�

initial-mass accreting C/O WD (Liu et al. 2010) in the CMD is shown in Figure 3.2, and

S1 is consistent with being in this region.

We also note that the B and V luminosities of S1 are not far from the predicted thermal

emission of a Eddington-luminosity Chandrasekhar mass WD (a super-soft source; SSS), in

which case the observed emission may be coming from an accretion disk and the accreting

WD. However, its V-I and V-H colours are too red for a SSS model. A composite scenario,

with accretion luminosity dominating the blue flux, and another source providing the redder
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light (perhaps a fainter, red donor star) may be plausible.

The stars detected in the vicinity of S1 provide clues to the nature of recent star forma-

tion in the region. They include red supergiants (like S2 and S3 from Table 3.1) as well as

objects bluer and more luminous than S1 (like S5). We show CMDs including these stars

in Figure 3.4, and model isochrones (Bertelli et al. 2009) imply that these stars span an age

range of ∼10–42 Myr. These tracks favour an initial mass for S1 of ∼7–8 M� (neglecting

mass transfer) if it is roughly coeval with its neighbours. In other words, if S1 were a 30–

40 M� initial-mass Wolf-Rayet star with a predicted lifetime of only 5–8 Myr (Groh et al.

2013), it would be the youngest star in the region.

SN 2012Z and the star S1 have an interesting analog in our own Milky Way Galaxy:

the helium nova V445 Puppis (Kato et al. 2008; Woudt et al. 2009; Goranskij et al. 2010),

thought to be a near-Chandrasekhar mass helium-accreting white dwarf. Though S1 is

somewhat brighter than the pre-explosion observations of V445 Pup, their consistent colours

and the physical connection between V445 Pup and likely SN Iax progenitors (Jordan et al.

2012; Kromer et al. 2013; Fink et al. 2014) is highly suggestive. Indeed, two SN Iax (though

not SN 2012Z itself) have shown evidence for helium in the system (Foley et al. 2009, 2013).

If this model is correct, the accretion rate for the helium mass transfer could be low in

V445 Pup, leading to helium novae (as observed), whereas for SN 2012Z-S1, a higher mass

transfer rate could mean stable helium burning on the C/O WD, and a buildup of mass

before the supernova explosion. The accretion likely begins as the helium star begins to

evolve and grow in radius; indeed, the observed photometry of S1 is consistent with the

evolutionary track of a ∼2 M� helium star on its way to becoming a red giant (Kato et al.

2008) (where the mass is interpreted to be when the star became a helium star, i.e., after

losing its envelope). Intriguingly, the variability amplitude of S1 is also similar to what was

shown by the progenitor of V445 Pup (Goranskij et al. 2010).

Our observations of the progenitor of SN 2012Z, along with the supernova properties

(and those of other SN Iax) are best explained by a system containing an exploding C/O
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white dwarf with a helium-star companion. Nonetheless, the evidence that SN Iax come

from thermonuclear WD explosions, though strong, is indirect. We should remain open

to the possibility that S1 was not the binary companion to an exploding WD, but the

object that itself exploded. Fortunately, we will soon be in a position to test these two

scenarios: future imaging with HST, after SN 2012Z has faded, will allow us to determine

whether S1 has disappeared. If our favoured model of S1 as the companion star is correct,

it should be detected (though perhaps modified by the impact of its exploding neighbour).

On the other hand, if S1 has disappeared, it will be a strong challenge to models of SN Iax,

and perhaps significantly blur the line between thermonuclear white-dwarf supernovae and

massive-star core-collapse supernovae, with important impacts to our understanding of

stellar evolution, chemical enrichment, and cosmology. Finally, our study highlights that

because local hosts of SN have been shown to be among the most prolific producers of new

supernovae, deep imaging of such hosts (in some cases, as here, to observe Cepheids for SN

luminosity calibration) provides a valuable legacy whose rewards will outlive HST itself.

Supernova 2012Z was discovered just weeks after the passing of our dear friend and

colleague, Weidong Li, whose work on the Lick Observatory Supernova Search, SN 2002cx-

like supernovae, and Hubble Space Telescope observations of SN progenitors, continues to

inspire us. That those three foci of Weidong’s research converge here in this paper makes

our hearts glad, and we dedicate this paper to his memory.
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E. Bertin for the development of the STIFF software to produce color images, and A. Dol-
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by NSF grants PHY 11-25915 and AST 11-09174 to L.B.
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Figure 3.1 Hubble Space Telescope colour image of SN 2012Z and its progenitor in the
outskirts of the spiral galaxy NGC 1309. The left panel shows the Hubble Heritage image of
this field (http://heritage.stsci.edu/2006/07) and the top and bottom rows show data
from before and after the explosion of the supernova, respectively, with the pre-explosion
data being significantly deeper. The middle panels zoom in on the galactic environment
of the SN, while the right panels show the supernova and its progenitor (marked by the
arrow). The image scales are as shown, with projected physical separations based on a
distance (Riess et al. 2009, 2011) to NGC 1309 of 33 Mpc. The left and top panels use
data taken in 2005 and 2006 with the Advanced Camera for Surveys (ACS) on HST. These
include 2 visits totaling 9600s of exposure time in the F435W filter (similar to Johnson B,
and shown in the blue channel of the image), 14 visits for a total exposure of 61760 sec
F555W (close to Johnson V ; green channel), and 5 visits for 24000s in F814W (analogous to
Cousins I; red channel). The top right panels show our re-reduction of these data, in which
we combined the multiple exposures (including sub-sampling and cosmic ray rejection) using
the AstroDrizzle software from the DrizzlePac package (Gonzaga et al. 2012). The bottom
right panels show combined HST Wide Field Camera 3 (WFC3) F555W (blue; 1836 sec)
+ F625W (green; 562 sec) +F814W (red; 1836 sec) images from January and June 2013,
with SN 2012Z visible. We used the DrizzlePac TweakReg routine to register all of the
individual flatfielded (“flt”) frames to the WFC3/UVIS F555W image taken on UT 2013-
Jan-04.The typical root-mean-square (rms) residual of individual stars from the relative
astrometric solution was 0.′′009, corresponding to 0.18 pixels in ACS and 0.23 pixels in
WFC3/UVIS. We drizzle the ACS images to the native scale of UVIS, 0.′′04 per pixel (20%
smaller than the native 0.′′05 ACS pixels) and subsample the ACS point-spread function
(psf) correspondingly with a pixel fraction parameter of 0.8.
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Figure 3.2 F435W−F555W vs. MF555W and F555W−F814W vs. MF555W (roughly B−V vs.
MV and V−I vs. MV) colour magnitude diagrams. The black and brown crosses represent
the progenitor systems for SN 2012Z and V445 Puppis (Woudt et al. 2009), respectively.
The SN 2012Z progenitor (S1) has been corrected for Milky Way reddening (E(B-V)MW =
0.035 mag, corresponding to AF435W = 0.14 mag, AF555W = 0.11 mag, AF814W = 0.06 mag)
and host reddening (as estimated from SN 2012Z itself; Stritzinger et al., in preparation;
E(B-V)host = 0.07 mag; AF435W = 0.28 mag, AF555W = 0.22 mag, AF814W = 0.12 mag).
For V445 Puppis, we correct for Galactic and circumstellar reddening (Woudt et al. 2009).
Stellar evolution tracks (Bertelli et al. 2009) for stars with initial masses of 7, 8, 9, 10, and
11 M� are shown as the coloured dotted curves (with mass increasing from bottom to top),
adopting a metallicity of 0.87 solar, based on the H II region metallicity gradient (Riess et al.
2009) for NGC 1309 interpolated to the SN radial location. Eddington-luminosity accreting
Chandrasekhar-mass white dwarfs are shown as the large purple dots, with each subse-
quent dot representing a change in temperature of 1000 K. These “super-soft” sources are
fainter in F555W for higher temperatures (and bluer F435W−F555W colours) as the fixed
(Eddington-limited) bolometric luminosity emerges in the ultraviolet for hotter systems.
Candidate Wolf-Rayet stars (Shara et al. 2013) are shown as blue-gray stars. Finally, the
blue region represents the range of helium-star donors for C/O WD SN progenitor models
starting with a 1.2 M� white dwarf (Liu et al. 2010). We converted the model temperatures
and luminosities to our observed bands assuming a blackbody spectrum. The expected tem-
perature and luminosity for this class of models is expected to vary with white dwarf mass,
and therefore, we regard this region as approximate; its shape, size, and location is subject
to change.
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Si II

S II

Fe III

Ca II

Fe III

Figure 3.3 Spectra of SN Iax near maximum light, showing the similarity of SN 2012Z
(Foley et al. 2013) to SN 2005hk (Phillips et al. 2007) and SN 2008A (McCully et al. 2013),
all objects in this class. The SN 2012Z spectrum was taken on UT 2012-02-16 with the
Whipple Observatory 1.5m telescope (+FAST spectrograph) with a total exposure time
of 1800 sec. Each spectrum is labelled by its rest-frame phase past B maximum light.
Prominent features due to intermediate-mass and iron group elements are indicated; these
features are also observed in luminous, slowly-declining SN Ia spectra at maximum light,
though with higher expansion velocities.
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Figure 3.4 The SN 2012Z progenitor system S1 (blue) is shown along with nearby stars,
with three isochrones (Bertelli et al. 2009) with ages of 10.5 (dotted), 17.0 (dashed), and
41.7 Myr (solid), adopting a metallicity of 0.87 solar, based on the H II region metallicity
gradient (Riess et al. 2009) for NGC 1309 interpolated to the SN location. The large, filled
circles correspond to stars within 10 WFC3/UVIS pixels (0.′′4) of the SN location, small
filled circles are within 20 pixels (0.′′8), and the small open circles are within 30 pixels (1.′′2).
The stars plotted have a signal-to-noise ratio S/N > 3 in the filters shown, and were required
to be no closer than 3 pixels to a brighter source to avoid photometric uncertainties from
crowding. Objects in the gray shaded regions would not be detected given the depth of the
combined images.
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Table 3.1. Pre-explosion photometry of SN 2012Z progenitor S1 and nearby stars. The
data include HST images from ACS in 2005 and 2006 (F435W, F555W, and F814W)
described in Figure 3.1, as well as WFC3/IR F160W data (6991 sec of total exposure
time) from 2010. The stars are sorted by their proximity to the SN position, and their

astrometry is referenced to SDSS images of the field, with an absolute astrometric
uncertainty of 0.′′080 (but this is irrelevant for the much more precise relative astrometry
of SN 2012Z and S1). We photometered the HST images using the psf-fitting software
DolPhot, an extension of HSTPhot (Dolphin 2000). We combined individual flt frames

taken during the same HST visit at the same position, and then used DolPhot to measure
photometry using recommended parameters for ACS and WFC3. The photometric

uncertainty is given in parentheses and non-detections are listed with 3σ upper-limits. No
corrections for Galactic or host extinction are made here.

Star R.A. Decl. F435W F555W F814W F160W
(J2000) (J2000) (mag) (mag) (mag) (mag)

S1 3h22m05.s39591 −15◦23′14.′′9350 27.589 (0.122) 27.622 (0.060) 27.532 (0.135) 26.443 (0.321)

S2 3h22m05.s39483 −15◦23′14.′′8102 28.466 (0.258) 27.221 (0.041) 25.435 (0.022) 23.699 (0.027)

S3 3h22m05.s40280 −15◦23′14.′′9402 >29.221 28.551 (0.116) 27.463 (0.093) 26.032 (0.238)

S4 3h22m05.s38460 −15◦23′15.′′0314 28.258 (0.211) 27.308 (0.046) 25.717 (0.028) 23.887 (0.033)

S5 3h22m05.s41013 −15◦23′14.′′9362 25.778 (0.029) 25.918 (0.014) 25.888 (0.030) 25.435 (0.136)

S6 3h22m05.s37564 −15◦23′15.′′0702 >28.807 28.386 (0.116) 26.553 (0.055) 24.986 (0.085)

S7 3h22m05.s41970 −15◦23′14.′′8454 28.539 (0.286) 27.942 (0.078) 27.703 (0.146) 26.436 (0.322)

S8 3h22m05.s41735 −15◦23′15.′′0870 >28.942 >29.672 28.480 (0.303) 25.529 (0.136)

S9 3h22m05.s37049 −15◦23′14.′′6690 >28.847 28.763 (0.164) 27.279 (0.101) 25.032 (0.092)

S10 3h22m05.s37904 −15◦23′14.′′5218 27.196 (0.083) 27.329 (0.045) 26.949 (0.076) >26.614

S11 3h22m05.s36477 −15◦23′15.′′0634 27.683 (0.127) 27.470 (0.050) 26.266 (0.042) 24.753 (0.069)

S12 3h22m05.s39605 −15◦23′15.′′4062 >28.912 29.305 (0.273) 26.969 (0.077) 25.214 (0.102)

S13 3h22m05.s37556 −15◦23′14.′′4202 >28.897 28.302 (0.109) 27.095 (0.085) 25.381 (0.131)

S14 3h22m05.s36527 −15◦23′14.′′5054 28.085 (0.181) 27.560 (0.055) 26.852 (0.069) 25.740 (0.171)

S15 3h22m05.s39229 −15◦23′15.′′5730 >28.820 28.768 (0.163) 27.982 (0.195) >26.507

S16 3h22m05.s43040 −15◦23′14.′′4706 27.937 (0.164) 28.465 (0.122) 28.078 (0.208) >26.512

S17 3h22m05.s38194 −15◦23′14.′′2494 >28.926 29.007 (0.207) 26.957 (0.077) 26.230 (0.260)

S18 3h22m05.s40432 −15◦23′15.′′5778 >29.360 28.651 (0.113) 26.078 (0.026) 24.180 (0.042)

S19 3h22m05.s42376 −15◦23′14.′′3726 >28.765 28.163 (0.092) 26.905 (0.072) 25.126 (0.094)

S20 3h22m05.s39387 −15◦23′14.′′2018 28.670 (0.302) 28.417 (0.118) 26.616 (0.056) 25.072 (0.094)

S21 3h22m05.s35086 −15◦23′15.′′2402 27.831 (0.143) 27.819 (0.069) 26.969 (0.077) 25.581 (0.145)

S22 3h22m05.s38446 −15◦23′14.′′1646 >28.920 29.190 (0.249) 27.438 (0.124) 25.662 (0.159)

S23 3h22m05.s41428 −15◦23′14.′′1850 >28.844 28.899 (0.184) 27.633 (0.135) 26.204 (0.242)

S24 3h22m05.s37179 −15◦23′15.′′6186 >28.814 28.643 (0.147) 26.660 (0.059) 24.854 (0.075)

S25 3h22m05.s35603 −15◦23′14.′′2694 28.438 (0.244) 29.048 (0.222) 28.615 (0.342) >26.592

S26 3h22m05.s39179 −15◦23′14.′′0298 >28.809 29.135 (0.235) 27.219 (0.100) 25.685 (0.161)

S27 3h22m05.s34566 −15◦23′15.′′4618 >28.813 >29.632 27.291 (0.102) 25.572 (0.138)

S28 3h22m05.s38396 −15◦23′13.′′9958 28.367 (0.230) 28.382 (0.119) 26.046 (0.035) 24.549 (0.057)

S29 3h22m05.s33025 −15◦23′15.′′0438 27.518 (0.109) 27.466 (0.055) 26.284 (0.048) 25.134 (0.094)

S30 3h22m05.s35072 −15◦23′15.′′6022 >28.835 28.097 (0.089) 26.975 (0.078) 25.936 (0.202)

S31 3h22m05.s43718 −15◦23′15.′′6194 28.340 (0.241) 29.474 (0.331) >28.665 >26.633
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Table 3.2. Photometric variability of the SN 2012Z progenitor star S1. NGC 1309 was
imaged over 14 epochs in F555W with ACS before SN 2012Z exploded. Formally, these
data rule out the null hypothesis of no variability at 99.95% (3.5σ), with χ2 = 36.658 in

13 degrees of freedom. However, most of the signal is driven by one data point (MJD
53600.0; a 4.2σ outlier); excluding this data point (though we find no independent reason

to do so) reduces the significance of the variability to just 91.1% (1.7σ). Moreover, an
empirical test for variability in the photometry of nearby stars of a similar brightness to

S1 suggests the photometric uncertainty may be underestimated; using the scatter
measured from these data themselves (excluding the outlier point) to determine the

typical uncertainty makes the outlier a 3.8σ fluctuation, and yields a significance for the
total variability of 99.2% (2.6σ). Overall, we find evidence for variability in S1, but cannot

claim a robust detection.

Date MJD Exposure Counts F555W
(UT) (s) (e−) (mag)

2005-08-06 53588.7 2400 171 (71) 28.36 (0.45)
2005-08-17 53600.0 2400 656 (75) 26.94 (0.13)
2005-08-24 53606.8 2400 282 (67) 27.79 (0.26)
2005-08-27 53610.0 2400 392 (64) 27.49 (0.18)
2005-09-02 53615.6 2400 389 (69) 27.48 (0.19)
2005-09-03 53617.0 2400 308 (66) 27.77 (0.23)
2005-09-05 53618.6 2400 392 (71) 27.49 (0.20)
2005-09-07 53621.0 2400 329 (66) 27.66 (0.22)
2005-09-11 53624.0 2400 429 (68) 27.37 (0.17)
2005-09-16 53629.8 2400 242 (67) 27.98 (0.30)
2005-09-20 53633.4 2400 327 (64) 27.70 (0.21)
2005-09-27 53640.5 2400 193 (66) 28.25 (0.37)
2006-10-24 54032.6 2080 388 (76) 27.26 (0.21)
2006-10-07 54015.3 2080 264 (75) 27.62 (0.31)
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Chapter 4

A New Hybrid Framework to Efficiently Model Lines of

Sight to Gravitational Lenses

Abstract

In strong gravitational lens systems, the light bending is usually dominated by one main

galaxy, but may be affected by other mass along the line of sight (LOS). Shear and con-

vergence can be used to approximate the contributions from objects projected far from the

lens, but higher-order effects need to be included for objects that are closer. We develop

a framework for multi-plane lensing that can handle an arbitrary combination of planes

treated with shear and convergence and planes treated exactly (i.e., including higher-order

terms). This framework addresses all of the traditional lensing observables including image

positions, fluxes, and time delays to facilitate lens modeling that includes LOS effects. It

balances accuracy (accounting for higher-order terms when necessary) with efficiency (com-

pressing all other LOS effects into a set of matrices that can be calculated up front and

cached for lens modeling). We identify a generalized multi-plane mass sheet degeneracy, in

which the effective shear and convergence are sums over the lensing planes with specific,

redshift-dependent weighting factors.

4.1 Introduction

In galaxy-scale strong gravitational lens systems there is often a single galaxy that dominates

the lens potential. A few systems are compound lenses having two or three lens galaxies

within the Einstein radius (e.g., Koopmans & Fassnacht 1999; Rusin et al. 2001; Winn et al.
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2003), and many more have significant contributions from a group or cluster environment

(e.g., Young et al. 1981; Kundic et al. 1997a; Fischer et al. 1998; Tonry 1998; Tonry &

Kochanek 1999; Keeton et al. 2000; Kneib et al. 2000; Fassnacht et al. 2006; Momcheva

et al. 2006). In both cases, the light bending effectively occurs in a single lens plane. If

there are any massive objects along the line of sight (like massive galaxies, galaxy groups,

or cosmic structure), however, the additional lens planes may affect the light rays in ways

that cannot be ignored.

A dramatic example occurs when two massive galaxies are at different redshifts but

lie close enough in projection to both act as strong lenses. This “two-screen lensing” can

produce new lensing phenomena that have been studied in detail theoretically (Kochanek

& Apostolakis 1988; Erdl & Schneider 1993; Petters & Wicklin 1995; Möller & Blain 2001;

Werner et al. 2008; Rhie & Bennett 2009). The effect is rare because it requires close

alignment; it has been identified in two of the few hundred known galaxy-scale lens systems

(Chae et al. 2001; Gavazzi et al. 2008; Sonnenfeld et al. 2012).

It is more common to have many massive objects projected farther from the main lens

(e.g., Tonry & Kochanek 2000), producing an accumulation of “small” perturbations, i.e.,

weak lenses, that need to be included. To study this scenario, one approach is to write

down the full multi-plane lens equation (e.g., Blandford & Narayan 1986; Kovner 1987;

Schneider et al. 1992; Petters et al. 2001) and then perform ray-tracing simulations through

appropriate three-dimensional mass distributions (e.g., Refsdal 1970; Schneider & Weiss

1988a,b; Jaroszynski 1989, 1991, 1992; Rauch 1991; Lee et al. 1997; Premadi et al. 1998;

Wambsganss et al. 1998, 2005; Hilbert et al. 2007, 2009; Collett et al. 2013; Petkova et al.

2013). An alternate approach is to derive analytic expressions for the statistics of lensing

perturbations in terms of the statistical distribution of galaxies and large-scale structure

(e.g., Seljak 1994; Bar-Kana 1996; Keeton et al. 1997). This approach is similar to the

one employed by cosmic shear studies (e.g., Munshi et al. 2008). A third approach is to

examine multi-plane lensing from the viewpoint of formal mathematics (Levine & Petters
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1993; Kayser & Schramm 1993; Petters 1995a,b; Petters et al. 2001).

Each approach has strengths and limitations, which become especially important if we

want to account for specific, observed line-of-sight (LOS) structures in models of real lens

systems. Formal mathematical studies yield rigorous results, but are typically limited to

general issues such as bounds on the number of images, counting rules for different types of

lensed images, and classifications of caustic geometry.

The full multi-plane lens equation properly captures the redshift dependencies and the

non-linear couplings between redshift planes, but it can be computationally impractical.

There may be hundreds of objects projected close enough to a lens to affect the light rays

(e.g., Momcheva et al. 2006; Williams et al. 2008; Wong et al. 2011), making it expensive

to evaluate the lens equation even once, let alone the enormous number of times required

in careful lens modeling.

As an alternative, one could make the approximation that each LOS galaxy acts as

a small perturbation (weak lens), contributing only convergence and shear to the lensing

potential. Cosmic shear studies employ this weak lensing approximation and integrate over

the matter along the LOS, but those calculations are statistical, limiting their applicability

to specific observed beams, and they neglect higher-order effects beyond shear. Convergence

is usually omitted from lens models because of the mass sheet degeneracy, which can lead

to biases in derived physical and cosmological parameters. When convergence is included,

that is typically done in post-processing (e.g., Fadely et al. 2010; Nakajima et al. 2009;

Suyu et al. 2010, 2013; Collett et al. 2013). Shear is often included in the fit, but usually

under the assumption that it originates in the main lens plane. That widely-used approach

neglects higher-order effects beyond shear, which may be significant for objects sufficiently

close to the optical axis, and it also neglects non-linear effects that arise from having mass

in multiple planes (see Jaroszynski & Kostrzewa-Rutkowska 2012). To account for higher-

order effects, some lens models feature a hybrid methodology in which galaxies near the

lens are modeled explicitly while galaxies farther away are treated with an additional shear
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(e.g., Morgan et al. 2004; Kochanek et al. 2006; Vuissoz et al. 2008; Fadely & Keeton 2012).

Even in those cases, the galaxies have typically been placed in the lens plane, neglecting

any additional redshift effects.

In this paper we present a framework for multi-plane lensing that consolidates the var-

ious approaches above. Our approach can handle an arbitrary collection of “main” planes

(strong lenses) that are treated exactly and planes that are approximated with shear and

convergence (weak lenses), at any location along the line of sight. After reviewing the setup

(§4.2), we analyze the lens equation and magnification tensor (§4.3) and time delays (§4.4)

in the multi-plane context. We then examine a multi-plane version of the gauge symmetry

known as the mass sheet degeneracy (§4.5). Our multi-plane framework provides a general

way to quantify LOS effects for observed lens systems (Wong et al. 2011; McCully et al., in

prep.).

4.2 Setup

Our discussion of multi-plane gravitational lensing follows Chapter 9 of the book by Schnei-

der et al. (1992) and Section 6.4 of the book by Petters et al. (2001), which in turn draw

on papers by Blandford & Narayan (1986) and Kovner (1987). In particular, our analysis

of LOS shear in §4.3.1 is equivalent to the discussion of the generalized quadrupole lens in

Section 9.3 of Schneider et al. (1992).

4.2.1 Definitions

Consider N galaxies with redshifts zi, indexed by increasing redshift so z1 ≤ z2 ≤ . . . ≤

zN < zs. (It is fine to have more than one galaxy at a given redshift.) The source is in

plane N + 1, which is labeled with the index s. Let Di and Dis be the angular diameter

distances from the observer to galaxy i and from galaxy i to the source (respectively). For

i < j let Dij be the angular diameter distance from galaxy i to galaxy j.

Let galaxy i have lensing potential φi(xi) and surface mass density Σi(xi). We write
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xi to emphasize that the lensing properties are naturally expressed using coordinates xi in

plane i. The lensing potential and surface mass density are related by the Poisson equation

∇2φi(xi) = 2
Σi(xi)

Σcr,i
, (4.1)

where the critical surface density for lensing for plane i is

Σcr,i =
c2

4πG

Ds

DiDis
. (4.2)

The deflection angle from galaxy i is then

αi(xi) = ∇φi(xi) . (4.3)

We emphasize that αi is the deflection angle due to galaxy i and is a function of image

position in plane i. The position of the light ray in plane i will depend on how the light has

already been bent by other galaxies, but that modification is explicitly built into the multi-

plane lens equation (see below). It is useful to introduce the matrix of second derivatives,

Γi =
∂αi
∂xi

=

 κi + γci γsi

γsi κi − γci

 , (4.4)

where we define the convergence (κ) and shear (γ) components from galaxy i:

κi =
1

2

(
∂2φi
∂x2

i

+
∂2φi
∂y2

i

)
, (4.5)

γci =
1

2

(
∂2φi
∂x2

i

− ∂2φi
∂y2

i

)
, (4.6)

γsi =
∂2φi
∂xi∂yi

. (4.7)

We refer to Γi as the shear tensor for simplicity, although it contains convergence as well.

Note that the convergence can be obtained from the trace of Γ, while the shear components
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are given by the traceless, symmetric part of Γ.

If a galaxy lies far from the center of the main lens galaxy (in projection) we can Taylor

expand the lens potential about the center of the main galaxy as

φ(x) = φ(0) + αi(0)xa +
1

2
Γabxaxb +

1

6
Fabcxaxbxc + . . . (4.8)

where a, b, c are vector component indices and we have adopted the Einstein notation of

summing over repeated indices. F is the flexion tensor of third-derivatives defined by

Fabc ≡ ∂3φ

∂xa∂xb∂xc

∣∣∣∣
x=0

. (4.9)

The φ(0) term is the zeropoint of the potential, which is unobservable. The α(0) term

corresponds to a uniform deflection that is degenerate with a translation of the source

plane coordinates. Thus, the first significant term is the second-order one. If we can neglect

higher-order terms and truncate the expansion at second order, we have

φi(xi) ≈
1

2
xi · Γi(0)xi , (4.10)

αi(xi) ≈ Γi(0)xi , (4.11)

Γi(xi) ≈ Γi(0) . (4.12)

This defines the shear approximation, which we employ for all planes in which the perturber

is projected sufficiently far away from the center of the main lensing galaxy. (We quantify

the accuracy of the shear approximation in a forthcoming paper; McCully et al. in prep.)

In the remainder of the paper we drop (0) for simplicity. We refer to planes that employ

the shear approximation as “shear planes,” and planes that are treated exactly as “main

planes.”
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For illustration, the lensing potential of a point mass is given by

φ = R2
E ln |x− rp| (4.13)

where RE is the Einstein radius of the perturber, x is the image position in the redshift

plane of the perturber, and rp is the position of the perturber. If we let |x| = x, |rp| = rp,

and θ be the angle between the perturber and the image position as measured from the

origin, then we can rewrite the potential using the law of cosines as

φ =
1

2
R2
E ln

(
r2
p + x2 − xrp cos θ

)
. (4.14)

If we assume the projected offset of the perturber is large compared to the image positions

(rp � x), then we can expand the logarithm as

φ ≈ R2
E

[
ln(rp)− cos(θ)

x

rp
− 1

2
cos(2θ)

x2

r2
p

− 1

3
cos(3θ)

x3

r3
p

+ . . .

]
. (4.15)

We see that a point mass has Γ ∼ R2
E/r

2
p and F ∼ R2

E/r
3
p.

4.2.2 Multi-plane lensing

The lens equation is constructed by working “backwards” from the observer, through the

lens planes one by one, until we reach the source. If xj is the position in plane j, we have

(see eq. 9.7a of Schneider et al. 1992, and eq. 6.29 of Petters et al. 2001)

xj = x1 −
j−1∑
i=1

βijαi(xi) , (4.16)

where

βij =
DijDs

DjDis
. (4.17)
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Notice that the lens equation for plane j depends on all planes in front of j (i < j), so

this amounts to a recursion relation that we can use to start with angular coordinates on

the observer’s sky (x1) and work our way up in redshift until we reach the source plane

(xs = xN+1). The recursive sums mean there are non-linear couplings among the lens

planes. (Hilbert et al. e.g., 2009; Seitz & Schneider e.g., 1994 write the recursion relation

in a different form, but we find eq. (4.16) to be useful.)

The Jacobian matrix for the mapping between the coordinates on the sky and the

coordinates in plane j is

Aj =
∂xj
∂x1

= I−
j−1∑
i=1

βij
∂αi
∂xi

∂xi
∂x1

= I−
j−1∑
i=1

βijΓiAi , (4.18)

where I is the 2× 2 identity matrix. The lensing magnification tensor is the inverse of the

Jacobian matrix for the source plane: µ = A−1
s . The non-linear couplings among planes

enter here: the full expression for As includes terms involving products of different numbers

of shear tensors.

The general form for the multi-plane time delay is (see eq. 6.22 of Petters et al. 2001)

T =
s−1∑
i=1

τi i+1

[
1

2
|xi+1 − xi|2 − βi i+1φi(xi)

]
, (4.19)

where

τij =
1 + zi
c

DiDj

Dij
(4.20)

is a distance combination with dimensions of time. We can omit the redshift dependence if

we measure the D’s as comoving rather than angular diameter distances.

Throughout the derivation we use the following identities from the definitions of βij and
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i = 1 2 3 4 l = 5 6 7 8 s = 9

Figure 4.1 Schematic diagram of multi-plane lensing (not to scale). The light bending is
dominated by a single main plane (` = 5) but affected by additional shear planes in the
foreground and background of the main plane. Here the source is in plane s = 9, but the
framework can handle an arbitrary number of planes.

τij (see Section 6.4.1 in Petters et al. 2001):

βis = 1 (∀i) , (4.21)

τis = βijτij (∀ij) , (4.22)

1

τik
=

1

τij
+

1

τjk
(i < j < k) . (4.23)

Also, to simplify the notation we define versions of β and τ with a single subscript as

βi ≡ βi i+1 , τi ≡ τi i+1 . (4.24)

4.3 Lens Equation and Magnification Tensor

In this section we work with the multi-plane lens equation and magnification tensor. We

start by using the shear approximation for all planes other than the plane containing the

main lens galaxy. We then generalize to arbitrary combinations of shear and main planes.

4.3.1 One “main” plane

Suppose there is a single “main” lens plane (i = `) and all other galaxies can be treated with

the shear approximation as illustrated in Figure 4.1. (This case has been studied previously

by Kovner 1987 and Schneider et al. 1992.) Using eq. (4.10), we can write the recursion
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relations for the position and Jacobian matrix as

xj = x1 −
j−1∑

i=1,i 6=`
βijΓixi − β`jα`(x`) , (4.25)

Aj = I−
j−1∑

i=1,i 6=`
βijΓiAi − β`jΓ`(x`)A` . (4.26)

We separate the terms with i = ` and write α` and Γ` explicitly because we do not use the

shear approximation for the main plane.

It is interesting to consider the position x′j and Jacobian matrix Bj that we would get

if we were to omit the main plane. These quantities must be used with care because they

do not include contributions from the main plane (which will be added back in later), but

they will prove to be valuable. These modified quantities have the form

x′j = x1 −
j−1∑

i=1,i 6=`
βijΓix

′
i , (4.27)

Bj = I−
j−1∑

i=1,i 6=`
βijΓiBi . (4.28)

In the foreground of the main lens plane (j ≤ `), we clearly have x′j = xj and Bj =

Aj because the trajectory has not yet been affected by the main plane. (Recall that we

trace a light ray backwards from the observer.) The situation is different, however, in the

background of the main lens plane (j > `). Taking the difference between eqs. (4.26) and

(4.28), we have

Aj −Bj = −β`jΓ`A` −
j−1∑
i=`+1

βijΓi(Ai −Bi) . (4.29)

Notice that the sum now includes only terms with i > `, because Ai − Bi = 0 for i ≤ `.

Now if we multiply through by (−Γ`B`)
−1 from the right and use the fact that A` = B`,
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we obtain

C`j ≡ (Aj −Bj)(−Γ`B`)
−1 (4.30)

= β`jI−
j−1∑
i=`+1

βijΓiC`i. (4.31)

Equation (4.31) is a recursion relation for C`j that involves only LOS effects, specifically

only planes in between the main plane and plane j. In other words, C`j is independent of

the main lens. There is, of course, a dependence on the main lens in converting between

C`j and Aj :

Aj = Bj −C`jΓ`B` . (4.32)

The matrices Bj and C`j turn out to have an additional use when we consider the

positions. Returning to eqs. (4.26) and (4.27) and writing out terms, we find that in the

shear approximation we have the simple relation

x′j = Bjx1 , (4.33)

for all j. In the foreground (j ≤ `) we of course have xj = x′j . In the background (j > `),

the positions xj and x′j are different, and in fact we have

xj = x′j −C`jα`(x`) . (4.34)

Note that the deflection depends on the position in the main lens plane x`, not the observed

sky plane x1. This leads to non-linear effects that cannot be mimicked by an external shear

and will be important for the multi-plane mass sheet degeneracy (see §4.5).

To summarize, in the case of a single main plane plus a collection of planes that can be

treated with the shear approximation, we can separate the full multi-plane lensing analysis

into pieces that depend only on the LOS (B`, Bs, and C`s) and pieces that depend on the

main lens plane (α` and Γ`, both of which are evaluated at the position x` = B`x1). We
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can combine the pieces into the lens equation and Jacobian matrix as follows:

xs = Bsx1 −C`sα`(B`x1) , (4.35)

As = Bs −C`sΓ`B` , (4.36)

This represents a complete description of the multi-plane lensing in this scenario; there

are no approximations involved in the treatment of multi-plane lensing itself. The only

approximation used here is the shear approximation for the perturbing galaxies. Note that

B` is inside the argument of the deflection for the main lens galaxy.

The multi-plane lens equation (4.35) is identical to the quadrupole lens equation in

Schneider et al. (1992) and equivalent to the results from Kovner (1987) and Bar-Kana

(1996). With a suitable change of variables it can be made equivalent to standard single-

plane lens equation (Bar-Kana 1996; Schneider 1997; Keeton 2003). Such a simplification

may be useful for theoretical calculations, but strictly speaking it does not apply to lens

modeling because the coordinate transformation is not known, and modeling should be done

using observed coordinates. This form of the multi-plane lens equation was used by Wong

et al. (2011) to quantify shear for a sample of observed lenses. The key advance in our new

framework is the extension to an arbitrary combination of main and shear planes (§4.3.3)

and then to time delays (§4.4).

4.3.2 Small-shear limit

It is instructive to consider the preceding analysis in the limit where all the LOS shears are

small. If we make Taylor series expansions and work to linear order in the LOS shears, we
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obtain

Bs ≈ I− Γtot , (4.37)

B` ≈ I− Γ̃f , (4.38)

C`s ≈ I− Γ̃b, (4.39)

where

Γtot =

N∑
i=1,i 6=`

Γi (4.40)

are simple sums of the foreground and background shear tensors (with uniform weighting),

while

Γ̃f =
`−1∑
i=1

βi`Γi and Γ̃b =
N∑

i=`+1

β`iΓi (4.41)

are sums where the different planes have different weight factors βi` 6= 1 and β`i 6= 1.

The different weight factors between Γ and Γ̃ will be important for the discussion of the

mass sheet degeneracy (§4.5). Note that Wong et al. (2011) used Γtot to characterize

environmental effects for observed lenses. The sums above are discretized versions of the

integrals used in cosmic shear calculations (e.g., Munshi et al. 2008).

4.3.3 Multiple “main” planes

We now extend the framework to allow arbitrary combinations of main planes (which are

given full treatment) and shear planes, illustrated in Figure 4.2. We do not make any

particular assumptions about how the planes are distributed in redshift; there may be 0,

1, or many shear planes in between any two main planes. As noted above, more than one

galaxy may be at a given redshift. Our notation is as follows: Roman letters (i, j) are used

to sequentially index all planes (both main and shear). Greek letters (µ, ν) are used to

sequentially index main planes only. Also, `µ denotes the Roman index of the main plane
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i = 1 l1 = 2 3 4 6 7 8 s = 9l2 = 5

Figure 4.2 Similar to Figure 4.1, but showing a case with two main planes (`1 = 2 and
`2 = 5).

µ; in other words, {`1, `2, ..., `µ, ...} are the indices of the main planes. The source plane

counts as a main plane, but with index s = N + 1.

To set the stage, let us re-examine the multi-plane lens equations for the case in which

all planes are main (eqs. 4.16 and 4.18) and the case with a single main plane (eqs. 4.35

and 4.36). The first term in each case represents what would happen if the main planes

were not present: in eq. (4.16) this is characterized by the identity matrix because if we

remove all planes we are left with no lensing; while in eq. (4.35) there is distortion from all

the shear planes, which is characterized by the matrix Bs. The terms in the sums represent

the combined contributions from the main plane(s) in the foreground of the plane being

evaluated. In eq. (4.16) the light ray experiences no distortions in between planes, so the

connecting factor is just a scalar (βij) that encodes the relative distances between planes i

and j. In eq. (4.35), by contrast, the light ray may be sheared in between main planes, so

the connecting factor becomes a matrix (C`s) that includes not only the distance factors

but also the shears in between the main planes.

We can now understand the form of the lens equations for a general combination of main

and shear planes:

xi = Bix1 −
∑

`∈{`µ<i}
C`iα`(x`) , (4.42)

Ai = Bi −
∑

`∈{`µ<i}
C`iΓ`A` . (4.43)
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Again notice that the deflections depend on the positions in the main planes x`. Also, these

sums only include main planes. At each step in the recursion, α` and Γ` are to be evaluated

at the position x`. The matrix B` represents the net effects of the shear planes in between

the observer and the main plane with index `, which can be found recursively as follows:

Bj = I−
j−1∑

i=1,i 6∈{`µ}
βijΓiBi (4.44)

where this sum does not include any of the main planes (even if they happen to lie between

the observer and plane j). The matrix C`j represents the net effects of the shear planes in

between the main plane ` and plane j whose recursion relation is

C`j = β`jI−
j−1∑

i=`+1,i 6∈{`µ}
β`iΓiC`i, (4.45)

where again this sum only includes shear planes. Note that Bj and C`j are defined for

arbitrary j, but eqs. (4.42) and (4.43) show that only the matrices associated with main

planes need to be stored for later use. The benefit of this approach for lens modeling is that

the bulk of the computational effort goes into determining B`µ and C`µ`ν , but that step

needs to be done only once. Once those matrices are stored, the mass model in the main

plane(s) can be varied without having to recompute the full LOS.

4.4 Time Delay

We now turn to time delays. As before, we start with a single main plane plus a collection of

shear planes, and then generalize to an arbitrary combination of shear and main planes. To

set the context, it is useful to recall the classic expression for the time delay in single-plane

lensing. The single-plane time delay can be written in several different forms, the most

familiar of which is

T ∝ 1

2
|x− xs|2 − φ(x) . (4.46)
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We can expand the quadratic term as

T ∝ 1

2
(x2 − x · xs − xs · x+ x2

s)− φ(x) . (4.47)

In terms of the deflection angle α, we can rewrite this as

T ∝ 1

2
|α|2 − φ(x) . (4.48)

We can even mix these two forms giving

T ∝ 1

2
(x− xs) ·α− φ(x) . (4.49)

While these forms may look rather distinct, they are all equivalent. We will see below how

the different forms are useful.

4.4.1 Single “main” plane

Before we plug solutions of the lens equation (4.35) into the time delay, it is useful to rewrite

solutions in a slightly different way. We define a scaled source coordinate

u ≡ B−1
s xs. (4.50)

We can use eq. (4.35) evaluated in the source plane to eliminate α` giving

α` = C−1
`s Bs(x1 − u). (4.51)

x1 is the coordinates on the observer’s sky, so to simplify the notation we drop the subscript.

Substituting eq. (4.51) into eq. (4.35) yields

xj = Bjx−C`jC
−1
`s Bs(x− u). (4.52)
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Defining

Qj ≡ C`jC
−1
`s Bs, (4.53)

further simplifies eq. (4.52) to

xj = Bjx−Qj(x− u). (4.54)

This is the form we use in the time delay expression.

The general expression for the multi-plane time delay depends explicitly on all of the

xj and φj . Our goal is to write the time delay in terms of (x,xs, φ`) or equivalently

(x,α`, φ`). To that end, we substitute for the position coordinates, explicitly separate out

the main plane lens potential, and implement the shear approximation for all other planes

(φj ≈ 1
2xjΓjxj). This yields

T =
s−1∑
i=1

1
2τi [Bi+1x−Qi+1(x− u)−Bix+ Qi(x− u)]2 − τ`sφ`(x`)

−
s−1∑

i=1,i 6=`
1
2τiβi [(Bix−Qix+ Qiu)Γi(Bix−Qix+ Qiu)] . (4.55)

We would like to eliminate Γi, so it is now necessary to digress to derive a few useful

identities. We start by examining

Bj+1 −Bj = −βjΓjBj −
j−1∑
i 6=`

(βi j+1 − βij)ΓiBi, (4.56)

and

Bj −Bj−1 = −βj−1Γj−1Bj−1 −
j−2∑
i 6=`

(βij − βi j−1)ΓiBi. (4.57)

Combining these and using eq. (4.22), we can cancel the sum to obtain

Bj+1 =

[(
1 +

τj−1

τj

)
I− βjΓj

]
Bj −

τj−1

τj
Bj−1. (4.58)
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Rearranging, we can solve for Γj :

βjΓj =

(
1 +

τj−1

τj

)
I−Bj+1B

−1
j −

τj−1

τj
Bj−1B

−1
j . (4.59)

Following the same procedure yields a similar result for C`j :

βjΓj =

(
1 +

τj−1

τj

)
I−C` j+1C

−1
`j −

τj−1

τj
C` j−1C

−1
`j . (4.60)

These relations have an interesting effect when Bj or C`j is multiplied from the right:

βjΓjBj =

(
1 +

τj−1

τj

)
Bj −Bj+1 −

τj−1

τj
Bj−1 (4.61)

and

βjΓjC`j =

(
1 +

τj−1

τj

)
C`j −C` j+1 −

τj−1

τj
C` j−1. (4.62)

We plug these identities into eq. (4.55), using eq. (4.59) when Γi appears with Bi and

eq. (4.60) when it appears with Qj (because that involves C`j), and then expand the

quadratic term:

T =
s−1∑
i=1

1

2
τi
[
(Bi+1x−Qi+1(x− u))2 + (Bix−Qi(x− u))2

− (Bi+1x−Qi+1(x− u)) · (Bix−Qi(x− u))

− (Bix−Qi(x− u)) · (Bi+1x−Qi+1(x− u))]− τ`sφ`(x`)

+
s−1∑

i=1,i 6=`

1

2
τi(Bix−Qix+ Qiu) ·

[
(−I− τi−1

τi
)(Bix−Qix+ Qiu)

+ (Bi+1x−Qi+1x+ Qi+1u) +
τi−1

τi
(Bi−1x−Qi−1x+ Qi−1u)

]
(4.63)

The identity term in the second sum is identical to the second quadratic term in the first

sum but with opposite sign. Also, the first i, i+ 1 cross term in the first sum matches the

i, i + 1 cross term in the second sum. These terms cancel except for the main plane term
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j = ` that we explicitly removed from the second sum.

The other terms in the first sum are of the same form as the remaining terms in the

second sum, but with indices decremented by 1. We therefore reindex the remaining terms

in the second sum with i→ i+ 1. These terms become

s−1∑
i=1,i 6=`

→
s−2∑

i=0,i 6=`−1

τi(Bi+1x−Qi+1(x− u))2 (4.64)

and
s−1∑

i=1,i 6=`
→

s−2∑
i=0,i 6=`−1

τi(Bi+1x−Qi+1(x− u)) · (Bix−Qi(x− u)). (4.65)

These match the terms in the first sum but have opposite sign and therefore all of the sums

cancel. The only surviving terms are s− 1 and `− 1 terms from removing the main plane

and reindexing. There is also an i = 0 term from the second reindexed sum. This term

would have τ0,1 as a coefficient. Taking the zero plane to be the observer, we have D0 = 0

and therefore τ0,1 = 0. This leaves us with

T =
1

2

[
τ`(B`x−Q`(x− u))2 − τ`(B`+1x−Q`+1(x− u)) · (B`x−Q`(x− u))

+ τ`−1(B`x−Q`(x− u))2 − τ`−1(B`x−Q`(x− u)) · (B`−1x−Q`−1(x− u))

+ τs−1(Bsx−Qs(x− u))2 − τs−1(Bsx−Qs(x− u)) · (Bs−1x−Qs−1(x− u))
]

−τ`sφ`(x`). (4.66)

It is now enlightening to reexamine the difference Bj − Bj−1. Multiplying eq. (4.57)

through by τj−1 we get

τj−1Bj − τj−1Bj−1 = −τj−1,sΓj−1Bj−1 −
j−2∑
i 6=`

τisΓiBi = −
j−1∑
i 6=`

τisΓiBi. (4.67)
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We then define a new set of matrices

Fj ≡ τj−1Bj − τj−1Bj−1 = −
j−1∑
i 6=`

τisΓiBi (4.68)

and similarly for C`j ,

G`j ≡ τj−1C`j − τj−1C` j−1 = τ`sI−
j−1∑
i=`+1

τisΓiC`i. (4.69)

Both the Fj and G`j matrices have units of time. Therefore terms in the time delay that

include these matrices will not include an explicit τij as a coefficient.

Plugging these definitions into eq. (4.63), we have

T =
1

2
(B`x−Q`(x− u)) ·

[
(F` − F`+1)x− (G` ` −G` `+1)C−1

`s Bs(x− u)
]

+
1

2
(Bsx−Qs(x− u)) · (Fsx−G`sC

−1
`s Bs(x− u))− τ`sφ`(x`). (4.70)

Note that the Fj do not include the main plane, so F` = F`+1. Also, as the G`j only include

the background planes, G` ` = 0 and G` `+1 = τ`s. We can further simplify this expression

for the time delay when we recognize the definition of xs from eq. (4.54) and replace u with

Bsxs.

With these final simplifications, we have our final expression:

T =
1

2
τ`sB`x·C−1

`s (Bsx−xs)+
1

2
xs ·(Fsx−G`sC

−1
`s Bsx+G`sC

−1
`s xs)−τ`sφ`(B`x). (4.71)

This form is most like eq. (4.47) and will be useful to compare to previous calculations with

a single main plane. We can rewrite the result in an equivalent form that more resembles

eq. (4.49), reordering terms and substituting for α and x`, giving

T =
1

2
(xs · Fsx+ τ`sx` ·α` − xs ·G`sα`)− τ`sφ`. (4.72)
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This is the form that we will compare to our final results for multiple main planes.

Throughout this calculation we have taken a much different approach to finding the

time delay than Schneider et al. (1992). We began from the general multi-plane time

delay expression given by Petters et al. (2001) and algebraically manipulated the expression

looking for cancellations. Schneider et al. (1992) start from the solution of the multi-plane

lens equation. By Fermat’s principle, the derivative of the time delay should give the lens

equation. Therefore, solving for the time delay (up to a constant multiplicative factor) is

equivalent to solving the differential equation

∂T

∂x`
= C−1

`s Bsx1 −C−1
`s xs −

∂φ`
∂x`

(4.73)

as, according to Schneider et al. (1992), the only independent variable can be x`. Following

this procedure, Schneider et al. (1992) find (in our notation) that

T ∝ 1

2
B`x ·C−1

`s (Bsx− xs)−
1

2
xs ·C−1

`s (B`x−B`B
−1
s xs)− φ`. (4.74)

Comparing eqs. (4.72) and (4.74), we see that the proportionality constant is (not surpris-

ingly) τ`,s (also see Schneider 1997). The terms in the first set of parentheses are identical

to our solution, but the terms in the second set of parentheses require more care.

The first term in the second parentheses is not obviously the same as the corresponding

term in our expression. However, from quantitative tests using different numbers of planes

with random separations and lens potentials, we find that the two are numerically equal.

This implies the non-obvious identity

τ`sC
−1
`s B` = G`sC

−1
`s Bs − Fs. (4.75)

While we have not proved this identity analytically, we suspect it is related to the identities

in eqs. (4.59) and (4.60).
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Unlike the first term, the second term in the second parentheses in eq. (4.74) is not

numerically equivalent to our result. We note that this term is quadratic in xs and does

not depend on x` (or equivalently x1). As Schneider et al. (1992) only consider the partial

derivative with respect to x`, their analysis is insensitive to an additive term that is inde-

pendent of x`. In any case, such a term does not affect differential time delays, which are

the observables of interest.

4.4.2 Multiple “main” planes

We now extend this analysis to an arbitrary combination of main planes and shear planes.

We again do not make any assumptions about the redshift distributions of the planes

or how the planes are ordered. As above, we denote the index of main planes as ` ∈

{`1, `2, ..., `µ, ...}. We begin with the lens equation (4.42) for multiple main planes. We

substitute this expression into the full time delay expression, eq. (4.19), and separate the

main plane indices giving

T =
s−1∑
i=1

1

2
τi

Bi+1x−
`<i+1∑
`∈{`µ}

C` i+1α` −Bix+
`<i∑

`∈{`µ}
C`iα`

2

−
s−1∑

i=1,i 6∈{`µ}

1

2
τiβi

Bix−
`<i∑

`∈{`µ}
C`iα`

 · Γi
Bix−

`<i∑
`∈{`µ}

C`iα`


−
∑
`∈{`µ}

τ`sφ`(x`). (4.76)

As Bj and C`j only depend on the shear planes, the relationships between these matrices

and Γj , eqs. (4.59) and (4.60), still hold in the multiple main plane case. It is useful to

point out that the relationship given in eq. (4.60) now generalizes for each ` ∈ {`µ}. Using

these relations and expanding the quadratic terms, analogous to eq. (4.63), we can rewrite
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the time delay as

T =

s−1∑
i=1

1

2
τi

Bi+1x−
`<i+1∑
`∈{`µ}

C` i+1α`

2

+

Bix−
`<i∑

`∈{`µ}
C`iα`

2

− 2

Bi+1x−
`<i+1∑
`∈{`µ}

C` i+1α`

 ·
Bix−

`<i∑
`∈{`µ}

C`iα`


+

s−1∑
i=1,i 6∈{`µ}

1

2
τi

Bix−
`<i∑

`∈{`µ}
C`iα`

 ·
(−I− τi−1

τi

)Bix−
`<i∑

`∈{`µ}
C`iα`


+

Bi+1x−
`<i+1∑
`∈{`µ}

C` i+1α`

+
τi−1

τi

Bi−1x−
`<i−1∑
`∈{`µ}

C` i−1α`


−
∑
`∈{`µ}

τ`sφ`(x`). (4.77)

As in the single plane case, the identity term in the second term matches the second

quadratic term in the first sum. These cancel, leaving only the main planes from the

first sum. Again, the i, i+ 1 cross term in the second sum cancels one of the cross terms in

the first sum, leaving only the main plane terms. As in the single plane case, we see that

the remaining terms are identical but that the indices in the second sum are decremented

by 1. We reindex the sums with i→ i+ 1:

s−1∑
i=1,i 6∈{`µ}

→
s−2∑

i=0,i+16∈{`µ}
τi

Bi+1x−
`<i+1∑
`∈{`µ}

C` i+1α`

2

(4.78)

and

s−1∑
i=1,i 6∈{`µ}

→
s−2∑

i=0,i+16∈{`µ}
τi

Bi+1x−
`<i+1∑
`∈{`µ}

C` i+1α`

 ·
Bix−

`<i∑
`∈{`µ}

C`iα`

 . (4.79)

These terms now cancel in the sums leaving only the s− 1 and {`µ − 1} terms.
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We are left with

T =
1

2

∑
`∈{`µ}

τ`
B`x−

ν<∑̀
ν∈{`µ}

Cν`αν

2

+ τ`−1

B`x−
ν<∑̀

ν∈{`µ}
Cν`αν

2

−τ`

B`+1x−
ν<`+1∑
ν∈{`µ}

Cν `+1αν

 ·
B`x−

ν<∑̀
ν∈{`µ}

Cν`αν


− τ`−1

B`x−
ν<∑̀

µ∈{`µ}
Cν`αν

 ·
B`−1x−

ν<`−1∑
ν∈{`µ}

Cν `−1αν


−τs−1

Bsx−
ν<s∑

ν∈{`µ}
Cνsαν

 ·
Bs−1x−

ν<s−1∑
ν∈{`µ}

Cν s−1αν


+τs−1

Bsx−
ν<s∑

ν∈{`µ}
Cνsαν

2

−
∑
`∈{`µ}

τ`sφ`(x`). (4.80)

Our expressions for Fj and G`j remain basically unchanged except that ` is now a free

index that runs over the main planes. These are now given by

Fj ≡ τj−1Bj − τj−1Bj−1 = −
j−1∑

i=1,i 6∈{`µ}
τisΓiBi (4.81)

and

G`j ≡ τj−1C`j − τj−1C` j−1 = τ`sI−
j−1∑

i=`+1,i 6∈{`µ}
τisΓiC`i. (4.82)

Substituting these matrices into eq. (4.80) yields

T =
1

2

∑
`∈{`µ}

B`x−
ν<∑̀

ν∈{`µ}
Cν`αν

 ·
F`x−

ν<∑̀
ν∈{`µ}

Gν`αν


·

F`+1x−
ν<`+1∑
ν∈{`µ}

Gν `+1αν

− ∑
`∈{`µ}

τ`sφ`(x`)

+
1

2

Bsx−
ν<s∑

ν∈{`µ}
Cνsαν

 ·
Fsx−

ν<s∑
ν∈{`µ}

Gνsαν

 . (4.83)

Recall that Fj and G`j are both independent of main planes so F` = F`+1 and Gν` =
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Gν `+1. Therefore, as before, the Fj and G`j terms cancel. There is an important subtlety

here, though. The second sum with the Gν `+1 includes one more main plane that the

previous corresponding sum, namely G` `+1α` = τ`sα`. We also substitute x` and xs from

the lens equation, eq. (4.42), finally giving us

T =
1

2
xs · Fsx+

∑
`∈{`µ}

[
1

2
τ`sx` ·α` −

1

2
xs ·G`sα` − τ`sφ`

]
. (4.84)

This result immediately becomes the single main plane time delay, eq. (4.72), by dropping

the sum over main planes.

In practice, we can tabulate all of the line of sight effects by calculating all of the Bj ,

C`j , Fj , and G`j matrices. The benefit of this approach is that all of the line of sight

calculations can be done up front and performed only once. We can save these matrices

and then vary the main plane potentials without ever having to recalculate the full line of

sight.

4.5 Mass Sheet Degeneracy

For traditional, single-plane lensing, Falco et al. (1985) showed that certain transformations

of the lens potential leave the image positions and flux ratios unchanged. One notable

transformation is the “mass sheet degeneracy.” In the single-plane case, the lens equation

has the form

xs = x−∇φ(x). (4.85)

If we apply the transformation

φ(x)→ (1− κ)φ(x) +
κ

2
x2 (4.86)

the entire right-hand side of eq. (4.85) gets multiplied by (1−κ). Because the source position

is unobservable, we can define a rescaled source coordinate (1 − κ)y = xs and then write
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the transformed lens equation as

(1− κ)y = (1− κ)x− (1− κ)∇φ(x), (4.87)

The (1−κ) factors cancel, so the transformed equation is formally equivalent to the original.

A similar cancellation occurs for the fluxes if we rescale the source flux, which is permitted

if the intrinsic flux of the source is unknown and the constraint come from flux ratios rather

than absolute fluxes.1 Time delays are different, however. The transformation (4.86) causes

differential time delays to be rescaled by

∆T ′ = (1− κ)∆T, (4.88)

which is important when using time delays to constrain the Hubble constant (e.g., Suyu

et al. 2010, 2013; Fadely et al. 2010). Overall, the mass sheet degeneracy can be viewed

as a type of gauge invariance analogous to what is seen with potentials in electricity and

magnetism.

Before proceeding to the multi-plane case, it is useful to examine a case with external

convergence and shear in the lens plane. We can write the potential as

φ(x) = φg(x) +
1

2
x · Γ · x (4.89)

where φg(x) is the potential due to the main galaxy. The mass sheet degeneracy still applies

to this situation, but the transformation is slightly different:

φg(x)→ (1− κ)φ(x) +
κ

2
x · (I− Γ) · x. (4.90)

This form of the mass sheet degeneracy produces the same rescaling of observables as before.

1Type Ia supernovae can be used to break the mass-sheet degeneracy because their intrinsic luminosity
can be inferred from their light curve shapes (e.g., Kolatt & Bartelmann 1998).
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We have found a similar gauge symmetry for the case of a single main plane with an

arbitrary collection of shear planes along the line of sight. If we start with the lens equation

(4.35) and make the transformation

φ(x`)→ (1− κ)φ+
κ

2
xT` C−1

`s BsB
−1
` x` (4.91)

we find that the observables scale in the same way as the original mass sheet degeneracy.

The form of this transformation is reminiscent of eq. (4.90), so we define an “effective” shear

by

Γeff ≡ I−C−1
`s BsB

−1
` . (4.92)

To build some intuition about this quantity, it is useful to examine the small-shear limit.

Substituting expressions from §4.3.2 yields

C−1
`s BsB

−1
` ≈ (I− Γ̃b)−1(I− Γtot)(I− Γ̃f)

−1. (4.93)

If we make the additional, stronger assumption that the sums over shear planes are also

small, we can further simplify this expression. Using a Taylor series expansion of the inverses

and keeping only the first-order terms in Γ’s, we obtain

C−1
`s BsB

−1
` ≈ (I + Γ̃b)(I− Γtot)(I + Γ̃f). (4.94)

Multiplying this out and keeping only linear terms in Γ’s, we find

Γeff ≈
N∑

i=1,i 6=`
(1− β) Γi, (4.95)

where β is βi` in the foreground and β`i in the background. Our interpretation is that Γeff

is approximately the sum of all of the shear planes weighted by the redshift factor (1− β).

This has the same form as the effective shear that was found by Momcheva et al. (2006).
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We will comment further on the use of Γeff in §4.6.

The mass sheet degeneracy is more subtle for multiple main planes. There is a trans-

formation that preserves the image positions in eq. (4.16):

φ1(x1) → (1− κ)φ1(x1) +
κ

2
x2

1, (4.96)

φi(xi) → (1− κ)φi(xi) (i > 1). (4.97)

We interpret this transformation as adding a mass sheet in the observed plane on the sky

(i = 1), i.e., as a “mass-screen” degeneracy. If κ is in any other plane, the image positions

are not preserved due to the recursion in the lens equation. In our new hybrid framework,

the transformation generalizes to

φ`1(x`1) → (1− κ)φ`1(x`1) +
κ

2
xT`1C

−1
`1s

BsB
−1
`1
x`1 , (4.98)

φ`(x`) → (1− κ)φ`(x`) (` > `1) (4.99)

for all main planes behind the first. While these general transformations preserve the image

positions, their effects on time delays are much more complicated than a simple rescaling

and is beyond the scope of this work. In practice, the multiple main plane mass sheet

degeneracy is not relevant for our lens models (Wong et al. 2011, McCully et al., in prep.)

because we explicitly include the measured mass in the LOS planes, rather than adding

convergence in post-processing.

4.6 Conclusions

We have presented a framework for multi-plane gravitational lensing that fills the gap

between using the full multi-plane lens equation (which can be computationally expensive)

and treating everything as shear (which omits higher-order effects that can be significant

for objects projected near the lens). The framework can handle any mixture of “main”
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planes (strong lenses) that are given full treatment and “shear” planes (weak lenses) that

are treated using the shear approximation. Our framework can be used to calculate all of the

standard lensing observables. The general expressions for the lens equation, magnification

tensor, and time delay are as follows (from eqs. 4.42, 4.43, and 4.84):

xi = Bix1 −
∑

`∈{`µ<i}
C`iα`(x`),

Ai = Bi −
∑

`∈{`µ<i}
C`iΓ`A`,

T =
1

2
xs · Fsx+

∑
`∈{`µ}

[
1

2
τ`sx` ·α` −

1

2
xs ·G`sα` − τ`sφ`

]
,

These expressions are more accurate than traditional single-plane lensing because they

account for LOS effects. In particular, each main plane needs to be evaluated using the

positions x`, which are not generally the same as the positions x1 on the sky and must be

computed with the lens equation; this distinction gives rise to non-linearities that cannot

be mimicked by a simple shear and can lead to systematic uncertainties in lens models

(McCully et al., in prep.). Our expressions are also more accurate than what we have

termed the single main plane case, because they allow higher-order effects in planes other

than the main lens plane. Yet they are more efficient than the full multi-plane lens equation

because the recursive sums only include main planes. All of the shear planes—which may

number in the hundreds for realistic lines of sight—can be compressed into the following
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matrices (from eqs. 4.28, 4.31, 4.68, 4.69):

Bj = I−
j−1∑

i=1,i 6∈{`µ}
βijΓiBi,

C`j = β`jI−
j−1∑

i=`+1,i 6∈{`µ}
β`iΓiC`i,

Fj ≡ τj−1Bj − τj−1Bj−1 = −
j−1∑

i=1,i 6∈{`µ}
τisΓiBi,

G`j ≡ τj−1C`j − τj−1C` j−1 = τ`sI−
j−1∑

i=`+1,i 6∈{`µ}
τisΓiC`i.

These matrices can be computed once at the start of any lens modeling analysis and stored

for repeated use.

One way to incorporate LOS effects in lens models is to build full three-dimensional

mass models like those used by Wong et al. (2011). Then all of the non-linear effects

are automatically included. An alternate approach is to build a standard single-plane lens

model and then attempt to correct for LOS effects. The corrections can be calibrated by ray

tracing through cosmological simulations (e.g., Hilbert et al. 2009; Collett et al. 2013; Suyu

et al. 2010, 2013). To date, the corrections have been applied using the total convergence

from a direct sum of all the mass along the LOS. We find, however, that the key quantities

are the effective convergence and shear, which are given by (from eqs. 4.92 and 4.95)

Γeff ≡ I−C−1
`s BsB

−1
` ≈

N∑
i=1,i 6=`

(1− β)Γi

where β is βi` in the foreground of the main lens plane, and β`i in the background. The

β weight factors depend on the redshift of the main lens galaxy as well as the redshifts

of the source and the plane in question, so the effective shear and convergence cannot

be tabulated in a general way that is independent of particular lens systems. While the

corrective approach is valuable, it typically uses the observed positions on the sky (x1)

instead of x`, which can lead to systematics as discussed above. In principle, the corrective
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approach could account for the non-linear effects by using x` = B`x1, where the matrix B`

can be calibrated by ray tracing.

In order to employ our hybrid framework effectively, we need to understand when it is

acceptable to use the shear approximation and when we need to treat a plane exactly. In

a forthcoming paper (McCully et al., in prep.), we use realistic beams like those in Wong

et al. (2011) to test the shear approximation. We also quantify bias and scatter in lens

models associated with different ways of handling the LOS. The framework presented here

serves as the foundation for more detailed treatments of LOS effects in strong lensing.
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Chapter 5

Testing our LOS Framework: Numerical Simulations

Abstract

We test our new lensing framework for treating Line of Sight (LOS) galaxies with a set

of simulations with a single perturber. This simplification isolates where the shear ap-

proximation fails and non-linear effects become important. We show that models with an

external shear can accurately account for a perturbing galaxy behind the main lens, but

that foreground perturbers can not be mimicked by an external shear in the lens plane.

Our LOS framework can reproduce the fitted lens properties of realistic, complex mass

models that include hundreds of galaxies without bias and with scatter that is smaller than

typical measurement uncertainties. Models with an external shear or that ignore the envi-

ronment have larger scatter in the recovered parameters of the fit and a bias of ∼ 10% in

the inferred Einstein radius of the main lens galaxy. This bias is due to the convergence of

perturbing galaxies; the external convergence can be included but must be done explicitly

in shear models. In our approach, the convergence and shear arise self-consistently from an

underlying mass distribution.

5.1 Introduction

Strong gravitational lensing is an important probe for many facets of cosmology. Analysis

of strong lenses has led to constraints on the masses and properties of dark matter halos of

galaxies (e.g., Koopmans et al. 2006; Barnabè et al. 2009; Keeton et al. 1998), substructure

in galaxy halos (e.g., Mao & Schneider 1998; Metcalf & Madau 2001; Dalal & Kochanek
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2002), and the Hubble Constant, independent of the cosmic distance ladder (e.g. Refsdal

1964; Keeton et al. 1997; Kochanek 2003; Saha et al. 2006; Oguri 2007). Strong lensing may

also be employed to constrain the properties of dark energy (e.g. Turner 1990; Linder 2004,

2011; Cao et al. 2012; Treu et al. 2013). In recent years, both the quantity and quality

of observations of strong lens systems has improved. The relative position and fluxes of

lensed images are routinely measured to high precision using the Hubble Space Telescope

(e.g,. Lehár et al. 2000; Sluse et al. 2012, and references therein; CASTLeS Collaboration).

The sample of known quasar strong gravitational lens systems has grown to ∼ 100 (e.g.,

CASTLeS1) with a similar number of extended source strong lenses (e.g., Bolton et al.

2008). These samples will increase dramatically in the near future with LSST (e.g., LSST

Science Collaboration et al. 2009; Coe & Moustakas 2009; Oguri & Marshall 2010). Our

understanding of gravitational lenses and the constraints they place on cosmology are no

longer limited by observations, but by systematic uncertainties (Momcheva et al. 2006).

One of the key systematic uncertainties in modeling strong lenses is that the lens galaxy

is not an isolated system. In fact, the largest component of the uncertainty budget for

measuring the Hubble Constant with lensing is due to external convergence (Suyu 2012).

The external convergence (and shear) arise from two components: the lens environment

and the line of sight (LOS; e.g., Jaroszynski & Kostrzewa-Rutkowska 2014). Using galaxy

demographics, Keeton et al. (2000) estimate that at least 25% of lens galaxies are part of

groups or clusters that can cause strong perturbations to the lensing potential. Several

lens systems are also spectroscopically observed to lie in groups or clusters (Momcheva

et al. 2006, and references therein). There can also be perturbations due to mass that is

not physically associated with lens galaxy, but is close in projection along the LOS (e.g.,

Bar-Kana 1996; Momcheva et al. 2006; Wong et al. 2011).

Keeton & Zabludoff (2004) show that ignoring neighbor galaxies can lead to a bias in the

fitted parameters corresponding to a systematic uncertainty in modeling the lens system.

1http://www.cfa.harvard.edu/castles/
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Jaroszynski & Kostrzewa-Rutkowska (2014) show that omitting the effects of LOS and

neighbor galaxies can lead to unsuccessful fits for a substantial number of their simulations.

When time delay constraints are included, the fits are more likely to fail.

There are a few ways that have been used to treat the local lens environment and

line of sight (hereafter, environment/LOS). The first is to ignore the environment/LOS

altogether, but this can lead to bias and increased scatter in the fitted lens parameters

(Keeton & Zabludoff 2004; Momcheva et al. 2006). The most common way to deal with

environment/LOS effects is to fit for an external shear in the lens plane and then add the

external convergence in post-processing (e.g., Fadely et al. 2010; Nakajima et al. 2009; Suyu

et al. 2010, 2013; Collett et al. 2013). The external convergence can be calibrated by ray

tracing through cosmological simulations (e.g., Hilbert et al. 2009; Collett et al. 2013; Suyu

et al. 2010, 2013). While this approach is much better than ignoring the LOS/environment,

it still has its limitations.

This widely-used approach neglects higher-order effects beyond shear, which may be sig-

nificant for objects sufficiently close to the optical axis, and it also neglects non-linear effects

that arise from having mass in multiple redshift planes (McCully et al. 2014; Jaroszynski &

Kostrzewa-Rutkowska 2012). The calibration for the external convergence is also derived

from statistical studies that may have limited applicability to individual lens environments

(Wong et al. 2011).

We have taken a complementary approach to adding an external convergence in post-

processing. If we have observations of the environment/LOS, we can build lens models that

incorporate that mass in a more realistic way. We now have an extensive photometric and

spectroscopic dataset on ∼ 25 strong lensing systems (Momcheva et al. 2006; Williams et al.

2008; Wong et al. 2011). Following the methodology of Wong et al. (2011), we can build

beam models that include all of the observed mass along the LOS. While our approach

is more complicated and observationally expensive, our models have a direct connection

between the convergence in the lens models and the physical mass in the beam. Wong
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et al. (2011) also find that the external shear from the fit does not always match the shear

calculated from modeling the environment/LOS directly.

In practice, there can be several hundred galaxies projected within ∼ 5 arcminutes of

the main lens galaxy. We could use the full multiplane lensing formalism (Petters et al.

2001), but the multiplane lens equation is recursive, making this approach computationally

infeasible. In our previous paper (McCully et al. 2014, hearafter M14), we derive a new

hybrid analytic framework to model the mass in the environment/LOS. Our framework

includes the multiplane, non-linear effects, but is also computationally efficient because we

employ the tidal approximation for most of the LOS galaxies.

It is becoming clear that environment/LOS effects need to be taken into account, but

there are still several open questions. Which lens galaxies are the most sensitive to envi-

ronment/LOS effects? Is there a sample of “golden” lenses that we can study for which

environment/LOS effects are unimportant? Which perturbers need to be included in our

mass models? Some models do treat nearby perturbers exactly: for example, HE0435 has

a neighbor (Kochanek 2006), MG0414 (Tonry & Kochanek 1999), RXJ1131 (Sluse et al.

2003), and B2114 (King et al. 1999) all have satellites that are presumably close enough

to matter. However, typically the decision whether to include a neighbor galaxy is ad hoc.

If we do decide to include the galaxy in our models, should we treat it exactly as a main

(strong) lens plane, or is the tidal (weak lensing) approximation good enough?

In this work, we present a systematic approach to rank order which galaxies have the

most important LOS/environment effects. We will also calibrate our new LOS framework

using numerical simulations from Lensmodel (Keeton 2001) to quantify the level of detail

required in environment/LOS models given precision lensing measurements.

In Section 5.2, we show the lens equation for a single perturbing galaxy, review our en-

vironment/LOS framework, and derive analytic expectations for the contribution of higher

order terms. In Section 5.3, we outline the setup of the simulations used for this work to

test our expectations for the higher order terms, then apply the framework to a set of toy
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models that include only a single perturbing galaxy in Section 5.4.1. We then model more

realistic, and therefore more complicated, mass models in Section 5.5 to calibrate our frame-

work given typical observational uncertainties. We end by examining properties of main

lens galaxies that make the systems more or less sensitive to environment/LOS effects.

Throughout this paper we assume a cosmology with ΩM = 0.274, ΩΛ = 0.726, and

H0 = 71 km s−1 Mpc−1.

5.2 Analytic Background

In M14 we presented a hybrid framework for multi-plane gravitational lensing that fills

the gap between using the full multi-plane lens equation (which can be computationally

expensive) and treating everything as a simple external shear (which omits higher-order

effects that can be significant for objects projected near the lens). The framework can handle

any mixture of “main” planes (strong lenses) that are given full treatment and “tidal” planes

(weak lenses) that are treated using the tidal approximation. Our framework can be used to

calculate all of the standard lensing observables including the effects from environment/LOS

galaxies. Using the analytic formalism developed in M14, we aim to numerically quantify the

effects of non-linearity and higher order terms due to environment/LOS effects for multiply

imaged systems.

We first illustrate the difference between the non-linear effects and the higher order

terms in the multiplane lens equation. We return to the full multiplane lens equation from

Petters et al. (2001):

xj = x1 −
j−1∑
i=1

βi,jαi(xi), (5.1)

where αj is the deflection of the light ray in plane j and

βi,j =
Di,jDs

DjDi,s
. (5.2)

We examine the case with one main lens galaxy and one perturbing LOS galaxy. We
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denote the deflection due to the main galaxy as αg and the deflection due to the perturber

as αp. It is useful to define the lensing potential as

α ≡ ∇φ. (5.3)

If the perturbing galaxy is far from the lensed images, we can expand the potential as

a Taylor series in offset, r. For a point mass, the lensing potential is given by

φp = R2
p ln |x− r| (5.4)

where Rp is the Einstein radius of the perturber, x is the image position in the redshift

plane of the perturber, and r is the position of the perturber. If we let |x| = x, |r| = r, and

θ is the angle between the perturber and the image position as measured from the origin,

then we can rewrite the potential using the law of cosines as

φ =
1

2
R2
p ln(r2 + x2 − rx cos(θ)). (5.5)

If we assume that x� r, then we can expand the natural log as

φ = R2
p

[
ln(r)− cos(θ)

x

r
− 1

2
cos(2θ)

x2

r2
− 1

3
cos(3θ)

x3

r3
+ . . .

]
. (5.6)

This expansion of the lensing potential for a perturbing galaxy can be extended beyond

a point mass model as

φ = φ(0) + αi(0)xi +
1

2
Γijxixj +

1

6
F ijkxixjxk + . . . (5.7)

where we have defined

Γij ≡ ∂2φ

∂xi∂xj

∣∣∣∣
x=0

(5.8)
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and

F ijk ≡ ∂3φ

∂xi∂xj∂xk

∣∣∣∣
x=0

. (5.9)

Note that we have have adopted the Einstein sum notation, summing over repeated indices.

Comparing terms to our expansion above, for a point mass, Γ ∝ R2
E
r2

and F ∝ R2
E
r3

.

For a single perturbing galaxy, the lens equation gives

x2 = x1 − β1 2α1(x1) (5.10)

and

xs = x1 − β1 sα1(x1)− β2 sα2(x2). (5.11)

Combining these equations and recalling that βi s ≡ 1, and setting β ≡ β1 2, we can write

xs = x1 −α1(x1)−α2 (x1 − βα1(x1)) . (5.12)

We now need to consider two cases: one with the perturber in front of the main lens

galaxy and one with the perturber behind the main lens galaxy.

5.2.1 Background Perturber

We begin with the case when the perturbing galaxy is in the background. The first part of

this discussion parallels Keeton (2003). We have α1 = αg and α2 = αp. Substituting this

into Eq. (5.12), we get

xs = x1 −αg(x1)−αp(x1 − βαg(x1)). (5.13)
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Taylor expanding αp, we get

xis = xi1−αig(x1)−αip(0)−Γij(xj1−βαjg(x1))− 1

2
F ijk(xj1−βαjg(x1))(xk1−βαkg(x1))+O(x4

1).

(5.14)

If we now remove the higher order terms in αp by truncating the Taylor series in αp at the

first derivatives of αp (second derivatives of φp), which defines the “tidal approximation”,

and note that αp(0) corresponds to a constant deflection, which is unobservable, and write

Γij as a matrix Γ, we get

xs = (I− Γ)x1 − (I− βΓ)αg(x1) +O(x3
1). (5.15)

This equation looks very similar to the single plane lens equation, but with some mul-

tiplicative factors. In fact, if we multiply both sides by (I − βΓ)−1 from the left and

define a scaled source coordinate ueff ≡ (I − βΓ)−1xs, and define an effective shear as

(I− Γeff) ≡ (I− βΓ)−1(I− Γ), we get

ueff = (I− Γeff)x1 −αg(x1), (5.16)

which is equivalent to the single plane lens equation with an external shear in the lens

plane (see also Schneider 1997). We are allowed to rescale the source position because it

is unobservable. Rescaling the source position does require us to also rescale the intrinsic

luminosity of the source. However, we typically only measure the ratio of the fluxes of

different images, which is insensitive to the absolute intrinsic luminosity of the source.

We now turn our attention to higher order terms, specifically the third order terms, F .

While all of the discussion above is general, at this point, we make some assumptions about

the lens profiles for both the main lens galaxy and the perturbing galaxy. For the main

lens galaxy, we assume a singular isothermal sphere (SIS). The deflection is equal to the
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Einstein radius of the main lens:

αg = RE r̂. (5.17)

We model the perturbing galaxy as a point mass, which is likely a good approximation as

the perturbing galaxy is far from the image positions. We examine the perturbations to the

observed image positions on the sky (x1) due to third order terms.

From above, for the second order terms,

xs = x1 −α1(x1)−α2(x2) = x1 −RE r̂ − Γx2 = x1 −RE r̂ − Γ(x1 − βRE r̂). (5.18)

If we define x′1 to be the positions including the third order terms, we have

xs = x′1 −RE r̂ − Γx′2 −
1

2
x2Fx2. (5.19)

Substituting in for x2, we have

xs = x′1 −RE r̂ − Γx′2 −
1

2
(x′1 − βRE r̂)F(x′1 − βRE r̂). (5.20)

Subtracting Eqs. (5.20) and (5.18), and defining ∆3x ≡ x′1 − x1, gives

∆3x =
1

2
(x′1 − βRE r̂)F(x′1 − βRE r̂). (5.21)

Now, if we assume spherical symmetry (θ = 0) and that the positions of the multiple images

are x′1 ≈ x1 ≈ RE , and take the magnitude of ∆3x, we can substitute in

∆3x = |∆3x| = R2
E

R2
p

r3
(1− β)2. (5.22)

Note that r here is the unlensed distance in the redshift plane of the perturber. To convert

to offset as observed on the sky r′, we use the lens equation to yield r′ = r − βRE . As the
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perturbing galaxy is many Einstein radii away from the lens 2, r′ ≈ r. We will use ∆3x to

characterize the strength of the third order terms in our simulations below.

∆3x has the units of arcseconds. Physically this quantity corresponds to the perturba-

tion of the image positions at the Einstein radius of the main lens. ∆3x ∝ M , implying

that more massive perturbers have a larger effect as expected. The r−3 dependence shows

that close perturbers are more important that distant perturbers, and the dependence on

radial offset is much stronger than the dependence on the mass of the perturber.

5.2.2 Foreground Perturber

The foreground case is somewhat different. Now α1 = αp and α2 = αg. Again, putting

this into Eq. (5.12), we get

xs = x1 −αp(x1)−αg(x1 − βαp(x1)). (5.23)

Taylor expanding αp, we write

xis = xi1−αip(0)−Γijxj1−
1

2
F ijkxj1xk1 + . . .−αig

(
xi1 − βαip(0)− βΓijxj1 −

1

2
F ijkxj1xk1 + . . .

)
.

(5.24)

Notice that in the foreground case, the Taylor expansion of αp appears inside the argument

of αg. Now truncating higher order terms, we can simplify this to

xs = (I− Γ)x1 −αg
(
(I− βΓ)x1 +O(x3

1)
)

+O(x3
1). (5.25)

This looks similar to Eq. (5.15), but there is a key difference: instead of just having

a multiplicative effect on the source position like the background perturber, the deflection

from the foreground perturber enters the lens equation inside the argument of the deflection

of the main galaxy. For a foreground perturber, there is no Γeff that we can define as with

2If this is not the case, both galaxies need to be treated exactly as main lens planes, not as perturbers.
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the background perturber because Γ is inside the argument of αg; thus the lens equation is

not linear in Γ (see also M14). In principle, one can define a scaled coordinate based on the

argument of the deflection to transform this equation to look like the standard lens equation

(e.g., Schneider 1997; Keeton 2003). However, this requires care, as the new quantities do

not correspond to the observed image positions that are typically used in lens modeling.

We now consider a similar analysis to that in Section 5.2.1 to define ∆3x and quantify

the higher order terms for a foreground perturber. Using the same assumptions of an SIS

main lens and a point mass perturber, we have

xs = x1 −RE r̂ − Γ(x1 − βRE r̂) (5.26)

and

xs = x′1 −RE r̂ − Γ(x1 − βRE r̂)− 1

2
x1Fx1. (5.27)

This yields

∆3x =
1

2
x1Fx1. (5.28)

In this case, the multiple images form at x2 = RE r̂, implying that RE = x1 − βΓx1. If we

assume that Γ� 1 (which applies if this is truly a perturbing galaxy and not a main lens

galaxy), we can write x1 ≈ RE r̂, giving

∆3x = R2
E

R2
p

r3
. (5.29)

Note that in this case, r is the offset of the perturber as measured on the sky. This is the

quantity we will use for calculating the contributions of higher order terms for perturbers

in the foreground of the main lens. In the main lens plane, β = 0 and ∆3x is equal to the

background case.
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5.2.3 General LOS Framework

We now return to the LOS formalism that we developed in M14. The general expressions

for the lens equation, magnification tensor, and time delay are as follows:

xi = Bix1 −
∑

`∈{`µ<i}
C`iα`(x`), (5.30)

Ai = Bi −
∑

`∈{`µ<i}
C`iΓ`A`, (5.31)

T =
1

2
xs · Fsx+

∑
`∈{`µ}

[
1

2
τ`sx` ·α` −

1

2
xs ·G`sα` − τ`sφ`

]
. (5.32)

This framework can be used to calculate the lensing effects for an arbitrary quantity and

configuration of main and shear planes. Note that each main plane needs to be evaluated

using the positions x`, which are not generally the same as the positions x1 on the sky

and must be computed with the lens equation. This distinction gives rise to non-linearities

that cannot be mimicked by a simple shear, which is an extension of the single foreground

case discussed in Section 5.2.2. Our framework is efficient because the recursive sums only

include main planes, but is more accurate than fitting a single simple shear. All of the shear

planes—which may number in the hundreds for realistic lines of sight—can be compressed

into the following matrices:

Bj = I−
j−1∑

i=1,i 6∈{`µ}
βijΓiBi, (5.33)

C`j = β`jI−
j−1∑

i=`+1,i 6∈{`µ}
β`iΓiC`i, (5.34)

Fj ≡ τj−1Bj − τj−1Bj−1 = −
j−1∑

i=1,i 6∈{`µ}
τisΓiBi, (5.35)

G`j ≡ τj−1C`j − τj−1C` j−1 = τ`sI−
j−1∑

i=`+1,i 6∈{`µ}
τisΓiC`i. (5.36)
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These matrices can be computed once at the start of any lens modeling analysis and stored

for repeated use.

For a single main lens plane, the lens equation becomes

xs = Bsx1 −C`sα(B`x1). (5.37)

Note that B` is in the argument of the deflection of the main lens galaxy, leading to non-

linear effects that we quantify and explore using our numerical results in the following

sections.

We will use our definitions of ∆3x above to quantify the strength of higher order terms.

If ∆3x is small, the perturber is not important and can be treated using the shear approx-

imation; if ∆3x is large, we must treat the galaxy exactly. In Section 5.5, we will use ∆3x

and our realistic environment/LOS models to quantify which galaxies to treat exactly and

which to treat using the tidal approximation. In general, these models are too complex to

write down analytically, so we need a simple quantity like ∆3x to characterize the strength

of a given perturber. Our first set of simulations will test if ∆3x accurately describes the

contributions from higher order terms.

5.3 Simulations Setup

In the previous section, we presented analytic arguments about how we expect our new LOS

framework to behave. Specifically, we defined the quantity ∆3x to characterize the strength

of the higher order terms for a given galaxy. We now shift our focus to numerical simulations

using our LOS framework. These results are complementary to the analytic results above,

as the numerical simulations can capture significantly more complicated behavior. The

parameters in the simulations are allowed to vary to find a “better fit” even if the fit

parameters are farther away from the truth. We begin by examining “toy models” that

contain a single perturbing galaxy. Our goal is to test if the scatter in the fitted parameters
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is related to the perturbations in the image positions given by ∆3x. In these simulations,

we test the different terms in ∆3x separately, isolating their effects. We then study more

realistic environment/LOS models that include ∼ 300 galaxies, testing how different cuts

on ∆3x affect their recovered lens parameters.

To test our new LOS framework, we use lensmodel (Keeton 2001) to generate Monte

Carlo realizations of lensed image configurations. For each simulation, we use a fiducial

main lens galaxy modeled as singular isothermal ellipsoid (SIE). We adopt zlens = 0.3 and

zsrc = 2.0 as lens and source redshifts, respectively. Changing the lens or source redshifts

does not change our qualitative results. The only difference comes from the β factors in

∆3x. We initially use a fiducial main lens galaxy with an Einstein radius of RE = 1′′ and

an ellipticity of e = 0.3. We then test the effects of selecting different RE and e in Section

5.5.3.

We choose source positions from a magnification weighted distribution. This is a reason-

able approximation of the magnification bias that is present in real observations (see Keeton

& Zabludoff 2004). We integrate over the azimuthal position of the perturbing galaxy and

the source positions as nuisance parameters. We use a sample of 300 quad and 300 double

mock image configurations for each mass model.

In our Monte Carlo simulations, we use the full recursive lens equation given by Eq.

(5.1), making no approximations to generate the mock data. We then fit the mock data

using three different models for the environment/LOS, described below. We define our

fiducial measurement uncertainties as 3 milliarcseconds in the positions of the main galaxy

and each of the images, 5% in the flux, and 1 day in the time delay. These values are

chosen to represent lenses targeted with some of the best current instruments like HST

and monitoring campaigns like COSMOGRAIL (Eigenbrod et al. 2005). We use these

uncertainties to define a χ2 of the fit. We do not explicitly add scatter to the mock observed

quantities here, although preliminary tests that include such scatter have a “floor” in the χ2

and in the scatter in the recovered lens parameters. Otherwise these results are qualitatively
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similar, so we do not present them here. We will revisit this question in a forthcoming paper

(Wong et al. in prep.).

Throughout this analysis, we compare three models that treat the environment/LOS

in different ways. The first model ignores the environment/LOS contribution, which we

term the “None” model. The second model, the “Shear” model, accounts for the environ-

ment/LOS by fitting an external shear in the main lens plane (e.g., Suyu et al. 2013). The

Shear model has two more free parameters than the None model. The last model we test

uses our full LOS framework and is denoted as the “LOS” model. The LOS model has the

same number of free parameters as the None model, two less than the Shear model.

It is important to note the number of constraints, so that we can compute the degrees

of freedom for each model. Doubles image lens systems have the following constraints:

• 2 image positions (x & y)

• 1 time delay

• 2 fluxes

• Lens galaxy position (x & y)

giving a total of 9 constraints. Quad image configurations have:

• 4 image positions (x & y)

• 4 fluxes

• 3 time delays

• Lens galaxy position (x & y)

giving a total of 17 constraints.

Each of the models allow the following parameters to vary:

• Source position (x & y)
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• Source flux

• h

• Einstein radius of the main lens galaxy

• Lens galaxy position (x & y).

• Lens galaxy ellipticity and orientation

• Lens galaxy power law index

for a total of 10 free parameters. The Shear model has two more free parameters that

characterize the external shear: x and y pseudo-Cartesian components of the shear.

Double image configurations are under-constrained with −1 degrees of freedom (dof)

for the None and LOS models and −3 dof for the Shear model. Quad image configurations

have 7 dof for the None and LOS models and 5 dof for the Shear model.

We assume a weak Gaussian prior on the Hubble Constant: h = 0.71 ± 0.3. Because

doubles have fewer constraints than free parameters, the priors on the models play a very

strong role in the fits. While the results from the fits from the double and quad image config-

urations are quantitatively different, they are qualitatively similar. Therefore, throughout

our analysis we will focus on the results for quad image configurations. The models with a

single perturbing galaxy are summarized in Table 5.1.

Because the Shear model has a different number of dof, care must be taken when com-

paring the results to the other models. For the single perturber “toy” models, we compare

the distribution of the best fit values, scaling the χ2 by the 95% confidence limit for number

of dof for each model. For the realistic LOS simulations, we use the Monte Carlo Markov

Chain (MCMC) method to marginalize over the fitted parameters, so the distribution of

recovered lens properties is the proper marginalized, one dimensional posterior distribution.

For the recovered lens quantities, rather than showing the full distribution, we present the

median value of the fitted parameters and estimate the scatter by measuring half of the
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Mock Lenses Fits dof

LOS Doubles -1
xs = (I− Γ)x1 − (I− βΓ)α̃g(x1) Quads 7

Background: Exact Shear Doubles −3

xs = x1 −αg(x1)−αp(x1 − βαg(x1)) xs = (I− Γ̃)x1 − α̃g(x1) Quads 5
None Doubles −1

xs = x1 − α̃g(x1) Quads 7

LOS Doubles −1
xs = (I− Γ)x1 − α̃g((I− βΓ)x1) Quads 7

Foreground: Exact Shear Doubles −3

xs = x1 −αp(x1)−αg(x1 − βαp(x1)) xs = (I− Γ̃)x1 − α̃g(x1) Quads 5
None Doubles −1

xs = x1 − α̃g(x1) Quads 7

Shear Doubles −3

Background: LOS xs = (I− Γ̃)x1 − α̃g(x1) Quads 5
xs = (I− Γ)x1 − (I− βΓ)αg(x1) None Doubles −1

xs = x1 − α̃g(x1) Quads 7

Shear Doubles −3

Foreground: LOS xs = (I− Γ̃)x1 − α̃g(x1) Quads 5
xs = (I− Γ)x1 −αg((I− βΓ)x1) None Doubles −1

xs = x1 − α̃g(x1) Quads 7

Table 5.1 Summary of Monte Carlo mock lenses and fitted models. Quantities with a tilde
are allowed to vary in the fits.

difference between the 16th and 84th percentiles. When plotting our results, we show the

fractional changes in the fitted parameters to emphasize the variation.

5.4 Simulation Results

5.4.1 Single Perturber Toy Models

Our goal is to answer two main questions: when does the shear approximation break down

(i.e., when are the higher order terms in the potential non-negligible?) and when are the

non-linear effects in the lens equation significant? To begin, we examine the recovered lens

model parameters to the perturbations in the image positions characterized by ∆3x.

Throughout this section, we use a perturbing galaxy with of a mass of 1012M�.

As discussed above, we expect that the mass of the perturbing galaxy, its projected offset

from the main lens, and its redshift to affect its contribution to the higher order terms. If
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Figure 5.1 Fit parameters for single perturber models as a function of projected radial offset
of the perturber. The perturbing galaxy is at the same redshift as the main lens galaxy
(zlens = 0.3). Each column represents a different model: None, Shear, and LOS models,
respectively. Each row shows the results for a different parameter: χ2, scatter in the Hubble
Constant, h, and scatter in ellipticity, e, respectively. Both the scatter and the χ2 follow
power laws in radial offset. Our expectations for the power law indices are shown in black
for each of the parameters. The None models ignore even the second order terms so we
expect the scatter to go as r−2 and the χ2 as the square of the scatter r−4. The LOS and
Shear models omit third order terms and higher, so we expect the scatter to follow r−3 and
the χ2 to follow r−6, respectively. Three decades of mass are shown for each of the models.
In every case, the contribution due to higher order terms scales linearly with the mass.

the strongest constraints on χ2 are from the image positions (as they often are), we might

expect the χ2 and scatter in the fitted parameters to follow the perturbations in the image
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positions (∆3x). We begin by isolating the dependence on projected offset and mass. Figure

5.1 shows the χ2 of the fits and the recovered values for the Hubble Constant, h, and the

galaxy halo ellipticity, e, for a point mass perturber in the lens plane (zpert = 0.3) for the

LOS, Shear, and None models described in Section 5.3.

In all of these models, the χ2 increases as the perturber gets closer to the main galaxy and

the higher order terms become more important. Both the χ2 and the scatter approximately

follow a power law. For the None models, the χ2 and the scatter follow power laws of

r−4 and r−2, respectively. The None models ignore the perturber entirely, we are not even

taking into account the shear that goes as 1/r2 consistent with the power law slope we find.

The χ2 goes as the square of the residuals which also agrees with the r−4 power law. For

the Shear and LOS models, we do take into account the shear terms, but ignore third order

(flexion) terms and higher. As such, χ2 ∝ r−6 and the scatter ∝ r−3 for the LOS and Shear

models.

The next parameter of the perturber we consider is the halo mass. Figure 5.1 also shows

the χ2 and scatter in h and the ellipticity for three decades of mass for the None, Shear,

and LOS models. For all masses, the power law indices are the same and the normalization

of the power law is simply different by a factor of the mass. This follows our expectations

as both the shear and flexion terms are ∝ M . For more general mass models, the third

order term in the potential goes as R2
p/r

3 (recall for a point mass R2
p ∝M) and is what we

use in our definition of ∆3x.

The last characteristic of interest of the perturbing galaxy is its redshift. As for the

analytic expectation, the redshift dependency is the most complicated of three. Fixing the

mass of the perturber at 1012M�, we grid over projected offset from the main lens galaxy

to the perturbing galaxy and the redshift of the perturbing galaxy. We show the scatter in

the Hubble Constant from the fits for the LOS models in Figure 5.2. When plotting the

results, we use an asinh color scaling to illustrate the dynamic range of the variation. At

large values, asinh acts like a logarithm, but at small values, it becomes linear. The asinh
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Figure 5.2 Scatter in the recovered Hubble Constant, h, for the LOS models scaled to the
input value of h = 0.71 for quad images. The main lens has a redshift of z` = 0.3 and the
perturber has mass of 1012 M�. We have overplotted a line of constant ∆3x that follows
the lines of constant scatter in h.

is well defined for both positive and negative numbers and is conveniently antisymmetric.

We find that perturbers behind the lens must be closer in projection than perturbers in

the lens plane to have the same effect on the scatter in h. We have plotted a contour of

constant ∆3x, which nicely traces contours of constant scatter in the Hubble Constant, h.

In the background, the effects of the point mass perturber are weaker because of the β

factors in ∆3x. In the foreground, the strength of the perturber increases as z → 0 due to

its increasing Einstein radius as z → 0.

Now that we have justified each piece of ∆3x for a single perturber, we use ∆3x to
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characterize the environment/LOS contribution for each of the galaxies in our realistic and

more complex mass models in Section 5.5. However, it is first useful to use the single

perturber simulations to build intuition about the differences between the different None,

Shear, and LOS models.

5.4.2 Non-linearities in the LOS Framework

To isolate the effects of non-linearity, we use a second set of MC simulations to generate mock

data under the tidal approximation from our LOS framework. We then fit the data either

treating the perturber as an external shear (Shear Model) in the lens plane or ignoring it

entirely (None Model). Like our first set of simulations, we consider a fixed perturber mass of

1012M�, varying its position and redshift with respect to the main lens galaxy (zLens = 0.3).

We also do a sanity check by refitting the mock data with our environment/LOS framework

to make sure that we recover our input parameters. In all cases, we do recover our input

parameters with a perfect χ2 of 10−8.

Figure 5.3 shows the χ2 values when the higher order terms are removed and only

the non-linearity of the multiplane lens equation is taken into account. The models that

include an external shear show a striking difference between the foreground and background

perturbers. As argued in Section 5.2, the shear matrix of a foreground perturbing galaxy

goes into the argument of the deflection angle making it impossible for the Shear model

to mimic this effect. Figure 5.3 confirms that all of the non-linearity in the shear terms is

from foreground perturbers. However, the fitted shear, even in the case of the background

perturber, is fit in the lens plane, and is thus not the true shear in the redshift plane of the

perturbing galaxy. The χ2 of the None models, on the hand, follows a combination of the

strength of the shear which gives a “suspension bridge” shape (Momcheva et al. 2006) and

the foreground contributions seen in the Shear models.

The middle panels of Figure 5.3 show the scatter in h for models with the higher order

terms removed. For the Shear models, the scatter in h is negligible in the background, but
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can be tens of percent in the foreground. In the None models that ignore the perturber, the

scatter in h can be biased high by as much as ∼ 35% and follows the “suspension bridge”

shape, similar to the χ2.

The bottom panels of Figure 5.3 shows the scatter in the ellipticity, e, for the fits

excluding higher order terms. The scatter from the Shear model peaks at ∼ 50% and shows

similar front to back difference as describe above. The None model has larger up to ∼ 100%

of the input e. Our interpretation of this scatter is that the model fit is trying to use the

ellipticity to account for non-linear effects, but as the ellipticity is only a quadrapole, it

cannot mimic these effects in general.

While these single perturber MC simulations only toy modles, we can still learn valuable

lessons. The non-linear effects due to LOS structures are different between foreground and

background perturbers. Background perturbers can in general be described by an external

shear, whereas foreground perturbers cannot. The residuals due to higher order terms go

as M/r3 for a point mass perturber in the lens plane, which generalizes into ∆3x. We now

use this ∆3x parameter to characterize contributions to the LOS effects from realistic mass

models that include ∼ 300 galaxies. Simulations are the most natural tool to study these

complex models, as a analytic solutions are impractical.

5.5 Realistic LOS

5.5.1 Fiducial Results

The toy models described above are useful to isolate and understand the effects of a single

perturber. However, in reality lenses rarely have only one perturber. We need to employ

more realistic lines of sight to quantify environment/LOS effects. One approach would be

to choose beams from cosmological simulations (e.g., Hilbert et al. 2009; Collett et al. 2013;

Jaroszynski & Kostrzewa-Rutkowska 2012, 2014). An alternate approach would be to use

observations of real lens fields.
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Figure 5.3 Fitted parameters for simulations that do not include higher order terms. The
main lens has a redshift of z` = 0.3 and the perturber has mass of 1012 M�. For these
models, we have taken out the higher order terms in the lensing potential by generating
mock data to emphasize the differences between our environment/LOS framework and the
traditional ways of accounting for the LOS. The None model contours look very similar to
the previous simulations that included higher order terms. The Shear model results are
strikingly different than in previous simulations: in the background, the Shear models have
a χ2 of effectively 0, whereas, in the foreground, the fits are much worse due to non-linear
effects.

We take the latter approach. To analyze realistic environment/LOS mass models, we use

our extensive spectroscopic and photometric data on several lens systems (Wong et al. 2011).

We follow the method of Wong et al. (2011) to convert the observations into lensing mass

models that include galaxies in any group surrounding the lens, a common dark matter halo
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for that group, and all other individual galaxies along the LOS. The group halo is assumed

to be an NFW profile (Navarro et al. 1996), and the mass is derived from the group velocity

dispersion. The galaxies are modeled as truncated singular isothermal spheres with mass

assigned using the Faber-Jackson relation (Faber & Jackson 1976). For this work, we are

less focused on reproducing actual beams in the universe than on using plausible mass

models to use to validate our methodology, calibrate the shear approximation, and test the

fitted parameters for biases and scatter due to LOS/environment effects.

Real lens galaxies have many perturbers, typically ∼ 300 out to 5′ from the lens, but

deciding which are important is not a simple problem. Our key concern is whether to treat

each LOS galaxy exactly or using the shear approximation. We begin by using the field

B0712+472 (hereafter B0712; Jackson et al. 1998) as a fiducial mass model to draw general

conclusions about LOS effects for realistic beams. Note that B0712 does not have a group

at the main lens redshift. We then test the robustness of our results by considering a field

for which the main lens galaxy lies in a group (Section 5.5.2) and varying the properties of

the main lens galaxy (Section 5.5.3).

Figure 5.4 illustrates ∆3x for the lens B0712. ∆3x generally increases near the center

have a larger ∆3x, but there is no radial cut that can be used to determine the importance

of a perturber because perturber mass and redshift must also be taken into account. By

following contours of constant ∆3x, as illustrated in Figure 5.4, we can determine the effec-

tive radial offset for the perturber if it was in the main lens plane. Background perturbers

are downweighted by (1−β)2, so they must have a smaller projected offset to have the same

effect as if it was in the main lens plane.

Figures 5.5 shows the recovered lens parameters for B0712. Our goal is to find the sweet

spot in the middle that speeds up the modeling without introducing systematic uncertainties

that are larger than the measurement uncertainties.

All models do poorly when none of the LOS galaxies are treated exactly. However, if

we treat the closest few perturbers exactly (as shown by the histogram in the bottom of
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Figure 5.4 ∆3x for each of the components of the lensing mass model for B0712. On the
left, each galaxy in the mass model is shown in projection on the sky. The areas of the
points are proportional to the mass of the galaxy. The main lens redshift is indicated by
the dotted line in the right panel. X’s are behind the main lens galaxy, while the O’s are in
front of the main lens galaxy. The color of the points represents the strength of the higher
order terms measured by ∆3x. The right panel shows the same galaxies plotted in the r-z
projection. Two ∆3x contours have been shown to guide the eye. The red section of the
contour shows how to translate the perturbing galaxy to its effective distance if it was in
the lens plane.

the panels), the bias and scatter become negligible in our LOS models. A cutoff of 10−4

arcseconds has negligible scatter in all of the recovered parameters. This cut leaves ∼ 8

perturbers that need to be treated exactly out of the ∼ 300 total, a factor of more than 103

increase in efficiency.

For all of the fitted parameters, models that ignore LOS galaxies do worse than the

other models. Ignoring the LOS can lead to increased scatter and significant bias in the

recovered parameters.

The Shear models perform better than the None models, but do not perform as well as

our LOS models. In all of the parameters except χ2, the Shear models have a larger bias

and scatter in the recovered parameters than the LOS models. This can be a problem: if

the χ2 is low, it might appear that the fit is good, but the fitted parameters are not actually

correct. Like the toy models in Section 5.4.1, the ellipticity has a large scatter likely due

the model using it to try account for the perturbing galaxies.
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Figure 5.5 Recovered lens model parameters for the B0712 field. The LOS models are
shown in blue, the Shear models in red, and the None models in green. We used MCMC
to calculate the full posterior probability distribution. The errorbars have contributions
from both measurement uncertainties and and scatter from varying source positions and
orientations of the main lens. A histogram of LOS/environment galaxies is shown along the
bottom with the axis labels on the far right. Dark grey bins correspond to perturbers in the
foreground of the main lens, and the light grey bins correspond to background perturbers.
The x-axis shows the cutoff in ∆3x. Any galaxy to the left of a point is treated exactly
as a main plane (strong lens), while everything to the right is treated according to the
model: the None models ignore the environment, the Shear models fit only a simple shear,
and the LOS models use our framework using the tidal approximation. The leftmost point
corresponds to using the shear approximation for all galaxies. If we went all the way to the
right (there are many galaxies beyond the edge of what is shown) all of the galaxies would
be taken into account exactly. Note that moving to the right corresponds to taking galaxies
into account exactly that are farther away from the main lens.

The orientation of the main lens galaxy does not show any bias for any of the models. We

chose the position angle of the main lens galaxy uniformly from -π/2 to π/2. This implies

that both the prior and posterior distributions of the main lens galaxy are unbiased. There

is some scatter in the None and Shear models (∼ 10◦), whereas the LOS framework models

only show a scatter of ∼ 1◦.

One key point is that the fitted Einstein radii of the Shear and None models are both ∼

15% higher than the input value. Taking a few close galaxies fully into account removes some
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of the bias. This offset in the recovered Einstein radius is due to the cumulative external

convergence from all of the perturbing galaxies. Because of the mass sheet degeneracy

(Falco et al. 1985), convergence is typically not included in the Shear or None models. If

the convergence is added, it is typically done in post-processing (Collett et al. 2013; Suyu

et al. 2010). Our models explicitly include mass/convergence in the correct (i.e., measured)

redshift plane, so our models are insensitive to this effect. Rather than treating shear

and convergence separately, we build a physical model and then extract the shear and

convergence from it. We favor this approach because the shear and convergence both arise

from the same underlying mass distribution, i.e., they are not independent.

The total mass of the of the real lens system includes contributions from the LOS and

the environment, so if we assign all of that mass to the single main lens galaxy, as in the

Shear models, we will overestimate the true mass of the galaxy.

5.5.2 Different Fields

So far, we have only presented results for a single realization of a realistic distribution of

galaxies. However, we would like for our qualitative results to be general, so we test our

assumptions the about the lensing beam and main lens galaxy.

One of the simplest tests is to compare the results between two different fields. Using

the same fiducial main lens galaxy (RE = 1” and e = 0.3), we compare simulations for the

B1422+231 field (hereafter B1422; Kundic et al. 1997b; Tonry 1998) shown in Figure 5.6 to

B0712 shown in Figure 5.5. One of the key differences between these fields is that the main

lens galaxy in B1422 is a a member of a group. We model the group halo as an NFW profile

(Navarro et al. 1997, note that the group halo is also subject to our cuts on ∆3x). The

results from B0712 and B1422 are qualitatively similar. Quantitatively the deviations from

the input parameters are worse for B1422 than B0712, confirming that the environment is

more important for B1422. A detailed comparison across many different fields is beyond

the scope of this paper, but we will briefly address this issue below and will revisit it later
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(Wong et al., in prep.).
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Figure 5.6 Recovered lens model parameters for the B1422 field, which includes a group of
galaxies at the main lens redshift. Similar to Figure 5.5. The environment/LOS effects are
stronger here than for B0712. Otherwise, the qualitative trends of the recovered parameters
are the same between the two fields.

Figure 5.7 shows ∆3x for nine other actual multiply-imaged QSO fields from Wong et al.

(2011). Not surprisingly, these fields are also very complex. There is not a simple radial cut

that can characterize the contributions from higher order terms. There is striking diversity

among the strength of the environments of the fields. The fields that have groups (a star

at the position of the NFW halo, with group members shown as diamonds) tend to have

more galaxies with a high ∆3x. There is no a single universal number of galaxies that are

important. Each field must be considered on an individual basis.

5.5.3 Varying the Main Lens Galaxy

We next explore how changing the ellipticity, e, or Einstein radius, RE of the main lens

galaxy affects our results. Figure 5.8 compares the results for e = 0.1, 0.3, 0.5. χ2 decreases

as the ellipticity increases, implying that the environment effects are weaker for more ellip-

tical, asymmetric lens galaxies. To lowest order, the environment can be characterized with
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Figure 5.7 ∆3x for nine other fields. Similar to the left panel in Figure 5.4. Each galaxy in
the mass model is shown in projection on the sky. The areas of the points are proportional
to the mass of the galaxy. X’s are behind the main lens galaxy, while O’s are in the
foreground, and the diamonds represent group members. The color of the points represents
the strength of the higher order terms characterized by ∆3x. There is dramatic variation in
the LOS/environment strengths across the different fields. There is also no single projected
radial cut that can be used across all of the fields.

a quadrapole (the shear approximation). Our results suggest that when the quadrapole due

to the ellipticity is large, the LOS quadradpole is less important.

Regardless of the ellipticity, the Shear models overpredict the Hubble Constant. This

effect is due to the mass sheet degeneracy, as the Shear models do not include convergence.

Remarkably, as the e increases, the scatter in the recovered h values decreases. Part of

this effect is due to the relative strength of the environment/LOS and internal quadrapoles

as discussed above. However, there is also a second effect here. The relative precision

that can be achieved in measurements of the Hubble Constant is directly proportional
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to the fractional uncertainty in the time delay measurement. Therefore, if the fractional

uncertainties in the time delays for two different lenses are the same, their precision in h

will also be the same. However, as stated above, we do not assume a constant fractional

uncertainty on the time delay, but an absolute uncertainty of one day, because the accuracy

of the time delay is more related to the cadence of the observations than the length of the

time delay. For highly elliptical, asymmetric lens configurations, the time delays are longer,

as illustrated in Figure 5.9 (see also Witt et al. 2000). Assuming an absolute time delay

uncertainty, longer time delays will have a smaller fractional uncertainty, leading to stronger

constraints on the Hubble Constant.

As with the Hubble Constant, as e increases, the scatter in the recovered e decreases.

As the asymmetry of the lens increases, there a few possibilities. Either the absolute value

of the scatter remains unchanged while e increases or the image configurations can only be

produced for a smaller range of lens models, leading to stronger constraints on e.

A second key parameter of the main lens galaxy is the Einstein radius, RE (the mass

of the lens galaxy). Figure 5.10 shows χ2, h, and the scatter in e for different values

of RE . As RE decreases, so do the environment/LOS effects. We can understand this

effect by looking at the definition of ∆3x ∝ R2
E . If we assume that the positions of the

environement/LOS galaxies are fixed, their contribution to the lensing goes down as RE

decreases. The environment/LOS galaxies are more Einstein radii away from the main lens

galaxy for smaller lenses.

However, there is a trade-off. The lens with the smaller RE will have a shorter time

delay, leading to a weaker constraint on the h as described above. All of these tests show

that our qualitative results are general for a variety of lens parameters.

LSST will find an immense number of new strong lens systems. There are a variety

of strategies on how to use this upcoming dataset for cosmology. One possibility is to

use all of the lenses to beat down the uncertainties using statistics. However, if we are

entering the systematics-dominated regime, this approach will be limited unless one can
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Figure 5.8 Recovered lens parameters for main lens galaxies with different ellipticities for
the B0712 field. Each column corresponds to e = 0.1, 0.3, 0.5, respectively. Systems with
larger e have better χ2 and less scatter in the Hubble Constant.

account for the systematic uncertainties (e.g., with our LOS framework). Another strategy

is to use the large number of lenses discovered by LSST to search for a few rare, “golden”

lenses, whose systematic uncertainties are small. One possible criterion for a “golden” lens

could be to have a have weaker environment/LOS effects (see Figure 5.7). Based on our

analysis above, to minimize environment/LOS effects, we search for lenses with a small

RE , but high e. Smaller RE will make the lens less sensitive to the environment, but we
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Figure 5.9 Time delay distributions for lens galaxies with different ellipticities. The red
histogram shows the time delays for e = 0.3 while the blue shows the distribution for
e = 0.5. Assuming a constant absolute uncertainty on the time delay implies that more
elliptical, asymmetric lenses will have a smaller fractional uncertainty on the time delay
leading to stronger constraints on h.

also need high-quality time delay measurements. Assuming an absolute uncertainty of a

day (which may or may not be a good assumption) suggests that our strongest constraints

on the Hubble Constant will come from systems with long time delays, like those from

highly elliptical, asymmetric systems. The strong quadrapole due to the ellipticity would

also dominate the quadrapole from the environment/LOS, further reducing the contribution

of environment/LOS effects to lensing observables. While suggestive, these results merit

further investigation to get the most out of future surveys like LSST.
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Figure 5.10 Recovered lens parameters for main lens galaxies with different Einstein radii
for the B0712 field. Similar to Figure 5.8. Each column corresponds to a different Einstein
radius RE = 0.5, 1.0, 1.5, respectively. The systems with a smaller RE have smaller χ2 but
more scatter in the Hubble Constant. The larger scatter is due to the shorter time delays
leading to a larger fractional uncertainty, which directly translates into a weaker constraint
on the Hubble Constant.

5.6 Conclusions

As our lensing data improve, it becomes more important to take into account systematic

effects like the perturbations due to galaxies in the environment and along the LOS. Our

results show that if we want to do “precision lensing”, the environment/LOS cannot be
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ignored. Environment/LOS effects can lead to systematics in h up to ∼ 10%.

We present numerical simulations of galaxy lenses using our new environment/LOS

framework. The framework is a computationally efficient way to calculate the lens equation,

using the shear approximation for most perturbers instead of doing the full recursive multi-

plane lens equation. We test our framework using a single perturber to study where the

shear approximation is not valid and where non-linear effects are important. The scatter

in the fitted parameters follows the perturbations in the image positions due to higher

order terms, characterized by ∆3x. The Shear models that fit the environment/LOS as

an external shear, can accurately account for a perturbing galaxy behind the main lens,

but foreground perturbers can not be mimicked by an external shear in the lens plane.

We apply this formalism to realistic fields based on Wong et al. (2011) and find that our

environment/LOS framework can reproduce the fitted lens properties without bias and

with a scatter that is smaller than typical measurement uncertainties. None models, that

ignore the environment/LOS, and Shear models both have larger scatter in the recovered

parameters of the fit and a bias of ∼ 10% in the inferred Einstein radius of the main lens

galaxy. This bias is likely due to the convergence of perturbing galaxies that is ignored in

these models but is accounted for properly in our LOS framework. There is no universal

radial cut that can be used to determine the importance of a perturber because perturber

mass and redshift are also important. Using a cut of ∆3x of ∼ 0.01 times the uncertainty

in the lensed image positions is sufficient to recover all of the lens parameters without

introducing extra systematic uncertainties for all of the observed fields tested here.

Our framework can account these perturbing galaxies in an efficient and effective way;

the scatter and bias from our LOS framework compared to the full recursive multi-plane lens

equation are negligible. Our test validate our new framework, which can be the foundation

for more detailed modeling of the lens environment and LOS for strong lensing.

Our simulations here are limited to test the scatter and bias introduced by the framework

itself. There is also uncertainty in generating the environment mass models. This source of
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noise will be explored in a forthcoming paper (Wong et al., in prep.).
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Chapter 6

Conclusions

6.1 Ongoing Work

6.1.1 SNe Iax

We have presented observations focusing on three prototypical SNe Iax. Our late time

observations of SN 2005hk and SN 2008A suggest that these explosions leave a bound

remnant. While some explosion models match some of the properties of SNe Iax, no model

has made predictions for what to expect for observations of the bound remnant. This will

be key to understanding the origin of these SNe.

Our detection of a coincident source in the pre-explosion image of NGC 1309, the host

galaxy of the SN Iax 2012Z, is an important piece in the puzzle of the progenitor systems

of SNe Iax. We present a variety of possibilities for the future of the star we detected. If

SNe Iax are core collapse SNe and we observed the star that exploded, it should disappear

in future observations. If instead, it is the companion star of an exploding white dwarf, it

is consistent with the properties of a helium star. This would mark the first detection of a

companion star for a white dwarf SN. The last possibility is that the source is physically

unassociated with the SN. Further observations will help us to distinguish these different

scenarios, although distinguishing between the last two possibilities may be difficult if the

interaction of the SN with the companion star doesn’t produce an observable signature.

We have recently proposed to expand the wavelength coverage we have on SNe Iax; we

have obtained near-UV spectroscopy of SN 2013dh, a SN Iax, using HST/STIS, shown in

Figure 6.1. Both the models and hints in the data point to the ultraviolet as a key window
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Figure 6.1 Near UV spectrum of the SN Iax 2013dh compared to the normal SN Ia 2011fe
taken with HST/STIS, GO-12973, PI: C. McCully. Figure courtesy of R. Foley.

into sorting out these questions. Because of the high metal opacity, the UV emission comes

from the outermost layers of the ejecta, and is therefore a useful place to look for a signature

of the progenitor system. Data also provide a clear signal that the path to understanding

these peculiar supernovae goes through the UV. Milne et al. (2010) used the Swift UVOT

instrument to measure near-UV photometry for several normal SNe Ia as well as 02cx-like

SN 2005hk and SN 2008A (Figure 6.2). Curiously, the Swift photometry shows that near

maximum light SN 2008A was nearly as bright in the UV as normal SNe Ia, even though

it was more than a magnitude fainter than normal SNe Ia in B and V . Moreover, the

UV photometry for SN 2005hk and SN 2008A show them to peak earlier and evolve more

rapidly than normal SNe Ia. We have just began the analysis of this data and look forward

to the lessons we learn about SNe Iax.
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Figure 6.2 Figure adapted from Milne et al. (2010). UV-optical color evolution for SN
2005hk and SN 2008A from data taken with the Swift/UVOT instrument. The yellow band
shows region of the color evolution of normal SNe Ia. Normal SNe Ia follow evolutionary
tracks along the band: i.e. blue (red) objects tend to remain blue (red) compared to the
normal color evolution. Note that SN 2005hk and SN 2008A both cross from the blue end
of the band to the red end of the band, evolving much more dramatically than normal SNe
Ia.

6.1.2 LOS Effects in Gravitational Lensing

As discussed in Chapter 4, the external convergence due to the mass sheet degeneracy is

one of the largest outstanding uncertainties in using time delays to constrain the Hubble

Constant or dark energy. One way to account for the external convergence is to apply the

convergence correction in post-processing. In Chapter 4 we derive the effective convergence

that should be used for these corrections. Another method is to use full 3D mass models

like those described in Chapter 5. We have shown that our new methodology is robust and

accurately reproduces the true lens parameters in a self consistent and unbiased way. A

third alternative is described below.
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Now that we have shown that our LOS framework is robust, we can turn our attention

to the uncertainties in generating the LOS mass models. One of our goals is to quantify

the possible precision in measuring the Hubble Constant from time delays. We also look to

explore how well future surveys like LSST will be able to constrain cosmology with strong

lensing and if certain gravitational lenses are less sensitive to systematic uncertainties than

others. Even if these “golden” lenses are rare, LSST will discover so many strong lenses

that we should have enough golden lenses to place strong constraints on cosmology.

6.2 Gravitationally Lensed SNe Ia

While both SNe Ia and gravitational lensing have been extremely successful cosmological

probes, with the advent of “time domain astronomy”, we have the opportunity to combine

these probes and learn about the dark components of the Universe by studying gravitation-

ally lensed SNe Ia. We begin by treating gravitational lensing as systematic uncertainty in

the derived distance for SN Wilson, the highest redshift SN Ia discovered to date, presented

in Jones et al. (2013). We will then discuss the exciting prospects of using lensed SNe Ia as

cosmological probes.

6.2.1 Bias in SNe Ia Distances Due to Magnification from Lensing

Our ability to use SNe Ia as accurate distance indicators to constrain cosmological para-

meters requires a precise measurement of the intrinsic luminosity of the SN. Even without

multiple images, gravitational lensing can significantly magnify the SN confounding our

ability to measure the correct intrinsic luminosity of the source. In Jones et al. (2013) we

present SN Wilson from the CANDELS survey, the highest redshift SN Ia ever discovered,

z = 1.91. It is an important object to have on the Hubble Diagram to constrain dark energy,

so it is important to estimate any systematic bias on the derived distance like magnification

due to lensing.

Gravitational lensing as discussed above occurs when light from a high redshift source
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passes close in projection to mass on the line of sight. As lensing requires good alignment

between the source and the lensing mass, large magnifications of ∼ 2 or more are rare. How-

ever, SN Wilson is close in projection to another galaxy separated by only 1.54” warranting

more detailed lens modeling to estimate any bias due to magnification.

We use the Spectral Energy Distribution (SED) fitting technique as described in Wiklind

et al. (2008) to characterize the physical properties of the candidate lens galaxy. To account

for photometric uncertainties, we draw Monte Carlo samples for the measured photometry

of the galaxy and measure the best fitting SED model to characterize SED distribution.

The SED fit suggests a low mass galaxy with a photometric redshift of z = 0.283 ± 0.080

and a stellar mass log(M?) = 7.968± 0.222. We use these parameters to create a plausible

mass model of the galaxy to estimate the possible magnification of the SN.

To model the stellar component, we fit the HST I band image using GALFIT (Peng

et al. 2010). The galaxy is well fit by an inclined exponential disk model with a mass

distribution given by κ(ξ) = κ0q
−1e−ξ/Rs where ξ =

√
x2 + y2/q2 is the ellipse coordinate

in the major axis frame with minor to major axis ratio q. The total mass of the disk M? is

related to κ0 = qM?/(2πΣcrR
2
s) where Σcr is the critical surface mass density for lensing.

Σcr is defined in terms of the angular diameter distances to the source Ds, the lens D`, and

between the lens and the source D`s as Σcr = (c2Ds)/(4πGD`sD`). The best fitting model

from galfit (χ2/ν = 0.961) has a minor to major axis ratio of q = 0.41 and a scale length of

Rs = 0.2895”.

Presumably, the stellar component of the galaxy is embedded in a dark matter halo

which we model as using a Navarro, Frenk, and White (NFW) profile (Navarro et al. 1997)

with

ρ =
ρs

(r/rs)(1 + r/rs)2
. (6.1)

Lensing due to an NFW profile is typically parametrized using κs = ρsrs/Σcr and rs (Bartel-

mann 1996). These parameters can be written in terms of the virial mass, Mv, and the
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concentration of the halo. The concentration is defined as the ratio of the virial radius to

the scale radius: cv = rv/rs. We can define the virial mass as

Mv =
4π

3
∆cρcr

3
v (6.2)

(Coe 2010) where ρc = 3H2/8πG is the critical density of the universe and ∆c ≈ 18π2 −

82ΩΛ − 39Ω2
Λ (Bryan & Norman 1998) is the overdensity of required for collapse of a halo.

The critical density of the universe ρc is written in terms of the Hubble rate which for a flat

universe is given by (H/H0)2 = ΩΛ + Ωm(1 + z)3.

By requiring that our above definition of the viral mass be consistent with the mass

calculated by integrating an NFW density profile we find that

ρs
ρc

=
∆c

3

c3
v

ln(1 + cv)− cv/(1 + cv)
(6.3)

(Navarro et al. 1996). Using these relations, we can rewrite κs and rs in terms of the mass

and concentration as

rs =
1

cv

(
2GMv

∆cH2

)1/3

(6.4)

and

κs =

(
2GMH4∆2

c

)1/3
8πGΣcr

c2
v

ln(1 + cv)− cv/(1 + cv)
. (6.5)

Therefore, the lensing potential can be fully characterized by two parameters: the mass of

the halo and the concentration.

In principle, these two parameters are independent. However, simulations have found a

relationship between the halo mass and concentration. Macciò et al. (2008) found the best

fitting mass-concentration relation in their simulations to be

c = 8.414

(
M

1012h−1M�

)−0.108( H

H0

)−2/3

. (6.6)
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log(M0) log(M1) α β γ1 γ2 γ3 γ4 γ5

10.56 11.31 0.22 3.54 -0.9 -0.25 0.42 -0.16 0.03

Table 6.1 Best fit parameters for the stellar to halo mass relation from Yang et al. (2012)
used in this work.

This allows us to fully characterize the NFW halo with only a single parameter: the mass,

albeit with some scatter.

The relationship between stellar mass and dark matter halo mass is difficult to constrain

observationally so we again turn to simulations. Yang et al. (2012) fit a broken power-law

to relate the stellar mass M? to the halo mass M of the form

M? = M0
(M/M1)α+β

(1 +M/M1)β
. (6.7)

This relationship is for the median halo of a log normal distribution of halo masses to

stellar masses with a scatter of σlogM = 0.173 dex. They assume the following redshift

dependences:

log(M0(z)) = log(M0) + γ1z (6.8)

log(M1(z)) = log(M1) + γ2z (6.9)

α(z) = α+ γ3z (6.10)

log(β(z)) = min(log(β) + γ4z + γ5z
2, 2) (6.11)

σlogM (z) = max(0.173, 0.2z) (6.12)

.

The best fit parameters from Yang et al. (2012) that we use are listed in Table 6.1.

Using these relations we can fully characterize the dark matter halo with only the stellar

mass which we can infer from our SED fit of the galaxy.

Both the mass-concentration and stellar to halo mass relations have significant scatter
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Figure 6.3 Distribution of lensing magnifications predicted for neighboring galaxy of SN
Wilson. We assume log normal distibutions in both the mass-concentration relation and
stellar to halo mass relation with a scatters of σc = 0.15 dex and σlogM = 0.173 respectively.

around the median relations. To account for this scatter, we take 10000 Monte Carlo

realizations of lensing potentials to calculate the expected magnification distribution. We

draw a photo-z and stellar mass value from our Monte Carlo realizations of our SED fits.

Using these drawn values, we calculate the median halo mass from the equations above.

Using the median halo mass, we choose a halo mass from the log normal distribution

centered around the median with σlogM = 0.173 from Yang et al. (2012). We then draw a

concentration using the chosen mass as the mean of a log normal distribution with scatter

σc = 0.15 dex as found by Comerford & Natarajan (2007).

Figure 6.3 shows the resulting distribution of lensing magnifications. The median mag-

nification is 2.8+2.3
−1.2% where the lower and upper uncertainties represent the 16th and 84th

percentiles respectively. These models do assume a spherical NFW profile, but adding ellip-

ticity to the halo does not significantly change our results. One might have expected that

such a small galaxy would not magnify a SN significantly, but this quantitatively shows how

much magnification can really be expected from this neighboring galaxy. This systematic

offset due to the lensing is much smaller than the photometric uncertainties, but it can now
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be properly accounted for in our total uncertainties when we put this object on a Hubble

Diagram.

6.2.2 Lensed SNe Ia as Cosmological Probes

We now turn from treating lensing as a source of systematic uncertainty to discuss how we

can use lensed SNe Ia for cosmology. Gravitationally lensed SNe Ia differ from traditional

lensed sources, like quasars, in two key ways: we can infer the absolute luminosity of lensed

SNe Ia, and their variation is smooth and predictable. The utility of these characteristics

applies to different scale lenses. Galaxy cluster scale lenses will benefit more from knowing

the intrinsic luminosity of the SN while the smooth variation has the biggest potential for

galaxy-scale lenses.

One key challenge in modeling gravitational lenses is that the constraints are from

relative positions and magnification ratios. This leads to the “mass sheet degeneracy” as

discussed in Chapter 1 (Falco et al. 1985). Because SNe Ia are standardizable candles, we

can use SNe Ia to break the mass sheet degeneracy (and the radial profile degeneracy). The

intrinsic luminosity of a SN Ia can be calibrated to better than 10% (Wood-Vasey et al.

2007), yielding a direct measurement of the absolute magnification at a given point in the

lens that can be used to measure the absolute mass of the cluster. Figure 6.4 illustrates the

use of a SN Ia to measure the magnification of a galaxy cluster. The distribution of total

masses of a sample of clusters can be used to constrain structure formation of the universe

and cosmological parameters like σ8. In principle, SNe Ia that are lensed by cluster-scale

masses can be multiply imaged, but the time delay between images are typically long ranging

from thousands of days to hundreds of years (Li et al. 2012).

Galaxy-scale lenses on the other hand, have time delays of tens to hundreds of days.

As discussed in Chapter 1, the time delays between images can be used to measure the

“time-delay distance” (Suyu 2012). By taking ratios of time-delay distances from a range

of redshifts, we can map the cosmic expansion history and build a Hubble Diagram (Treu
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Figure 6.4 Figure adapted from the Frontier Field SN team. The background image shows
one of the Frontier Field galaxy clusters, MACSJ0416, overlaid with the critical curve
for sources at z=2 from the Zitrin et al. (2013) model. Inset: A simple example of a
magnification profile and 1σ errors for a NFW halo (in magnitudes; as a function of radial
distance from the center). The error bar in red illustrates the typical precision in measuring
the observed magnification that can be achieved by fitting the light curve shape of a SN Ia
at z > 1. For illustration, the NFW magnification curve is shaded green where the model
uncertainty exceeds the observable SN uncertainty and blue where the SN error is larger
than the model error.

et al. 2013). To place meaningful constraints on cosmological parameters (e.g. the energy

density of dark energy, ΩΛ), requires having time delay uncertainties ∼ 5% (Treu et al. 2013)

which scale directly from the relative precision of the longest time delay. A typical lensed

SN has the potential to yield a more precise time delay than traditional lensed sources. High

redshift galaxies and quasars are the most typical lensed sources. Galaxies may or may not

vary on human time scales making time delays impossible to measure. Quasars vary but

the variation is random and unpredictable (e.g. Treu et al. 2013). Finding enough overlap

of features in the variation can make time delay measurements difficult and observationally
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expensive (e.g. COSMOGRAIL; Eigenbrod et al. 2005). However, SNe vary on the timescale

of days and vary smoothly. By following the light curves of each of the images, we will be

able to constrain the relative time delay with high precision. Another benefit of lensed SNe

Ia is that they fade making it possible to study the lens galaxy and the lensed host galaxy

in detail.

Like any cosmological probe, lensed SNe Ia have systematic uncertainties that need to

be taken into account. Even if we have high quality light curves of the SN, measuring the

time delay may be complicated by microlensing due to stars in the lens galaxy. However,

the original predictions for the microlensing of SNe was done by Dobler & Keeton (2006)

using a simple expanding photosphere model, which may not be a good approximation for

real SNe Ia. Microlensing is sensitive to the size of the source, so a different photospheric

model may produce different quantities of microlensing. On the other hand, microlensing

also has the potential to resolve the ejecta of SNe at a level that is not possible outside our

own galaxy, making it a potential way to study the SNe Ia explosion mechanism. As the

SN ejecta expands, it sweeps over microlensing caustics magnifying different regions of the

ejecta giving us a “gravitational microscope” to study the explosion physics of SNe.

We have recently submitted results on the SNe discovered behind the CLASH clusters

showing proof of concept that we can use SNe Ia to measure the absolute magnification of

galaxy clusters (Patel et al. 2013). We compare the absolute magnification predicted by

the lens models with the magnification predicted from the two lensed SNe Ia and find good

agreement between both techniques.

Although SNe Ia have traditionally been used to study dark energy, SNe Ia can be

used to constrain the dark matter distribution in galaxy clusters by directly measuring the

absolute magnifications. Using SNe Ia to measure the absolute magnification of a lens,

we can break the mass sheet degeneracy eliminating the uncertainty due to the external

convergence described above. Gravitationally lensing has been traditionally used to study

dark matter, but future surveys like LSST (LSST Science Collaboration et al. 2009) will



155

also us to use time delays to constrain dark energy. LSST will discover hundreds of lensed

SNe Ia giving us the opportunity to combine these unique cosmological probes to constrain

both of the two dominant components of the universe: dark matter and dark energy.
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Möller, O., & Blain, A. W. 2001, MNRAS, 327, 339

Momcheva, I., Williams, K., Keeton, C., & Zabludoff, A. 2006, ApJ, 641, 169

Morgan, N. D., Caldwell, J. A. R., Schechter, P. L., Dressler, A., Egami, E., & Rix, H.
2004, AJ, 127, 2617

Moriya, T., Tominaga, N., Tanaka, M., Nomoto, K., Sauer, D. N., Mazzali, P. A., Maeda,
K., & Suzuki, T. 2010, ApJ, 719, 1445

Mould, J. R., Hughes, S. M. G., Stetson, P. B., Gibson, B. K., Huchra, J. P., Freedman,
W. L., Kennicutt, Jr., R. C., Bresolin, F., Ferrarese, L., Ford, H. C., Graham, J. A.,
Han, M., Hoessel, J. G., Illingworth, G. D., Kelson, D. D., Macri, L. M., Madore, B. F.,
Phelps, R. L., Prosser, C. F., Rawson, D., Saha, A., Sakai, S., Sebo, K. M., Silbermann,
N. A., & Turner, A. M. 2000, ApJ, 528, 655

Munshi, D., Valageas, P., van Waerbeke, L., & Heavens, A. 2008, Phys. Rep., 462, 67

Nakajima, R., Bernstein, G. M., Fadely, R., Keeton, C. R., & Schrabback, T. 2009, ApJ,
697, 1793

Narayan, G., Foley, R. J., Berger, E., Botticella, M. T., Chornock, R., Huber, M. E., Rest,
A., Scolnic, D., Smartt, S., Valenti, S., Soderberg, A. M., Burgett, W. S., Chambers,
K. C., Flewelling, H. A., Gates, G., Grav, T., Kaiser, N., Kirshner, R. P., Magnier, E. A.,
Morgan, J. S., Price, P. A., Riess, A. G., Stubbs, C. W., Sweeney, W. E., Tonry, J. L.,
Wainscoat, R. J., Waters, C., & Wood-Vasey, W. M. 2011, ApJ, 731, L11

Navarro, J. F., Frenk, C. S., & White, S. D. M. 1996, ApJ, 462, 563

—. 1997, ApJ, 490, 493

Nomoto, K., Thielemann, F.-K., & Yokoi, K. 1984, ApJ, 286, 644

Nugent, P., Phillips, M., Baron, E., Branch, D., & Hauschildt, P. 1995, ApJ, 455, L147

Oguri, M. 2007, ApJ, 660, 1

Oguri, M., & Marshall, P. J. 2010, MNRAS, 405, 2579

Oke, J. B., Cohen, J. G., Carr, M., Cromer, J., Dingizian, A., Harris, F. H., Labrecque, S.,
Lucinio, R., Schaal, W., Epps, H., & Miller, J. 1995, PASP, 107, 375

Parrent, J. T., Thomas, R. C., Fesen, R. A., Marion, G. H., Challis, P., Garnavich, P. M.,
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