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The miniaturization of devices has been under high demand since they offer added benefits such as high mobility and portability, better accessibility and functionality, and lower energy consumption. Specific applications include energy devices such as heat sinks and exchangers, biomedical devices such as microfluidic devices, microneedles, and implants, automotive and aircraft components, and sensory devices. As the demand to produce such miniature products continue to increase, an imminent need for advanced manufacturing processes that can fabricate very small parts directly, cost effectively, and with high productivity arises. Micro-end milling is one of the most promising manufacturing processes capable of fabricating discrete parts with complex features in micro-scale (feature size < 1000 µm) due to its high flexibility for processing a wide range of materials with a low setup cost. However, micro-end milling process possesses several difficulties in precision fabrication of such products due to size effect, rapid tool wear, burr formation, tool and workpiece deflection, and premature tool breakage. In addition, these micro-products require tighter geometrical tolerances and
better surface quality. These difficulties and requirements make the selection of process parameters for high performance micro-end milling very challenging.

In this research, we conducted experimental and numerical modeling studies and multi-objective process optimization for micro-end milling. An extensive study of process parameters such as tool coatings, cutting velocity, feed rate, and axial depth of cut was performed in order to understand the effects of these parameters on the performance of micro-end milling process. Novel finite element based process models in 2-D and 3-D have been developed. Both experimental models and finite element based process simulations were utilized to construct various predictive models for the process outputs. These predictive models include physics-based outputs such as chip deformations, tool forces and temperatures, tool wear rate and depth, as well as performance related measures such as surface finish, burr formation, and tool life. Furthermore, we developed a comprehensive decision support system by using the predictive models which can facilitate a selection of process parameters and toolpath strategies based on desired performances. Multi-objective optimization studies were conducted by utilizing predictive models for obtaining optimal decision variable sets. Moreover, this research also demonstrates the current capabilities of micro-end milling in fabricating micro-products such as heat sinks in brass and implants in titanium alloys, and micro-needles in polymers.
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CHAPTER 1
INTRODUCTION

1. Introduction

The miniaturization of devices has been under high demand. Miniature products offer several benefits such as high mobility and portability, better accessibility and functionality, lower energy consumption and lesser environmental impact among others. Specific applications include energy applications such as micro-scale fuel cells, micro-scale heat sinks and exchangers; biomedical applications such as microfluidic devices and systems, medical devices and orthodontic and orthopedic implants; automotive applications such as engine fuel delivery components and sensory devices, aerospace applications such as avionics and jet engine components and sensory devices. As demand to produce such miniature products increase rapidly, an imminent need for advanced manufacturing processes that can fabricate very small parts cost effectively and with high productivity increases significantly. The term micro-manufacturing is used to represent processes which are capable of fabricating discrete parts with micro-scale (1-1000 µm) features.

The micro-manufacturing processes consist of several categories including micro-molding, micro-machining, micro-forming, micro-layered manufacturing, etc. Generally, they are a group of processes that are scaled down versions of both conventional and non-conventional macro-manufacturing processes. Micro-manufacturing processes can also be categorized according to the type of energy used in the process, such as mechanical, chemical, electrochemical, electrical, and laser-beam processes. The working principles
behind each process include consideration of mechanical forces, thermal effects, ablation, dissolution, solidification, re-composition, polymerization/lamination, and sintering (Razali & Qin 2013).

Mechanical micro-machining is one process among micro-manufacturing processes. It involves a removal of unwanted material by means of mechanical force applied with a physical cutting tool. The advantages of mechanical micro-machining compared to other processes are; high material removal rate, process flexibility and low setup cost. A 3-D complex shape can be machined out of almost unlimited workpiece materials. Since the process is highly flexible and the setup cost is relatively low, mechanical micro-machining is very suitable for the fabrication of customized products which are also growing in demand.

Mechanical micro-machining is not just simply a scale-down version of tool-based traditional material removal process (mechanical macro-machining). There is a limit to how far the process can be miniaturized (scaled down). Beyond certain dimensions, factors that can be ignored in mechanical macro-machining suddenly take an important role in micro-machining: cutting tool edge geometry, tool-offset and runout, thermal expansion, tool rigidity and stiffness, tool deflections and vibrations, and material microstructure, etc. These factors totally change the way tool and workpiece interact at micro-scale and make mechanical micro-machining much more difficult to pursue. Currently, mechanical micro-machining is capable of fabricating miniature parts as small as ten microns to a few millimeters (Dornfeld et al. 2006). However, there is still room for improvement. Dimensional accuracy, tool life, surface finish and burr formation,
these are the important areas on which researchers and industries are currently paying attention.

1.1 Mechanical micro-machining of metals and polymers

As mentioned before that mechanical micro-machining processes can be applied to every type of material. This advantage makes mechanical micro-machining processes to become highly flexible. However, two major categories of work material which are suitable for mechanical micro-machining are metals and polymers. Also, these materials are widely used in many applications of miniaturized products. Therefore, the main focus of researches and studies are on mechanical micro-machining of metals and polymers.

In general, metals and their alloys have advantages of high strength, high thermal conductivity, and high electrical conductivity. Some metals are also biocompatible. The applications of metals in miniaturized products include micro-die/mold, medical implants, sensory devices, thermal exchange components, and structural components. Due to their importance and application, mechanical micro-machining of metals is extensively studied; a large number of publications can be found in literature (Cardoso & Davim 2010, Chae et al. 2006, Dornfeld et al. 2006, Jin & Altintas 2012, Masuzawa 2000, Saedon et al. 2012, Schueler et al. 2010, Taniguchi 1983). Metals and their alloys which are normally encountered in mechanical micro-machining include steels, aluminum, copper, brass, nickel and titanium and their alloys.

Polymers are another group of materials which find an application in miniaturized products. Polymers have advantages of light weight, translucent or transparent, high chemical passivity, and low cost. The applications of polymers include microfluidic devices, micro-needles, and medical devices and implants. It is true that polymers are
commonly fabricated by extrusion and injection molding processes which offer higher productivity. However, such processes are mostly suitable for mass production since cost of making mold/die tooling is expensive. Mechanical-micro machining offers a solution for low cost fabrication of customized polymer products. Polymers have low strength which makes them easy to be machined; however, machined parts or features can be easily ruined by excessive cutting force or cutting temperature. Therefore, low material removal rate is usually employed to avoid such problems.

1.2 Micro-end milling process

Micro-end milling process is one of the mechanical micro-machining processes. It is a scale down version of the conventional end-milling process. Micro-end milling is typically used to produce a miniature parts that are not axially symmetric and have many features, such as holes, slots, pockets, and even three dimensional surface contours. Micro-end milling is also commonly used as a secondary process to add or refine features on miniature parts that were manufactured using a different process such as molding or casting (Aramcharoen et al. 2008).

1.2.1 Characteristics of micro-end milling

In terms of process characteristics, micro-end milling is almost the same as conventional macro-end milling; the major difference is the size of the tools. Micro-end milling process generally involves material removal by spinning flat-bottom or ball-end tools into the workpiece creating a feature shape. Tools which are called micro-end mills are mostly made of fine grain tungsten carbide in a cobalt matrix (WC/Co). Micro-end mills with a diameter as small as 25 µm are commercially available (Liu et al. 2004). Figure 1.1 shows the image of typical flat micro-end mill. Since, the tool diameter is
extremely small, the machine tool is required to have a very high spindle speed, typically 10,000-100,000 rpm, in order to maintain high cutting velocity and material removal rate. Moreover, the machine tool used for micro-end milling process is required to have higher precision and lower vibration compared to conventional machine tool used for macro-end milling (Bang et al. 2005).

Figure 1.1: (a) Typical flat micro-end mill, (b) The bottom of flat micro-end mill, and (c) SEM image of a corner of the tool with edge radius (Heaney et al. 2008).

Micro-end milling is still a tool-based material removal process; hence it very much relies on the performance of the micro-milling tools. Also this happens to be a barrier limiting the capability of mechanical micro-machining. This problem is encountered when scaling down the tool there are some features of the tool which cannot be reduced further. This problem affects one of the most critical tool geometry, the edge radius. A limitation of grinding technology, grain size and edge strength limits further reduction of the edge radius. Inevitably, the micro-tools are normally fabricated with an edge radius of 1-5 µm (Bissacco et al. 2008).
1.2.2 Capabilities of micro-end milling

Micro-end milling has a high potential to be the major process for customized fabrication of complex miniature parts. Since, it is the most flexible mechanical micro-machining process. It is capable of fabricating 3-D complex shape out of unlimited choice of materials; metals, polymers, glasses and ceramics. Also, it has a high material removal rate compared to other micro-manufacturing processes. In addition, micro-end milling does not require a lot of setup which makes it to become ideal for customized products. Most feature shapes such as groove, cavity, contour and complex surface can be machined using micro-end milling. The feature size, as small as 5-10 µm, can be achieved (Friedrich & Vasile 1996).

1.2.3 Micro-end milling of metals

Micro-end milling of metals are widely implemented, especially in machining of dies/molds. Hence, investigations of micro-end milling of steels are extensively reported. Ding et al. (Ding et al. 2011) studied micro-end milling of hardened H13 tool steels. Tungsten carbide micro-end mills with a diameter of 100 µm were used. The machined surface integrity, geometrical accuracy, size effect, and tool wear progression were experimentally investigated. They reported that the accumulated geometrical error was about 1%; the surface roughness on machined side surface was found to be around 0.5 µm; large burr and built-up edge (BUE) were detected. Saedon et al. (Saedon et al. 2012) conducted the experiment on micro-end milling of AISI D2 hardened steel (62 HRC) by using 4-flute TiAlN coated tungsten carbide end-mills with a diameter of 500 µm. The cutting edge radius was measured to be around 5-7 µm. The experiments were carried out in full immersion slot milling. The results were mainly discussed in terms of tool life.
They found that cutting speed is the main influencing factor on the tool life followed by feed per tooth and axial depth of cut. Also, tool life prediction model was developed based on the experimental results. Komatsu et al. (Komatsu et al. 2012) conducted the micro-end milling tests on stainless steel to investigate the effect of grain size. They reported that burr formation can be controlled by reduction of grain size. Afazov et al. (Afazov et al. 2012) studied micro-end milling of AISI H13 steel. Their results showed that the cutting force and cutting temperature increase by increasing the hardness while the stability of the process decrease by increasing the hardness.

Another material which is normally applied in many miniature products is aluminum and its alloys. Friedrich (Friedrich 2002) has fabricated some prototypes out of aluminum using micro-end milling process. The small capillary channels of 50 µm were machined. He also recommended that mechanical micro-machining is well suited for fabrication of quick and inexpensive prototypes with reasonably good precision. The study by Saptaji et al. (Saptaji et al. 2012) on micro-end milling of aluminum alloy Al-6061 using tungsten carbide tool revealed the effects of side edge angle and effective rake angle on top burr formation. Top burrs can be reduced by both strengthening the side edge and introducing a taper into the milling tool. Kuram and Ozcelik (Kuram and Ozcelik 2013) have investigated micro-end milling of aluminum alloy Al 7075 using ball-end mill. The effects of spindle speed, feed per tooth, and axial depth of cut on tool wear, force components and surface roughness were discussed. Annoni et al. (Annoni et al. 2013) studied the effect of cutting strategy and process parameters on fabrication of aluminum thin wall using micro-end milling. The process parameters and cutting strategy
were chosen to minimize the cutting forces and thus improved thin wall machining accuracy.

Since the applications of miniature products include aerospace and medical applications, machining of super alloys such as nickel alloys and titanium alloy is also investigated. Ucan et al. (Ucan et al. 2013) experimentally investigated the micro-end milling of Inconel 718 super alloy. The effect of tool coating material on tool wear was extensively studied. Their results showed that the micro-end mills coated with TiAlN, TiAlN+AlCrN and AlCrN displayed better performances. Chen et al. (Chen et al. 2012) studied the micro-end milling of titanium alloy Ti-6Al-4V using ball-end mills. The study mainly focused on burr formation in the slot milling process. Similarly, Schueler et al. (Schueler et al. 2010) studied burr formation in micro-end milling of Ti-6Al-4V and Ti-6Al-7Nb. Micro-end mills with 48 µm diameter was developed and used in this study.

1.2.4 Micro-end milling of polymers

Micro-end milling is a promising process for fabricating customized miniature parts out of polymers due to advantages of high material removal rate and low setup cost. Polymers such as polymethyl methacrylate (PMMA) and polydimethylsiloxane (PDMS) provide transparency which is necessary for the applications such as microfluidic devices. Also, many types of polymers are considered biocompatible and can be applied in medical devices and implants.

So far, micro-end milling processes for polymers have not been extensively studied. There is a limited literature on this topic. Rainelli et al. (Rainelli et al. 2003) have fabricated PMMA based miniature flow injection analyzers using micro-end milling with a V-shaped tip engraving tool. Channel cross-sections had a trapezoidal shape of
approximately 150 µm depth and a width from 180 to 360 µm. Filiz et al. (Filiz et al. 2008) introduced the technique of fabrication micro-scale piercing elements (microbarbs). The special V-shaped and T-shaped micro-end mills were utilized to create microbarbs out of PMMA. Kakinuma et al. (Kakinuma et al. 2008) have proposed a cryogenic cooling assisted micro-milling system. The system can be applied to a soft polymer material such as PDMS. The liquid nitrogen was applied to cool the material down to the glassy state which can be easily machined. Ali et al. (Ali et al. 2013) studied the vibration issue in micro-end milling of PMMA. The analysis revealed the optimal parameters which minimize vibrations at a spindle speed of 2500 rpm, a feed rate of 2 mm/min and a depth of cut of 1.5 µm.

1.3 Material removal at micro-scale

As feature size is reduced, the role of material micro-structure becomes much more pronounced. This issue has never arisen in the macro-scale mechanical machining, since the feature size is relatively large compared to the grain size. However, removing material at a micro-scale is done relatively at the same size or smaller than the grain size. As a result, the cutting mechanism at micro-scale and associated process responses may be altered significantly as the cutter engages in different phase and/or grain of the workpiece material.

1.3.1 Cutting with round edge tools

The assumption which is normally used in macro-scale cutting is that the cutting edge is perfectly sharp and there is no contact between the cutting tool and workpiece along the clearance face (Liu et al. 2004). The chip is formed by the mechanical shearing force due to the interaction between sharp tool and workpiece. This assumption, however,
fails to apply in a micro-scale cutting due to the size of cutting edge radius that becomes significantly larger compared to the thickness of material to be removed. Therefore, assuming that the cutting edge is perfectly sharp is not valid in micro-scale cutting. Since, the sharp cutting edge model assumption fails to explain the material removal at micro-scale; Kim and Kim (Kim and Kim 1995) have proposed a round cutting edge model to be applied in micro-scale cutting. The round cutting edge model takes into account the sliding along the clearance face of the tool due to the elastic recovery of the workpiece and the ploughing due to the large negative effective rake angle resulting from the cutting tool edge radius. The difference between the sharp cutting edge model in macro-scale cutting and the round cutting edge model in micro-scale cutting is illustrated in Figure 1.2

![Figure 1.2: (a) macro-scale cutting, (b) micro-scale cutting (Aramcharoen & Mativenga 2009)](image)

### 1.3.2 Size effect

At small uncut-chip thicknesses, the specific energy required to remove a unit amount of material increases. This phenomenon is referred as “size effect” (Armarego & Brown 1961, Nakayama & Tamura 1968). Mechanical micro-machining experiences size effect due to several reasons. One main reason is due to the fact that all material contain defects (grain boundaries, missing and impurity atoms, etc.), and when the size of the material removed decreases, the probability of encountering a stress-reducing defect
decreases (Shaw 2003). Other reasons include ploughing of the material under the tool due to a large negative effective rake angle; tangential and normal pressure under the flank face of the tool due to elastic recovery of the material; and the strain rate dependency of the material.

1.3.3 Minimum chip thickness

Often, mechanical micro-machining is subjected to a phenomenon, usually referred to as the “minimum chip thickness”. The minimum chip thickness is a critical value of uncut-chip thickness where the material removal can be achieved. Machining below this value produces no chip and the entire material is subjected to elastic deformations. Figure 1.3 shows how the chip is formed relative to the minimum chip thickness. If the uncut-chip thickness \((h)\) is smaller than the minimum chip thickness \((h_m)\), chip is not formed; the tool ploughs on the workpiece surface and the material is only subject to the elastic deformations (Figure 1.3a). If the uncut-chip thickness is equivalent to the minimum chip thickness, the material will be subject to both plastic and elastic deformations. Some part of the material will partially form a chip while the rest elastically recovers (Figure 1.3b). The last case is when the uncut-chip thickness is larger than the minimum chip thickness. At this condition, chip is formed without any elastic recovery yielding a favorable cutting condition (Figure 1.3c).

![Figure 1.3: Chip formation relative to the minimum chip thickness](Aramcharoeno & Mativenga 2009)
Basuray et al. (1977) defined the minimum chip thickness to be a ratio of the uncut-chip thickness to cutting edge radius. Many researchers have attempted to find this critical value using experiment, numerical analysis and simulation (Ikawa et al. 1991, Son et al. 2005, Vogler et al. 2004, Weule et al. 2001, Yuan et al. 1996). However, the value of minimum chip thickness varies depending on a tool-workpiece material, friction between tool-chip interface, workpiece microstructure and size of cutting edge radius. Therefore, determining the minimum chip thickness is very difficult. Based on several studies on determining the value of minimum chip thickness, one would say that the best approach is to employ a value of uncut-chip thickness larger than or equal to the cutting edge radius to ensure the shearing domination. However, the value of uncut-chip thickness is generally limited by the tool and workpiece rigidity. Too large uncut chip thickness may lead to rapid tool wear or sudden tool breakage.

### 1.4 Process performances in micro-end milling

There are several responses which are used to evaluate the process performance of micro-end milling. Among them, burr formation, surface roughness, tool wear, cutting force and cutting temperature are the key responses determining the success of the process. Especially, burr formation and surface roughness are directly related to the satisfactory level of quality produced.

#### 1.4.1 Burr formation

Burr is the undesirable projection part of a workpiece which is produced through manufacturing processes on an edge or a surface which lies outside the desired geometry (Ko & Dornfeld 1991, Narayanaswami & Dornfeld 1997). Even though burr is not desirable, it is unavoidable. The only solution is to reduce it to an acceptable degree in
which machined part can function properly. Burr in end-milling can be categorized by the position where it occurs as shown in Figure 1.4. Burr formation mechanism is very complicated involving plastic and elastic deformations which are influenced by material properties, tool geometry and machining parameters (Aurich et al. 2009). Burr in micro-end milling of metal alloys such as titanium alloy can be relatively large compared to the feature size as shown in Figure 1.5.

**Figure 1.4:** Type of end-milling burr (Hashimura et al. 1999)

**Figure 1.5:** Burr of micro-end milling of Ti-6Al-7Nb (Schueler et al. 2010)
There is a large number of burr measuring and detecting methods available. The choice depends on application conditions, requested measuring accuracy and burr values to be measured such as burr height, burr width, burr thickness, burr volume or burr hardness; among those burr height, burr width and burr thickness are the most frequently and easily measured burr values. Some examples of burr measuring method include stylus method, metallographical profile, optical micro scope, scanning electron microscope and confocal microscope.

1.4.2 Surface roughness

One of the most commonly used methods to quantify the quality of machined surface is its surface roughness. Surface roughness is a measure of the texture of a surface. It is quantified by the vertical deviations of a real surface from its ideal form. Surface roughness is normally specified based on the function of the surface. Machine parameters have to be set in order to achieve a desired surface roughness. In macro-machining, it is widely known that surface roughness is majorly affected by the feed rate. Selecting a proper feed rate, most of the time, can yield the desired surface roughness. However, in micro-machining such as micro-end milling there are more factors to be concerned such as minimum chip thickness, size effect, tool deflection, and material properties (Liu et al. 2006a, Liu et al. 2006b, Vogler et al. 2004). Therefore, it is more complicated to select optimal process parameters which result in a desired surface roughness.

1.4.3 Tool wear

Rapid tool wear is a very critical problem in micro-end milling; especially, when it comes to difficult-to-machine materials such as titanium alloys. As tool wear progress,
cutting force, surface roughness and geometrical accuracy will increase. Excessive tool wear may even lead to ultimate tool breakage. The factors that can be attributed to tool wear in micro-end milling are elastic recovery of workpiece, dynamic deflections, tool run-out, and low feed instability (Malekian et al. 2009).

Even though tool wear is undesirable, tool breakage seems to be a more important problem in micro-end milling. Tiny micro-end mills can eventually break when either their cutting edges become dull or a chip clogs. Tansel et al. (Tansel et al. 1998) have found that micro-end mills break quickly as they wear out. This is due to the increase of cutting force of the dull tool causing the stress to exceed the strength of the tiny diameter micro-end mills.

1.4.4 Cutting force

Cutting force in micro-end milling is influenced by several parameters such as feed per tooth, cutting velocity, axial depth of cut, cutting edge radius, helix angle, etc. Cutting force changes dynamically throughout the cutting process due to a variation of uncut-chip thickness at different tool rotational angle. Cutting force in micro-end milling can be measured using dynamometer; however, it requires a very high sampling rate and a capability to suppress the environmental noise. In addition, cutting force can be predicted by analytical models or simulations.

In micro-end milling, the tiny micro-end mills are not rigid enough to sustain a very high cutting force. Tool breakage can be expected if cutting force exceeds a certain limit. Cutting force also determines the degree of tool deflection and the bending stress that limit the feed rate (Chae et al. 2006). Therefore, the ability to predict cutting force prior to executing the cutting process would be greatly beneficial. Well-developed
analytical or simulation models as decision support systems would be helpful for users to choose the right cutting condition for their systems.

1.4.5 Cutting temperature

During a chip formation process, some of energy is released in terms of heat. This heat raises both tool and workpiece temperature. It is generally known that heat has both positive and negative effects on the macro-machining process. It can soften the workpiece and lower the yield strength, making it easy to cut. However, high temperature can promote tool wear. Heat generation depends on the machining parameters and friction between tool and workpiece materials. In case of micro-machining, it is still doubtful about the benefit of heat, since heat may promote even more elastic deformation in the micro-machining process. Unfortunately, there is no information have been reported about this issue.

The determination of temperatures and temperature distribution in the area around the cutting edge and workpiece interface is technically difficult. Some tools and methods that are generally used to measure the cutting temperature are thermocouple method, infrared thermometer and camera and thermographic phosphor thermometry. Due to the difficulty of measurement, analytical models and simulations become an alternative to the direct measurement. It should be noted that cutting temperature measurement has never been conducted in micro-end milling.

1.5 Finite element modeling and simulation

Even though experiment is most reliable way to study a machining process, it sometimes can be costly and very time consuming. Moreover, experiment may not be able to provide the information that the user needs due to the technological limitation.
Modeling and simulation provide an alternative to the experiment. It can help the user to gather desired information at a lower cost. One of the commonly used methods for modeling and simulation of machining process is finite element (FE) method. The FE method is a method of assembling structural elements, which can be separately analyzed, into a global equation of equilibrium for the structure. It has a capability to analyze both mechanics and thermodynamics of the systems, thus it is very suitable for the analysis of machining processes.

1.5.1 FE modeling and simulation of the material removal processes

Material removal processes involve generation of chips by the engagement of tool and workpiece. Plastic deformation plays a major role in material removal processes. The outputs of this process include distributions of stress (von Mises), strain (elastic and plastic), forces, temperature, and wear (rate and depth). FE modeling and simulation has been widely used for analysis and predicting these outputs in the material removal processes for several decades. Thanks to the advancements in computer technology, FE modeling and simulation is now even more powerful than before. Several finite-element techniques are available today for accurate and efficient modeling of the material removal processes: material and geometrical non-linear analysis, mesh rezoning techniques, element-separation for chip formation modeling, element separation criteria, tool wear modeling, residual stress prediction, etc. (Mackerle 1998, Arrazola et al. 2013).

There are two basic models for the FE simulations: orthogonal model (2-D), and oblique (3-D) model. Most machining processes are oblique but the orthogonal model studies are easier to simulate and they can be useful or adequate for understanding the basic mechanics of material removal processes. There are plenty of studies using FE

### 1.5.2 FE modeling and simulation of the micro-end milling process

Beside experimental study, FE simulation is another option to study the physical phenomena of the micro-end milling process. Micro-end milling process has also been analyzed by using FE methods which lead to the prediction of chip formation, cutting forces, and stress, strain and temperature distributions. Dhanorker and Özel (Dhanorker and Özel 2008) have conducted one of the pioneering studies on the 2-D FE modeling and simulation of micro-end milling of aluminum and steel. The results showed that the temperature distribution within the tool and the workpiece, cutting forces in terms of normal force and feed force and chip flow can be predicted with reasonable accuracy. Weng et al. (Weng et al. 2009) have studied the chip formation in micro-end milling of aluminum alloy using a 2-D FE simulation approach. In this study, the FE simulation was used to predict the chip velocity, strain rate, contact pressure, cutting force and chip flow. The results from FE simulations were validated with the experiments. Ding et al. (Ding et al. 2011) conducted FE analysis on micro-end milling of hardened H13 tool steel. Their 2-D FE model was developed using ABAQUS software to simulate the continuous chip formation in full immersion slot milling and side cutting conditions. The steady state cutting temperature was investigated. The FE simulation results were discussed in terms of cutting forces, chip formation, stress, temperature, and velocity field. They also
reported that the built-up edge in micro-machining can be predicted with the FE model. Afazov et al. (Afazov et al. 2010, Afazov et al. 2012) modeled the micro-end milling of AISI 4340 steel and AISI H13. The 2-D FE simulations were utilized to predict the cutting forces. The effect of uncut chip thickness, cutting velocity and edge radius were included. Jin and Altintas (Jin and Altintas 2012) have utilized a 2-D FE model for predicting the micro-end milling forces of machining brass. In this case, a series of FE simulations was used to evaluate the cutting force coefficients which were then used to obtain the cutting forces. In short, it can be seen that the use of FE modeling and simulation in micro-end milling is still very limited. Moreover, the applications of FE modeling and simulation are also limited to the orthogonal (2-D) model only, even though the micro-end milling is a form of oblique cutting process.

1.6 Optimization of micro-end milling parameters

The goal of every machining process is to achieve the best performance and reliability. These can be accomplished through optimization of process parameters. In micro-end milling, process parameters include cutting velocity, feed, axial and radial depth of cut, up/down milling, lubrication method, cutting tool geometry, tool path strategy, etc. Unlike the macro-end milling process in which the performance has been extensively studied and optimized, optimization of micro-end milling is still immature; most users still rely on trial and error methods. There are only a few attempts to come up with the decision support system which can facilitate the selection of process parameters. In order to provide decision support system tools researchers have developed several studies. Özel and Liu (Özel and Liu 2009) proposed a mechanics-based process planning approach for micro-end milling of micro-mold cavities. The goal is to facilitate proper
selections of the process parameters for a given workpiece material, cavity geometry, and micro-end mill. Cardoso and Davim (Cardoso and Davim 2010) performed a comprehensive study on the machined surface of micro-end milling of aluminum alloy. The feed rate and machining strategies were optimized to obtain the best surface roughness. Seadon et al. (Seadon et al. 2012) predicted and optimized the tool life in micro-end milling of hardened steel using response surface methodology (RSM). The tool life equations were generated and the tradeoff between tool life and material removal rate (MRR) was analyzed. Kuram and Ozcelik (Kuram and Ozcelik 2013) conducted the multi-objective optimization for micro-end milling of aluminum alloy. The Taguchi based gray relational analysis was utilized for optimization and modeling.

In general, objectives in optimization of machining processes include small surface roughness, small burr formation, high material removal rate, high geometrical accuracy, long tool life, etc. These objectives normally conflict with each other. For example, increasing material removal rate normally results in short tool life. Therefore, optimization in machining process can be very tricky, since there are several objectives to be considered at the same time. Multi-objective optimization can provide a solution to this problem. Nevertheless, it is not yet extensively applied into optimization of micro-end milling processes.

2. Motivation

Miniature products generally require tighter control over geometrical tolerance and surface quality compared to conventional macro-products. However, succeeding these specifications is very difficult. The right choice of process parameters have to be made in order to achieve the desired quality, productivity and reliability. The common
method of optimizing the process parameters is to investigate by experimentation. However, in micro-machining this can be very difficult and time-consuming task. Furthermore, many of process response such as temperature, stress and strain cannot be determined by the experiment alone. Hence, most of the time, the micro-machining are conservatively used under its full capability to avoid excessive tool wear, tool deflection, and tool breakage. This totally reduces the productivity of the micro-end milling process and makes it less competitive.

FE modeling and simulation can be used as an alternative to the experiment or it can even be used to support the experimental results. With advancements in computer technology, FE simulation becomes even more affordable. It can provide good predicted results within a short period of time and at a much lower cost compared to the experimentation. Use of FE simulations in micro-scale cutting would be more beneficial compared to macro-scale cutting, since observation and obtaining any experimental data in micro-scale is much more difficult and costly. FE simulation also allows in depth analysis into process mechanics of material removal at micro-scale which is very beneficial for research and development of micro-machining processes. In spite of its benefits, so far, the implementation of FE modeling and simulation into investigations of micro-end milling processes has not been widely adopted.

Instead of a trial and error approach, it would be very helpful to have the decision support system which can help a user in making choices about process parameters such as cutting velocity, feed rate, depth of cut, tool material and coating, etc. The integration of experimentation, FE modeling and simulation and optimization techniques can provide such a decision support system. The data generated from experiments and FE simulations
can be optimized and used as a resource to make decision based on the user’s requirements.

In this study, micro-end milling of metals and polymers were selected as a case study. The traditional experimentation was carried out to study and optimize the process. The 2-D and 3-D FE models of micro-end milling of titanium alloy will be developed to simulate the process responses which will be used to support the experimental results. Then, both experiment and FE simulation results will be integrated and optimized. The final result will be a decision support system which can provide viable choices based on the user’s requirements.

3. Objectives

The overall objective of this study is to investigate and optimize the micro-end milling of metals and polymers. The following specific objectives of the proposed approach address the overarching research goal:

Objective 1: To optimize the process parameters such as cutting velocity, feed per tooth, axial depth of cut, and tool coating for micro-end milling of titanium alloy Ti-6Al-4V.

Objective 2: To develop an orthogonal (2-D) FE model for micro-end milling of titanium alloy which can be used to analyze the influence of process parameters such as cutting velocity, feed per tooth, and tool coating. The simulation parameters such as material assumption will be tested to observe its influence over the chip formation in the FE simulation.

Objective 3: To develop an oblique (3-D) FE model to simulate the chip flow in micro-end milling of titanium alloy Ti-6Al-4V. The model will also be used to study the influence of worn cutting edge over the tool wear.
Objective 4: To integrate the results from both experiments and FE simulations and develop a decision support system for micro-end milling of titanium alloy Ti-6Al-4V.

Objective 5: To utilize the obtained knowledge into fabrication of miniature prototypes out of Ti-6Al-4V titanium alloy and polymers such as PMMA.

4. Organization of the Dissertation

The organization of this dissertation can be detailed as follows:

In Chapter 2, the experimental procedure and findings will be reported for micro-end milling tests. The feasibility study of using acoustic emission signal to monitor surface generation in micro-end milling of titanium alloy will be explained in detail. The statistic-based process optimization utilizing the response surface methodology (RSM) will be discussed. Also the multi-objective optimization using particle swarm technique will be presented.

In Chapter 3, the comparison study between cBN coated WC/Co micro-end mill and uncoated WC/Co micro-end mill will be explained in detail. The main focus of this chapter is to investigate the benefit of cBN coated tool in micro-end milling of titanium alloy Ti-6Al-4V. Also, the extensive study on the effects of process parameters such as spindle speed, feed per tooth and axial depth of cut will be presented and discussed. In addition, the multi-objective optimization of the micro-end milling process using cBN coated tool will be presented.

In Chapter 4, 2-D finite element (FE) modeling and simulation of micro-end milling of titanium alloy Ti-6Al-4V will be explained in detail including the material constitution modeling, tool and workpiece geometry, contact and friction determination, meshing technique, material assumption and simulation controls. The simulation results
will be used to support the experimental findings presented in Chapters 2 and 3. Moreover, a comparison of viscoplastic and elasto-viscoplastic models will be presented and discussed.

In Chapter 5, 3-D FE modeling and simulation of micro-end milling of titanium alloy Ti-6Al-4V will be explained. The comparison of 2-D and 3-D FE simulation results will be discussed. The influence of tool wear on the performance of micro-end milling of titanium alloy Ti-6Al-4V will be investigated using 3-D FE simulations.

In Chapter 6, the integration of experiments and FE simulations will be used to construct a decision support system for micro-end milling of titanium alloy Ti-6Al-4V. Several optimization schemes based on multi-objective particle swarm optimization will be utilized to find a set of process parameters which can satisfy the manufacturing requirements and optimize the process performance. The machining validation tests which were guided by the decision support system will be presented.

In Chapter 7, applications of micro-end milling will be presented. The purpose of this chapter is to point out the capability of micro-end milling process. Therefore, various micro-features and micro-products fabricated using micro-end milling process will be presented showing the capability and limitation of the micro-end milling process. Also, the development and investigation of tool path strategy on micro-end milling of micro thin walls and micro-needle arrays will be reported and discussed.

In Chapter 8, contributions and future research directions are discussed.
CHAPTER 2
SENSOR-ASSISTED MONITORING AND OPTIMIZATION OF PROCESS
PARAMETERS

1. Introduction

In micro-end milling, obtaining the desired results is much harder than in macro-end milling due to several reasons such as size effect, tool deflection, burr formation and rapid tool wear. The problem is much more pronounced when workpiece material is a difficult-to-process material such as titanium alloys which are widely used as the material of choice for medical devices and implants. Therefore, in order to achieve the desired performance, optimization of process parameters is necessary.

Monitoring of surface generation in micro-machining is proven to be very helpful since the degree of uncertainty in the micro-machining process is relatively high and the small-scale processes make it difficult to be visually observed (Malekian et al. 2009, Tansel et al. 1998a, Tansel et al. 1998b). For instance, tool may be chipped or broken without being noticed resulting in poor surface generation. Therefore, in order to maintain a desired level of surface quality in micro-end milling, it may be necessary to have a capability of direct monitoring so that an adaptive control or correction can be performed.

Although, various sensors such as acoustic emission (AE), accelerometer and force sensors are widely utilized to monitor tool wear and tool breakage in micro-end milling (Malekian et al. 2009), the use of AE sensors for monitoring surface generation is not fully explored. It is also well known that force sensors with limited frequency bandwidth (<1 kHz) are not suitable to monitor micro-end milling process where tooth
passing frequencies are in the order of 1-5 kHz for two-flute end mills rotating between 50,000-150,000 rpm.

Acoustic emission is a class of phenomena whereby transient elastic waves are generated by rapid release of energy from localized sources within a solid material and has been used in monitoring machining processes for more than two decades (Lu 2008). An advantage of using AE for process monitoring over the other approaches is that the frequency bandwidth of AE is much higher (1-104 kHz) than that of machine vibrations and ambient acoustic noise (Beggan et al. 1999). Many research efforts on AE based systems have been directed towards the prediction and monitoring of tool condition in machining processes such as turning (Bhaskaran et al. 2012, Dolinšek & Kopač 1999, Govekar et al. 2000, Jemielniak & Otman 1998, Jemielniak 2001, Kosaraju et al. 2012, Leem & Dornfeld 1996, Li 2002, Ravindra et al. 1997), milling (Ai et al. 2012, Kaya et al. 2012, Prickett & Johns 1999), drilling (König et al. 1992, Neugebauer et al. 2012) and grinding (Inasaki 1998, Lee et al. 2006). Several researchers are interested in the use of AE signal to monitor quality of machined surfaces such as surface roughness (Diniz et al. 1992, Jiang et al. 2013) and surface anomalies (Guo & Ammula 2005). However, it should be noted that such AE signal based systems were well-developed for the conventional macro-machining process.

As previously mentioned that AE signal is capable of monitoring surface generation in macro-milling; however, it has never been deployed in micro-end milling before. Therefore, in this chapter, a feasibility of using AE signal to monitor the surface generation in micro-end milling of Ti-6Al-4V titanium alloy was explored. In addition, the multi-objective optimization of process parameters was also conducted.
This study consists of three phases: experimental, modeling and optimization. The first phase, experimental phase, was where the physical micro-milling experiments were conducted in order to collect all necessary data in terms of AE signal, surface roughness and burr formation. The main method in this phase was a design of experiment (DOE) using Taguchi orthogonal arrays. In the second phase, modeling phase, all data obtained in the experimental phase was used to formulate the predictive models. In this phase the Response Surface Methodology (RSM) was used to construct the predictive models. Finally, the last phase, optimization phase, was carried out in order to obtain the optimal parameters that satisfy the multi-criteria quality requirement. The multi-objective particle swarm optimization (MOPSO) was selected as an optimization method for this phase. The work flow and tools used in each phase is shown in Figure 2.1.

![Figure 2.1: Work flow and methods utilized.](image)

2. **Experimental Analysis**

In this section, the elements of experiments will be explained in detail including experimental setup, tools and workpiece selection and preparation, process responses measurement and experimental methodologies.
2.1 Micro-end milling experiments

The micro-end mills with two-flute, flat-bottom were used throughout this study. The tools were made of fine grain tungsten carbide (grain size of 0.2-0.5 µm) in a cobalt matrix (WC/Co) manufactured by Richards Micro Tools company. The helix angle of the tools is 30° and the effective cutting length is 0.18 mm. The nominal diameter of 635 µm was selected in this study. All fresh micro-tools were inspected with digital microscopy. The mean edge radius of the tool is 3 ±0.5 µm.

In this study the workpiece was selected to be titanium alloy, Ti-6Al-4V, which has a chemical composition as shown in Table 2.1. The mechanical and thermal properties of Ti-6Al-4V are given in Table 2.2.

Table 2.1: Chemical composition of Ti-6Al-4V.

<table>
<thead>
<tr>
<th>Element</th>
<th>Ti</th>
<th>Al</th>
<th>V</th>
<th>Fe</th>
<th>O</th>
<th>C</th>
<th>N</th>
<th>H</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>Balance</td>
<td>6</td>
<td>4</td>
<td>0.25</td>
<td>0.13</td>
<td>0.08</td>
<td>0.03</td>
<td>0.01</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 2.2: Mechanical and thermal properties of Ti-6Al-4V.

<table>
<thead>
<tr>
<th>Property</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultimate Strength</td>
<td>MPa</td>
<td>896</td>
</tr>
<tr>
<td>Yield Strength (0.2%)</td>
<td>MPa</td>
<td>827</td>
</tr>
<tr>
<td>Hardness</td>
<td>HRC</td>
<td>36</td>
</tr>
<tr>
<td>Thermal Expansion</td>
<td>K⁻¹</td>
<td>9×10⁻⁶</td>
</tr>
<tr>
<td>Density</td>
<td>kg·m⁻³</td>
<td>4430</td>
</tr>
<tr>
<td>Melting Point</td>
<td>K</td>
<td>1380</td>
</tr>
<tr>
<td>Elastic Modulus</td>
<td>GPa</td>
<td>42</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>W·m⁻¹·K⁻¹</td>
<td>6.6</td>
</tr>
<tr>
<td>Specific Heat Capacity</td>
<td>J·kg⁻¹·K⁻¹</td>
<td>565</td>
</tr>
</tbody>
</table>
The experimental setup consists of several components as shown in Figure 2.2 and Figure 2.3. The rectangular block of Ti-6Al-4V titanium alloy workpiece was clamped on the fixture mounted on the 3-axis positioning stage. The workpiece surfaces were precisely ground to ensure high flatness and well alignment. The 3-axis positioning stage is controlled by the numerical control software (Unidex 500 MMI W32) with the resolution of 0.1 µm for each axis. The micro-end mill tool was directly mounted to the ceramic bearing-electrically driven precision spindle (NSK ASTRO-E 800) with the tool overhang of 18 mm. The CCD camera connected with the monitor was used to facilitate the zero setting and monitor the process. The acoustic emission (AE) sensor (Kistler piezotron 8152B) with built-in impedance converter was mounted on the fixture. The AE sensor was connected to the coupler with built-in root-mean-square (RMS) converter and limit switch for processing high frequency sound emission signal. The coupler was connected to the computer for data acquisition using Klister-Dynoware software.

2.2 Surface roughness measurement

Surface roughness was measured in terms of average surface roughness ($R_a$) using a stylus surface roughness tester (Mitutoyo SJ-400) which provide the maximum resolution of 0.000125 µm. JIS 1994 standard was selected. Five measurements were taken from the bottom surface of machined channels then the average was taken to represent the surface roughness of the machined channel. Before taking surface roughness measurement, all burrs were removed from the channel to prevent their interfering with the measurement. Burrs were manually removed under the optical microscope using mechanical tools.
2.3 Burr formation measurement

A degree of burr formation was quantitatively measured in terms of total top-burr width ($B_T$). The illustration of top-burr width definition is shown in Figure 2.4. Top-burr width was measured using optical microscope. The measurement was taken from both sides of the channel: up-milling side and down-milling side as shown in Figure 2.5. The measurements were taken where the top-burr width is uniform. Three measurement
repetitions were applied and the average values were taken. A total top-burr width \((B_T)\) is an addition of both top-burr widths form down milling side \((B_d)\) and top-burr width from up milling side \((B_u)\) of the channel which can be calculated using Eq. (2.1).

\[
B_T = B_d + B_u
\]

**Eq. (2.1)**

![Definition of top-burr width](image)

**Figure 2.4:** Definition of top-burr width.

![Image of top-burr width](image)

**Figure 2.5:** Image of top-burr width.

### 2.4 Acoustic emission signal measurement

AE signal was collected form the whole period of cutting at the sampling frequency of 50 kHz. The raw signal was filtered and calculated into the root mean
square (RMS) value \( (AE_{RMS}) \) with the sampling number \((n)\) of 5. Eq. (2.2) shows the
general formula for the RMS value. The mean \( AE_{RMS} \) was then calculated for the
comparison purpose. The signals were also plotted over the time domain for the signal
analysis.

\[
x_{RMS} = \sqrt{\frac{1}{n} (x_1^2 + x_2^2 + x_3^2 + \ldots + x_n^2)}
\]  
Eq. (2.2)

2.5 Experimental designs

The experiment was designed based on L9 Taguchi orthogonal array as shown in
Table 2.3. The controlled factors include spindle speed \((\Omega)\), feed per tooth \((f_z)\), and axial
depth of cut \((a_p)\). Three levels were chosen for each factor based on the literatures and
limitation of the machine tool. The results were collected in terms of average surface
roughness \((R_a)\), total top-burr width \((B_T)\) and \( AE_{RMS} \) signal. The experiment was
conducted on the full-immersion slot milling process. The length of cut was 12 mm. Two
replications were taken for each experimental condition.

3. Process Modeling

In order to optimize the parameters of micro-milling process, it is necessary to
construct relationships between the response and each interested process parameter. One
of the well-known methods serving this purpose is Response Surface Methodology
(RSM). RSM is a collection of mathematical and statistically based technique useful for
the modeling and analysis of problems with several process variables. It also has
important applications in the design, development, and formulation of new products, as
well as in the improvement of existing product designs (Montgomery 2005). The most
extensive applications of RMS are in the situation where several input variables
(independent variables) potentially influencing some performance measure or quality characteristic of the product or process (response). Since the form of the relationship between the response and the independent variable is unknown, the first step in RSM is to find the suitable approximation for the true functional relationship between response ($y$) and the set of independent variables ($x$).

**Table 2.3: Experimental conditions.**

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>$\Omega$ (krpm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>$a_p$ (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WC/Co Ø 635 µm</td>
<td>20</td>
<td>0.1</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>WC/Co Ø 635 µm</td>
<td>20</td>
<td>0.3</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>WC/Co Ø 635 µm</td>
<td>20</td>
<td>0.5</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>WC/Co Ø 635 µm</td>
<td>40</td>
<td>0.1</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td>WC/Co Ø 635 µm</td>
<td>40</td>
<td>0.3</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>WC/Co Ø 635 µm</td>
<td>40</td>
<td>0.5</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>WC/Co Ø 635 µm</td>
<td>60</td>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>WC/Co Ø 635 µm</td>
<td>60</td>
<td>0.3</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>WC/Co Ø 635 µm</td>
<td>60</td>
<td>0.5</td>
<td>60</td>
</tr>
</tbody>
</table>

Usually a low-order polynomial function in some relatively small region of the independent variable space provides a suitable approximation of the true form of the response function. In many cases, either a first-order or a second-order model is sufficient. The general form of the first-order, first-order with interaction and second-order RSM model are shown in Eq. (2.3), Eq. (2.4) and Eq. (2.5), respectively, where $\beta$ is a RSM coefficient of each term, $k$ is a number of independent variables and $\epsilon$ is a residual error.

$$y = \beta_0 + \sum_{i=1}^{k} \beta_i x_i + \epsilon$$  \hspace{1cm} \text{Eq. (2.3)}

$$y = \beta_0 + \sum_{i=1}^{k} \beta_i x_i + \sum_{i<j} \beta_{ij} x_i x_j + \epsilon$$  \hspace{1cm} \text{Eq. (2.4)}

$$y = \beta_0 + \sum_{i=1}^{k} \beta_i x_i + \sum_{i<j} \beta_{ij} x_i x_j + \sum_{i=1}^{k} \beta_{ii} x_i^2 + \epsilon$$  \hspace{1cm} \text{Eq. (2.5)}
The first-order model is sometimes called a main effect model, because it includes only the main effect of the variables. If there is an interaction between these variables, the interaction terms can be easily added as shown in Eq. (2.4). Adding the interaction terms introduces a curvature into the response function. If the curvature in the true response surface is strong enough that the first-order model (even with the interaction terms included) is inadequate. A second-order model will be required.

The second-order model is widely used in RSM for several reasons. First, the second-order model is very flexible; it can take on a wide variety of functional forms. Second, an estimation of the coefficient ($\beta$) can be done easily by the method of least squares. Furthermore, there is a considerable practical experience indicating that the second-order works well in solving real response surface problems (Myers & Anderson-Cook 2009).

In this study, surface roughness ($R_a$) and total top-burr width ($B_T$) were selected as responses while spindle speed ($\Omega$), feed per tooth ($f_z$) and axial depth of cut ($a_p$) were independent variables. The experimental results obtained from the experiments were used to formulate the RMS models for each response. Analysis of variance (ANOVA) was conducted to determine the appropriateness of these models. In addition, the graphical surfaces of the models were plotted to visually observe the effects of individual variables.

4. Process Optimization

Typically, it appears that the relationship between machining parameters and machining responses are non-linear which is sometimes very difficult to optimize analytically. The problem becomes even more difficult when there is a need to optimize
more than one objective at a time (i.e. multi-objective optimization). Multi-objective optimization problems represent an important class of real-world problems. Typically such problems involve trade-offs meaning that their objectives are generally conflicting with each other. For example, mold manufacturers may want to obtain minimum surface roughness, but meanwhile they also want to minimize the machining time. Generally, there is no single optimal solution. Therefore “trade-off” has to be considered before choosing the suitable solution. The curve or surface (for more than two objectives) describing the optimal trade-off solutions between objectives are known as the Pareto front. A multi-objective optimization algorithm is required to find solutions as close as possible to the Pareto front, while maintaining good solution diversity along the Pareto front.

In this study, the Multi-Objective Particle Swarm Optimization (MOPSO) was selected, since it has many advantages over other optimization methods. It works very efficiently to locate the Pareto front of the multi-objective optimization problems. Also it is relatively easy to implement and has a few parameters to adjust.

In general, Particle Swarm Optimization (PSO) is a population-based stochastic optimization technique modeled on the social behaviors observed in animals or insects, e.g., bird flocking, fish schooling, and animal herding. PSO was developed by Kennedy and Eberhart in 1995 (Kennedy & Eberhart 1995). Since its inception, PSO has gained increasing popularity among researchers and practitioners as a robust and efficient technique for solving difficult optimization problems. In PSO, individual particles of a swarm represent potential solutions, which move through the variable space seeking an optimal, or good enough, solution. The particles relay their current positions to
neighboring particles. The position of a particle is modified by using its previous position information and its current velocity (i.e. rate of change). As the model is iterated, the swarm focuses more and more on an area of the search space containing high-quality solutions (Blum & Li 2008).

In PSO, the velocity of each particle is modified iteratively by its personal best position (i.e., the best position found by the particle so far), and the best position found by particles in its neighborhood (Eq.2.6 and 2.7). As a result, each particle searches around a region defined by its personal best position and the best position from its neighborhood.

\[
\mathbf{v}_i^{k+1} = w \mathbf{v}_i^k + k_1 R_1 (\mathbf{p}_i - \mathbf{x}_i^k) + k_2 R_2 (\mathbf{p}_g - \mathbf{x}_i^k) \quad \text{Eq. (2.6)}
\]

\[
\mathbf{x}_i^{k+1} = \mathbf{x}_i^k + \mathbf{v}_i^{k+1} \quad \text{Eq. (2.7)}
\]

Where \( \mathbf{v}_i^k \) denotes the velocity of the \( i^{th} \) particle at \( k^{th} \) iteration in the swarm, \( \mathbf{x}_i^k \) denote its current position which can be considered as a set of coordinates describing a point in space, \( \mathbf{p}_i \) denotes the personal best positions, \( \mathbf{p}_g \) denotes the best position found by particles in its neighborhood, \( w \) denotes a inertia weight, \( k_1 \) and \( k_2 \) are acceleration coefficients and \( R_1 \) and \( R_2 \) are two separate functions each returning a vector comprising random values uniformly generated in the range [0, 1].

Eq. (2.6) shows that the velocity term \( \mathbf{v}_i^k \) of a particle is determined by three parts, the “momentum”, the “cognitive”, and the “social” part. The “momentum” term \( w \mathbf{v}_i^k \) represents the weighted ratio of previous velocity term which is used to carry the particle in the direction it has travelled so far; the “cognitive” part, \( k_1 R_1 (\mathbf{p}_i - \mathbf{x}_i^k) \), represents the tendency of the particle to return to the best position it has visited so far; the “social” part, \( k_2 R_2 (\mathbf{p}_g - \mathbf{x}_i^k) \), represents the tendency of the particle to be attracted
towards the position of the best position found by the entire swarm. The random numbers
used in the velocity update step give the PSO a stochastic behavior. It should be noted
that the “momentum” term has a tendency to explode to a large value, resulting in
particles exceeding the boundaries of the search space. This is more likely to happen
especially when a particle is far from \( p_g \) or \( p_i \). To overcome this problem, a velocity
clamping method can be adopted where the maximum allowed velocity value is set to
\( V_{\text{max}} \) in each dimension of \( v_i \).

Position \( p_g \) in the “social” part is the best position found by particles in the
neighborhood of the \( i^{th} \) particle. Different neighborhood topologies can be used to control
information propagation between particles. Constricted information propagation as a
result of using small neighborhood topologies has been shown to perform better on
complex problems, whereas larger neighborhoods generally perform better on simpler
problems (Mendes et al. 2004). Generally speaking, a PSO implementation that chooses
\( p_g \) from within a restricted local neighborhood is referred to as \( l\text{best} \) PSO, whereas
choosing \( p_g \) without any restriction (hence from the entire swarm) results in a \( g\text{best} \) PSO.

Algorithm below summarizes a basic PSO algorithm.

- **Initial Step:** Randomly generate an initial swarm position and velocities.
  The current position of each particle is set as \( p_i \). The \( p_i \) with best value is
  set as \( p_g \).

- **Step 1:** For each particle, the objective function value is evaluated. If an
  agent achieves a better objective value, \( p_i \) is replaced by the current
  position \( x_i \).

- **Step 2:** Set \( p_g \) equal to the best collected \( p_i \) values.
• **Step 3:** Update the velocity by Eq. (2.6) and update the position by Eq. (2.7).

• **Step 4:** Return to step 1 and repeat until the termination criterion is met.

PSO algorithms have been applied to optimization problems ranging from classical problems such as scheduling, the traveling salesman problem, neural network training, and task assignment, to highly specialized applications. In recent years, PSO has also become a popular choice for many researchers in handling multi-objective optimization problems in manufacturing processes (Ciurana et al. 2009, Karpat & Özel 2007, Vazquez et al. 2011).

In this study, MOPSO methodology proposed by Alvarez-Benitez et al. (Alvarez-Benitez et al. 2005) is adopted. The selection of global guides \( p_g \) is based on Pareto dominance. An external archive is used to store the non-dominated solutions found by the algorithm. When new non-dominated solutions are found, they are entered into the archive and existing members of the archive are deleted if they are dominated by the new solutions. The idea is to select a global guide for a particle from the archive members that dominate the particle. One particle can be dominated by more than one non-dominated solution. The selection can be made randomly or a promotion value can be assigned to each non-dominated solution which increases with the number of iterations. An archive member with high promotion value is more likely to be picked as a global guide. After an archive member is selected, its promotion value is reset to zero. In addition, the archive members in densely populated regions are more likely to dominate more particles than the archive members in sparsely populated regions.
The MOPSO algorithm was implemented in MATLAB, the RSM models formulated from the previous phase served as objective functions, \( f(x) \) and \( g(x) \). After completion of the MOPSO algorithm, the Pareto frontier was located indicating a set of solutions in the multi-objective domain. Moreover, all solutions were plotted in a variables domain showing the optimal level of each process parameter.

5. Results and Discussions

5.1 Experimental results

Table 2.4 shows the results obtained from the experiment. The results from the table can be summarized and plotted as main effects plots as shown in Figures 2.6, 2.7 and 2.8. The plots shown in Figures 2.9, 2.10 and 2.11 illustrated the effect of each process parameter on the mean \( A_{E_{RMS}} \) and average surface roughness. The comparison of \( A_{E_{RMS}} \) signal against surface generation and burr formation over various levels of spindle speed, feed per tooth, and axial depth of cut are shown in Figures 2.12, 2.13 and 2.14, respectively.
Table 2.4: Experimental results.

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>Factors</th>
<th>Results</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$B_T$ (mm)</td>
<td>$R_a$ (µm)</td>
</tr>
<tr>
<td>1</td>
<td>WC/Co Ø 635 µm</td>
<td>20</td>
<td>0.1</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>20</td>
<td>0.3</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>20</td>
<td>0.5</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>40</td>
<td>0.1</td>
<td>60</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>40</td>
<td>0.3</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>40</td>
<td>0.5</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>60</td>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>60</td>
<td>0.3</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>60</td>
<td>0.5</td>
<td>60</td>
</tr>
</tbody>
</table>
Figure 2.6 and Figure 2.7 illustrate the main effects for total top-burr width and average surface roughness, respectively. Table 2.5 and Table 2.6 show the ANOVA of total-top burr width and average surface roughness, respectively. Based on the ANOVA result, at the significant level of 0.1, the influence of all tested process parameters to top-burr formation are significant. The main effects plot indicates that increase spindle speed ($\Omega$) and axial depth of cut ($a_p$) reduce top-burr formation; setting the feed per tooth at low level minimize top-burr formation. In addition, it was observed that the top-burr widths from up-milling are larger than those from down-milling. In terms of average surface roughness, it can be seen that the main effect of feed per tooth ($f_z$) is ranked number one among all three factors; the ANOVA also indicates that it is the only significant factor affecting the surface roughness. The results infer that increasing feed per tooth results in better surface roughness.

In summary, both surface roughness and top-burr formation are parameter dependent. Based on the experimental results; setting spindle speed and feed per tooth at high levels and axial depth of cut at medium level yields the lowest surface roughness; and setting spindle speed and axial depth of cut at high level and feed per tooth at low level yields minimum total top-burr width. However, these settings are not the same meaning that obtaining the best result for both performance measurements is not possible. One process performance has to be sacrificed in order to attain another. Therefore, using the multi-objectives optimization technique would be very helpful for this difficult decision making.
Figure 2.6: Main effects plot for total top-burr width.

Table 2.5: ANOVA table for total top-burr width.

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ω</td>
<td>2</td>
<td>2.6667</td>
<td>1.3333</td>
<td>16.00</td>
<td>0.059</td>
</tr>
<tr>
<td>fz</td>
<td>2</td>
<td>2.1667</td>
<td>1.0833</td>
<td>13.00</td>
<td>0.071</td>
</tr>
<tr>
<td>ap</td>
<td>2</td>
<td>6.0000</td>
<td>3.0000</td>
<td>36.00</td>
<td>0.027</td>
</tr>
<tr>
<td>Error</td>
<td>2</td>
<td>0.1667</td>
<td>0.0833</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>11.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.7: Main effects plot for average surface roughness.
Table 2.6: ANOVA table for average surface roughness.

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ω</td>
<td>2</td>
<td>0.0002469</td>
<td>0.0001235</td>
<td>0.18</td>
<td>0.849</td>
</tr>
<tr>
<td>f_z</td>
<td>2</td>
<td>0.0303136</td>
<td>0.0151568</td>
<td>21.76</td>
<td>0.044</td>
</tr>
<tr>
<td>a_p</td>
<td>2</td>
<td>0.0002969</td>
<td>0.0001485</td>
<td>0.21</td>
<td>0.824</td>
</tr>
<tr>
<td>Error</td>
<td>2</td>
<td>0.0013932</td>
<td>0.0006966</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>0.0322506</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The main effects plot in Figure 2.8 suggests that the mean AE_{RMS} increases as spindle speed, feed rate and axial depth cut increase. This implies that the mean AE_{RMS} is related to the material removal rate (MRR). Higher spindle speed, feed rate and axial depth of cut results in higher MRR. As a result of more material being deformed in a unit time, the energy released from deformations would increase, hence RMS value of AE signal increases. The ANOVA table (Table 2.7) shows that, at a significant level of 0.1, the spindle speed significantly affects the mean AE_{RMS}.

Figure 2.8: Main effects plot for mean AE_{RMS}
Table 2.7: ANOVA table for mean $AE_{RMS}$

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>2</td>
<td>0.189489</td>
<td>0.094744</td>
<td>24.70</td>
<td>0.039</td>
</tr>
<tr>
<td>$f_z$</td>
<td>2</td>
<td>0.015672</td>
<td>0.007836</td>
<td>2.04</td>
<td>0.329</td>
</tr>
<tr>
<td>$a_p$</td>
<td>2</td>
<td>0.015872</td>
<td>0.007936</td>
<td>2.07</td>
<td>0.326</td>
</tr>
<tr>
<td>Error</td>
<td>2</td>
<td>0.007672</td>
<td>0.003836</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8</td>
<td>0.228706</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figures 2.9, 2.10 and 2.11 show the relationship between mean $AE_{RMS}$ and average surface roughness ($R_a$). It can be seen that there is no evidence of strong correlation between the mean $AE_{RMS}$ and average surface roughness. Therefore, it can be concluded that the mean $AE_{RMS}$ is not suitable for determining and monitoring of the surface generation in micro-end milling.

Figure 2.9: Effect of spindle speed on mean $AE_{RMS}$ and $R_a$
Figure 2.10: Effect of feed per tooth on mean $AE_{RMS}$ and $R_a$.

Figure 2.11: Effect of axial depth of cut on mean $AE_{RMS}$ and $R_a$. 
In Figure 2.12, it can be observed that the deviation of $AE_{RMS}$ amplitude significantly increases as spindle speed is increased. Also, it seems that an increasing rate of $AE_{RMS}$ amplitude deviation over the testing range of spindle speed is constant. In terms of surface roughness, it does not change according to an increase of the deviation of $AE_{RMS}$ amplitude. However, notice that highly deviatory $AE_{RMS}$ amplitude at high spindle speed results in high surface roughness which clearly leaves strong feed marks appearing on the machined surface.

![Figure 2.12: Effect of cutting speed on $AE_{RMS}$ signal, surface quality and burr formation](image)

**Figure 2.12**: Effect of cutting speed on $AE_{RMS}$ signal, surface quality and burr formation
On the other hand, Figure 2.13 indicates that an effect of feed rate on the variation of $AE_{RMS}$ is insignificant. However, in spite of an unchanged $AE_{RMS}$ signal deviation over feed rate, the result shows that surface roughness improves significantly as feed rate is increased. Therefore, the deviation of $AE_{RMS}$ signal may have no correlation with the surface generation. However, notice that the waveform of $AE_{RMS}$ signal is different in each level of feed rate and increased feed rate seems to result in a more uniform and denser waveform. Similarly, surface roughness is improved as the $AE_{RMS}$ signal waveform becomes more uniform and denser.

**Figure 2.13:** Effect of feed per tooth on $AE_{RMS}$ signal, surface quality and burr formation
It is possible that the generation of $AE_{RMS}$ signal is influenced by the ploughing dominated and shearing dominated phenomena occurring in micro-end milling. The ploughing dominated cutting may result in a non-uniform $AE_{RMS}$ signal representing an unsmooth cutting process which generates a surface with higher roughness. In contrast, the shearing dominated condition may generate a uniform $AE_{RMS}$ signal representing a smooth cutting process in which low surface roughness can be achieved.

In Figure 2.14, the effect of axial depth of cut is investigated. The results show an increasing trend of the deviation of $AE_{RMS}$ amplitude which highly increases at higher axial depth of cut. High deviation of $AE_{RMS}$ amplitude at high axial depth of cut seems to result in high surface roughness compared to the others.

![Figure 2.14: Effect of axial depth cut on $AE_{RMS}$ signal, surface quality and burr formation](image)

**Figure 2.14:** Effect of axial depth cut on $AE_{RMS}$ signal, surface quality and burr formation
Based on what was previously discussed, we may be able to conclude that the waveform of $AE_{RMS}$ signal can represent changing of cutting parameters and the surface generation. Increasing spindle speed and axial depth of cut increase the deviation of the signal but increasing feed rate increases the density of the $AE_{RMS}$ signal. A good surface is often obtained when $AE_{RMS}$ signal shows uniformity and low deviation.

5.2 Modeling results

Based on the experimental result in Table 2.4, the second-order RSM models for both responses, total top-burrs width ($B_T$) and average surface roughness ($R_a$), were formulated. The estimated regression coefficients were obtained using the method of least square. Eq. (2.8) represents the RSM model for average surface roughness ($R_a$) and Eq. (2.9) represents the RSM model for total top-burrs width ($B_T$). Please note that, the analysis was done using coded units and the models only include the significant terms.

$$R_a = 0.13883 + 0.00729 A - 0.02762 B - 0.01442 C + 0.02225 C^2 + 0.02226 AC + 0.04190 BC$$  \hspace{1cm} \text{Eq. (2.8)}

$$B_T = 0.28017 - 0.0593 A + 0.013 B - 0.05092 C - 0.06967 B^2 - 0.0316 BC$$  \hspace{1cm} \text{Eq. (2.9)}

Since the analysis was done using coded units, the variables $A$, $B$ and $C$ were given as coded variables and can be calculated by using Eqs. (2.10), (2.11) and (2.12), respectively, where $\Omega$ is spindle speed (krpm), $f_z$ is feed per tooth ($\mu$m/tooth) and $a_p$ is axial depth of cut ($\mu$m).

$$A = \frac{\Omega - 40}{20}$$  \hspace{1cm} \text{Eq. (2.10)}

$$B = \frac{f_z - 0.3}{0.2}$$  \hspace{1cm} \text{Eq. (2.11)}
\[ C = \frac{a_p - 60}{40} \]

Eq. (2.12)

To measure models’ adequacy, R-square, predicted R-square and adjusted R-square were calculated. For the surface roughness model, R-square, predicted R-square and adjusted R-square were found as 93.55%, 82.78% and 90.03%, respectively, and for the top-burr width model these value were found as 82.91%, 62.95% and 75.79%, respectively. Since, both models obtain satisfactory high value of all R-squares; the models are well fitted to the real data points.

Table 2.8 presents the comparison of fitted values computed by the predictive models and the actual data points obtained from the experimental results. Figure 2.15 and Figure 2.16 present the error plots of the average surface roughness prediction and the total top-burr width prediction.

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>( \Omega ) (krpm)</th>
<th>( f_z ) (µm/tooth)</th>
<th>( a_p ) (µm)</th>
<th>( B_T ) (mm)</th>
<th>( R_a ) (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Model</td>
<td>Exp.</td>
</tr>
<tr>
<td>1</td>
<td>WC/Co Ø 635 µm</td>
<td>20</td>
<td>0.1</td>
<td>20</td>
<td>0.276</td>
<td>0.276</td>
</tr>
<tr>
<td>2</td>
<td>WC/Co Ø 635 µm</td>
<td>20</td>
<td>0.3</td>
<td>60</td>
<td>0.339</td>
<td>0.339</td>
</tr>
<tr>
<td>3</td>
<td>WC/Co Ø 635 µm</td>
<td>20</td>
<td>0.5</td>
<td>100</td>
<td>0.200</td>
<td>0.210</td>
</tr>
<tr>
<td>4</td>
<td>WC/Co Ø 635 µm</td>
<td>40</td>
<td>0.1</td>
<td>60</td>
<td>0.197</td>
<td>0.209</td>
</tr>
<tr>
<td>5</td>
<td>WC/Co Ø 635 µm</td>
<td>40</td>
<td>0.3</td>
<td>100</td>
<td>0.229</td>
<td>0.197</td>
</tr>
<tr>
<td>6</td>
<td>WC/Co Ø 635 µm</td>
<td>40</td>
<td>0.5</td>
<td>20</td>
<td>0.306</td>
<td>0.307</td>
</tr>
<tr>
<td>7</td>
<td>WC/Co Ø 635 µm</td>
<td>60</td>
<td>0.1</td>
<td>100</td>
<td>0.118</td>
<td>0.113</td>
</tr>
<tr>
<td>8</td>
<td>WC/Co Ø 635 µm</td>
<td>60</td>
<td>0.3</td>
<td>20</td>
<td>0.271</td>
<td>0.257</td>
</tr>
<tr>
<td>9</td>
<td>WC/Co Ø 635 µm</td>
<td>60</td>
<td>0.5</td>
<td>60</td>
<td>0.164</td>
<td>0.149</td>
</tr>
</tbody>
</table>

**Table 2.8:** Prediction values vs. experimental results.
Figure 2.15: Surface roughness prediction error.

Figure 2.16: Total top-burr width prediction error.
Also, the analysis of variance (ANOVA) was conducted in order to guarantee the model adequacy and to see the effect of linear, square and interaction terms. Table 2.9 shows the ANOVA table for surface roughness model and Table 2.10 shows the ANOVA table for top-burrs width model. At the significant level of 0.05, it can be seen that both models are statistically significant since their p-value of regression are lower than 0.05. For the surface roughness model, all linear, square and interaction effects are significant. For the top-burrs model, only linear and square effects are significant, however, adding the interaction term BC into the model significantly increases the R-squares value. Therefore, we decided to have it remain in the model. Furthermore, for the lack-of-fit test, both models had shown that there were no strong evidences of lack-of-fit in the models. In brief, the models developed by RSM are adequately present the real relationship of process parameters (independent variables) and process performance (responses).

**Table 2.9: ANOVA for average surface roughness model.**

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>6</td>
<td>0.032261</td>
<td>0.005377</td>
<td>26.58</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>0.008851</td>
<td>0.002950</td>
<td>14.59</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Square</td>
<td>1</td>
<td>0.001980</td>
<td>0.001980</td>
<td>9.79</td>
<td>0.010</td>
</tr>
<tr>
<td>Interaction</td>
<td>2</td>
<td>0.007526</td>
<td>0.003763</td>
<td>18.60</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Residual Error</td>
<td></td>
<td>0.002225</td>
<td>0.000202</td>
<td>0.82</td>
<td>0.472</td>
</tr>
<tr>
<td>Lack-of-Fit</td>
<td>2</td>
<td>0.000342</td>
<td>0.000171</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pure Error</td>
<td>9</td>
<td>0.001883</td>
<td>0.000209</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using the developed RSM models, the surface plots and contour plots of each model were created. An extra parameter in the surface plots was held at the middle level. The surface and contour plots of the average surface roughness against process parameters are shown in Figures 2.17, 2.18 and 2.19 while the surface and contour plots of total top-burrs width against process parameters are shown in Figures 2.20, 2.21 and 2.22.
Table 2.10: ANOVA for total top-burrs width model.

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>5</td>
<td>0.080252</td>
<td>0.016050</td>
<td>11.65</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Linear</td>
<td>3</td>
<td>0.059512</td>
<td>0.019837</td>
<td>14.39</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Square</td>
<td>1</td>
<td>0.019414</td>
<td>0.019414</td>
<td>14.09</td>
<td>0.003</td>
</tr>
<tr>
<td>Interaction</td>
<td>1</td>
<td>0.004993</td>
<td>0.004993</td>
<td>3.62</td>
<td>0.081</td>
</tr>
<tr>
<td>Residual Error</td>
<td>12</td>
<td>0.016538</td>
<td>0.001378</td>
<td>0.83</td>
<td>0.512</td>
</tr>
<tr>
<td>Lack-of-Fit</td>
<td>3</td>
<td>0.003569</td>
<td>0.001190</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pure Error</td>
<td>9</td>
<td>0.012968</td>
<td>0.001441</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It should be noted that there are some conflicts in terms of recommended parameters level obtained from the main effects plots (Figure 2.6 and Figure 2.7) and what was obtained from the surface plots. This can be explained by the fact that the main effect analysis is a quick and simple experimental analysis which only considers the influence of each factor individually and does not concern with any interaction or squared effects. It aims to quickly capture the effects of the process factors to the process responses. On the other hand, the RSM models included all interaction and squared effects, and in this study it has been shown that these effects are significant (see Table 2.9 and Table 2.10).

Figure 2.17: Surface and contour plots of average surface roughness ($\omega$ in krpm vs. $f_c$ in $\mu$m/tooth).
Figure 2.18: Surface and contour plots of average surface roughness ($\Omega$ in krpm vs. $a_p$ in $\mu$m).

Figure 2.19: Surface and contour plots of average surface roughness ($f_z$ in $\mu$m/tooth vs. $a_p$ in $\mu$m).

Figure 2.20: Surface and contour plots of top-burr width ($\Omega$ in krpm vs. $f_z$ in $\mu$m/tooth).
5.3 Optimization results

In this study, since there is a trade-off between surface roughness and burr formation, a multi-objective optimization becomes necessary. Finding the optimal process parameters to achieve the desired level of response (minimum average surface roughness and minimum burr formation) can be performed. Multi-objective optimization problem with two objective functions can be generally formulated as following:
Minimize \{ f(x), g(x) \} \quad \text{Eq. (2.13)}

s.t. \quad x \in X

where \( x \) represent micro-milling process parameters; \( x = x_1, x_2, \ldots, x_n \) (\( x_1 = \Omega, x_2 = f_z, x_3 = a_p \)). \( X \) represents the solution space with all feasible values for the micro-milling process parameters. The function \( f(x) \) represents the objective function for surface roughness and the function \( g(x) \) represents the objective function for total top-burr width.

The simulations are run by using a particle swarm population of 250 and a maximum number of 500 iterations. After obtaining the best particle value in each iteration of the simulation, the particles are plotted in a two-dimensional objective space for viewing. This procedure is repeated until a clear Pareto frontier forms. The simulations usually take less than 30 minutes in a PC with Intel Dual Core 2.40 GHz processor. Therefore, the Pareto frontiers of the solution sets are obtained by using this multi-objective PSO method.

The Pareto frontier of the non-dominated solutions for two objective functions minimizing surface roughness, \( \min (R_a) \), and minimizing total top-burr width, \( \min (B_T) \), is presented in Figure 2.23a. Micro-end milling process parameters that minimize both top-burr width and surface roughness are identified along the axial depth of cut axis at the highest spindle speed tested (60 krpm) and at the highest feed per tooth (0.5 \( \mu \)m) in the solution (decision variable) space (see Figure 2.23b).

Three distinct regions have been identified along the Pareto frontier of the solution set in Figure 2.23a. These are marked as “Minimize burr”, “Balance burr and \( R_a \)”, and “Minimize \( R_a \)”. Corresponding regions in the solution (decision variable) space
are also indicated in the Figure 2.23b. A set of micro-end milling process parameters falling in these regions should provide decision maker (operator) a feasible solution set to achieve desired average surface roughness and total top-burr width.

![Graph showing Pareto front and optimal solutions](image)

**Figure 2.23**: MOPSO results (a) Pareto front of optimal objective value (b) optimal solution in variable domain.

In addition, optimum process parameters that satisfy both objective functions in minimizing surface roughness and top burr width are utilized in a set of experiments. At first a set of process parameters is employed ($\Omega = 60$ krpm, $f_z = 0.5$ µm/tooth, and $a_p = 100$ µm) which is found optimum for obtaining minimum top-burr width as shown in Figure 2.24a. Another set is employed in micro-end milling a channel ($\Omega = 60$ krpm, $f_z = 0.5$ µm/tooth, and $a_p = 60$ µm) which is determined to be an optimum set for minimizing both surface roughness and top-burr width equally as shown in Figure 2.24b. Finally another set of optimum process parameters for minimizing surface roughness only ($\Omega = 60$ krpm, $f_z = 0.5$ µm/tooth, and $a_p = 20$ µm) is utilized in Figure 2.24c. As it is evident
from the validation experiments, the smaller the axial depth of cut, the larger the top burr width.

\[ \Omega = 60 \text{ krpm, } f_z = 0.5 \mu m/\text{tooth, } a_p = 100 \mu m \]

Ra = 0.164 \mu m  
Top-Burrs width = 0.098 mm  
(a)

\[ \Omega = 60 \text{ krpm, } f_z = 0.5 \mu m/\text{tooth, } a_p = 60 \mu m \]

Ra = 0.110 \mu m  
Top-Burrs width = 0.132 mm  
(b)

\[ \Omega = 60 \text{ krpm, } f_z = 0.5 \mu m/\text{tooth, } a_p = 20 \mu m \]

Ra = 0.098 \mu m  
Top-Burrs width = 0.246 mm  
(c)

**Figure 2.24:** Examples of channel quality based on the result from MOPSO (a) channel with minimum top-burrs width (b) channel with balanced top-burrs and surface roughness (c) channel with minimum surface roughness
6. Conclusions

The experiments have revealed that the $AE_{RMS}$ signal and its waveform respond precisely to most change in process parameters. The signal also represents the condition of surface generated by the micro-end milling process fairly accurately. This capability of $AE_{RMS}$ signal can be used in assisting process control by allowing a selection of process parameters in micro-end milling to carry out the desired surface quality effectively.

Based on this study, it is proven that surface quality and burr formation in micro-end milling of Ti-6Al-4V are highly affected by the selection of process parameters. Employing inappropriate process parameters can cause severe burr formation or very poor surface quality which totally ruins the machined part or feature. Therefore, the optimization of process parameters is very essential. The multi-objective optimization using a combination of response surface methodology (RSM) and multi-objective particle swarm optimization (MOPSO) can be very helpful in supporting the decision making process. It allows the selection of process parameters based on the desired results. Based on the results of this study, the axial depth of cut was found to be the major process parameter affecting top-burr formation while feed per tooth was found to be the most influential process parameter determining the surface roughness.
CHAPTER 3
MICRO-END MILLING WITH UNCOATED AND CBN COATED TOOLS

1. Introduction

For the tool-based machining process such as micro-end milling, cutting tool is the most important element. Therefore, cutting tool design is one of the major areas in machining research and development. Two important selections about the cutting tools are geometrical shape and material. The shape of a cutting tool defines a shape of the machined feature while the tool material limits its capability in withstanding the shearing force, temperature and wear.

In micro-end milling, the tool is called micro-end mill. It is generally made of tungsten carbide in a cobalt matrix (WC/Co). To increase the performance of the micro-end mill, coating can be applied. A thin layer of hard material coated on the surface of the WC/Co micro-end mill can significantly improve tool life and quality of machined surfaces. In the conventional macro-machining, coated tools have only one drawback that it is more expensive than the uncoated tools. However, in the micro-machining, there are more issues to be concerned about applying coating on micro-tools since the coating layer may significantly increase the geometry of the tool resulting in an undesirable performance. Furthermore, the performance of the coated tools in micro-machining is not yet fully understood.

In this chapter, performance studies of cubic boron nitride (cBN) coated WC/Co micro-end mills will be discussed and compared with the performance of the uncoated WC/Co tools. The performance will be evaluated in terms of surface roughness, burr
formation and tool wear. Moreover, modeling and optimization will be conducted to provide decision support for micro-end milling of titanium alloy, Ti-6Al-4V.

2. Review of Micro-End Milling with Coated Tools

There are several hard materials which are commonly used as tool coating materials; for example, diamond, cBN, TiN, TiCN, TiAlN CrN, CrTiAlN, etc. These coating materials are different in terms of their physical and chemical properties; therefore, they are implemented in different applications. Several researchers have shown the potential of applying these coatings in micro-end milling of some particular materials which will be discussed next.

Heaney et al. (2008) has shown the possibility of coating fine-grained diamond, average grain size 30-300 nm, onto WC/Co micro-end mills (see Figure 3.1). They found that the performance of diamond coated tools was improved dramatically when dry machining 6061-T6 aluminum. The fine grained diamond coating reduced the thrust and the main cutting forces by approximately 90% and 75%, respectively compared with uncoated tools. Also, the chip adhesion did not develop as long as the coating remained intact. Furthermore, the surface generated for coated tools was uniform and no burr has occurred.

Aramcharoen et al. (Aramcharoen et al. 2008) have studied the effect of coating materials in micro-end milling process; they have reported that CrTiAlN coated WC/Co micro-end mills provide distinct advantages over uncoated WC/Co end-mills in terms of tool wear reduction and machined surface quality improvement. They also compared the effect of coating materials on micro-end mills for machining hardened H13 tool steel (45 HRC). TiN, TiCN, TiAlN CrN, and CrTiAlN layers were PVD coated onto two-flute
WC/Co micro-end mills with a layer thickness of 1.50±0.15 μm, then evaluated a cutting performance at the same cutting condition. The results indicated that TiN coatings offer the best performance in terms of tool wear and chipping reduction, surface roughness improvement, and decreasing burr size. Moreover, they found that at the beginning of cutting (burn-in-period) the coated tools did not outperform the uncoated tools in terms of surface finish quality. Hence, it implied that an ultra-fine coating surface or self-lubricating, low friction top coat would be required for a better performance of coated WC/Co micro-end mills.

![Figure 3.1: Comparison of fabricated tool edges: (a) uncoated WC/Co tool, (b) fine-grained diamond coated tool (Heaney et al. 2008).](image)

Biermann et al. (Biermann et al. 2013) have investigated the performance of different coatings for micro-end milling of austenitic stainless steel. The hard coatings namely CrN, TiN, AlCrN, AlTiN and TiAlN were applied on the solid WC/Co micro-end mills using a PVD technique. The cutting edge radius of the tools was about 6 μm. Forces, tool wear and surface quality were analyzed. Their results indicated that AlCrN
and TiAlN coatings produced the best results in terms of tool wear. Relating to the best surface quality, the AlTiN coating provided the best results.

Ucun et al. (Ucun et al. 2013) studied the effect of coating materials on tool wear in micro-end milling of Inconel 718 super alloy. Coated and uncoated WC/Co micro-end mills were tested under dry and minimum quantity of lubricant (MQL) conditions. This study was focusing on wear behavior of single layer (diamond, AlTiN and AlCrN) and multi-layer (TiAlN+AlCrN and TiAlN+WC/C) coated micro-end mills. Wear mechanisms and the effect of reduction of tool diameter to increasing edge radius ratio on machined geometry were also discussed. The results showed that the coated tools outperform the uncoated tools in terms of tool wear.

One of the coating materials which has been used extensively in conventional macro-machining is cubic boron nitride (cBN). The application of cBN coated tools in the metal cutting industry can be broadly broken down into a number of workpiece material categories, namely high speed machining of abrasive ferrous materials such as pearlitic grey cast iron, and also a process referred to as hard machining. Superalloys and sintered irons and steels are also machined with cBN coated tools. Due to its high hardness, tool life of cBN coated tools increase significantly. Moreover, the advantage of cBN over diamond is that it can be used in machining of ferrous based materials such as alloy steels. In spite of its potentials, applications of cBN coatings on micro-end mills have never been investigated before. Therefore, in this chapter, the performance of cBN coated micro-end mills will be explored. The study also includes the optimization of process parameters to be used with the cBN coated micro-end mills.
3. Experimental Methodology

The methodology of this study is similar to what was described in Chapter 2. However, in addition to surface roughness and burr formation, tool wear was included into the performance evaluation. In terms of modeling and optimization, the reader is referred to Sections 2.3 and 2.4 in Chapter 2.

3.1 Experimental setup

In this chapter, the process of micro-end milling of Ti-6Al-4V was selected as the case study (the same as in Chapter 2). The experimental setup is the same as the setup explained in Chapter 2 which is shown in Figures 2.2 and 2.3.

The WC/Co flat micro-end mills with the diameter of 381µm (0.015”) and 508 µm (0.020”) were chosen in this work. One set of the micro-end mills was coated with cubic boron nitride (cBN). The coatings were done by magnetron sputtering system at the Metal Forming Center of Excellence, ATILIM University in Turkey at a deposition pressure of 3x10^{-3} Torr, heater temperature of 100 °C, fixed magnetron power of 900 W, argon to nitrogen gas ratio of 5/1, and at the lowest bias voltage to obtain uniform cBN coatings on tungsten carbide substrate (Özel et al. 2011). It should be noted that cBN coatings increase the tool edge radius as well as the nominal diameter of the micro-tools. Based on the increase of mean edge radius and the nominal diameter, the cBN coating layer was assumed to have a thickness of about 2 µm. Thus the edge radius of coated tools was increased to approximately by 5 µm and the nominal diameters were increased to 385µm and 512 µm.

Figures 3.2 and 3.3 show the images of WC/Co and cBN coated micro-end mills and their close-up surfaces, respectively. It is clearly shown that the cBN coated WC/Co
micro-end mills have a smoother surface compared to the uncoated WC/Co micro-end mills. The cBN coating layer covered all the marks left by the grinding process on the tungsten carbide surface.

**Figure 3.2:** Images of the micro-end mills obtained with digital optical microscopy (a) cBN coated micro-end mill, and (b) uncoated micro-end mill.

**Figure 3.3:** Images of the micro-end mills surface obtained with SEM (a) uncoated micro-end mill, and (b) cBN coated micro-end mill.
3.2 Tool wear measurements

Tool heavily engages with workpiece at the cutting edges. As a result, the cutting edges are worn out before other parts of the tool would. As wear progresses, the cutting edge radius will get larger and consequently tool wear will reduce the effective tool diameter. Therefore, in this study, tool wear was evaluated in terms of a reduction of effective diameter and an increase of edge radius. After a certain period of cutting, worn tools were taken off the spindle and examined with optical microscopy. The image was captured; the tool edge radius and tool effective diameter were measured. The edge radius was measured from both edges, then the average was taken. Figure 3.4 shows the measurement of tool edge radius and the resultant effective tool diameters.

3.3 Experimental designs

The experiments are divided into two sets of experiments namely Experiment 1 and Experiment 2. For Experiment 1, the uncoated WC/Co micro-end mills with the diameter of 508 µm (0.020”) were used. The tool diameter was increased to 512 µm after the cBN coating. The experiment was designed based on L18 Taguchi orthogonal array as shown in Table 3.1. In Experiment 2, the uncoated WC/Co micro-end mills with the diameter of 381 µm (0.015”) were used. The tools were then coated with cBN which increased their diameter size to 385 µm. The experiments were designed based on the central composite design (CCD) as shown in Table 3.2.
Figure 3.4: Measurement of tool wear: tool edge radius (left) and effective tool diameter (right)

Table 3.1 Experimental conditions for Experiment 1(Ø508 µm).

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>( \Omega ) (krpm)</th>
<th>( f_z ) (µm/tooth)</th>
<th>( a_p ) (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Uncoated WC/Co</td>
<td>16</td>
<td>0.5</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>2.5</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>16</td>
<td>4.5</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>eBN coated WC/Co</td>
<td>32</td>
<td>0.5</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>Ø 512 µm</td>
<td>16</td>
<td>2.5</td>
<td>70</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>4.5</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Ø 508 µm</td>
<td>48</td>
<td>0.5</td>
<td>70</td>
</tr>
<tr>
<td>8</td>
<td>48</td>
<td>2.5</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>4.5</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>eBN coated WC/Co</td>
<td>16</td>
<td>0.5</td>
<td>100</td>
</tr>
<tr>
<td>11</td>
<td>Ø 512 µm</td>
<td>16</td>
<td>2.5</td>
<td>40</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>4.5</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Ø 508 µm</td>
<td>32</td>
<td>0.5</td>
<td>70</td>
</tr>
<tr>
<td>14</td>
<td>32</td>
<td>2.5</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Ø 512 µm</td>
<td>32</td>
<td>4.5</td>
<td>40</td>
</tr>
<tr>
<td>16</td>
<td>48</td>
<td>0.5</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>48</td>
<td>2.5</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>48</td>
<td>4.5</td>
<td>70</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.2: Experimental conditions for Experiment 2 (Ø381 µm).

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>$\Omega$ (krpm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>$a_p$ (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1) Unc Coated WC/Co, Ø 381 µm</td>
<td>42</td>
<td>0.75</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>2) cBN coated WC/Co, Ø 385 µm</td>
<td>42</td>
<td>0.75</td>
<td>70</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>42</td>
<td>2.5</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>42</td>
<td>2.5</td>
<td>70</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>62</td>
<td>0.75</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>62</td>
<td>0.75</td>
<td>70</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>62</td>
<td>2.5</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>62</td>
<td>2.5</td>
<td>70</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>55</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>29.773</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>80.227</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>52</td>
<td>0.153</td>
<td>55</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>52</td>
<td>3.097</td>
<td>55</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>35.2</td>
<td>1.625</td>
<td>55</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>68.8</td>
<td>1.625</td>
<td>55</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>55</td>
</tr>
</tbody>
</table>

4. Results and Discussions

The results and discussions are divided into four sections: results of Experiment 1, results of Experiment 2, the influence of cutting speed, feed per tooth and axial depth of cut, and tool wear analysis. First, the results of Experiment 1 will be discussed following by the results of Experiment 2. Then the integration of both experiments was done to study the influence of process parameters such as cutting speed, feed per tooth and axial depth of cut. Finally, the analysis of tool wear will be explained.

4.1 Results of Experiment 1

The result of Experiment 1 is shown in Table 3.3. The main effects plots of average surface roughness and the total top-burr width are illustrated in Figures 3.5 and 3.6. The ANOVA tables for average surface roughness and total top-burr width are shown in Tables 3.4 and 3.5, respectively. Based on these results, it can be seen that the
use of cBN coating significantly improves surface roughness but also increases burr formation. Therefore, it is suggested that cBN coated tools should be selected when a low surface roughness is the first priority. Among all tested process parameters feed per tooth is the most significant factor affecting the surface roughness and top-burr formation. Increasing feed per tooth significantly reduced the top-burr formation. However, excessive increase of feed per tooth has a negative effect on the surface roughness, since the optimal value of feed per tooth to achieve the best surface roughness was at the value between 0.5 μm and 4.5 μm. In terms of spindle speed and axial depth of cut, using the high value of these process parameters would result in lower surface roughness and a small top-burr width.

In order to accurately predict the process performance, second order regression models were developed based on the experimental results (see Chapter 2, section 3). The coefficients of the models are shown in Tables 3.6 and 3.7. The basic terms consist of tool type ($T$), spindle speed ($\Omega$), feed per tooth ($f_z$) and axial depth of cut ($a_p$). The models only include terms which are statistically significant.
Table 3.3: Experimental results of Experiment 1 (Ø508 µm).

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>$\Omega$ (krpm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>$a_p$ (µm)</th>
<th>$R_a$ (µm)</th>
<th>$B_T$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.5</td>
<td>40</td>
<td>0.143</td>
<td>0.167</td>
<td>0.155</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>2.5</td>
<td>70</td>
<td>0.133</td>
<td>0.123</td>
<td>0.128</td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>4.5</td>
<td>100</td>
<td>0.140</td>
<td>0.133</td>
<td>0.136</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>0.5</td>
<td>40</td>
<td>0.140</td>
<td>0.157</td>
<td>0.148</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>2.5</td>
<td>70</td>
<td>0.150</td>
<td>0.133</td>
<td>0.141</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>4.5</td>
<td>100</td>
<td>0.157</td>
<td>0.130</td>
<td>0.143</td>
</tr>
<tr>
<td>7</td>
<td>48</td>
<td>0.5</td>
<td>70</td>
<td>0.127</td>
<td>0.143</td>
<td>0.135</td>
</tr>
<tr>
<td>8</td>
<td>48</td>
<td>2.5</td>
<td>100</td>
<td>0.120</td>
<td>0.123</td>
<td>0.121</td>
</tr>
<tr>
<td>9</td>
<td>48</td>
<td>4.5</td>
<td>40</td>
<td>0.130</td>
<td>0.153</td>
<td>0.141</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>0.5</td>
<td>100</td>
<td>0.147</td>
<td>0.147</td>
<td>0.147</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>2.5</td>
<td>40</td>
<td>0.100</td>
<td>0.117</td>
<td>0.108</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>4.5</td>
<td>70</td>
<td>0.133</td>
<td>0.133</td>
<td>0.133</td>
</tr>
<tr>
<td>13</td>
<td>32</td>
<td>0.5</td>
<td>70</td>
<td>0.160</td>
<td>0.157</td>
<td>0.158</td>
</tr>
<tr>
<td>14</td>
<td>32</td>
<td>2.5</td>
<td>100</td>
<td>0.110</td>
<td>0.113</td>
<td>0.111</td>
</tr>
<tr>
<td>15</td>
<td>32</td>
<td>4.5</td>
<td>40</td>
<td>0.110</td>
<td>0.130</td>
<td>0.120</td>
</tr>
<tr>
<td>16</td>
<td>48</td>
<td>0.5</td>
<td>100</td>
<td>0.143</td>
<td>0.123</td>
<td>0.133</td>
</tr>
<tr>
<td>17</td>
<td>48</td>
<td>2.5</td>
<td>40</td>
<td>0.103</td>
<td>0.137</td>
<td>0.120</td>
</tr>
<tr>
<td>18</td>
<td>48</td>
<td>4.5</td>
<td>70</td>
<td>0.127</td>
<td>0.143</td>
<td>0.135</td>
</tr>
</tbody>
</table>
Figure 3.5: Main effects plot for average surface roughness ($\bar{\sigma}508 \mu\text{m}$).

Table 3.4: ANOVA table for average surface roughness ($\bar{\sigma}508 \mu\text{m}$).

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool</td>
<td>1</td>
<td>0.0008028</td>
<td>0.0008028</td>
<td>5.04</td>
<td>0.033</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>2</td>
<td>0.0002265</td>
<td>0.0001133</td>
<td>0.71</td>
<td>0.500</td>
</tr>
<tr>
<td>$f_z$</td>
<td>2</td>
<td>0.0035117</td>
<td>0.0017559</td>
<td>11.02</td>
<td>0.000</td>
</tr>
<tr>
<td>$a_p$</td>
<td>2</td>
<td>0.0003265</td>
<td>0.0001633</td>
<td>1.02</td>
<td>0.372</td>
</tr>
<tr>
<td>Error</td>
<td>28</td>
<td>0.0044617</td>
<td>0.0001593</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td>0.0093293</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.6: Main effects plot for total top-burr width ($\Omega 508 \mu m$).

Table 3.5: ANOVA table for total top-burr width ($\Omega 508 \mu m$).

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool</td>
<td>1</td>
<td>0.008251</td>
<td>0.008251</td>
<td>4.74</td>
<td>0.038</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>2</td>
<td>0.003044</td>
<td>0.001522</td>
<td>0.87</td>
<td>0.428</td>
</tr>
<tr>
<td>$f_c$</td>
<td>2</td>
<td>0.149894</td>
<td>0.074947</td>
<td>43.06</td>
<td>0.000</td>
</tr>
<tr>
<td>$a_p$</td>
<td>2</td>
<td>0.035926</td>
<td>0.017963</td>
<td>10.32</td>
<td>0.000</td>
</tr>
<tr>
<td>Error</td>
<td>28</td>
<td>0.048739</td>
<td>0.001741</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td>0.245854</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.6: Estimated regression coefficients for average surface roughness ($R_a$)

<table>
<thead>
<tr>
<th>Term</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.131449</td>
<td>0.016959</td>
<td>7.751</td>
<td>0.000</td>
</tr>
<tr>
<td>$T$</td>
<td>0.010778</td>
<td>0.006820</td>
<td>1.580</td>
<td>0.153</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>-0.000651</td>
<td>0.000205</td>
<td>-3.178</td>
<td>0.013</td>
</tr>
<tr>
<td>$f_z$</td>
<td>-0.042292</td>
<td>0.005537</td>
<td>-7.639</td>
<td>0.000</td>
</tr>
<tr>
<td>$a_p$</td>
<td>0.001792</td>
<td>0.000488</td>
<td>3.674</td>
<td>0.006</td>
</tr>
<tr>
<td>$f_z^2$</td>
<td>0.005069</td>
<td>0.000732</td>
<td>6.926</td>
<td>0.000</td>
</tr>
<tr>
<td>$a_p^2$</td>
<td>-0.000015</td>
<td>0.000004</td>
<td>-4.295</td>
<td>0.003</td>
</tr>
<tr>
<td>$T*f_z$</td>
<td>-0.005619</td>
<td>0.002185</td>
<td>-2.571</td>
<td>0.033</td>
</tr>
<tr>
<td>$\Omega*f_z$</td>
<td>0.000285</td>
<td>0.000070</td>
<td>4.054</td>
<td>0.004</td>
</tr>
<tr>
<td>$a_p*f_z$</td>
<td>0.000122</td>
<td>0.000045</td>
<td>2.701</td>
<td>0.027</td>
</tr>
</tbody>
</table>

$R^2$ | 92.74% |
$R^2$(adj) | 84.00% |

Table 3.7: Estimated regression coefficients for the total top burr width ($B_T$)

<table>
<thead>
<tr>
<th>Term</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>T-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.480508</td>
<td>0.042775</td>
<td>11.233</td>
<td>0.000</td>
</tr>
<tr>
<td>$T$</td>
<td>-0.009343</td>
<td>0.022921</td>
<td>-0.408</td>
<td>0.694</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>-0.001395</td>
<td>0.000586</td>
<td>-2.379</td>
<td>0.045</td>
</tr>
<tr>
<td>$f_z$</td>
<td>-0.047370</td>
<td>0.011646</td>
<td>-4.068</td>
<td>0.004</td>
</tr>
<tr>
<td>$a_p$</td>
<td>-0.004976</td>
<td>0.001236</td>
<td>-4.026</td>
<td>0.004</td>
</tr>
<tr>
<td>$f_z^2$</td>
<td>0.005042</td>
<td>0.001869</td>
<td>2.698</td>
<td>0.027</td>
</tr>
<tr>
<td>$a_p^2$</td>
<td>0.000025</td>
<td>0.000009</td>
<td>2.772</td>
<td>0.024</td>
</tr>
<tr>
<td>$T*\Omega$</td>
<td>0.002641</td>
<td>0.000539</td>
<td>4.895</td>
<td>0.001</td>
</tr>
<tr>
<td>$T*f_z$</td>
<td>-0.017952</td>
<td>0.005333</td>
<td>-3.366</td>
<td>0.010</td>
</tr>
<tr>
<td>$\Omega*f_z$</td>
<td>-0.000248</td>
<td>0.000178</td>
<td>-1.394</td>
<td>0.201</td>
</tr>
</tbody>
</table>

$R^2$ | 98.35% |
$R^2$(adj) | 96.50% |

To evaluate the models adequacy, the predicted values calculated from the models are compared with the experimental results. The prediction errors are calculated and shown in Table 3.8. The error plots of surface roughness prediction and total-top burr width prediction are shown in Figures 3.7 and 3.8, respectively. Approximately, the surface roughness model can predict with the accuracy of ±0.01 µm; the total top-burr width model can predict with the accuracy of ±0.2 mm.
Table 3.8: Predictive values vs. experimental results (Ø508 µm).

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>Ω (krpm)</th>
<th>( f_z ) (µm/tooth)</th>
<th>( a_p ) (µm)</th>
<th>( R_a ) (µm)</th>
<th>( B_T ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Model</td>
<td>Exp.</td>
</tr>
<tr>
<td>1</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>16</td>
<td>0.5</td>
<td>40</td>
<td>0.153</td>
<td>0.155</td>
</tr>
<tr>
<td>2</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>16</td>
<td>2.5</td>
<td>70</td>
<td>0.131</td>
<td>0.128</td>
</tr>
<tr>
<td>3</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>16</td>
<td>4.5</td>
<td>100</td>
<td>0.137</td>
<td>0.136</td>
</tr>
<tr>
<td>4</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>32</td>
<td>0.5</td>
<td>40</td>
<td>0.145</td>
<td>0.148</td>
</tr>
<tr>
<td>5</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>32</td>
<td>2.5</td>
<td>70</td>
<td>0.132</td>
<td>0.141</td>
</tr>
<tr>
<td>6</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>32</td>
<td>4.5</td>
<td>100</td>
<td>0.147</td>
<td>0.143</td>
</tr>
<tr>
<td>7</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>48</td>
<td>0.5</td>
<td>70</td>
<td>0.143</td>
<td>0.135</td>
</tr>
<tr>
<td>8</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>48</td>
<td>2.5</td>
<td>100</td>
<td>0.119</td>
<td>0.121</td>
</tr>
<tr>
<td>9</td>
<td>Uncoated WC/Co Ø508 µm</td>
<td>48</td>
<td>4.5</td>
<td>40</td>
<td>0.143</td>
<td>0.141</td>
</tr>
<tr>
<td>10</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>16</td>
<td>0.5</td>
<td>100</td>
<td>0.146</td>
<td>0.147</td>
</tr>
<tr>
<td>11</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>16</td>
<td>2.5</td>
<td>40</td>
<td>0.114</td>
<td>0.108</td>
</tr>
<tr>
<td>12</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>16</td>
<td>4.5</td>
<td>70</td>
<td>0.129</td>
<td>0.133</td>
</tr>
<tr>
<td>13</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>32</td>
<td>0.5</td>
<td>70</td>
<td>0.159</td>
<td>0.158</td>
</tr>
<tr>
<td>14</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>32</td>
<td>2.5</td>
<td>100</td>
<td>0.115</td>
<td>0.111</td>
</tr>
<tr>
<td>15</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>32</td>
<td>4.5</td>
<td>40</td>
<td>0.119</td>
<td>0.120</td>
</tr>
<tr>
<td>16</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>48</td>
<td>0.5</td>
<td>100</td>
<td>0.129</td>
<td>0.133</td>
</tr>
<tr>
<td>17</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>48</td>
<td>2.5</td>
<td>40</td>
<td>0.116</td>
<td>0.120</td>
</tr>
<tr>
<td>18</td>
<td>cBN coated WC/Co Ø512 µm</td>
<td>48</td>
<td>4.5</td>
<td>70</td>
<td>0.149</td>
<td>0.135</td>
</tr>
</tbody>
</table>
Figure 3.7: Average surface roughness prediction error (Ø508 µm).

Figure 3.8: Total top-burr width prediction error (Ø508 µm).
The multi-objective particle swarm optimization (MOPSO) was conducted; the result is shown in Figure 3.9. The Pareto fronts indicate the advantage of the cBN coated WC/Co tool over the uncoated WC/Co tool in terms of surface roughness reduction. However, the uncoated WC/Co tool is better in terms of top-burr minimization. Thus, it infers that the cBN coated WC/Co tool should be selected in an application where surface roughness is more important and the uncoated WC/Co tool should be selected when top-burr is required to be minimized. Also both Pareto fronts indicated the trade-off between the surface roughness and top-burr formation. It is necessary for the user to decide the process parameters that reflect their desired process performance levels.

In terms of optimal process parameters, it can be seen that both tools reach the optimum value at the axial depth of cut of 100 µm and vary over the feed per tooth level. However, it is clearly shown that both optimal sets are different in terms of spindle speed; the cBN coated WC/Co tool has the optimum value at the spindle speed of 16 krpm while the uncoated WC/Co tool has the optimum value at the spindle speed of 48 krpm. Therefore, if the material removal rate (MMR) is concerned the uncoated WC/Co tool may be a better choice.
Figure 3.9: Optimal micro-end milling parameters for the tool diameter of Ø508 µm; (left) objective function space, and (right) decision variable space.

4.2 Results of Experiment 2

The result of Experiment 2 is shown in Table 3.9. The results can be illustrated as main effects plots as shown in Figures 3.10 and 3.11. The influences of each process parameter are analyzed using ANOVA tables as shown in Tables 3.10 and 3.11. From the main effect plot in Figures 3.10 and 3.11, it can be observed that the use of cBN coating increases the surface roughness and burr formation. This may be contributed to the fact that cBN coating layer increases the cutting edge radius which consequently reduces the sharpness of the tool. However, the effect of cBN coating was not statistically significant.

Surface roughness and burr formation were significantly affected by the feed per tooth. The width of top-burr was significantly dropped as the feed per tooth increases. However, too high feed per tooth resulted in an increase of surface roughness. In addition, increase of spindle speed and axial depth of cut seems to increase the surface roughness and burr formation.
Table 3.9: Experimental results of Experiment 2 (Ø381 µm).

<table>
<thead>
<tr>
<th>Run</th>
<th>Ω (krpm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>$a_p$ (µm)</th>
<th>WC/Co</th>
<th>cBN coated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$R_a$ (µm)</td>
<td>$B_T$ (mm)</td>
</tr>
<tr>
<td>1</td>
<td>42</td>
<td>0.75</td>
<td>40</td>
<td>0.103</td>
<td>0.006</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>0.75</td>
<td>70</td>
<td>0.110</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>42</td>
<td>2.5</td>
<td>40</td>
<td>0.103</td>
<td>0.006</td>
</tr>
<tr>
<td>4</td>
<td>42</td>
<td>2.5</td>
<td>70</td>
<td>0.120</td>
<td>0.010</td>
</tr>
<tr>
<td>5</td>
<td>62</td>
<td>0.75</td>
<td>40</td>
<td>0.113</td>
<td>0.015</td>
</tr>
<tr>
<td>6</td>
<td>62</td>
<td>0.75</td>
<td>70</td>
<td>0.117</td>
<td>0.006</td>
</tr>
<tr>
<td>7</td>
<td>62</td>
<td>2.5</td>
<td>40</td>
<td>0.143</td>
<td>0.015</td>
</tr>
<tr>
<td>8</td>
<td>62</td>
<td>2.5</td>
<td>70</td>
<td>0.130</td>
<td>0.020</td>
</tr>
<tr>
<td>9</td>
<td>52</td>
<td>1.625</td>
<td>55</td>
<td>0.113</td>
<td>0.006</td>
</tr>
<tr>
<td>10</td>
<td>52</td>
<td>1.625</td>
<td>29.8</td>
<td>0.103</td>
<td>0.006</td>
</tr>
<tr>
<td>11</td>
<td>52</td>
<td>1.625</td>
<td>80.2</td>
<td>0.110</td>
<td>0.000</td>
</tr>
<tr>
<td>12</td>
<td>52</td>
<td>0.153</td>
<td>55</td>
<td>0.180</td>
<td>0.000</td>
</tr>
<tr>
<td>13</td>
<td>52</td>
<td>3.097</td>
<td>55</td>
<td>0.117</td>
<td>0.012</td>
</tr>
<tr>
<td>14</td>
<td>35.2</td>
<td>1.625</td>
<td>55</td>
<td>0.107</td>
<td>0.012</td>
</tr>
<tr>
<td>15</td>
<td>68.8</td>
<td>1.625</td>
<td>55</td>
<td>0.103</td>
<td>0.015</td>
</tr>
<tr>
<td>16</td>
<td>52</td>
<td>1.625</td>
<td>55</td>
<td>0.107</td>
<td>0.006</td>
</tr>
</tbody>
</table>
Figure 3.10: Main effects plot for average surface roughness (Ø381 µm)

Table 3.10: ANOVA table for average surface roughness (Ø381 µm).

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool</td>
<td>1</td>
<td>0.0001003</td>
<td>0.0001003</td>
<td>0.53</td>
<td>0.475</td>
</tr>
<tr>
<td>Ω</td>
<td>2</td>
<td>0.0027219</td>
<td>0.0013609</td>
<td>7.14</td>
<td>0.004</td>
</tr>
<tr>
<td>f_z</td>
<td>2</td>
<td>0.0047728</td>
<td>0.0023864</td>
<td>12.52</td>
<td>0.000</td>
</tr>
<tr>
<td>d_p</td>
<td>2</td>
<td>0.0002969</td>
<td>0.0001484</td>
<td>0.78</td>
<td>0.470</td>
</tr>
<tr>
<td>Error</td>
<td>24</td>
<td>0.0045746</td>
<td>0.0001906</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>0.0124670</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.11: Main effects plot for total top-burr width (Ø381 µm)

Table 3.11: ANOVA table for total top-burr width (Ø381 µm).

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool</td>
<td>1</td>
<td>0.001238</td>
<td>0.001238</td>
<td>0.44</td>
<td>0.512</td>
</tr>
<tr>
<td>Ω</td>
<td>2</td>
<td>0.008411</td>
<td>0.004205</td>
<td>1.51</td>
<td>0.242</td>
</tr>
<tr>
<td>f_z</td>
<td>2</td>
<td>0.052262</td>
<td>0.026131</td>
<td>9.36</td>
<td>0.001</td>
</tr>
<tr>
<td>a_p</td>
<td>2</td>
<td>0.000895</td>
<td>0.000448</td>
<td>0.16</td>
<td>0.853</td>
</tr>
<tr>
<td>Error</td>
<td>24</td>
<td>0.066994</td>
<td>0.002791</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>0.129800</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Similar to Experiment 1, the response surface models was developed based on the experimental results as shown in Table 3.12. To compare the fitted values and the actual experimental data, the Table 3.13 is constructed. Also, the plots in Figures 3.12 and 3.13 show the prediction error of surface roughness model and total-top burr width model, respectively. The results reveal that the surface roughness model has an approximate
accuracy of ±0.03 µm; the total top-burr width model has an approximate accuracy of ±0.08 mm.

The MOPSO was performed and the result is shown in Figure 3.14. In case of the smaller micro-end mill (Ø381 µm) the results are different from the results of large micro-end mill (Ø508 µm). The Pareto frontier indicates that the cBN coated WC/Co tool outperformed the uncoated WC/Co tool in terms of minimizing top-burr formation. In case of surface roughness, both tools give approximately the same results, however, the uncoated WC/Co tool yielded smaller top-burr formation. Hence, for the balance of surface roughness and burr formation, the uncoated WC/Co tool should be more preferable.

Table 3.12: The regression coefficients for the predictive models.

<table>
<thead>
<tr>
<th>Term</th>
<th>Regression coefficient</th>
<th>Uncoated tool</th>
<th>cBN coated tool</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R_a$</td>
<td>$B_T$</td>
<td>$R_a$</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>-0.057952</td>
<td>0.327114</td>
<td>0.104325</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>0.005681</td>
<td>-0.001576</td>
<td>0.000627</td>
</tr>
<tr>
<td>$f_z$</td>
<td>-0.082361</td>
<td>-0.089490</td>
<td>-0.057504</td>
</tr>
<tr>
<td>$a_p$</td>
<td>0.002486</td>
<td>-0.003104</td>
<td>0.000469</td>
</tr>
<tr>
<td>$\Omega^2$</td>
<td>-0.000052</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f_z^2$</td>
<td>0.027847</td>
<td>0.008990</td>
<td>0.015275</td>
</tr>
<tr>
<td>$a_p^2$</td>
<td>-0.000020</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\Omega f_z$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\Omega a_p$</td>
<td>0</td>
<td>0.000047</td>
<td>0</td>
</tr>
<tr>
<td>$f_z a_p$</td>
<td>0</td>
<td>0.000724</td>
<td>0</td>
</tr>
<tr>
<td>$R^2$</td>
<td>86.61%</td>
<td>84.83%</td>
<td>81.06%</td>
</tr>
<tr>
<td>$R^2$(adj)</td>
<td>77.69%</td>
<td>74.72%</td>
<td>74.18%</td>
</tr>
</tbody>
</table>
Table 3.13: Predicted values vs. experimental results (Ø381 µm).

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>$\Omega$ (krpm)</th>
<th>$f_c$ (µm/tooth)</th>
<th>$a_p$ (µm)</th>
<th>$R_s$ (µm)</th>
<th>$R_T$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Model</td>
<td>Exp.</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>42</td>
<td>0.75</td>
<td>40</td>
<td>0.109</td>
<td>0.103</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>42</td>
<td>0.75</td>
<td>70</td>
<td>0.116</td>
<td>0.110</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>42</td>
<td>2.5</td>
<td>40</td>
<td>0.123</td>
<td>0.103</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>42</td>
<td>2.5</td>
<td>70</td>
<td>0.130</td>
<td>0.120</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>62</td>
<td>0.75</td>
<td>40</td>
<td>0.115</td>
<td>0.113</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>62</td>
<td>0.75</td>
<td>70</td>
<td>0.122</td>
<td>0.117</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>62</td>
<td>2.5</td>
<td>40</td>
<td>0.129</td>
<td>0.143</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>62</td>
<td>2.5</td>
<td>70</td>
<td>0.136</td>
<td>0.130</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>55</td>
<td>0.111</td>
<td>0.113</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>29.8</td>
<td>0.092</td>
<td>0.103</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>80.2</td>
<td>0.104</td>
<td>0.110</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>52</td>
<td>0.153</td>
<td>55</td>
<td>0.159</td>
<td>0.180</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>52</td>
<td>3.097</td>
<td>55</td>
<td>0.183</td>
<td>0.117</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>35.2</td>
<td>1.625</td>
<td>55</td>
<td>0.092</td>
<td>0.107</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>68.8</td>
<td>1.625</td>
<td>55</td>
<td>0.101</td>
<td>0.103</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>55</td>
<td>0.111</td>
<td>0.107</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>42</td>
<td>0.75</td>
<td>40</td>
<td>0.114</td>
<td>0.110</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>42</td>
<td>0.75</td>
<td>70</td>
<td>0.128</td>
<td>0.123</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>42</td>
<td>2.5</td>
<td>40</td>
<td>0.101</td>
<td>0.103</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>42</td>
<td>2.5</td>
<td>70</td>
<td>0.115</td>
<td>0.107</td>
</tr>
<tr>
<td>21</td>
<td></td>
<td>62</td>
<td>0.75</td>
<td>40</td>
<td>0.127</td>
<td>0.130</td>
</tr>
<tr>
<td>22</td>
<td></td>
<td>62</td>
<td>0.75</td>
<td>70</td>
<td>0.141</td>
<td>0.133</td>
</tr>
<tr>
<td>23</td>
<td></td>
<td>62</td>
<td>2.5</td>
<td>40</td>
<td>0.113</td>
<td>0.143</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>62</td>
<td>2.5</td>
<td>70</td>
<td>0.127</td>
<td>0.140</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>55</td>
<td>0.109</td>
<td>0.103</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>29.8</td>
<td>0.097</td>
<td>0.097</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>80.2</td>
<td>0.121</td>
<td>0.130</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td>52</td>
<td>0.153</td>
<td>55</td>
<td>0.154</td>
<td>0.163</td>
</tr>
<tr>
<td>29</td>
<td></td>
<td>52</td>
<td>3.097</td>
<td>55</td>
<td>0.131</td>
<td>0.123</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>35.2</td>
<td>1.625</td>
<td>55</td>
<td>0.099</td>
<td>0.110</td>
</tr>
<tr>
<td>31</td>
<td></td>
<td>68.8</td>
<td>1.625</td>
<td>55</td>
<td>0.120</td>
<td>0.113</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>52</td>
<td>1.625</td>
<td>55</td>
<td>0.109</td>
<td>0.107</td>
</tr>
</tbody>
</table>
Figure 3.12: Average surface roughness prediction error (Ø381 µm).

Figure 3.13: Total top-burr width prediction error (Ø381 µm).
Influence of cutting speed, feed and axial depth of cut

In order to study the influence of process parameters, the results from both experimental sets were plotted together as shown in Figures 3.15 and 3.16. The data points represent the main effect value at that particular level of cutting parameters. It can be seen that increasing the cutting speed has a negative effect on both surface roughness and top-burr formation (see Figures 3.15a and Figure 3.16a). The influence is more significant in the small tool (Ø381 µm). The relationship between feed per tooth and average surface roughness (see Figure 3.15b) suggested that feed per tooth significantly affects the surface roughness. In conventional macro-machining, it is well established that increasing feed per tooth increases the surface roughness. Hence, the feed per tooth is commonly kept small whenever a fine surface is required. However, in micro-machining, too small feed per tooth will result in ploughing (minimum chip thickness effect) which deteriorates the surface roughness. Therefore, in order to achieve the best attainable surface roughness the optimal level of feed per tooth has to be found. However, Figure
3.16b suggests that increasing feed per tooth reduces top-burr formation. In Figure 3.15c and 3.16c, only the Ø508 µm uncoated WC/Co tool shows the significantly positive effect of axial depth of cut on average surface roughness and top-burr formation while the others show no significant influence.

4.4 Tool wear analysis

Another mean to analyze the tool performance is by looking at the tool wear. In this study, tool wear was analyzed in terms of reduction of nominal diameter and edge radius. The results in Figure 3.17 shows that the cBN coated WC/Co tool can maintain its original diameter and edge radius longer than WC/Co tool which implies that tool life of the cBN coated WC/Co tool is longer than tool life of uncoated WC/Co tool. The SEM images of the worn tools taken after 540 mm of cut are shown in Figure 3.18. The material adhesion and cutting edge chipping can be observed on the cBN coated WC/Co tool.

As the tool edge radius increases due to tool wear, the minimum chip thickness required also increases. Since the feed per tooth was constant throughout the experiment, the ploughing of the tool and workpiece increasingly took place and dominated the cutting process. As a result, tool wear rate may be significantly increased after tool wear reaches to a certain point.
Figure 3.15: Effect of process parameters on average surface roughness; (a) effect of cutting speed, (b) effect of feed per tooth, and (c) effect of axial depth of cut.
Figure 3.16: Effect of process parameters on top-burr width; (a) effect of cutting speed, (b) effect of feed per tooth, and (c) effect of axial depth of cut.
Figure 3.17: Tool wear; (a) change in the tool diameter and (b) change in the tool edge radius

Figure 3.18: Images of the worn micro-end mills obtained with SEM; (a) cBN coated micro-end mill and (b) Uncoated micro-end mill.
Approximately, it is expected that the cBN coating would be worn out until the WC/Co begin to expose once the edge radius reach to 6.5 µm (130% of the original edge radius) and is fully exposed when the edge radius reached to 7.5 µm (150% of the original edge radius). Based on Figure 3.17, the measured result obtained from the experiment of cBN coated tool shows rapid tool wear after 30 cm of cutting in which the edge radius has increased by 150%. It is possible to conclude that the rapid wear rate occurring in cBN coated tool was a result of depletion of the cBN coating plus the ploughing caused by increased edge radius.

5. Conclusions

Based on these results, it seems that the major benefit of applying cBN coatings on the WC/Co micro end mill tools is the improvement of tool life. The ability to maintain its original geometry is very important for a micro-tool since the dimensional accuracy of the machined part depends on it and the tolerance of a micro-product is very tight. The high hardness of cBN coating helps protecting the tool from abrasive wear which may be the major type of wear occurring in the micro-milling process.

This study reveals that the major drawback of cBN coated micro-end mills is the increase of top-burr formation. The main reason may be an increase in the edge radius due to the thickness of coating layer added on the original tools. Large edge radius promotes ploughing which may be the cause of top-burr formation. In terms of surface roughness, there is not enough evidences to conclude that surface roughness values obtained from the cBN coated WC/Co tool and the uncoated WC/Co tool are significantly different.
Top-burr formation is one of the major problems in micro-milling of Ti-6Al-4V. Without the proper selection of process parameters, the size of top-burr is quite significant and a subsequent burr-removal process is required. However, if the optimal condition is selected, this problem of top-burr formation can be minimized or eliminated. Based on this study, to minimize top-burr formation, it is recommended that feed per tooth and axial depth of cut should be set at the highest process level. Also the tool should be as sharp as possible (small cutting edge radius), thus coated tools may not be a good choice for this objective.

Surface roughness obtained from micro-end milling of Ti-6Al-4V depends significantly on the selection of feed per tooth. Selecting too low feed per tooth would result in ploughing of the tool on the workpiece which deteriorates the surface roughness while selecting too high feed per tooth would result in larger feed marks which increases the surface roughness. Therefore, the optimal level of feed per tooth has to be found in order to achieve the best surface roughness. Based on this study, it appears that the optimal level of feed per tooth is around 50-60% of the edge radius. Also, it is possible to conclude that this number represents the minimum chip thickness requirement for micro-machining Ti-6Al-4V.

It can be seen that experimentation can give the solutions for many problems of micro-machining. However, there are still questions beyond what can be observed experimentally. For example, the role of cutting temperature, how the material behaves during the chip formation and the heat transfer between tool and workpiece. The ability to answer these questions is limited by the technology that can be applied in the experimentation. Therefore, other means of finding solution must be introduced. In the
next chapter, finite element (FE) modeling and simulation will be introduced for the process of micro-end milling of Ti-6Al-4V. The FE simulation will be used to support the finding of these experiments and also to seek some answers beyond the capability of experimentation.
CHAPTER 4
2-D FINITE ELEMENT MODELING AND SIMULATIONS

1. Introduction

In the previous chapters, experiments have been conducted to investigate the performance of the micro-end milling process. The results have led to some important conclusions. However, not all answers can be obtained from the experiments alone. For instance, the cutting temperature in micro-end milling is extremely difficult to measure, thus it was not included into the experimental studies. It was not only in this study where some of the important process performance measures have to be excluded from the experimental studies due to the difficulty in obtaining some credible data; many other researchers also faced similar problems (Aramcharoen et al. 2008, Biermann et al. 2013, Ucun et al. 2013). Therefore, it can be claimed that experimentation alone cannot fulfill the desire for understanding the micro-end milling process; other methods of obtaining the data are required.

Numerical modeling and simulation can be used to expand the investigation and provide a support to the experimentation. One of the powerful methods of numerical modeling is the finite element (FE) modeling and simulation. FE modeling and simulation is widely used in analysis of cutting and formation processes (Arrazola et al. 2013). FE modeling can provide a rich set of results including stress, strain, temperature, and displacement fields (Arrazola et al. 2013, Özel et al., 2010). Its benefits have been proven in many studies both in macro-scale and micro-scale cutting (Afazov et al. 2010, Ding et al. 2011, Mackerle 1998, Mackerle 2003, Mamalis et al. 2001, Özel et al. 2010,
Due to the advancements in computer technology, FE simulations are now more powerful than before. Also, a lot of commercial FE modeling and simulation software are available with many options and tools which can satisfy the user’s need. These software create the opportunity for researchers to utilize the FE modeling and simulation method as a supporting tool or even an alternative to the expensive and time consuming physical experiments. The vision of replacing all the physical experiments with modeling and simulation may be achieved in near future.

This chapter is a continuation of the previous experimental study given in Chapter 3. FE modeling and simulation was utilized to support the experimental results. The micro-end milling of Ti-6Al-4V using coated and uncoated tools were modeled and simulated. The results were obtained in terms of cutting force, cutting temperature, and tool wear rate. In addition, the influence of material assumptions in FE modeling and simulation was also studied.

2. 2-D Finite Element Simulations

In this section details about 2-D FE modeling and simulation of micro-end milling will be discussed including FE simulation procedures, material constitutive modeling, tool and workpiece geometry and their properties, boundary conditions, friction, and heat transfer, tool wear modeling, and simulation controls.

2.1 Finite element simulation of machining process

Machining processes are difficult to model for various reasons. Unlike metal forming processes, where almost the whole workpiece get plastically deformed, in
machining process, the plastic deformation is localized near the cutting edge. Therefore, the analysis of only a small region of the workpiece around the cutting edge is needed. As a result, the selection of the domain dimensions and the appropriate boundary condition becomes a difficult task. Furthermore, even at a moderate cutting velocity, the strain rates are quite high and the temperature rise is also quite large. As a result, the viscoplasticity and temperature-softening effects become more important compared to strain-hardening. Therefore, the material properties associated with these two effects should be known. Additionally, to incorporate the temperature rise in the analysis, one needs to solve the heat transfer equation governing the temperature field in conjunction with the usual equations governing the deformation field. For plastic deformations, these equations are coupled, and hence difficult to solve. However, the problem can be decoupled by first estimating the average temperature in the cutting zone, then solving the governing equations of the deformation field by evaluating the material properties at the estimated temperature.

In this study, the 2-D FE simulations were conducted by utilizing the commercial software DEFORM-2D. DEFORM-2D finite element code is based on an implicit updated Lagrangian computational routine; the finite element mesh is linked to the workpiece and follows its deformation. To simulate the chip formation a remeshing procedure is performed very frequently, so that the workpiece mesh is frequently updated and modified to follow the tool progress. This technique makes it possible to simulate chip separation from the workpiece without any arbitrary predefinition.

The general procedures of FE modeling and simulation of machining process can be divided into 8 steps:
1) Create and position the tool and the workpiece geometry.
2) Divide the tool and the workpiece into pieces: elements with nodes (meshing).
3) Assign material properties to the tool and the workpiece.
4) Define the contact between the tool and the workpiece and assign friction properties.
5) Define mechanical boundary conditions and thermal boundary conditions.
6) Define the tool and the workpiece movements.
7) Solve the system of equations involving unknown quantities at the nodes (e.g., displacements and temperature).
8) Calculate desired quantities (e.g., strains, stresses) at the element of the mesh.

2.2 Material constitutive modeling

The Johnson–Cook (J-C) material model is widely used for analysis of material flow stress, especially for those materials which their flow stress is highly influenced by temperature and strain rate; the influence of strain, strain rate and temperature on the flow stress is defined by three multiplicative yet distinctive terms: strain hardening, strain rate sensitivity and thermal softening behavior (Johnson & Cook 1983). However, the J-C model still has some deficiency in representing high strain rate or flow softening type of material behavior and coupling effects of strain, strain rate and temperature. Thus, some modifications to the J-C model have been proposed (Calamaz et al. 2008).

In machining of titanium alloys, material plastic instability related localized flow softening phenomenon has been observed which can be described as offering less resistance to local plastic deformations due to rearrangement of dislocations caused by subsequent cycling or dynamic recrystallization in the material (Guo et al. 2006). This
phenomenon is usually observed during an increase in strain beyond a critical strain value together with a rapid rise in material temperature. Flow softening is believed to cause adiabatic shearing within the primary shear zone. Thus, chip segmentation with shear bands are formed as the deformed material leaves this zone. For this reason, a modified material constitutive model with flow softening at elevated strains and temperatures was proposed. Sima and Özel (Sima & Özel 2010) have proposed and validated the modified J-C model including flow softening effects on orthogonal macro-machining of Ti-6Al-4V proving a capability in simulating the serrated chip formation.

The modified J-C material model with temperature-dependent parameters and strain softening proposed by Sima and Özel (Sima & Özel 2010) was utilized in this study as shown in Eq. (4.1). In this model, the flow softening is defined with a decreasing behavior in flow stress with increasing strain beyond a critical strain value. Nonetheless, below that critical strain, the material still exhibits strain hardening. In addition to the original J-C model which is defined by three multiplicative terms namely strain hardening, strain rate sensitivity, and thermal softening behavior, this model includes one more term namely temperature-dependent flow softening. Also the strain hardening term is modified to include flow softening at higher strain values.

\[
\sigma = \left[ A + B \varepsilon^n \left( \frac{1}{\exp(\varepsilon^a)} \right) \right] \left[ 1 + C \log \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right) \right] \left[ 1 - \left( \frac{T - T_0}{T_m - T_0} \right)^m \right] \left[ D + (1 - D) \left( \tanh \left( \frac{1}{(\varepsilon + p)^r} \right) \right)^s \right]
\]

Eq. (4.1)

where \( D = 1 - \left( \frac{T}{T_m} \right)^d \), \( p = \left( \frac{T}{T_m} \right)^b \), \( \sigma \) is flow stress, \( \varepsilon \) is true strain, \( \dot{\varepsilon} \) is true strain rate, \( \dot{\varepsilon}_0 \) is reference true strain rate, \( T \) is work temperature, \( T_m \) is material melting temperature, \( T_0 \) is ambient temperature, and \( A, B, n, a, C, m, d, b, r, s \) are the model constants. The values of \( A = 782.7 \) MPa, \( B = 498.4 \) MPa, \( n = 0.28 \), \( a = 2 \), \( C = 0.028 \), \( \dot{\varepsilon}_0 = 10^{-5} \), \( m = 1.0 \), \( d = 0.5 \),
$r=2$, $b=5$, $s=0.05$, $T_0=20^\circ$C and a melting temperature of $T_m=1450^\circ$C have been utilized in this model (Özel et al. 2010). Figure 4.1 shows the flow stress of modified J-C material model at the temperature ($T$) of 1200 °C.

Figure 4.1: Flow stress of modified J-C material model ($T = 1200$ °C)

2.3 Modeling of micro-end milling process using finite element simulations

2-D FE simulation models for the full immersion (slotting) micro-milling process were developed. The positioning of the tool and workpiece as well as the tool movement is illustrated in Figure 4.2. The FE simulations began at the tool rotation angle of $\phi = 0^\circ$, where the first cutting edge is initially in contact with the workpiece. By assuming that there is no chip formation from the previous pass (no chip load at the second cutting edge), the cutting forces at $\phi = 0^\circ$ is assumed to be zero. The simulation continues until a
rotation angle of \( \phi = 185^\circ \) to capture the behavior of the chip close to the separation point.

![FE model setup for micro-end milling](image)

**Figure 4.2.** The setup of FE model for micro-end milling.

2-D two-flute end mill geometry was created based on the data provided from the tool manufacturer. For an uncoated WC/Co micro-end mill, the tool diameter is \( \varnothing 508 \) µm and the tool edge radius \( (r_{e}) \) is 3±0.5 µm. The tool material is fine grain tungsten carbide (WC) in a cobalt (Co) matrix, hence it will be represented with WC/Co. For a cBN coated
WC/Co micro-end mill, a cBN coating layer of 2 µm was added to the original tool geometry resulting in an increase of tool diameter and edge radius. Thus, the final tool geometry after coating has a diameter of Ø512 µm and an edge radius ($r_\beta$) of 5±0.5 µm (see Figure 4.3).

Figure 4.3: FE simulation model for uncoated WC/Co and cBN coated micro-end mills with their edge radii (Özel et al. 2011).

The coated and uncoated tools were modeled as rigid objects. The thermal properties of tool materials are listed in Table 4.1. Tool was meshed into 2,500 elements (4-node quadrilateral) with the high mesh density around the active cutting edge. The minimum element size is approximately 0.1 µm. Tool moved along the -X direction while rotating around the tool center. The heat was allowed to transfer throughout the whole profile of the tool.

A section of a workpiece around the slot was taken to create the undeformed workpiece geometry. The curve represents the pre-machined surface that was created based on the trochoidal tool path which imitates the real geometry of milled profile. The
workpiece geometry is shown in Figure 4.2. Workpiece geometry was then meshed into 25,000-30,000 4-node quadrilateral elements with minimum element size of 0.1 µm. A high mesh density window was placed around the tool-workpiece contact zone, and it follows this zone as the simulation goes on. The workpiece material was Ti-6Al-4V which was assumed to be homogeneous and isotropic. The mechanical and thermal properties of Ti-6Al-4V are shown in Table 4.1. The material flow stress followed the modified J-C model with temperature-dependent parameters and strain softening which discussed earlier. Figures 4.4 through 4.7 show the mechanical and thermal properties of Ti-6Al-4V plotted against temperature.

**Table 4.1:** Mechanical and thermal properties of work and tool materials used in FE simulations.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Ti-6Al-4V</th>
<th>WC/Co</th>
<th>cBN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity, $\kappa$ (N sec$^{-1}$ °C$^{-1}$)</td>
<td>$7.039e^{0.0011*T}$</td>
<td>55</td>
<td>100</td>
</tr>
<tr>
<td>Heat capacity, $C_p$ (N mm$^{-2}$ °C$^{-1}$)</td>
<td>$2.24e^{0.0007*T}$</td>
<td>0.005*T+2.07</td>
<td>3.26352</td>
</tr>
<tr>
<td>Thermal expansion coefficient, $\alpha$ (°C$^{-1}$)</td>
<td>$3.10^{-9}*T+7.10^{-6}$</td>
<td>4.7*10$^{-6}$</td>
<td>5.2*10$^{-6}$</td>
</tr>
<tr>
<td>Young’s modulus, $E$</td>
<td>$0.7412*T+113375$</td>
<td>Not used</td>
<td>Not used</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu$</td>
<td>0.31</td>
<td>Not used</td>
<td>Not used</td>
</tr>
</tbody>
</table>
Figure 4.4: Thermal conductivity of Ti-6Al-4V.

Figure 4.5: Heat capacity of Ti-6Al-4V.
Figure 4.6: Thermal expansion coefficient of Ti-6Al-4V.

Figure 4.7: Young’s modulus of Ti-6Al-4V.
2.4 Boundary conditions

The workpiece was set stationary by constraining some boundaries on both X and Y direction as shown in Figure 4.2. Some thermal boundary conditions were assigned. On the workpiece, the heat was only allowed to transfer along the tool path line while the nodal temperatures were fixed at the ambient temperature along with the other boundaries. On the tool, the heat was allowed to exchange on the whole surface of the tool. The ambient temperature was set at 20 °C.

2.5 Friction and heat transfer

The contact between tool and workpiece was the contact between cBN and Ti-6Al-4V materials for the case of the coated tool and the contact between WC/Co and Ti-6Al-4V for the uncoated tool. Two types of contact were assigned along the contact length: (i) sticking contact, and (ii) sliding contact. The sticking contact was defined by $\tau_f = mk$ where $k$ is the work material shear yield stress, $m$ is the shear friction factor and $\tau_f$ is the frictional stress. The sliding contact was defined by $\tau_f = \mu p_i$ where $\mu$ is the Coulomb friction factor and $p_i$ is the interface pressure. If $\mu p_i < mk$, that contact was considered a sliding contact; but if $\mu p_i \geq mk$, sticking contact was applied. Between cBN and Ti-6Al-4V contact, the constant $\mu$ and $m$ value were given as 0.4 and 0.9, respectively. In case of WC/Co and Ti-6Al-4V contact, the constant $\mu$ and $m$ value were given as 0.7 and 0.9, respectively. The contact between chip and workpiece was assigned as a sliding contact with the constant friction coefficient ($\mu$) of 0.2.

Heat transfer was allowed between tool and workpiece contact with the thermal contact conductance of $10^7$ N sec$^{-1}$ mm$^{-1}$ °C$^{-1}$. The ambient temperature was set at 20 °C.
Heat transferred from workpiece and tool to the environment by convection with the convection coefficient of 0.02 N sec\(^{-1}\) mm\(^{-1}\) °C\(^{-1}\).

### 2.6 Tool wear rate model

A wear rate model based on the sliding wear proposed by Usui et al. (1978) has been utilized in this study. Since the temperature rise in micro-end milling is never reaching the level of oxidation, chemical wear can easily be assumed negligible. This tool wear rate model calculates the rate of volume loss on the tool per unit area per unit time and uses interface temperature \(T\), normal stress \(\sigma_n\) and sliding velocity \(v_s\) at the tool surfaces as inputs and yields a wear rate \(dW/dt\) distribution in the tool as shown in Eq. (4.2).

\[
\frac{dW}{dt} = c_1 \sigma_n v_s e^{-c_2/T} \quad \text{Eq. (4.2)}
\]

The model constants of \(c_1\) and \(c_2\) are material-dependent and were set as \(7.8 \times 10^{-9}\) and \(2.5 \times 10^3\), respectively for Ti-6Al-4V titanium alloy (Özel et al. 2010).

### 2.7 Simulation controls

A convergence of a solution is highly sensitive to the step size, especially in the elasto-viscoplastic model. A preliminary test was conducted to optimize this value so that the convergence can be achieved within a small number of iterations. Finally, the simulations were performed with the step time increment of \(10^{-8}\) sec. The workpiece was remeshed at every 50 steps or when the interference depth between tool and workpiece reaches 0.5 µm. Chip was manually removed at a certain length to keep a high mesh density without increasing mesh number. The simulation stops after a pass of single cutting edge was completed (\(\phi = 180^\circ\)). After the simulations are complete, desired
process responses were collected. Tool wear and tool temperatures were extracted and averaged from seven points along the round cutting edge.

2.8 Comparison of coated and uncoated tools

In order to compare the performance of cBN coated WC/Co tool and uncoated WC/Co tool, a set of simulations was conducted for the coated and uncoated tools based on the process parameters given in Table 4.2. All simulation conditions conducted in this study are given in Table 4.3. In these simulations workpiece material were assumed to be viscoplastic material; tool was assumed to be rigid. The evaluation was done in terms of tool wear, cutting forces, and temperature. It should be noted that these process performances could not be evaluated in the previous experimental study.

Table 4.2: Parameters and levels assigned for the simulation and experiment.

<table>
<thead>
<tr>
<th>Process parameters</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Spindle speed, $\Omega$ (rpm)</td>
<td>16,000 (25)</td>
</tr>
<tr>
<td>(Cutting speed, $v_c$ (m/min))</td>
<td></td>
</tr>
<tr>
<td>Feed per tooth, $f_z$ (µm/tooth)</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Table 4.3: FE simulation conditions for comparison of coated and uncoated tools.

<table>
<thead>
<tr>
<th>Run</th>
<th>Tool</th>
<th>Edge radius (µm)</th>
<th>Spindle speed (krpm)</th>
<th>Feed per tooth (µm/tooth)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cBN coated WC/Co</td>
<td>5</td>
<td>16</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Uncoated WC/Co</td>
<td>3</td>
<td>16</td>
<td>0.5</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
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2.9 Comparison of viscoplastic and elastic-viscoplastic simulations

In this study, the aim was to compare the influence of workpiece material assumption. Therefore, the simulations were conducted at the same micro-milling condition using two different material assumptions: elasto-viscoplastic material and viscoplastic material. The elasto-viscoplastic material assumption is supposed to be more accurate, since the micro-milling process may undergo a significant amount of elastic deformations compared to plastic deformations. However, the drawback of using elasto-viscoplastic material assumption is the time consumed and the difficulty of simulation controls. Therefore, this study focused on exploring advantages and disadvantages of
using the elasto-viscoplastic material assumption. Table 4.4 shows the parameter settings used in this simulation.

**Table 4.4**: Parameter settings for comparison of viscoplastic and elastic-viscoplastic simulations.

<table>
<thead>
<tr>
<th>Tool</th>
<th>cBN coated WC/Co micro-end mill</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge radius ( (r_\beta) )</td>
<td>5 ( \mu m )</td>
</tr>
<tr>
<td>Workpiece</td>
<td>Ti-6Al-4V</td>
</tr>
<tr>
<td>Spindle speed ( (\Omega) ) (Cutting velocity)</td>
<td>48,000 rpm ( (\approx 75 \text{ m/min}) )</td>
</tr>
<tr>
<td>Feed per tooth ( (f_z) )</td>
<td>4.5 ( \mu m/\text{tooth} )</td>
</tr>
</tbody>
</table>

3. Results and Discussions

The results are discussed mainly in terms of cutting force generation, temperature distribution in cutting tool and workpiece, tool wear, chip formation and simulation time. The discussions also refer to the experimental results obtained in Chapter 3 for a comparison and model validation.

3.1 Effects on cutting force generation

Cutting forces obtained from FE simulations are presented in terms of forces in X and Y axis directions; \( F_x, F_y \) and resultant force (only magnitude) are shown in Figures 4.8a, 4.8b and 4.8c respectively. Each cutting force is represented by a sixth-degree polynomial equation. Based on these force plots, it can be seen that the cBN coated tool generates higher cutting forces compared to those generated by the WC/Co tool. It should be noted that cBN coated tool has a larger edge radius of \( r_\beta = 5 \pm 0.5 \mu m \) due to the coating layer while WC/Co tool has edge radius of \( r_\beta = 3 \pm 0.5 \mu m \). Therefore, higher cutting forces can be expected. Among all cutting parameters, the parameter that influences
cutting forces the most is the feed per tooth. Increasing feed per tooth significantly increases cutting forces. The cutting speed seems to have very little influence on the cutting force generation when compared to the influence from the feed per tooth. The results also show an opposite trend that cutting forces increase when cutting speed is reduced. It should be noted that the reason in which the cutting forces do not drop to zero as the tool rotation exceeded 180° is based on the two facts that: (i) to complete the chip formation of one cutting edge, it requires geometrically more than 180° and (ii) another cutting edge begins to engage the workpiece at 180° resulting in the contact of both edge simultaneously. The zero cutting force was only assumed at the beginning of the simulation.

When comparing the cutting force trends among all conditions, it seems that the cutting forces obtained from the FE simulation at a feed per tooth of $f_z = 0.5 \, \mu\text{m/tooth}$ developed a different trend compared to those obtained from FE simulations with higher feed per tooth values. A significantly lower cutting force at the beginning of tool rotation implies that ploughing might have taken place (due to an uncut chip thickness lower than the minimum chip thickness) at the early stage of tool entrance into material before full shearing took place.
Figure 4.8: Cutting forces obtained from FE simulations; (a) $F_x$, (b) $F_y$, and (c) resultant force.
3.2 Effects on temperature generation

An average temperature of seven point measurements extracted along the tool cutting edge are plotted against the tool rotational angle as shown in Figure 4.9. The result shows that average tool temperatures of cBN coated tools are lower than those of WC/Co tools in every condition. Also, average tool temperature increases as cutting speed and feed per tooth increase (material removal rate increases). It should be noted that in spite of generating almost no different cutting forces at different cutting speeds, average tool temperatures significantly increase as cutting speed increases. Again, no identical trend for temperature was obtained from the simulation at feed per tooth of $f_z = 0.5 \, \mu\text{m/tooth}$.

In Figure 4.10, the temperature distribution at the cutting zone is shown using the same temperature scale. Both simulations were done at the same condition but the difference was in the tool coating. It can be seen that on average, the temperature in the cutting zone is lower when using cBN coated tool than the one when using uncoated WC/Co tool. The maximum temperatures were also different almost by 100 °C. In addition, it also shows that most of the heat generated during the deformation went into the chip.
**Figure 4.9:** Average tool tip temperatures for uncoated and cBN coated WC/Co tools.

**Figure 4.10:** Comparison of tool and workpiece temperature distribution ($\Omega = 48,000$ rpm, $f_z = 4.5 \ \mu m/tooth$, $\phi = 120^\circ$); (a) WC/Co and (b) cBN coated WC/Co micro-end mills.

The close up figures of temperature distribution between tool and workpiece are shown in Figure 4.11. It is interesting that the maximum temperature has occurred at a
different zone. In case of cBN coated tool, the maximum heating zone is located beneath the contact region along the shear plane due to cBN layer’s higher thermal conductivity; but in case of uncoated WC/Co tool, it is right at the contact region.

![Temperature distribution at the cutting zone](image)

**Figure 4.11:** Temperature distribution at the cutting zone ($\Omega = 48,000$ rpm, $f_z = 4.5$ $\mu$m/tooth, $\phi = 120^\circ$); (a) WC/Co (b) cBN coated WC/Co.

### 3.3 Effects on tool wear

Tool wear generation was investigated using FE simulations and compared to the experimental results obtained in Chapter 3. Tool wear results obtained from both approaches were compared in terms of cumulative tool wear. Figure 4.12 shows the comparison of edge radius due to wear and Figure 4.13 shows the reduction of the tool diameter as a result of tool wear. It can be seen that the estimated tool wear based on simulated wear rate is in agreement with measured ones. These results also validate the Usui’s wear model and the model parameters used for machining Ti-6Al-4V titanium alloy. It should be noted that the cumulative tool wear calculated from the FE simulation
results do not include the effect of increasing edge radius due to tool wear; wear rate was treated as constant based on the wear rate of the unworn tool.

Figures 4.12 and 4.13; show that cBN coated tool can maintain its original diameter and edge radius longer than WC/Co tool does which implies that tool life of cBN coated tool is longer than tool life of uncoated WC/Co tool. It should be noted that the increase of edge radius due to tool wear is also accounted for the decrease of tool diameter. And the decrease of tool diameter of only 1% (approximately 5 µm) would be enough to significantly affect the geometrical accuracy of any micro-features in which tolerances are normally within a few micron ranges. Therefore, an increase in effective tool life of micro-end mills would be very beneficial.

Figure 4.12: Comparison of measured and simulated tool wear based on an increase in edge radius.
Figure 4.13: Comparison of measured and simulated tool wear based on a reduction in tool diameter.

These investigations reveal that instead of generating higher cutting forces (see Figure 4.8), tool wear rate reduces noticeably when using the cBN coated tool, especially at a condition where high cutting speed and high feed per tooth were applied as shown in Figure 4.14. Tool wear rate increases as feed per tooth and/or cutting speed increases. In general, micro-end milling tools wear at the highest rate when tool rotational angle is approximately 80° which also yields to the maximum resultant forces and maximum average tool temperatures (see Figure 4.8c and Figure 4.9, respectively). However, there is a condition where this does not apply; it is when the feed per tooth is at 0.5 µm/tooth, which probably too low to promote shearing.
Figure 4.15 shows the plot of wear depth accumulated during cutting. It can be seen that in every cutting condition, the wear depth of WC/Co tool is higher than the wear depth of cBN coated tool. The maps of tool wear along the contact length at a tool rotation angle of 180° shown in Figure 4.16 reveal that the area of deep wear (red color zone) on WC/Co tool is distributed along the edge of the tool, unlike on cBN coated tool where the deep wear is concentrated only on a small area. Therefore, the edge of WC/Co tool would be worn faster than the cBN coated tool. In other words, edge roundness of WC/Co tool increases faster due to higher wear rate than the cBN coated tool.

Figure 4.14: Average tool wear rate for uncoated and cBN coated WC/Co micro-tools.
Figure 4.15: Tool wear depth progress during single tooth passes for uncoated and cBN coated WC/Co micro-tools.

Figure 4.16: Comparison of tool wear depth ($\Omega = 48,000$ rpm, $f_z = 4.5$ $\mu$m/tooth, $\phi = 180^\circ$); (a) cBN coated WC/Co and (b) WC/Co micro-tools.
In order to unravel the source of the difference in tool wear rate and depth, the components of Usui’s tool wear rate equation (Eq. 4.2) have been individually extracted from the FE simulations and plotted in Figures 4.17, 4.18 and 4.19. It was observed from Figure 4.17 that the contact temperatures obtained from cBN coated tool were lower than the one obtained from WC/Co tool in every cutting condition. The difference became more pronounced at the high feed per tooth. However, the sliding velocities obtained from the cBN coated tool are higher than the sliding velocities obtained from the WC/Co tool (see Figure 4.18). In all cutting conditions, the contact pressures obtained for cBN coated and WC/Co tool are not significantly different (see Figure 4.19). Therefore, based on Eq. (4.2) the contact temperature is the dominating factor in reducing tool wear rate of cBN coated tool.

**Figure 4.17:** Average contact temperature for uncoated and cBN coated WC/Co micro-tools.
Figure 4.18: Average sliding velocity for uncoated and cBN coated WC/Co micro-tools.

Figure 4.19: Average contact pressure for uncoated and cBN coated WC/Co micro-tools.
3.4 Effect of tool edge radius

Since cBN coated and WC/Co tools have different edge radii, there must be an effect contributing to the tool performance from this difference. Therefore, FE simulations were conducted using the uncoated WC/Co tools having the increased edge radius of $r_\beta = 5\pm0.5$ µm (equal to the edge radius of cBN coated tool) in order to investigate the influence of edge radius. A comparison between three different tools; WC/Co tool with edge radius of $r_\beta = 3\pm0.5$ µm (WC R3), WC/Co with edge radius of $r_\beta = 5\pm0.5$ µm (WC R5) and cBN coated tool with edge radius of $r_\beta = 5\pm0.5$ µm (CBN R5) in terms of predicted resultant force, average tool temperature and average tool wear rate is given in Figures 4.20, 4.21 and 4.22 respectively.

The cutting forces obtained from the cBN coated tool are equivalent to the cutting forces obtained from uncoated WC/Co tool with the same edge radius ($r_\beta = 5\pm0.5$ µm) as shown in Figure 4.20. But the cutting forces obtained from the uncoated WC/Co tool with the edge radius of $r_\beta = 3\pm0.5$ µm are much lower. Therefore, an increase of cutting force when using cBN coated tool (see Figure 4.8) is majorly contributed from an increase of tool edge radius. Therefore it is concluded that the cBN coating thermal properties would not significantly affect the resultant cutting forces but the increased edge radius would.

The effect of edge radius to average tool temperature is also given in Figure 4.21. In case of uncoated WC/Co tool, tool temperature is getting lower as edge radius decreases from $r_\beta = 5\pm0.5$ µm to $r_\beta = 3\pm0.5$ µm. However, in case of the cBN coated tool (edge radius of $r_\beta = 5\pm0.5$ µm); significantly lower temperatures were obtained when compared to both uncoated WC/Co tools with edge radius of $r_\beta = 5\pm0.5$ µm and $r_\beta =$
3±0.5 μm, despite the fact that they generate higher cutting forces. This may be due to the higher thermal conductivity of the cBN coated layer.

**Figure 4.20:** Contribution of cBN coating to an increase in resultant cutting force.

**Figure 4.21:** Contribution of cBN coating to average tool temperature.
A conclusion can be drawn from the tool wear rate comparison given in Figure 4.22 is that the tool wear rate of cBN coated tool is lower when compared to WC/Co tools with edge radius of $r_\beta = 5\pm0.5\ \mu m$ and $r_\beta = 3\pm0.5\ \mu m$. Hence, the increase of edge radius due to added cBN coating layer does not reduce advantages of using the cBN coating to extend the tool life of micro-end mills. However, in case of uncoated WC/Co tool; having an increased edge radius contributes to a higher tool wear rate.

**Figure 4.22:** Contribution of cBN coating to average wear rate.

### 3.5 Effect of workpiece material deformation assumptions

In this section, the results of the simulations comparing the influence of viscoplastic and elasto-viscoplastic material deformation assumptions will be discussed. The comparison was conducted in terms of chip formation, cutting force, temperature, tool wear and computational time.
3.5.1 Chip formation

The obvious influence of the material assumption can be observed from the chip formation (see Figure 4.23). By changing the material assumption from viscoplastic to elasto-viscoplastic, serrated chip formation was obtained instead of continuous chip formation. The serrated chip formation has been reported in conventional macro-machining of titanium alloy (Gente et al. 2001, Komanduri & Von Turkovich 1981, Molinari et al. 2002). Also the use of modified J-C material model with temperature-dependent parameters and strain softening has proven that the serrated chip is generated when FE simulation using sharp-like (Calamaz et al. 2008) and round tool edges (Sima & Özel 2010). This study has shown that the serrated chip can be generated even when cutting with a round edge tool as well. Compared to the serrated chip obtained from the macro-cutting with sharp-like edge tool, the physical characteristics of serrated chip obtained from the micro-cutting with round edge tool are similar. Also the mechanism of serrated chip formation is not quite different.

Figure 4.23: A comparison of chip formation
In order to observe the mechanism of serrated chip formation, the images of effective strain rate, effective elastic strain, effective plastic strain, effective stress and temperature were taken from the results of FEM simulations (see Figure 4.24). Each response was taken from the same simulation step; four steps were picked to represent the serrated chip formation cycle.

The images of strain rate clearly show the development of a narrow shear zone. The plastic deformation progresses from the end of the tool-workpiece contact length (close to the flank face) towards the stress concentration point in front of the chip. Based on these results, each cycle of serrated chip formation may be divided into three steps: (i) the energy starts to accumulate after the completion of the previous chip segment, as can be seen by an increase of stress and elastic strain- the plastic deformation slowly begins from the end of the contact length; (ii) the shearing takes place at the stress concentration point starting a new chip segment, more heat is being generated and strain rate rapidly increases, thus, the flow stress drops and the material becomes easier to deform; (iii) the shear zone is hardened and the temperature drop resulting in an increase of flow stress and consequently resisting further deformations. Thus the deformation then seeks a new path and a new shear zone is formed.
Figure 4.24: Sequence of serrated chip formation obtained from the elasto-viscoplastic FE model.
In case of viscoplastic FE model, a common continuous chip formation was obtained. Figure 4.25 shows strain, strain rate, stress, and temperature developing during the simulation of the viscoplastic FE model. Even though, the degree of plastic strain is approximately as high as 12,500 % of the elastic strain, neglecting this small amount of elastic deformation could result in a totally different mechanism of chip formation.

![Figure 4.25: The responses obtained from viscoplastic model.](image)

### 3.5.2 Cutting forces

Figure 4.26 presents the comparison of cutting forces predicted from the models with viscoplastic and elasto-plastic material assumptions. Overall, the predicted forces from both cases were distributed in a similar trend. The force curves of viscoplastic seem to shift to the left; this might be due to the fact that chip started to form sooner as a result
of ignoring the elasticity. Considering the maximum forces, it can be seen that, the viscoplastic FE model may be enough to predict the maximum force at the deviation of approximately 1% from the elasto-plastic FE model.

Figure 4.26: A comparison of cutting forces (a) $F_x$ and (b) $F_y$. 
3.5.3 Temperature

The temperatures predicted from both models are shown in Figure 4.27. It can be clearly seen that the viscoplastic FE model predicts a higher temperature compared to the elasto-viscoplastic model. Since some of energy was stored as strain energy instead of converting to heat when the material is deformed elastically, the viscoplastic FE model tends to overpredict the temperature. In this case, this was about 15-20% over the elasto-viscoplastic FE model.

![Figure 4.27: A comparison of average temperature.](image)

3.5.4 Tool wear

In terms of tool wear prediction (Figure 4.28), the viscoplastic FE model predicted a slightly higher tool wear compared to the elasto-viscoplastic FE model. The error was about 5-10% over the elasto-viscoplastic model. Over predicting tool wear when using viscoplastic model was mainly due to two reasons. First, the higher temperature
was predicted as shown earlier. Second, the sliding velocity at the tool surface was higher due to the nature of serrated chip formation.

Figure 4.29 shows a similarity of a distribution of wear depth between the two models. Since the chip curl radius is higher in case of viscoplastic FE model, the chip-tool contact length was longer towards the tool rake face. Therefore, wear develops into that area.

![Figure 4.28: A comparison of average wear depth.](image)
3.5.5 Computational time

In terms of computational time, on the same machine (The Intel Core 2 Quad processor, 2.83 GHz, 3.25 GB RAM) the viscoplastic FE model required approximately 60 hours to complete a single simulation while the elasto-viscoplastic model required approximately 500 hours (8.3 times). It took significantly more time for the solution of the elasto-viscoplastic FE model to converge compared to the viscoplastic FE model, given that the same condition was applied. The significantly different computational time suggests that user should evaluate the cost and effect before employing the elasto-viscoplastic FE model.

4. Conclusions

The use of cBN coating was expected to improve the performance of the micro end-mills, especially in terms of tool life. However, applying coating on the tool surface increases tool edge radius which is a critical factor determining the cutting performance in micro-machining. Large edge radius in tool geometry is generally not preferred.
Therefore, this issue may create doubts about potential benefits provided by the cBN coating. This study has revealed supporting evidences demonstrating the advantages of applying cBN coating on the tungsten carbide micro-end mills. The results obtained from FE simulations together with experimental results lead to some conclusions here.

Titanium alloy Ti-6Al-4V has a very low thermal conductivity which makes it difficult to be processed since temperature rise in the cutting zone accelerates the rate of tool wear. The simulation results show that most of the heat is removed with the chips in micro-end milling of titanium alloy.

The reduction of localized cutting temperature when using the cBN coated tool may be contributed from the fact that thermal conductivity of cBN is higher (twice) than the uncoated WC/Co tool material, hence more heat can be dissipated through the cBN coating at the tool surface. Consequently, the temperature in the cutting zone is reduced. This is evident as shown in Figure 4.6 that the maximum temperature zone when cutting with the cBN coated tool is below the tool-workpiece interface and is not at the interface as in the case of cutting with uncoated WC/Co tool.

The simulation results agreed well with the experimental results that tool wear decreases when tools are coated with cBN material. Tool wear reduction may be contributed from the superior properties of cBN which can resist wear much better than WC/Co and from the reduction of temperature in the tool-workpiece interface.

In micro-end milling of Ti-6Al-4V titanium alloy, the influence of feed per tooth on the cutting forces dominates over the influence of the cutting speed. However, it does not dominate on tool temperatures and tool wear rate but plays an equal role with the cutting speed. Increased feed and cutting speed generally increases tool temperatures and
tool wear rate significantly. Similarly, in terms of surface roughness and top-burr formation; feed per tooth is also the most dominating parameter while the effect from cutting speed is not so significant.

Feed per tooth determines the uncut chip thickness in milling process, the uncut chip thickness is not uniform; it starts from a thickness of zero, increases to the specified feed per tooth and then decreases to zero again. Therefore, there exists a problem in terms of minimum chip thickness. The results from FE simulations show that at the feed per tooth of \( f_z = 0.5 \text{ µm} \), the behavior of cutting is different than at a higher feed per tooth. Also, the surface roughness at this feed per tooth was the highest one observed. These provide the evidence that the main material removal mechanism is under the influence of ploughing rather than shearing. Therefore, the minimum chip thickness of Ti-6Al-4V can be estimated to be about 10% - 20% of edge radius.

The edge radius has a significant influence on the cutting force and wear rate but not on the cutting temperature. The smaller edge radius reduces the wear rate and the cutting forces. However, the temperature seems to be less dependent upon the tool edge radius as investigated in this study.

In short, the FE simulations and experiments have evidently shown that coating of a thin layer of cBN on a surface of conventional WC/Co micro-end mills resulted in increased tool life. In addition, it was observed that increased edge radius due to the coating applied does not hinder the benefits obtained from the cBN coating. Therefore, cBN coating is another option for improving tool performance in micro-machining of Ti-6Al-4V titanium alloy. Sliding wear based Usui’s wear rate model with the model
parameters reported in this work are experimentally validated in estimating tool life in micro-milling Ti-6Al-4V titanium alloy.

This study has also shown the effects of material assumption upon the results of FE simulation of micro-end milling. The viscoplastic FE model has an advantage in terms of lowering the computational time which makes it more practical. In contrast to the time consumed, the elasto-viscoplastic model is better in terms of capturing the reality of the process physics. The implementation of both models still depends on the objectives and constraints of the FE simulation. Based on the results of this study, the viscoplastic model can replace the elasto-viscoplastic model for an application of predicting the cutting force. The magnitude of predicted cutting force is not significantly affected by the material assumption. For the purpose of predicting tool wear, the viscoplastic FE model may be adequate; since the only factor contributed to the estimation of tool wear which is strongly affected by the material assumption is the temperature. Also, the viscoplastic FE model tends to predict higher temperature compared to the elasto-viscoplastic FE model. Therefore, the predicted tool life tends to be shorter than what it really is. A suitable compensation may be needed. To study the chip formation in micro-cutting processes, it is necessary to employ the elasto-viscoplastic FE model, despite resulting in a long computational time. A small degree of elastic deformation is significant for cutting analysis when a round cutting tool edge is considered.
Chapter 5
3-D Finite Element Modelling and Simulations

1. Introduction

In Chapter 4, the 2-D FE modeling and process simulations were introduced. Utilizing the 2-D FE simulation in analysis of micro-end milling process has been proven to be very useful. Obviously the micro-end milling process is a form of oblique cutting process (3-D cutting). Using only 2-D FE model cannot capture the entire physical behavior of the chip formation process. However, the 2-D FE model offers several benefits to the analysis of micro-end milling. Firstly, it reduces the complexity of the 3-D problem down to the size that can be easily handled in 2-D plane strain analysis. Secondly, the results are easy to be interpreted and analyzed. Thirdly, it significantly reduces the amount of required computational time and resource compared to the 3-D FE model. Nevertheless, the 3-D FE model is still essential for a certain analysis of micro-end milling such as the effects of tool geometry and process parameters on the chip flow, tool wear distribution along the cutting edge, and 3-D temperature distribution. Therefore, in this work, an attempt to use 3-D FE model to simulate chip formation and predict process responses of micro-end milling was carried out. The objectives of this study were to use the developed 3-D FE process simulations to analyze the micro-end milling of titanium alloy Ti-6Al-4V and to assess the necessity of using the 3-D FE model over the 2-D FE model specifically investigate the cutting conditions on chip flow.
2. 3-D Finite Element Modelling and Simulations

The 3-D Finite Element software, DEFORM 3-D, was utilized in this study. As same as the 2-D FE model, the modified Johnson-Cook (J-C) material model was used to model the Ti-6Al-4V workpiece. For comparison purposes, the values of material properties and the setting of friction, heat transfer and tool wear were kept the same as in 2-D FE model. For more detail, please refer to Section 2 in Chapter 4.

Similar to 2-D FE model, the workpiece was considered as viscoplastic material and tool was considered as a rigid body in the 3-D FE model. The tool was modeled by using 3-D CAD software having the same geometrical feature as the physical end milling tool. Figure 5.1 shows the 3-D CAD model of the tool compared to the image of the physical end milling tool. The tool diameter is Ø508 µm with the helix angle (β) of 30°. The fresh tool has the edge radius (rβ) of 3 µm. The tool mesh consists of 3x10^4 elements with minimum element size of 0.5 µm. The active cutting edge of the tool has a very fine mesh in order to accurately represent the tool characteristics.

The workpiece was modeled for three different types of micro-end milling, full-immersion slot micro-end milling, half-immersion up micro-end milling, and half-immersion micro-end down milling. The workpiece for full-immersion 3-D FEM model as meshed with 2x10^5 elements and the workpieces for half-immersion 3-D FEM model were discretized with 1.5x10^5 elements, giving a minimum element size of about 0.5 µm as shown in Figures 5.2, 5.3, and 5.4 respectively. The high density mesh was placed at the cutting zone.
Heat transfer was allowed at the tool and workpiece contact with a thermal conductance of $10^7 \text{ N sec}^{-1} \text{ mm}^{-1} \text{ °C}^{-1}$. The ambient temperature was set at 20 °C. Heat was transferred from workpiece and tool to the environment by convection with the convection coefficient of $0.02 \text{ N sec}^{-1} \text{ mm}^{-1} \text{ °C}^{-1}$. Similar to the 2-D FE model, two types of contact were assigned along the contact length: (i) sticking contact, and (ii) sliding contact by using hybrid friction model available in DEFORM 3-D. The shear friction factor and friction coefficient were kept the same as in 2-D FE model (see Chapter 4, Section 2.5). A wear rate model based on the sliding wear proposed by Usui et al. (1978) has been employed again. All material-dependent parameters were kept the same as in 2-D FE model (see Chapter 4, Section 2.6). The FEM simulations were performed with the step time increment of $10^{-7} \text{ sec}$. The workpiece was remeshed at every 50 steps or when the interference depth between tool and workpiece reaches 0.5 µm.
Figure 5.2: 3-D FE model for full-immersion slot micro-end milling.

Figure 5.3: 3-D FE model for half-immersion up micro-end milling.
3. Comparison of 2-D and 3-D Finite Element Simulations

One objective of this study is to assess the necessity of using 3-D FE simulation in micro-end milling. Therefore, the comparison of process responses from 2-D and 3-D FE simulations was conducted. Cutting forces, temperature and tool wear were compared.

3.1 Comparison of cutting forces

2-D FE simulation can quickly provide the predicted $F_x$ and $F_y$ force components in terms of force per unit length. Figure 5.5 shows the predicted forces obtained from 2-D FE model with the cutting condition of $f_z = 4.5$ µm and $\Omega = 16,000$ rpm. The graph shows the distribution of force as the tool rotates for a full 180 degrees rotation. Please note that the uncut-chip thickness varies as the tool rotates by beginning from zero and reaching to $f_z$ in the middle and reducing to zero as the cutting edge of the micro-end milling tool exits.
The force prediction from 2-D simulation can be utilized to predict the 3-D forces based on a given axial depth of cut \((a_p)\) and tool helix angle \((\beta)\). In this work, the 2-D force components in Figure 5.5 were modeled as a function of tool rotational angle in degrees by using five degree polynomial equation with curve fitting (Eq. 5.1 and 5.2).

\[
dF_x(\phi) = 2.58244E-10\phi^5 - 1.60635E-07\phi^4 + 9.88338E-06\phi^3 + 4.95855E-03\phi^2 - 5.08009E-01\phi
\]

Eq. (5.1)

\[
dF_y(\phi) = 3.33497E-09\phi^5 - 1.80993E-06\phi^4 + 3.61168E-04\phi^3 - 3.00268E-02\phi^2 + 7.18163E-01\phi
\]

Eq. (5.2)

By setting \(\phi = 0^\circ\) at the tool tip, the integration of force components can be formulated as;

\[
F_x(\phi) = \int_0^\phi dF_x(\tau)d\tau
\]

Eq. (5.3)
\[ F_y(\phi) = \int_0^\phi dF_y(\tau) d\tau \quad \text{Eq. (5.4)} \]

Where \( \theta = \phi - \frac{360 \alpha_p}{\pi \theta \tan(90-\beta)} \), \( \alpha_p \) is the axial depth of cut, \( \beta \) is the helix angle of micro-end mill and \( \theta \) is the diameter of the micro-end mill.

Figure 5.6 shows the comparison of predicted force components of \( F_x, F_y \) and \( F_z \) obtained from the 3-D FE simulation and the predicted force components of \( F_x, F_y \) derived from 2-D simulation results. It can be seen that the forces derived from the 2-D simulation result is comparable to the forces obtained from the 3-D simulation. Therefore, deriving 3-D forces from the 2-D FE simulation can be an alternative to fully conducting a 3-D FE simulation.

**Figure 5.6**: Force components directly predicted from 3-D FE model and calculated from 2-D FE model.
3.2 Temperature comparison

The comparison of tool temperature from 2-D and 3-D FE simulations is shown in Figure 5.7. The average temperature was obtained from an area around the cutting edge. The graph clearly shows that the predicted tool temperature from the 3-D simulation is significantly lower than the one obtained from the 2-D simulation. This may contribute to the fact that there is more volume for heat diffusion and dissipation in the 3-D simulation. Therefore, in order to predict the temperature in micro-end milling, a 3-D FE simulation may provide a better result.

![Graph showing comparison of tool temperature from 2D and 3D simulations](image)

**Figure 5.7**: Comparison of tool temperature at the tool tip.

Figure 5.8 shows the temperature distribution along the cutting edge. It is interesting that the tool tip is cooler than other sections of cutting edge. This may be a result of heat diffusing and dissipating into the mass of workpiece around the tool tip.
Based on the simulation result, most of the heat generated during the micro-cutting process diffuses and dissipates with the chip (Figure 5.9). Heat also diffuses from workpiece to the tool through the tool-chip contact area. Figure 5.9a shows that only a small area around the cutting edge is in contact with the chip. Therefore, heat flow from chip to tool is quite limited leading to the fact that tool has a lower temperature compared to the chip.

### 3.3 Tool wear comparison

Wear depth values taken from the tool tip area are compared in Figure 5.10. Both 2-D and 3-D simulations gave a similar trend of wear depth. Based on the previous findings in Chapter 4, we have shown that 2-D FE simulation can be used to predict tool wear and tool life. Also the wear prediction obtained from the 3-D FE simulation further confirms the previous finding on the predicted tool wear.
Figure 5.9: Temperature distribution in the chip.

Figure 5.10: Comparison of tool wear depth.
Even though the active cutting edge was subjected to the same cutting distance, the critical point of the milling tool is still at the tool tip. As shown in Figure 5.11 that the tool heavily wears at the tip, thus it will be the first point that falls below the wear criteria. In spite of having a lower temperature, the tool tip still exhibits a maximum wear. This is due to the fact that the tip is subject to a higher contact pressure compared to other part of cutting edge. For a process such as micro-end milling, it could be claimed that the wear at tool tip determines the tool life. Since the critical point of tool wear is at

Figure 5.11: Tool wear distribution along the cutting edge.
the tool tip, the 2-D FE simulation may be recommended over the 3-D FE simulation which takes more computational effort.

4. Tool Wear Effects in Micro-End Milling

Tool wear is a major factor influencing the performance of micro-end milling. However, it is very difficult to investigate its effect experimentally. Therefore, in this study, the influence of tool wear in micro-end milling was investigated using 3-D FE process simulations. Three types of micro-end milling were studied including full-immersion slot micro-end milling, half-immersion down micro-end milling and half-immersion up micro-end milling.

Based on the previous studies (Thepsonthi & Özel 2012b), it was found that tool wear gradually increases the edge radius ($r_\beta$) of the tool. Therefore, to investigate the influence of tool wear in micro-end milling process, three levels of edge radius were employed. The tool edge radius of $r_\beta = 3 \ \mu \text{m}$ represents the unworn tool while the tool edge radius of $r_\beta = 6 \ \mu \text{m}$ and $r_\beta = 12 \ \mu \text{m}$ represent different stages of the worn tools. All simulations were conducted at the spindle speed ($\Omega$) of 16,000 rpm, feed per tooth ($f_z$) of 4.5 $\mu \text{m}$ and axial depth of cut ($a_p$) of 100 $\mu \text{m}$. All process parameters used in the study are shown in Table 5.1.

4.1 Full-immersion slot micro-end milling results

One advantage of 3-D over 2-D simulations is the prediction of chip formation, specifically 3-D chip flow. In the 2-D model chip flow is limited to take place only on X-Y plane resulting in an excessive chip accumulation in front of the tool. With the 3-D simulation, a more realistic chip flow and curling can be predicted. Figure 5.12 shows how the chips were formed during full-immersion slot micro-end milling process using the tools with different edge radii. It can be noticed that chip formation was significantly
influenced by the size of edge radius. At the tool edge radii of $r_\beta = 3 \, \mu m$ and $r_\beta = 6 \, \mu m$, 3-D chip form is a spring type chip with a smaller curl radius. But at the tool edge radius of $r_\beta = 12 \, \mu m$, the chip form becomes C-type chip with a larger curl radius. Analysis of 3-D chip formation can be useful to predict burr formation and to improve the design of tool geometry.

Table 5.1: Process parameters in 3-D FE simulation experiments.

<table>
<thead>
<tr>
<th>Milling process</th>
<th>Full-immersion slot micro-end milling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Half-immersion down micro-end milling</td>
</tr>
<tr>
<td></td>
<td>Half-immersion up micro-end milling</td>
</tr>
<tr>
<td>Workpiece</td>
<td>Ti-6Al-4V</td>
</tr>
<tr>
<td>Cutting tool</td>
<td>Two-flute flat end-mill, uncoated WC/Co</td>
</tr>
<tr>
<td>Tool diameter ($\Phi$)</td>
<td>508 $\mu m$</td>
</tr>
<tr>
<td>Tool helix angle ($\beta$)</td>
<td>30°</td>
</tr>
<tr>
<td>Tool edge radius ($r_\beta$)</td>
<td>3 $\mu m$, 6 $\mu m$, and 12 $\mu m$</td>
</tr>
<tr>
<td>Spindle speed ($\Omega$)</td>
<td>16,000 rpm</td>
</tr>
<tr>
<td>Feed per tooth ($f_z$)</td>
<td>4.5 $\mu m$</td>
</tr>
<tr>
<td>Axial depth of cut ($a_p$)</td>
<td>100 $\mu m$</td>
</tr>
<tr>
<td>Radial depth of cut ($a_e$)</td>
<td>508 $\mu m$, and 254 $\mu m$</td>
</tr>
</tbody>
</table>

Figure 5.13 shows the temperature distribution during micro-end milling at each edge radius size. It can be observed that most of the heat is kept in the chip. This may be due to the intensive plastic deformation which took place in the chip. Also, heat transfer between tool and chip is quite limited due to a small tool-chip contact area. Figure 5.13 also shows that a large tool edge radius generates a higher cutting temperature compared to a small tool edge radius. This may indicate that a larger shear zone resulting from enlarged edge radius which then decreases the shear angle.
Figure 5.12: Predicted 3-D chip formation and chip flow.
Figure 5.13: Predicted temperature distributions.
To investigate the temperature rise in the tool, the temperatures were collected from four different points along the cutting edge then their average values were used. Figure 5.14 shows the rising of average temperature along the cutting edge as the tool cuts through the workpiece. The graph shows that average temperature at the cutting edge increases as the edge radius increases. This implies that tool wear increases the temperature at the cutting zone.

In Figure 5.15, the temperature distributions along the cutting edge are shown. Based on the result, heat is concentrated on the cutting edge where tool and workpiece are in contact. The temperature of the tool is lower than the temperature of the chip. This indicates a limited heat transfer between tool and chip.

**Figure 5.14:** Average temperature along the cutting edge of the micro-end milling tool for three different edge radii.
Figure 5.15: Temperature distribution along the cutting edge for three different edge radii.

The cutting force components, $F_x$, $F_y$, and $F_z$ obtained from the simulations are shown in Figure 5.16. It can be observed that all force components increase with the increasing cutting edge radius. The increase of cutting force may be caused by the increasing rake angle provided by the increasing edge radius. The more negative rake angle results in a larger shear zone which then causes the cutting force to increase.

It can be seen that the cutting force components of $F_x$ and $F_y$ increase approximately around 3 to 5 times as the edge radius increases from $r_\beta = 3 \, \mu m$ to $r_\beta = 12 \, \mu m$. This infers that the worn tool was subject to the cutting forces 3 to 5 times higher than when it started to cut as the unworn tool. This increase in the cutting force can easily lead to a tool breakage or damaging the machined feature or the machined surface. Therefore, in selecting process parameters, one should consider the cutting force as an important factor. The process parameters which may result in higher cutting forces should be avoided.
The average tool wear depth values along the cutting edge were collected. The graph of tool wear depth progression is shown in Figure 5.17. This result shows that the tool wear depth increases as the cutting edge radius increases. Since cutting force and cutting temperature also increase with increasing cutting edge radius, the tool wear depth which is influenced by cutting force and cutting temperature should also increase. In addition, the result indicates that the wear rate is not constant but it accelerates as the tool continuously wears and the tool edge radius increases.
Figure 5.17 Average tool wear depth along the cutting edge for three different edge radii.

Figure 5.18 shows the tool wear depth distribution along the cutting edge. The uniform wear distribution on the cutting edge was obtained from the tools with edge radii of \( r_\beta = 3 \, \mu\text{m} \) and \( r_\beta = 6 \, \mu\text{m} \). This indicates a pure sliding contact between the tool and the workpiece. However, in the case of \( r_\beta = 12 \, \mu\text{m} \) edge radius, there exists an evidence of sticking contact at the middle of cutting edge. The figure of tool wear distribution at \( r_\beta=12 \, \mu\text{m} \) clearly shows that very low wear depth at the middle of the cutting edge exists. This may be caused by the built-up edge (BUE) which creates a zone where the workpiece material sticks to the tool. In addition, this figure also shows that the tool wear is more concentrated on the flank face indicating that there is a high level of contact pressure on the flank face.
Figure 5.18: Tool wear depth distribution along the cutting edge.

4.2 Half-immersion micro-end milling results

In this study, besides the 3-D FE simulation of a full-immersion micro-end milling process \((a_e = 508 \, \mu m)\), the half-immersion milling processes \((a_e = 254 \, \mu m)\) were also investigated using 3-D FE simulations. The goal was to investigate the process performance under two different milling strategies; up milling and down milling. After that, the advantages and the disadvantages of each strategy can be discussed.

In up milling, the feed direction of the cutting tool is opposite to its rotation. The chip thickness starts at zero and increases towards the end of the cut. In down milling, the cutting tool is fed with the direction of rotation. The chip thickness starts at the maximum value and decreases towards zero at the end of the cut. In micro-end milling, there is still no general guideline for choosing a strategy among up milling and down milling strategies.

Figure 5.19 shows the chip formation in half-immersion micro-end milling. In spite of having a different tool engagement, no significant difference in terms of chip formation between up milling and down milling can be observed. The spring type chip
formation can be observed in the cases of \( r_\beta = 3 \, \mu m \) and \( r_\beta = 6 \, \mu m \), while the C-type chip formation can be observed in the case of \( r_\beta = 12 \, \mu m \). This is no different than the full-immersion milling.

**Figure 5.19:** Chip formation in half-immersion micro-end milling (a) up milling, (b) down milling.
The average temperature was taken from the cutting edge to characterize the heat generation during the cutting process. The average tool temperatures along the cutting edge are plotted against the tool rotation angle as shown in Figure 5.20. Based on the graph, the tool with large edge radius tends to have a higher temperature compared to the tool with the smaller edge radius.

![Figure 5.20: Average tool temperatures along the cutting edge in half-immersion micro-end milling.](image)

Figure 5.21 shows the temperature distribution in the tool. It can be seen that the peak temperature is not located at the tool tip but stays above it. This is the same as what was found in full-immersion micro-end milling. Comparison of temperature in half-immersion up and down micro-end milling shows no difference in terms of distribution but shows a difference in terms of maximum temperature.
Figure 5.21: Tool temperatures in half-immersion micro-end milling (a) up milling, (b) down milling cases.

Figure 5.22 shows the cutting force components, $F_x$, $F_y$, and $F_z$ obtained from the simulations. The graphs reveal that increasing edge radius increases cutting forces. This implies that cutting with a worn tool generates a higher cutting force compared to cutting with an unworn tool. In terms of maximum cutting forces, no significant difference between up milling and down milling can be observed.
Figure 5.22: Cutting forces in half-immersion micro-end milling (a) up milling, (b) down milling.

In Figure 5.23, predicted tool wear depths are plotted against tool rotation angle showing the trends of tool wear progression as the tool cuts through the workpiece. In case of half-immersion up micro-end milling, the graph shows a significant increase in tool wear as the edge radius increases. However, for half-immersion down micro-end milling, the increase is not so significant. This may lead to the conclusion that the wear
rate in down milling is constant regardless of the size of the edge radius. In the case of up micro-end milling, the wear rate increases as the edge radius increases.

Based on the information provided by Figure 5.23, two conclusions may be drawn. First, down milling provides more sustainability to the tool since the increase of edge radius does not accelerate the wear rate. This probably makes down milling strategy a first choice when machining a big feature which requires a long lasting tool. Second, the up milling strategy may be more preferred for machining with a short period of time due to the fact that it exhibits a lower wear rate when the tool is unworn.

**Figure 5.23**: Average tool wear depths along the cutting edge in half-immersion micro-end milling with up and down milling strategies.

The area of tool wear in each case is shown in Figure 5.24. It is obvious that tools are worn out only at the edge of the tool. No tool-chip contact has occurred on the rake face thus no crater wear can be detected. Deeper wear can be detected near the flank face.
of the tool rather than the rake face of the tool. More built-up edge (BUE) may be occurred in down micro-end milling.

Figure 5.24: Tool wear depth in half-immersion micro-end milling (a) up milling, (b) down milling strategies.
4.3 Discussions

This study presents 3-D FE based process simulations on micro-end milling of Ti-6Al-4V alloy with uncoated WC/Co micro-end mills. Three types of milling strategies were investigated namely full-immersion slot micro-end milling, half-immersion down micro-end milling and half-immersion up micro-end milling. The results of this study were analyzed in terms of chip formation, tool wear, cutting force, and cutting temperature.

A study on the influence of tool wear to the performance of micro-end milling has pointed out that increasing edge radius \((r_\beta)\) as a result of tool wear significantly decreases the process performance in terms of increasing tool wear, higher cutting forces, and higher cutting temperatures. In micro-machining, the rake angle is normally negative due to relatively large edge radius compared to the uncut-chip thickness. Increase of the edge radius due to tool wear would result in even higher negative rake angles leading to a smaller shear angle and a larger shear zone. Since the shear zone is enlarged, the resistance to the deformation increases significantly. As a result, more force has to be inserted to generate a plastic deformation. This is evident from Figure 5.16 where the cutting force components increase as the edge radius increases. Also, the energy spent in the plastic deformation transforms into heat and rises up the temperature at the cutting zone. Higher temperature observed when machining with a worn tool (See Figures 5.13, 5.14 and 5.15) indicating a higher degree of plastic deformation resulting from a larger shear zone. In short, tool wear increases cutting forces and cutting temperatures through increasing of negative rake angle which enlarges and widens the shear zone.

Beside sliding velocity, contact pressure, and cutting temperature, tool wear rate is also a function of cutting edge radius \((r_\beta)\). The results in Figures 5.17 and 5.18 have
shown that the larger the cutting edge radius, the higher the tool wear rate. Since the tool wear rate increases as the edge radius increases and the edge radius increases due to the tool wear, one may be able to conclude that tool is not constantly wearing but the tool wear is accelerated exponentially. In addition, as the tool wears out and reaches to a certain level, a built up edge (BUE) may begin to occur in order to reduce the influence of higher negative rake angle.

A 3-D chip formation can be predicted using the 3-D FE simulation. Based on the results, the chip form in micro-end milling of Ti-6Al-4V can be separated into two types; spring type and C-type chips. When the edge radius is small ($r_β=3-6$ μm), a spring type chip is formed in which a smaller curl radius occurs. Once the edge radius getting larger ($r_β=12$ μm) due to wear, a C-type chip begins to form. This may be related to the decreasing shear angle which increases the chip thickness. Thick chips tend to have a larger curl radius compared to a thinner chip.

The comparison of up milling and down milling shows a significant difference only in terms of tool wear. Based on Figure 5.23, it can be observed that the tool wear rate in up milling significantly increases as the edge radius increases but the tool wear rate in down milling does not significantly increase as the edge radius increases. This may be due to the fact that, in down milling, tool enters the workpiece at the maximum chip thickness which then easily shears the workpiece and forms a chip. Thus, down milling encounters less ploughing compared to up milling. The ploughing in up milling may increase as the edge radius increases due to a higher negative rake angle and the minimal chip thickness requirement. This may result in the increase of the tool wear rate in up milling.
5. Conclusions

In this study, 3-D FE simulations of micro-end milling have been developed. 3-D FE simulations offer additional analysis capabilities to the 2-D FE simulations. Prediction of 3-D chip formation, 3-D cutting forces, cutting temperature and tool wear distributions along the flutes of the micro-end mill can be investigated. However, to conduct a 3-D FE simulation, more effort has to be made when compared to conducting a 2-D FE simulation. This study has pointed out that the 2-D FE simulation may be adequate for the analysis of cutting force and tool wear. However, the analysis of chip formation and cutting temperature should be done using a 3-D FE simulation. In addition, the study also shows that tool wear decreases the shear angle resulting in increasing cutting forces, cutting temperatures, and tool wear rate.
CHAPTER 6

PROCESS OPTIMIZATION AND DECISION SUPPORT FOR

HIGH PERFORMANCE MICRO-MILLING OF Ti-6Al-4V ALLOYS

1. Introduction

A common problem which manufacturers have to face is determining the suitable process parameters for machining process. Even though this is a common problem, a solution can be very difficult. There are several ways in determining the process parameters. The most common way may be to consult with the tool manufacturer’s handbooks. However, the handbooks just simply recommend a range of process parameters for machining specific type of materials. They never provide any possible outcomes of using those process parameters. Thus in order to obtain the desirable machining outcome, most of the time, the users have to rely on their experience or trial-and-error. In addition, many users tend to use a conservative approach by selecting low levels of process parameters in order to avoid any failure; doing so results in a decrease of productivity.

Similar to any other machining process, determining process parameters in micro-end milling is also very difficult. The tool and feature fragility make the selection of process parameters become much more difficult. An improper selection of the process parameter can result in tool breakage and/or ruin of the part feature. To select the process parameters for micro-end milling, the users have to consider two important limitations which are cutting forces and tool life. Excessive cutting forces in micro-end milling will result in the excessive tool deflection or even tool breakage; small or thin machining
feature can be easily bended or ruined by the excessive cutting forces. Tool life limits the cutting distance that the tool can perform before it is excessively worn; a worn tool directly results in a geometrical error of machined feature. Therefore, it is important to finish the machining before the end of the tool life.

Performing micro-end milling involves selection of process parameters such as cutting speed, feed per tooth and axial depth of cut. Under different circumstances, these process parameters can be varied in order to obtain the optimal process performance. Deciding on the level of these process parameters obviously depends on objectives and constraints of the process. In general, the objectives of the machining process are based on the required product qualities such as surface roughness and burr formation. The constraints in machining process may include machine capability, tool life, maximum cutting force, and maximum cutting temperature.

Since, determining the suitable process parameters in micro-end milling is complex and requires a lot of consideration, a systematic methodology and a decision support system are essentially required. Therefore, in this chapter, an attempt will be made on developing a decision support system which can assists the user in selecting proper process parameters that satisfy the specified process objectives and constraints.

2. Methodology

The data collected from both experiments (Chapter 3) and 2-D finite element based process simulations (Chapter 4) were used as inputs for this study. The data in terms of average surface roughness ($R_a$), total top-burr width ($B_T$), cutting forces ($F_x, F_y$) and tool wear depth ($W$) were mathematically modeled as functions of process parameters (spindle speed, feed per tooth, and axial depth of cut). The average surface roughness ($R_a$) and
total top-burr width ($B_T$) models were used as objectives of the process optimization while cutting forces ($F_x, F_y$) and tool wear depth ($W$) models were used as constraints. Since the optimization involves multiple objectives, the multi-objective particle swarm optimization (MOPSO) was utilized for searching and providing optimal solution sets. The solution sets obtained from the multi-objective optimization can be used to assist the user in selecting the optimum process parameters which can satisfy product requirements and maximize the process performance. Figure 6.1 shows the overview of this approach.

![Flowchart](image)

**Figure 6.1:** An overview of the approach used in this study.

Multi-Objective Particle Swarm Optimization (MOPSO) played a key role in the developed decision support system. Three optimization schemes were developed and tested including constrained multi-objective optimization, unconstrained multi-objective optimization, and weighted sum method based multi-objective optimization. The aim was
to develop a decision support system which is effective and easy to use. Also, the system should allow the transformation of process objectives and constraints (surface roughness, burr formation, tool life, and cutting forces) into working parameters (spindle speed, feed per tooth, and axial depth of cut). Figure 6.2 shows the flow of data in the proposed decision support system.

![Figure 6.2: Input and output of the proposed decision support system.](image)

3. Predictive Models for Surface Roughness and Top-Burr Width

Experiments were conducted in order to collect data for constructing predictive models for average surface roughness ($R_a$) and total top-burr width ($B_T$). These models served as objectives of the process optimization. The experimental setup and methodology were explained in Chapter 2 and Chapter 3. The data obtained from the
experiments were used to construct mathematical models in order to predict the process performances at any combination of process parameters. A well-known method, Response Surface Methodology (RSM), was utilized for this purpose. The second order RSM models for average surface roughness ($R_a$) and total top-burr width ($B_T$) were developed based on the experimental results as shown in Eq. (6.1) and Eq. (6.2). The models are functions of three basic terms consist of spindle speed ($\Omega$), feed per tooth ($f_z$) and axial depth of cut ($a_p$). To measure the accuracy of the models, $R^2(\text{adj})$ were calculated. The $R_a$ and $B_T$ models have the $R^2(\text{adj})$ of 84% and 96.5% respectively which indicate a good fit to the experimental results.

$$R_a = 0.13145 - 0.00065\Omega - 0.04229f_z + 0.00179a_p + 0.00507f_z^2 - 0.00002a_p^2 + 0.00029\Omega f_z + 0.00012f_za_p$$  
Eq. (6.1)

$$B_T = 0.48051 - 0.00139\Omega - 0.04737f_z - 0.00498a_p + 0.00504f_z^2 + 0.00002a_p^2 + 0.00025\Omega f_z$$  
Eq. (6.2)

These models served as the objective functions in the multi-objective optimization. Unfortunately, the current state of FE simulation is not capable of simulating the surface roughness and burr formation; therefore, more expensive experiments had to be conducted in order to obtain the necessary data for constructing these models.
4. Predictive Modeling of Tool Life

Tool life determines how long the tool can be used without causing excessive geometrical error to the machined feature. Determining tool life is very critical in micro-machining since the geometrical tolerance is much smaller compared to the conventional macro-machining. It is very hard to detect tool wear directly while micro-machining is carried out. Two ways to deal with this problem are using an online monitoring system or using a predictive model. In this work, the use of a predictive model for determining tool life based on machining condition is proposed.

To predict tool life, the data obtained from 2-D finite element simulations was utilized. The FE modelling and simulations were explained in Chapter 4. A wear rate model based on the sliding wear proposed by Usui et al. (Usui et al. 1978) has been utilized to predict the wear rate and calculate the wear depth ($W$). In this study, the tool wear data simulated from the FE simulations were used as an alternative to the data obtained from the experiments. The major reasons are the difficulty of accessing the tool wear in micro-scale and the lengthy and costly experimentation to obtain the tool wear data. The results of tool wear depth obtained from the FE simulations are shown in Figure 6.3 The tool wear depths ($W$) at the end of single pass are shown in Table 6.1.
The tool wear depth per pass \((W)\) can be formulated using a multiplicative model as shown in Eq. (6.3), where \(W\) is the tool wear depth per pass \((\text{mm/pass})\) obtained from the FE simulations, \(v_c\), and \(f_z\), are the cutting velocity \((\text{mm/min})\) and feed per tooth \((\text{mm/tooth})\) respectively, \(B, b_0,\) and \(b_1\), are constants and \(\epsilon\) is the random error.

\[
W = B(v_c^{-b_0} f_z^{b_1})\epsilon \quad \text{Eq. (6.3)}
\]
The cutting velocity can be written as a function of spindle speed (Ω) and tool diameter (Ø) as shown in Eq. (6.4), where Ø is in mm and Ω is in rpm.

\[ v_c = \pi \Theta \Omega \]  
Eq. (6.4)

By taking logarithm into Eq. (6.3), we can transform Eq. (6.3) into a linear regression form as shown in Eq. (6.5).

\[ \ln W = \ln B + b_0 \ln v_c + b_1 \ln f_z + \epsilon \]  
Eq. (6.5)

Using least squares method, the constant values \( B, b_0, \) and \( b_1 \) can be calculated as shown in Eq. (6.6)

\[ \ln W = -25.98593 + 1.11519 \ln v_c + 0.50831 \ln f_z \]  
Eq. (6.6)

Finally, the predictive model of average wear depth per pass can be written as shown in Eq. (6.7). The response surface of tool wear depth per pass can be constructed as shown in Figure 6.4.

\[ W = 5.18146 \times 10^{-12} (v_c^{1.11519} f_z^{0.50831}) \]  
Eq. (6.7)
In micro-machining, it is quite necessary to be able to realize that the micro-tool will last without excessive wear or breakage until the end of the operation. Especially in the case of difficult-to-cut material such as Ti-6Al-4V titanium alloy where the micro-tool is worn rapidly, knowing an estimated tool life would be very beneficial. Therefore, it is useful to be able to predict the maximum linear cutting distance and maximum tool life for a single micro-end mill.

In general, the tool life ends when it reaches the maximum allowable wear depth or when it is broken. Considering the maximum allowable wear depth, the maximum linear cutting distance ($L$ in mm) and maximum tool life ($T_{\text{life}}$ in min) can be predicted by Eqs. (6.8) and (6.9) respectively, where $f_z$ is feed per tooth (mm/tooth), $W$ is wear depth per pass (mm/pass), $W_{\text{max}}$ is maximum allowable wear depth per tooth (mm), $v_c$ is cutting...
speed (mm/min), $\varnothing$ is the diameter of the micro-end mill (mm) and $n$ is number of micro-end mill tooth.

\[ L = f_x \frac{W_{\text{max}}}{W} \quad \text{Eq. (6.8)} \]

\[ T_{\text{life}} = \frac{\pi \varnothing W_{\text{max}}}{n v_c} \frac{1}{W} \quad \text{Eq. (6.9)} \]

Figures 6.5 and 6.6 show the predictive maximum linear distance ($L$) and tool life ($T_{\text{life}}$) based on Eqs. (6.8) and Eq. (6.9) at the maximum allowable wear depth per tooth ($W_{\text{max}}$) of 5 µm. Figures 6.7 and 6.8 show the predictive maximum linear distance ($L$) and tool life ($T_{\text{life}}$) based on the setting of the maximum allowable wear depth per tooth ($W_{\text{max}}$).

![3D graph of cutting distance and tool life](image)

**Figure 6.5:** Maximum linear cutting distance ($W_{\text{max}} = 5$ µm).
Figure 6.6: Maximum tool life ($W_{max} = 5 \mu m$).

Figure 6.7: Maximum linear cutting length ($L$) vs. maximum allowable wear depth per tooth ($W_{max}$).
Figure 6.8: Maximum tool life ($T_{life}$) vs. maximum allowable wear depth per tooth ($W_{max}$).

5. Predictive Modeling of Cutting Forces

In micro-end milling, controlling cutting forces is very essential since both tool and workpiece have very low rigidity. Excessive cutting forces can easily break the tool or the machined feature. Therefore, cutting forces should be considered when selecting process parameters. Establishing predictive models for cutting forces would facilitate the parameter selection process.

In this study, predictive modeling of cutting forces was formulated based on the cutting force data obtained from 2-D FE simulations as shown in Figure. 6.9. In order to approximate the cutting forces from the 2-D cutting force simulation data, the differential force components $dF_x$ and $dF_y$ were formulated as a function of tool rotational angle ($\phi$ in
degrees) using six degree polynomial curve fitting. The model can be presented in the form of Eq. (6.10) and the coefficients $a_i$ can be found in Tables 6.2 and 6.3.

$$dF_i(\phi) = a_1\phi + a_2\phi^2 + a_3\phi^3 + a_4\phi^4 + a_5\phi^5 + a_6\phi^6 + \epsilon \quad \text{Eq. (6.10)}$$

By setting $\phi = 0^\circ$ at the tool tip, the integration of force components can be formulated as shown in Eqs. (6.11) and (6.12), where $\theta = \phi - \frac{360a_p}{\pi \phi \tan(90 - \beta)}$. $a_p$ is axial depth of cut (\(\mu\)m), $\beta$ is helix angle of micro-end mill (degrees), $\phi$ is diameter of micro-end mill (\(\mu\)m).

$$F_x(\phi) = \int_0^\phi dF_x(\tau)d\tau \quad \text{Eq. (6.11)}$$

$$F_y(\phi) = \int_0^\phi dF_y(\tau)d\tau \quad \text{Eq. (6.12)}$$

Based on Eq. (6.11) and (6.12), the cutting forces at different axial depth of cut ($a_p$) can be predicted as shown in Figures 6.10 through 6.18. Also, the maximum cutting forces for each micro-machining condition can be obtained as shown in Table 6.4.
Figure 6.9: Cutting forces during single pass: (a) $F_x$, (b) $F_y$. 
Table 6.2: The coefficients of differential force components $dF_x$.

<table>
<thead>
<tr>
<th>$\Omega$ (krpm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>$dF_x(\phi)$ (N/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_1$</td>
<td>$a_2$</td>
</tr>
<tr>
<td>16</td>
<td>-1.768E-2</td>
<td>-4.173E-3</td>
</tr>
<tr>
<td>16</td>
<td>-5.296E-2</td>
<td>-1.705E-2</td>
</tr>
<tr>
<td>32</td>
<td>5.037E-2</td>
<td>-7.977E-3</td>
</tr>
<tr>
<td>32</td>
<td>-4.158E-1</td>
<td>-1.047E-3</td>
</tr>
<tr>
<td>48</td>
<td>-6.388E-2</td>
<td>-8.567E-4</td>
</tr>
<tr>
<td>48</td>
<td>-3.705E-1</td>
<td>-3.757E-3</td>
</tr>
</tbody>
</table>

Table 6.3: The coefficients of differential force components $dF_y$.

<table>
<thead>
<tr>
<th>$\Omega$ (krpm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>$dF_y(\phi)$ (N/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_1$</td>
<td>$a_2$</td>
</tr>
<tr>
<td>16</td>
<td>1.555E-1</td>
<td>-1.174E-3</td>
</tr>
<tr>
<td>16</td>
<td>5.377E-1</td>
<td>-2.033E-2</td>
</tr>
<tr>
<td>16</td>
<td>8.039E-1</td>
<td>-3.590E-2</td>
</tr>
<tr>
<td>32</td>
<td>1.155E-1</td>
<td>2.409E-3</td>
</tr>
<tr>
<td>32</td>
<td>5.407E-1</td>
<td>-2.042E-2</td>
</tr>
<tr>
<td>32</td>
<td>8.026E-1</td>
<td>-3.584E-2</td>
</tr>
<tr>
<td>48</td>
<td>1.807E-1</td>
<td>-2.733E-3</td>
</tr>
<tr>
<td>48</td>
<td>5.463E-1</td>
<td>-2.119E-2</td>
</tr>
</tbody>
</table>
Figure 6.10: Predicted cutting force \((\Omega = 16 \text{ krpm}, f_z=0.5 \mu \text{m/tooth})\).

Figure 6.11: Predicted cutting force \((\Omega = 32 \text{ krpm}, f_z=0.5 \mu \text{m/tooth})\).
Figure 6.12: Predicted cutting force ($\Omega = 48$ krpm, $f_z=0.5$ µm/tooth).

Figure 6.13: Predicted cutting force ($\Omega = 16$ krpm, $f_z=2.5$ µm/tooth).
Figure 6.14: Predicted cutting force ($\Omega = 32 \text{ krpm}, f_z=2.5 \mu\text{m/tooth}$).

Figure 6.15: Predicted cutting force ($\Omega = 48 \text{ krpm}, f_z=2.5 \mu\text{m/tooth}$).
Figure 6.16: Predicted cutting force ($\Omega = 16$ krpm, $f_z=4.5$ $\mu$m/tooth).

Figure 6.17: Predicted cutting force ($\Omega = 32$ krpm, $f_z=4.5$ $\mu$m/tooth).
Figure 6.18: Predicted cutting force ($\Omega = 48 \text{ krpm}, f_z=4.5 \mu\text{m/tooth}$).

Based on the data in Table 6.4, second order RSM models for the maximum cutting forces can be formulated as shown in Eqs. (6.13) and (6.14), where $F_{x_{\max}}$ is the maximum cutting force in X direction and $F_{y_{\max}}$ is the maximum cutting force in Y direction. The significant testing of each term is shown in Tables 6.5 and 6.6.

\[
F_{x_{\max}} = -0.027895 - 0.001235\Omega + 0.097579f_z + 0.007191 -0.019396f_z^2 + 0.001304f_z a_p \\
\text{Eq. (6.13)}
\]

\[
F_{y_{\max}} = 0.057803 - 0.002956\Omega -0.037856f_z + 0.010719a_p + 0.000064\Omega^2 + 0.010474f_z^2 -0.000462 \Omega f_z -0.000031 \Omega a_p + 0.000889f_z a_p \\
\text{Eq. (6.14)}
\]
Table 6.4: Maximum cutting forces predicted for each cutting condition.

<table>
<thead>
<tr>
<th>$\Omega$ (krpm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>$a_p$ (µm)</th>
<th>$F_{x_{max}}$ (N)</th>
<th>$F_{y_{max}}$ (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.5</td>
<td>40</td>
<td>0.307</td>
<td>0.431</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.536</td>
<td>0.754</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.764</td>
<td>1.075</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>40</td>
<td>0.466</td>
<td>0.483</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.814</td>
<td>0.846</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.159</td>
<td>1.207</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>40</td>
<td>0.531</td>
<td>0.592</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.928</td>
<td>1.036</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.321</td>
<td>1.479</td>
</tr>
<tr>
<td>32</td>
<td>0.5</td>
<td>40</td>
<td>0.298</td>
<td>0.414</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.521</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.743</td>
<td>1.032</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>40</td>
<td>0.445</td>
<td>0.455</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.778</td>
<td>0.797</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.108</td>
<td>1.138</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>40</td>
<td>0.506</td>
<td>0.549</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.883</td>
<td>0.961</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.259</td>
<td>1.371</td>
</tr>
<tr>
<td>48</td>
<td>0.5</td>
<td>40</td>
<td>0.297</td>
<td>0.405</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.519</td>
<td>0.708</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>0.740</td>
<td>1.009</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>40</td>
<td>0.441</td>
<td>0.450</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.770</td>
<td>0.788</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.097</td>
<td>1.125</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>40</td>
<td>0.497</td>
<td>0.532</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>0.869</td>
<td>0.931</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>1.239</td>
<td>1.329</td>
</tr>
</tbody>
</table>

Table 6.5: The RSM model for $F_{x_{max}}$

<table>
<thead>
<tr>
<th>Term</th>
<th>Coef</th>
<th>SE Coef</th>
<th>T-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-0.02789</td>
<td>0.02344</td>
<td>-1.19</td>
<td>0.247</td>
</tr>
<tr>
<td>$\Omega$ (krpm)</td>
<td>-0.00123</td>
<td>0.000283</td>
<td>-4.367</td>
<td>0</td>
</tr>
<tr>
<td>$f_z$ (µm/tooth)</td>
<td>0.09757</td>
<td>0.011953</td>
<td>8.164</td>
<td>0</td>
</tr>
<tr>
<td>$a_p$ (µm)</td>
<td>0.00719</td>
<td>0.000276</td>
<td>26.076</td>
<td>0</td>
</tr>
<tr>
<td>$f_z f_z$</td>
<td>-0.01939</td>
<td>0.001959</td>
<td>-9.9</td>
<td>0</td>
</tr>
<tr>
<td>$f_z a_p$</td>
<td>0.00130</td>
<td>0.000092</td>
<td>14.118</td>
<td>0</td>
</tr>
<tr>
<td>$R^2$ (adj)</td>
<td>99.62%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6. A Machining Case Study

In order to test the usefulness of the developed decision support system, a case study in micro-end milling of titanium alloy was designed. The feature is a set of circular thin ribs in a block of Ti-6Al-4V as shown in Figure 6.19. The rib thickness is 75 µm with the height of 500 µm. The toolpath strategy is a counterclockwise circular z-level as illustrated in Figure 6.19. The tools were the same as the previous experiments, two flute micro-end mills with a diameter of \( \varnothing=508 \) µm and a cutting length of \( l_c=762 \) µm from the same manufacturer. To complete a single z-level for this feature, the toolpath requires a cutting distance of \( 2\pi \sum_{n=0}^{7}(0.246 + 0.583n) =114.932 \) mm. Thus, for multi-pass z-levels, the toolpath would require a cutting distance of \( 114.932 \times \left\lfloor \frac{500}{a_p} \right\rfloor \), where \( a_p \) is axial depth of cut (µm).

7. Process Parameters Selection and Optimization

In this study, an effective, systematic approach based on mathematical modeling and multi-objective optimization method was proposed for selection of process parameters. So far, all of the models have been readily developed. The next step is to
utilize the multi-objective optimization method to obtain the optimal solution sets. In this study, the Multi-Objective Particle Swarm Optimization (MOPSO) was selected as a preferred method, since it has many advantages over other optimization methods. It works very efficiently to locate the Pareto front of the multi-objective optimization problems. Also, it is relatively easy to implement and has a few parameters to adjust. The details of MOPSO have been explained in Chapter 2.

Figure 6.19: (a) The micro-end milling geometry and (b) the toolpath tested.
7.1 Unconstrained multi-objective optimization

The optimization of the micro-end milling process parameters can be formulated as an unconstrained bi-objective minimization problem as shown in Eq. (6.15), where $G_1$ and $G_2$ are objective functions which are the average surface roughness model (Eq. 6.1), and the top-burr width model (Eq. 6.2) respectively. In this problem, the solution space was limited by the range of parameters that construct the models.

$$Min \ [G_1(\Omega, f_z, a_p), G_2(\Omega, f_z, a_p)] \quad \text{Eq. (6.15)}$$

After implementing the MOPSO algorithm to minimize the top-burr width and average surface roughness as shown in Eq. (6.15). The results are shown in Figure 6.20. Based on the results, the strong trade-off can be identified which imply that both objectives cannot be achieved simultaneously. Since, there exists a trade-off between surface roughness and burr formation, a sacrifice has to be made. In this study, the burr-free micro-machining is considered more important than the quality of the surface, therefore the process parameters which minimize the burr formation were selected. In this case, $\Omega = 48$ krpm, $f_z=4.2 \ \mu$m/tooth, and $a_p = 100 \ \mu$m were chosen as the optimum process parameters.
Figure 6.20: MOPSO results: (left) objective function space, (right) decision variable space.

The validation test has been conducted; the result is shown in Figure 6.21. The circular thin ribs were successfully fabricated; however, the feature is full of burrs which made it totally unacceptable. Based on the model and optimization, burr formation was supposed to be at the minimum level but the micro-machining test showed otherwise. The causes may be contributed to the fact that the process constraints such as cutting forces and tool life were not considered during the optimization process.

Figure 6.21: The machining result obtained from MOPSO solution.
7.2 Multi-objective optimization using weighted sum method

Since the cutting distance of the tested feature is relatively long, tool wear can have a significant impact on the machining performance. The use of unconstrained multi-objective optimization approach to locate the suitable process parameters may not be satisfactory, since tool wear was not included in the consideration. Therefore, in this approach, tool wear was included as one of the objective functions.

By setting tool wear as one of the objective functions in the unconstrained bi-objective optimization, the optimal solution set can be found as shown in Figures 6.22 and 6.23. In both figures, it can be seen that there was a trade-off between average surface roughness and tool wear depth as well as a trade-off between top-burr formation and tool wear depth. This implies that the set of process parameters which minimize tool wear would result in low performance in terms of surface roughness and top-burr formation. Also, the set of process parameters which minimize tool wear would lead to low productivity.

![Figure 6.22](image)

**Figure 6.22:** Optimal solution for minimization of average surface roughness and tool wear depth: (left) objective function space, (right) decision variable space.
Figure 6.23: Optimal solution for minimization of total top-burr width and tool wear depth: (left) objective function space, (right) decision variable space.

In order to include tool wear into the consideration, the weighted sum method was utilized. The approach was to combine two objective functions into one objective function using weighted sum method. In this case, the average surface roughness model and tool wear depth model were selected due to its low trade-off (see Figure 6.22). The bi-objective minimization problem with weighted sum objective function can be formulated as follow;

\[
\text{Min } [G_1(\Omega, f_z, a_p), G_2(\Omega, f_z, a_p)]
\]

where \( G_1 \) is total top-burr width model (Eq. 6.2), and \( G_2 \) is a weighted sum objective function of average surface roughness and tool wear depth

\[
G_2 = 0.5 \theta_1 W + 0.5 \theta_2 R_d
\]

where \( \theta_i = \frac{1}{Z^N_i - Z^U_i} \) is normalization factor, \( Z^U_i \) is Utopia point, \( Z^N_i \) is Nadir point, \( R_d \) is average surface roughness model (Eq. 6.1) and \( W \) is tool wear depth model (Eq. 6.7)
The result of MOPSO with weighted sum objective is shown in Figure 6.24. The strong trade-off between top-burr formation and weighted sum function of surface roughness and tool wear depth can be observed.

![Graph showing the relationship between R_p and W](image1)

**Figure 6.24:** MOPSO with weighted sum objective: (left) objective function space, (right) decision variable space.

Based on the MOPSO result, the set of process parameters which balance all the objective functions was selected for the verification test. In this case, \( \Omega = 32 \text{ krpm}, f_z = 3 \mu \text{m/tooth}, \text{ and } a_p = 100 \mu \text{m} \) were chosen. The machining test result is shown in Figure 6.25. It can be seen that the quality of the machined feature is not as good as expected; top-burr formation is still severe.
Figure 6.25: The validation test result obtained from MOPSO with weighted sum objective function approach.

7.3 Constrained multi-objective optimization

Based on the previous experiment, it can be hypothesized that tool life and cutting forces may play a very important role in machining performance of Ti-6Al-4V. Therefore, the next approach aimed to include both cutting forces and tool life into consideration, thus the Constrained Multi-Objective Particle Swarm Optimization (CMOPSO) was implemented. The problem was formulated as shown in Eq. (6.18).

\[
\text{Min} \quad [G_1(\Omega, f_z, a_p), G_2(\Omega, f_z, a_p)] \\
\text{s.t.} \quad L(\Omega, f_z) \geq L_{req} \\
F_{x_{max}}(\Omega, f_z, a_p) \leq F_{x_{max,allow}} \\
F_{y_{max}}(\Omega, f_z, a_p) \leq F_{y_{max,allow}} \tag{6.18}
\]

\(G_1\) and \(G_2\) are the same objective functions as before, \(L\) is the maximum linear cutting distance model (Eq. 6.8), \(F_{x_{max}}\) and \(F_{y_{max}}\) are the maximum cutting forces in X and Y directions (Eq. 6.13 and 6.14). \(L_{req}\) is the required cutting distance which is equal
to \(114.932 \times \left[ \frac{500}{a_p} \right] \), \(F_{x_{\text{max,allow}}}\) and \(F_{y_{\text{max,allow}}}\) are the maximum allowable cutting forces in X and Y directions which were set at 1.3 N.

In this study, the penalty function method was selected to handle the constraints. Thus, the reformulation of the objective functions can be written as shown in Eqs. (6.19) and (6.20), where \(p_1\), \(p_2\), and \(p_3\) are the penalty values.

\[
G'_1 = G_1 + p_1(L_{req} - L) + p_2(F_{x_{\text{max}}}) + p_3(F_{y_{\text{max}}}) \tag{6.19}
\]

\[
G'_2 = G_2 + p_1(L_{req} - L) + p_2(F_{x_{\text{max}}}) + p_3(F_{y_{\text{max}}}) \tag{6.20}
\]

After reformulating the objective function, the problem can be solved as an unconstraint multi-optimization problem as shown in Eq. (6.21). The results are shown in Figure 6.26.

\[
Min \left[ G'_1(\Omega, f_z, a_p), G'_2(\Omega, f_z, a_p) \right] \tag{6.21}
\]

**Figure 6.26:** CMOPSO results: (left) objective function space, (right) decision variable space.
The results from CMOPSO are clearly different from the previous results of the unconstrained MOPSO. This indicates the effect of the constraints to this optimization problem. By picking the solution where burr formation is minimized ($\Omega = 16$ krpm, $f_z = 4.2$ µm/tooth and $a_p = 90$ µm), hence as a result, the validation test result shows significant improvement in terms of top-burr formation as shown in Figure 6.27.

![Image](image.png)

**Figure 6.27:** The validation test result obtained from CMOPSO solution.

### 7.4 Adaptive multi-objective optimization approach

In practice, one of the machining strategies is to adjust the process parameters according to the tool engagement. In this tested feature, there are two differences in tool engagement. First one is at the first $z$-level where the tool is on the surface of the feature. Second one is at the consecutive $z$-level where the tool goes deeper into the channel. The different in tool engagement may result in the different chip flow which may consequently affects burr formation. Thus, in this approach, different sets of process parameters were assigned to the different tool engagement. The sets of process parameters were taken from the previous optimization results.
At the first z-level, the process parameters were set at $\Omega = 48$ krpm, $f_z = 4.2$ µm/tooth and $a_p = 100$ µm (see Figure 6.20). The aim was to minimize top-burr formation. At the consecutive z-levels the process parameters were set at $\Omega = 16$ krpm, $f_z = 4.2$ µm/tooth and $a_p = 90$ µm (see Figure 6.26). For this setting, the aim was to minimize burr formation while maintaining cutting forces and tool life to be within the limits. The validation test result is shown in Figure 6.28. It can be seen that the result of this approach was not better than the result from the CMOPSO approach.

**Figure 6.28:** The validation test result obtained from adaptive approach.

8. Discussions

Four optimization approaches were performed in order to locate the optimum process parameters. The machining tests were conducted to validate the selected process parameters which aim to minimize top-burr formation. Table 6.7 summarizes the experiments in this study, showing the approach and its selected process parameters. Approximated top-burr widths were taken from the machined features in order to compare the performance of each approach.
Table 6.7: Results of the optimization studies.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Selected process parameters</th>
<th>Top-burr width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconstrained Multi-Objective Optimization</td>
<td>$\Omega = 48$ krpm, $f_z = 4.2$ $\mu$m/tooth, $a_p = 100$ $\mu$m</td>
<td>&lt;0.5 mm</td>
</tr>
<tr>
<td>Multi-Objective Optimization Using Weighted-Sum Method</td>
<td>$\Omega = 32$ krpm, $f_z = 3$ $\mu$m/tooth, $a_p = 100$ $\mu$m</td>
<td>&lt;0.5 mm</td>
</tr>
<tr>
<td>Constrained Multi-Objective Optimization</td>
<td>$\Omega = 16$ krpm, $f_z = 4.2$ $\mu$m/tooth, $a_p = 90$ $\mu$m</td>
<td>&lt;0.2 mm</td>
</tr>
<tr>
<td>Adaptive Multi-Objective Optimization</td>
<td>First $z$-level: $\Omega = 48$ krpm, $f_z = 4.2$ $\mu$m/tooth, $a_p = 100$ $\mu$m. Consecutive $z$-levels: $\Omega = 16$ krpm, $f_z = 4.2$ $\mu$m/tooth, $a_p = 90$ $\mu$m</td>
<td>&lt;0.3 mm</td>
</tr>
</tbody>
</table>

This study points out the necessity of considering the machining constraints such as maximum cutting force and maximum tool life in the process optimization. It shows that neglecting these constraints can lead to a totally wrong decision causing a poor micro-machining process performance. Besides cutting forces and tool life that were included in this study, estimated cutting temperature is another promising constraint that should be included to improve the machining performance.

The Constrained Multi-Objective Particle Swarm Optimization (CMOPSO) implemented in this study has proven that it is capable of locating the Pareto frontier which is a set of optimal solutions. Making a decision based on this set of solutions can theoretically assure the best possible micro-machining outcome. However, it should be noted that the data that is used to construct the models came from the experiments and FE simulations of a simple shallow slot milling while the implemented feature is a more complicated circular thin rib. The justification behind this is that the utilization of data
from experimentation and simulation of a simple feature is more practical and cost effective.

Comparing the micro-machining results from all four cases, a significant level of burr formation can be observed. In Figures 6.21 and 6.25, burrs are severely formed all over the feature indicating a poor micro-machining performance contributed from the set of process parameters. Therefore, by just selecting the proper process parameters, the micro-machining performance can be enhanced and resultant burr formation is significantly reduced (see Figures 6.27 and 6.28). Nevertheless, the ultimate goal of burr-free micro-machining still has not been achieved. A small degree of burrs is still formed throughout the machined feature (see Figure 6.27). It seems like a burr-free micro-end milling of Ti-6Al-4V may require more than just the optimal process parameters. An improvement in micro-end mill geometry, especially selection of a different helix angle may be necessary. Also, the use of coolant or lubricant may be beneficial.

9. Conclusions

This study has proven the usefulness of having a physics-based support system for decision making in such a difficult micro-manufacturing process, micro-end milling of Ti-6Al-4V alloys. The proposed decision support system based on CMOPSO can successfully guide the user to select the optimal combination of process parameters based on the process requirements and constraints.

This study also shows that FE simulations can be used as a supplement or an alternative to the experiments reducing cost and time for data acquisition in the process optimization. In addition, FE-based simulations are continuously benefiting from the
advances in computer and software technology, making them more and more attractive for process design and optimization.

Based on the micro-machining test, optimal process parameters can assure only a certain level of process performance. In order to make further improvements, other factors such as design of new tool geometry and application of lubrication should be considered as well.
CHAPTER 7
MICRO-END MILLING APPLICATIONS AND TOOLPATH STRATEGIES

1. Introduction

The use of products with micrometer sized components has been rapidly increasing during the last several decades. Miniaturization is now becoming a standard requirement for most product designs in response to the demand in higher mobility, power conservation, accessibility, and cost reduction in many advanced technology products. Examples of these products include electronic devices, sensors, and medical devices.

Precision fabrication of micro features using mechanical micro-machining is very challenging. It requires a lot more than just high precision machine tools and equipment. The machining strategies such as toolpath design, parameter setting, and tool selection are also very important for successful fabrication of micro features. Unfortunately, machining strategies developed specifically for mechanical micro-machining are still very limited. The user still relies on the techniques and strategies used in mechanical macro-machining which sometimes does not work well for the mechanical micro-machining due to several factors discussed earlier.

In the previous chapters, several investigations on the micro-end milling process have been presented; the aim was to optimize and understand the influence of process parameters. The machining experiment was only limited to the simple slot feature due to ease of machining and data collection. Similarly, many investigations conducted by other researcher also limited in their studies to simple geometrical features such as straight

2. Review of Micro-End Milling Applications and Toolpath Strategies

Similar to macro-machining, one very important application of micro-machining is the machining of dies and molds. The small scale of micro-machining allows the precision machining of micro-dies and molds to be realized. Bissacco et al. (Bissacco et al. 2005) have presented the possibility of using micro-end milling process applied to the manufacturing of micro-injection molding mold cavities in hardened tool steel. Fleischer and Kotschenreuther (Fleischer and Kotschenreuther 2007) fabricated a micro-mold for planetary gear wheel components. They have reported the achievable tolerances to be ±2 μm to ±5 μm depending on the material-tool-machine-process combination. Suzuki et al. (Suzuki et al. 2007) developed a technique for machining micro aspheric molds and dies made of ceramics. They develop a special micro-milling tool made of polycrystalline diamond (PCD). Some micro aspheric molding dies made of binderless tungsten carbide were cut with the developed PCD milling tool in the ductile mode. The form accuracies of the micro aspherical mold and the micro lens array mold obtained were less than 100 nm P-V and the surface roughness of 15 nm Rz. Özel and Liu (Özel and Liu 2009) have developed the process planning for micro-end milling of mold cavities in aluminum. In their study, the process parameters for machining micro-pocket such as axial depth of cut
and feed per tooth were studied extensively. These results provide a decision support system for selecting process parameters for rough and finish machining of square pocket micro-mold cavities.

An application of micro-end milling which has been extensively studied is the machining of high aspect ratio thin walls and columns. Several studies concerning thin wall and column milling can be found in literature. Unfortunately, only a few of them focuses on finding the best machining condition to obtain good quality features; most of them simply show the capability to machine very challenging high aspect ratio walls or columns.

Friedrich & Vasile (Friedrich & Vasile 1996) and Friedrich et al. (Friedrich et al. 1997) have demonstrated the usefulness of the micro-end milling process by micro-machining a pattern of exponential spirals with straight radial trench on PMMA (polymethyl methacrylate). They have achieved such thin walls with the minimum thickness of 8 µm and the depth of 62 µm (aspect ratio of almost 8). However, the authors did not point out the relationship between process parameters and workpiece quality.

Bang et al. (Bang et al. 2005) have tested a self-made PC-based 5-axis micro-milling machine. To validate their design, the authors machined several features such as thin walls, high aspect ratio pins, micro impellers and micro blades as shown in Figure 7.1. They succeeded in milling 25 µm x 650 µm walls (corresponding to an aspect ratio of 26) on brass. However, there was no different process parameter set that was investigated and no quality measurements were performed.
Figure 7.1: Micro walls (workpiece material: brass, carbide flat micro-end mill of 200 µm diameter, a spindle speed of 25000 rpm, a cutting depth of 5 µm, and a feed rate of 1 mm/s) machined by Bang et al. (Bang et al. 2005).

Chern et al. (Chern et al. 2007) machined micro thin-walled structures with a thickness of 80, 31 and 5 µm, and a height of 60 µm. A self-fabricated micro-tool was used. It was found that there exists severe deformations on the 5 µm wall which may be caused by some unexpected vibrations occurred and/or lateral bending occurred by cutting forces during micro-machining. However, the micro-machining result of the other two samples was successful (see Figure 7.2).

Li et al. (Li et al. 2010) reported a successful micro-milling of 15 µm thick and 800 µm high micro thin walls (aspect ratio of 54) on Böhler M261 mold steel (see Figure 7.3). Their work is devoted to study the challenges in micro-milling thin walls with high aspect ratio and takes into account the effect on the wall surface of different cutting parameters, milling strategies and tool paths. Finite Element Analysis was used to predict the tool path effect on the machined thin wall flatness. The authors also investigated the
relationship between machining parameters (namely feed per tooth, depth of cut, and width of cut) and cutting forces by means of an analytical cutting force prediction model.

![Image](image1.png)

**Figure 7.2:** Image of micro thin-walled structure machined by Chern et al. (Chern et al. 2007).

![Image](image2.png)

**Figure 7.3:** Micro thin walls (15 µm thick and 0.8 mm high) as machined by Li et al. (Li et al. 2010).

Annoni et al. (Annoni et al. 2013) evaluated the effect of wall thickness, the milling strategy, and toolpaths on the cutting force in 0.4% carbon steel (C40) in thin wall micro-end milling. The authors focused on a feasibility study of using cutting force
to control the quality of machined micro thin wall. In this study, instead of a conventional waterline toolpath strategy, the step support toolpath strategy was applied. The analysis of covariance (ANCOVA) has been used in order to remove the tool wear effect.

Another application of micro-end milling is in prototyping of micro-products. Friedrich (Friedrich 2002) has demonstrated the capability of micro-end milling in rapid fabrication of design prototypes, electroforming molds, and rotary hot embossing masters. Filiz et al. (Filiz et al. 2008) have studied the feasibility of micro-end milling to fabricate micro-scale mechanical attachment components. The particular attachment components were referred to as microbarbs, which include a sharp piercing edge and a re-entrant feature obtained by undercutting. The custom design tools were made for this study. A design of experiments study is conducted on a biocompatible polymer polymethyl methacrylate (PMMA) to investigate the effects of cutting conditions (feed, speed, and axial depth of cut) on micro-milling forces, surface roughness, and burr formation. Moreover, to demonstrate the material capability, microbarbs were also created from other biocompatible materials, including a bioresorbable material polylactic acid (PLA) and fibrin-based plastics, and a non-bioresorbable 304 stainless steel.

3. Micro-Milling of Thin Walls with High Aspect Ratios

One of the general problems encountered in macro-mechanical machining is tool and workpiece deflections. Since mechanical forces are used as a mean to remove unwanted material, the result of reaction forces can cause the tool and workpiece to be deflected. The deflections affect the geometrical accuracy, especially the low rigidity features such as thin walls. Achieving the right profile in low-rigidity parts increasingly depends on the use of optimal cutting strategies and toolpaths in the CAD/CAM
packages. NC program generation for complex surfaces has been well supported by significant developments in toolpath optimization and verification techniques for conventional milling processes (Alting et al. 2003). However, these features in micro-parts are smaller, thinner, narrower, and have higher aspect ratios compared to conventional macro-parts. The small micro-features with very low-rigidity can be easily deflected by small forces applied from the tool during micro-machining. In addition, the elastic recovery of the work material caused by insufficient chip thickness exerted at the tool edge may contribute a surface generation error during the micro-milling process. As a result, obtaining high accuracy and precision in micro-milling is very challenging.

There are several metallic micro-product geometries which are normally consisted of thin wall features; for example, micro-heat-sinks, micro-packages/shells, micro-propellers, micro-structures, micro-dies for electrical discharge machining (EDM) etc. Hence, developing an effective and efficient micro-milling strategy for fabricating metallic thin-featured micro-products would enhance further developments in many micro-applications. Therefore, in this work, the main objective was to develop a robust process for micro-milling of metallic thin-features. The scope of this study was to optimize the process parameters and tool path strategy for micro-milling of metallic thin walls with application in micro-heat-sink fabrication.

3.1 Experimental methodology

The experiments were conducted in two phases. The first phase was to preliminarily determine cutting parameters suitable for micro-machining of micro thin-wall, and the second phase was to investigate the robustness of micro-machining of micro thin-wall. In addition to the experiments, verification of the results was also conducted.
The workpiece material selected for the experiment was brass. A block of workpiece was clamped on the fixture mounted on the table of the inhouse developed 4-axis micro-end milling machine. The tool was mounted directly to the ceramic bearing electrically driven precision spindle (NSK ASTRO-E 800). The air-blow was used to cool the cutting zone and facilitate chips evacuation. Figure 7.4 shows the experimental set-up.

![Figure 7.4: The experimental set-up.](image)

In the first phase, three factors were selected, including milling type (i.e. down/up milling), spindle speed ($\Omega$ in rpm), feed per tooth ($f_z$ in $\mu m$ /tooth) and axial depth of cut ($a_p$ in $\mu m$). The experimental design for the first phase was based on Taguchi L8 orthogonal array designed for four factors with two levels. Table 7.1 shows the experimental condition used in the first phase. The submicron grade solid carbide center cutting end mills from Kyocera with 2 flutes, square end, 0.02” ($\Omega=508\mu m$) diameter,
0.03” ($l_c=762 \mu m$) effective cutting length and 30° helix angle ($\beta$) was used for all experimental runs. The micro thin walls with a thickness of 50 $\mu m$, a height of 762 $\mu m$ and a length of 10 mm were machined using double steps Z-level tool path strategy where the first step provided an allowance of 25 $\mu m$ thick on both sides of the wall then the second step finished to the final thickness. Figure 7.5a illustrates the toolpath strategy used in this experiment. The responses of this experiment were measured in terms of surface roughness ($R_a$) and average wall-thickness error.

**Table 7.1**: Experimental conditions for the first phase.

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Milling type</th>
<th>Spindle speed, $\Omega$ (krpm)</th>
<th>Feed per tooth, $f_z$ ((\mu m/\text{tooth}))</th>
<th>ADOC, $a_p$ ((\mu m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Down milling</td>
<td>25</td>
<td>2</td>
<td>191</td>
</tr>
<tr>
<td>2</td>
<td>Down milling</td>
<td></td>
<td>3</td>
<td>381</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>35</td>
<td>2</td>
<td>381</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>3</td>
<td>191</td>
</tr>
<tr>
<td>5</td>
<td>Up milling</td>
<td>25</td>
<td>2</td>
<td>381</td>
</tr>
<tr>
<td>6</td>
<td>Up milling</td>
<td></td>
<td>3</td>
<td>191</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>35</td>
<td>2</td>
<td>191</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>3</td>
<td>381</td>
</tr>
</tbody>
</table>

The second phase was designed based on the best machining condition obtained from the first phase. In this case, a new experimental design using Taguchi L9
orthogonal array was applied for experiment of four factors with three levels. Table 7.2 shows the Taguchi L9 orthogonal array and the assigned levels. The submicron grade solid carbide center cutting end mills from Kyocera with 2 flutes, square end, 0.02” (Ø=508µm) diameter, 0.06” (l_c=1.524 mm) effective cutting length and 30° helix angle (β) was used for this experiment. In this experiment spindle speed was kept constant at 35,000 rpm and the wall heights were fixed at 1.5 mm. In each experimental set, two replications were performed. The responses of this experimental phase were the quality measurements of the machined thin wall.

**Table 7.2:** Experimental conditions for the second phase.

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Thickness</th>
<th>Strategy</th>
<th>ADOC, ap (µm)</th>
<th>Feed per tooth, fz (µm/tooth)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>double steps Z-level</td>
<td>150</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>single step Z-level</td>
<td>250</td>
<td>1.4</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>Ramp cut</td>
<td>500</td>
<td>2.1</td>
</tr>
<tr>
<td>4</td>
<td>75</td>
<td>double steps Z-level</td>
<td>250</td>
<td>2.1</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>single step Z-level</td>
<td>500</td>
<td>0.7</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>Ramp cut</td>
<td>150</td>
<td>1.4</td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>double steps Z-level</td>
<td>500</td>
<td>1.4</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>single step Z-level</td>
<td>150</td>
<td>2.1</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>Ramp cut</td>
<td>250</td>
<td>0.7</td>
</tr>
</tbody>
</table>
There were three tool path strategies used in the experiment as shown in Figure 7.5. Two main strategies were z-level and ramp cut. The z-level is a toolpath strategy in which the micro-milling is done in layered manner; tool is fed in axial direction (Z-direction) then the milling is carried out until material is completely removed from that layer. In this experiment, there were two approaches in applying the z-level toolpath strategy. The first one is the single step z-level approach in which a thin-wall was milled to the final size in only one step and by using the z-level toolpath strategy. The second one is a double step z-level approach in which a thin-wall was milled with the machining allowance of 25 μm in the first step, then the second step was done to finish to the desired size. The ramp cut is a toolpath strategy in which the milling is done in horizontal and vertical directions simultaneously. In this study, a thin-wall was pre-machined to the allowance of 25 μm by using z-level strategy then the thin wall was ramp cut along the wall length using a defined axial depth cut.

Figure 7.5: Tool path strategies (a) Z-level (b) Ramp cut.
In the second phase the experiment was attempted to create the heat-sink like specimen as shown in Figure 7.6. This specimen mimics the fin type heat-sink consisting of 18 fins. Three fin thicknesses were selected: 25, 50 and 75 µm. Each fin has a width of 1.2 mm and a height of 1.5 mm. The platform size is $5 \times 5.2$ mm$^2$, small enough to be used in many miniature product.

A dimension of the micro thin wall was measured under the microscope; an average of three measurements was used. Surface roughness was measured using Sensofar Neox non-contact optical 3D profiling with a dual core 3D measuring microscope combined with confocal and interferometry capabilities. An average surface roughness was taken from an average of ten measurements and they were taken from ten different locations.

Figure 7.6: Thin-wall array designed for the experiment.
3.2 Results and discussions

The results and discussions are divided into three sections based on the order of the experiments.

3.2.1 First phase

The experimental results measured in terms of average surface roughness ($R_a$) and average wall-thickness error as shown in Table 7.3. The average thicknesses of thin walls were taken from three different locations: top, left and right side of thin walls. The average wall-thickness error was calculated from the difference between the measurement value and the desired wall-thickness (50 µm). The average error was then determined from the average magnitude of those three errors. The surface roughness ($R_a$) was measured from both sides of the thin-wall. The average $R_a$ value was recorded.

Main effect plots of surface roughness and average wall-thickness error are presented in Figures 7.7 and 7.8, respectively. It can be seen clearly that down milling and spindle speed of 35,000 rpm were preferred, since at these levels, surface roughness and wall-thickness errors were both minimum. The trade-off occurred in choosing feed per tooth, since the minimum surface roughness was obtained at 2 µm/tooth, but the minimum wall-thickness error was obtained at 3 µm/tooth. Since, feed per tooth was the most important factor influencing surface roughness, the feed per tooth of less than 2 µm/tooth will be chosen for the next phase. The effect of axial depth of cut was seemingly insignificant.
Table 7.3: The results of the first phase experiments.

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Factors</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Milling type</td>
<td>Ω (krpm)</td>
</tr>
<tr>
<td>1</td>
<td>Down milling</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Up milling</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.7: Main effects plot of surface roughness.
Based on these results, the best condition for achieving minimum surface roughness was down milling strategy with a spindle speed of 35,000 rpm, a feed per tooth of 2 µm/tooth, and an axial depth of cut of 381µm. In terms of average wall-thickness error, the best condition was down milling strategy with a spindle speed of 35,000 rpm, a feed per tooth of 3 µm/tooth, and an axial depth of cut of 191µm.

The negative value of errors indicated that the feature is smaller than the desired feature while the positive value implies otherwise. It could be observed that the geometry of the thin-wall in all experiments had the shape of a trapezoid instead of rectangle as it is supposed to be. The top parts of the walls are smaller than the desired value (50 µm) while the bottom parts are larger. This may be a result of wall deflection.

**3.2.2 Second phase**

In this phase, the design of experiment was based on the preliminary results obtained from the first phase. The purpose of this phase was to optimize both machining parameters and strategy. Also, the attempt was made to find the limitation of micro-milling of thin walls in terms of wall thickness.
Figure 7.9 shows the experimental results of this phase. It can be seen that some of the thin walls are ruined by the excessive micro-milling condition, especially at the small wall thickness (25 and 50 µm). After observation, the ruined walls are machined by the experimental run number 2, 3 and 5 which were having the single Z-level tool path strategy and an axial depth of cut of 500 µm in common. Furthermore, at the wall thickness of 75 µm, most of the thin-walls were machined successfully regardless of the machining condition. Hence, it may be concluded that the micro-milling of brass thin-walls is quite robust to typical machining conditions until the thickness reduces to 75 µm. To further achieve even thinner walls, a specific machining condition needed to be selected.

Since, some of the thin-walls were ruined; the quantitative measurements could not be performed. Therefore, some qualitative measurements were used based on the condition of machined thin-wall. Four number scales and criteria were defined as shown in the Table 7.4 and the measurement results are shown in Table 7.5 for analysis purpose, the main effects plot were created as shown in Figure 7.10.

![Figure 7.9](image-url)  
(a)                                                               (b)  
**Figure 7.9** Experimental results from the second phase (a) replication 1 (b) replication 2.
Table 7.4: The qualitative measurements of thin-wall condition.

<table>
<thead>
<tr>
<th>Score</th>
<th>Wall condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Good; an intact thin wall as desired</td>
</tr>
<tr>
<td>2</td>
<td>Acceptable; a bended or stepped thin wall</td>
</tr>
<tr>
<td>1</td>
<td>Partially failed; partially torn thin wall</td>
</tr>
<tr>
<td>0</td>
<td>Totally failed; totally ruined thin wall</td>
</tr>
</tbody>
</table>

Table 7.5: Qualitative evaluation of thin-wall conditions.

<table>
<thead>
<tr>
<th>Run no.</th>
<th>Thickness (µm)</th>
<th>Toolpath strategy</th>
<th>$a_p$ (µm)</th>
<th>$f_z$ (µm/tooth)</th>
<th>Wall condition</th>
<th>Rep#1</th>
<th>Rep#2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>Double Z-level</td>
<td>150</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>Single Z-level</td>
<td>250</td>
<td>1.4</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>Ramp cut</td>
<td>500</td>
<td>2.1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>Double Z-level</td>
<td>250</td>
<td>2.1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>Single Z-level</td>
<td>500</td>
<td>0.7</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>Ramp cut</td>
<td>150</td>
<td>1.4</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>Double Z-level</td>
<td>500</td>
<td>1.4</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>Single Z-level</td>
<td>150</td>
<td>2.1</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>75</td>
<td>Ramp cut</td>
<td>250</td>
<td>0.7</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Based on the main effects plot, some conclusion can be drawn as following. In terms of toolpath strategy, a significant influence on the success of machining was clearly observed. Double Z-level toolpath strategy had been proven to be the best toolpath strategy for micro-milling of a very thin brass wall. The robustness of micro-milling of 75 µm thin-wall was significantly higher than those of 25 and 50 µm thin walls. Small axial depth of cut was more preferable due to the fact that it produces lower forces. The selected range of feed per tooth showed no significant effect to the success of thin wall machining. Therefore; from the results, the best machining condition was found as double Z-level tool path strategy with an axial depth cut of 150 µm, a feed per tooth of 1.4 µm/tooth, a down milling strategy and a spindle speed of 35,000 rpm.

3.2.3 Verification phase

The information obtained from the previous experiments was condensed and used in identifying the final micro-milling parameters and strategy for machining of micro thin
wall. This condition was expected to yield a high success rate and high quality of the thin wall. Then, the verification test was conducted and investigated.

Figure 7.11 shows the machining steps used in this verification test. **Step 1:** mill the workpiece down to the desired size. **Step 2:** mill the groove which perpendicular to the thin wall face. **Step 3:** using Z-level tool path strategy to rough mill the thin wall leaving the clearance of 25 µm on both sides of the walls. **Step 4:** Finishing using Z-level tool path strategy. Figure 7.12 shows the close-up details of the strategy for machining each individual thin wall. The machining parameters were down milling strategy together with double Z-level tool path strategy, an axial depth cut of 150 µm, a feed per tooth of 1.4 µm/tooth, and a spindle speed of 35,000 rpm. The tool was a solid carbide center cutting end mill with 2 flutes, square end, 0.02” (508 µm) in diameter with 0.06” (1,524 µm) effective cutting length and 30° helix angle.

The results (see Figure 7.13) showed a satisfactory machined thin-wall array. Two out of six of the 25µm thin walls were failed while the rest were intact. From the observation during the machining process, it was concluded that the failure of those two thin walls were caused from large piece of exit burrs which are randomly generated at the end of the thin wall. Unexpectedly, these burrs were along the way of a toolpath causing a cutting situation in the direction perpendicular to the thin wall face. Since the 25µm thin wall has a very low rigidity, a small cutting force against it can easily cause the bending or shearing. In addition, these burrs were as thick as the thin wall itself. Beside the two failures, all thin walls were perfectly machined. From the SEM images (Figure 7.14), micro burr can be observed along all edges of the thin walls; these micro-burrs were
approximately less than 5 \( \mu \text{m} \) thick and less than 30 \( \mu \text{m} \) high. These micro-burrs were forming more during micro-milling of the 25 \( \mu \text{m} \) thin walls.

**Figure 7.11**: Work flow of micro-milling of thin-walls.
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**Figure 7.12:** The machined area for an individual thin wall.

**Figure 7.13:** The image of the thin-wall array from the verification test.

### 3.3 Conclusions

This study has shown the feasibility of using micro-milling to fabricate the brass thin walls having the thickness of a micron scale. With an appropriate machining parameter set, toolpath strategy, and work flow, the thin-wall can be machined successfully down to the thickness of 25 μm. These micro thin-wall arrays can be utilized as a heat-sink for miniature products. In this study, the platform of the 18 fin heat-sink
was only 5×5.2 mm². In short the basic principles of micro-milling such thin walls can be summarized as follow;

- Down milling strategy should be preferred at all times.
- For the finishing, avoid cutting in the direction perpendicular to the wall surface.
- The Z-level toolpath is recommended.
- A clearance of 10-25 µm for the rough cut is recommended.
- Low axial depth of cut and feed per tooth values should be used.
- The design of the toolpaths should be done in a way that entry and exit cuts are minimized to avoid entry and exit burr formulation.

Figure 7.14: SEM images of the thin-wall array.
4. Micro-Milling of Micro-Needle Arrays

Micro-needles are new medical devices with the same purpose of classic hypodermic needles but fabricated on micro-scale often in the form of arrays in various materials. These devices aim to replace the hypodermic needles and consist of a patch with micro-sized needles. These patches generally do not induce pain since these micro-sized needles penetrate into the skin small enough and do not reach pain receptors and they can be applied without the help of a health professional (Henry et al. 1998). The basic premise of painless micro-needles patches is to design micro-needles so small (a length between 0.5-1.5 mm and the diameter should about 100-200 µm) that they cannot reach the dermis layer of human skin and do not agitate pain receptors (Maton et al. 1993). Considering this design requirement and desired shape, micro-needles can be fabricated in metals, silicon or silicon dioxide, polymers and glass. Micro-needles also offer a broad range of advantages when compared with traditional hypodermic needles.

In order to achieve painless and damage-free operation on skin for drug injection and blood extraction, research in transdermal micro-needle array is progressively developed. Several different types of micro-needles e.g. solid (straight, bent, filtered) and hollow have been fabricated. Solid needles could be used to increase drug diffusion rate by using a drug patch. Hollow needles which include tapered and beveled tips allow delivery of microliter quantities of drugs to specific locations in human body. Furthermore, small enough micro-needles could even provide drug administration to individual cells and also open possibilities for stem cell research (Hilt & Peppas 2005). The first micro-needle arrays reported in the literature were etched into a silicon wafer and developed for intracellular delivery in vitro by Hashmi et al. (Hashmi et al. 1995).
These needles were inserted into cells and nematodes to increase molecular uptake and gene transfection. Henry et al. (Henry et al. 1998) conducted studies to determine the feasibility of using micro-needles to improve transdermal drug delivery. An array of solid micro-needles was embedded in cadaver skin, which caused skin permeability to a small model compound. Kaushik et al. (Kaushik et al. 2001) carried out a small trial to determine if micro-needles are perceived as painless by human subjects. Other studies have also reported that micro-needles can be applied to human subjects in a painless manner (Mikszta et al. 2002). One of the problems reported in literature was the breakage of metal needles inside the skin since metal micro-needles were not elastic but rather brittle. Biodegradable polymer micro-needles have recently been introduced and fabricated. The advantage of biodegradable polymer needles is that they can be cost-effectively produced and not to pose a problem of breakage in the skin due to biocompatibility and biodegradability (Park et al. 2005, Smart & Subramanian 2000). Moreover micro-needles out of dissolving polymer that was mixed with a freeze-dried vaccine were proposed (Lee et al. 2008). In addition, coated encapsulated molecules within micro-needles can dissolve in the skin and leave no bio-hazardous waste thereafter (Gill & Prausnitz 2007). Fabrication of biodegradable polymer micro-needles with sharp, beveled or tapered tips is possible by using masking and etching micro-electromechanical-systems (MEMS) processing techniques or within an in situ lens-based lithographic technique. Metallic micro-needles are also produced through electrodeposition and glass micro-needles are fabricated using glass drawn micropipette techniques as reported in literature (Henry et al. 1998). Multi-layer structures for polymeric micro-needles are also proposed (Kuo & Chou 2004). This technique can
fabricate hollow micro-needles with sharp tips and the dimensions of 50 µm and length of 600 µm.

This literature review shows that micro-needles can be fabricated in different ways, with different shapes, materials, dimensions and for different purposes. Very small micro-needles could provide highly targeted drug administration to individual cells. These are capable of very accurate dosing, complex release patterns, local delivery and biological drug stability enhancement by storing in a micro volume that can be precisely controlled. This work aims to investigate the feasibility of directly fabricating micro-needle arrays based patch prototype using micro-milling of polymeric materials.

4.1 Micro-needle array design

There are a number of design parameters for the micro-needle array. These include a basic shape of an individual micro-needle, the height, the base diameter (conical shape) or the base dimension (square based pyramidal shape), horizontal and vertical spaces, and linear or circular array type. The micro-needle shape is defined by considering biomedical needs and the limitation in micro-milling. The micro-needle array based patch has to be made of biocompatible polymer, the needle height must be between \( h=0.6 \) and \( 1.5 \) mm with sizable base dimension for drug storage and the needle tips have to be sharp enough to penetrate easily through the skin but not break inside the skin. The micro-milling process limits are related specifically to these criteria i.e. sharpness and resistance of the tip. Therefore, it was possible to obtain a specific design for micro-needle arrays shown in Figure 7.15 with the geometrical parameters listed in Table 7.6.
Table 7.6: Design parameters for the micro-needle arrays.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape</td>
<td>Pyramid, cone</td>
<td>-</td>
</tr>
<tr>
<td>$h$</td>
<td>Needle height</td>
<td>0.6 - 1.5 mm</td>
</tr>
<tr>
<td>$d$</td>
<td>Base diameter or dimension</td>
<td>0.3 - 0.7 mm</td>
</tr>
<tr>
<td>$a$</td>
<td>Horizontal space</td>
<td>0.5 - 2 mm</td>
</tr>
<tr>
<td>$b$</td>
<td>Vertical space</td>
<td>0.5 - 2 mm</td>
</tr>
<tr>
<td>Array</td>
<td>Linear, Circular</td>
<td>-</td>
</tr>
</tbody>
</table>

4.2 Experimental work

Due to their low thermal conductivity ($k$), polymers can exhibit thermal softening in micro-milling. Hence, a polymer that offers a high melting temperature ($T_m$) and good strength ($UTS$) is suitable for micro-needle array fabrication using micro-milling process (see Table 7.7). Among those polymers, polymethyl methacrylate (PMMA) has been selected as prototype material due to its favorable thermal and mechanical properties.
Table 7.7: Thermal and mechanical properties of some polymers.

<table>
<thead>
<tr>
<th>Polymer</th>
<th>$T_m$ [°C]</th>
<th>$k$ [W/m-K]</th>
<th>$UTS$ [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMMA</td>
<td>230</td>
<td>0.187 - 0.216</td>
<td>50-80</td>
</tr>
<tr>
<td>ABS</td>
<td>105</td>
<td>0.128 - 0.200</td>
<td>40-60</td>
</tr>
<tr>
<td>PEEK</td>
<td>343</td>
<td>0.240 - 0.300</td>
<td>90-100</td>
</tr>
<tr>
<td>PC</td>
<td>300</td>
<td>0.195 - 0.21</td>
<td>65-75</td>
</tr>
</tbody>
</table>

An experimental set-up for micro-milling of polymers has been prepared as shown in Figure 7.16. In this experimental set-up, a 3-axis positioning stage driven by a computer numerical control (CNC) system that accepts standard part programming codes (G codes) was utilized. An electrically driven precision spindle (NSK ASTRO-E800) with ceramic bearings and with a spindle speed of up to 80 krpm was employed. An engraving type micro-tool with a straight cutting edge was installed to the spindle using a precision collet for tool overhanging distance of about 15 mm. A rectangular PMMA based acrylic workpiece was clamped on the fixture mounted by using a precision mini-vise on the positioning stage table of this in-house developed versatile micro-milling machine. The workpiece surface was segmented by using a larger diameter flat-end mill to the desired size for the micro-needle array base. In addition, an air cooling system was employed by using a nozzle to cool down the temperature in the polymer being processes and also to blow polymeric chips and debris away.
As mentioned before, a single flute straight cutting edge tungsten carbide engraving type tool was selected as the micro-milling tool. This tool enabled fabrication of micro-needle features as a negative geometry of the tool tip after the material removal process. The characteristics of the tool geometry and geometrical parameters are given in Table 7.8. The tool tip had a flat bottom with a width of 0.298 mm. That assured creating a distance between the base features of the individual micro-needles. Depending on the axial depth of cut ($a_p$) taken during the micro-milling, this distance between the micro-needles within an array can be controlled using geometric parameters $a$ and $b$.

**Table 7.8:** Geometrical parameters for the engraving type micro-tool.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shank diameter</td>
<td>3.1750 mm (1/8 inches)</td>
</tr>
<tr>
<td>Tip width</td>
<td>0.2980 mm</td>
</tr>
<tr>
<td>Tip length</td>
<td>7.4000 mm</td>
</tr>
<tr>
<td>Cutter angle</td>
<td>22.0013°</td>
</tr>
<tr>
<td>Cutting length</td>
<td>2.7420 mm</td>
</tr>
<tr>
<td>Overall tool length</td>
<td>57.4000 mm</td>
</tr>
<tr>
<td>Aspect Ratio l/d</td>
<td>24.8322</td>
</tr>
</tbody>
</table>
A CAD model for the micro-needle array was developed to realize the overall geometry and understand some challenges in machining these geometries using the micro-milling process. Furthermore this model was utilized as a reference to generate toolpaths and related CNC part programming.

4.2.1 Fabrication of pyramidal micro-needle arrays

The micro-needle array that consists of a basic pyramid shape with a square base was designed as *pyramidal micro-needle array* and fabricated in PMMA polymer. The toolpath strategy that was utilized for this geometry is shown in Figure 7.17. This strategy consisted of a zig-zag toolpath with a stepover distance (essentially the distance between the centers of individual micro-needles) on the longitudinal direction followed by the same zig-zag toolpath in the transversal direction. The needles fabricated were $h=2 \text{ mm}$-tall, the base was a square with $0.7775 \text{ mm}$ side length, and the micro-needle tips were $a=b=0.9075 \text{ mm}$ apart from each other. In this case the array has 25 individual micro-needles arranged in 5 rows and 5 columns (5x5). Therefore the workpiece has overall dimensions of $5.426\text{mm x 5.426mm x 5mm}$ including the base. Figure 7.17 shows the different steps during the experiment and the resultant profiles, where the green star and the red star are the starting and the ending points on the same z-level toolpath. The tool reaches to a deeper z-level as the color used for the toolpath in Figure 7.17 turns from “yellow” to “red”.
Figure 7.17: Toolpath strategy for the pyramidal micro-needle array.

This approach was found to be problematic after the experiment. The tips of the pyramidal shape micro-needles were not sharp enough because of bending occurred during the last several passes of the micro-milling toolpath. The situation was improved by modifying the toolpath strategy and the micro-needle geometry. In order to avoid the aforementioned problem, a new toolpath strategy (“S” type toolpaths) as shown in Figure 7.18 was adopted. In this case, micro-needle tips were sharper but some of them were broken during the last few passes of the micro-milling toolpath. All the dimensions were kept the same as in the previous experiment.
4.2.2 Fabrication of conical micro-needle arrays

The micro-needle array that consists of a basic conical shape with a circular base was also designed as *conical micro-needle array* and fabricated in PMMA polymer. This prototype provided a new shape for the needles and, related to this, a new tool path strategy was generated. These micro-needles were cone-shaped and arranged in 5 rows and 5 columns (5x5) amounting to a total of 25 micro-needles on the array as shown in Figure 7.19. The cone-shaped micro-needles were $h=2$ mm-tall and the base radius was...
0.382mm. The workpiece had dimensions of 5.426mm x 5.426mm x 5 mm including the base. The toolpath strategy adopted for the conical micro-needle array is shown in Figure 7.19. Same z-level increment of \( a_p = 0.1 \) mm was used. As it can be seen in Figure 7.19, the cone-shaped micro-needles are sharper and well-shaped than the pyramidal ones but also in this case micro-needle tips were deflected during the last few passes of the micro-milling operation.

![Toolpath strategy for the conical micro-needle array.](image)

**Figure 7.19:** Toolpath strategy for the conical micro-needle array.

To improve the micro-needle tip strength and reduce the aspect ratio, a *dwarf* conical micro-needle array design was introduced and a different toolpath strategy was adopted. In this case, the micro-needle array was designed with a larger space between each micro-needle and with shorter needle heights (see Figure 7.20). This prototype has a
total of 16 micro-needles placed in 4 rows and 4 columns (4x4). The needles were only \( h=1 \) mm tall in order to obtain higher stiffness and lower tip deflection. The base radius of micro-needles was 0.180 mm and the distance between the tips was \( a=b=1.420 \) mm. The tool path strategy was changing at every \( z \)-level increment (\( a_p=0.1 \) mm). The idea was to start micro-milling the tips of the needles in order to obtain sharper tips and not letting them to be tall and thin (slender) to avoid deflections. In the generated toolpaths, the radius of the circular movement to obtain the cones was increased at every \( z \)-level increment. Before starting with this step, a roughing operation was performed to avoid breaking the micro-tool and overheating/melting/smearing problems. The roughing operation was performed using a flat end-milling tool with the toolpath strategy (step A) given in Figure 7.20.

**Figure 7.20:** Toolpath strategy for the dwarf conical micro-needle array.
4.3 Experimental results

As it can be seen from the toolpath strategies described here, these different micro-needle array prototypes result in different total processing times. Beginning with the first prototype the processing times are increased due to a longer toolpath design. The quality of the prototype was increased in every experiment, starting from the first attempt (a good shape was obtained but burr formation and chip melting has occurred concurrently), until the last prototype fabricated which was completely burr-free and composed of the shapes desired for the micro-needle array (see Figure 7.21).

Figure 7.21: Fabricated conical micro-needle arrays.
4.4 Conclusions

In this study, micro-needle array based patch prototypes were developed using micro-milling technology. Beginning with a simple idea, the prototype was improved in shape, toolpath strategy, dimensions, and micro-milling conditions in order to obtain the most satisfactory micro-needles patch prototype. The problems experienced during these experiments were mainly related to the tiny dimensions of the needles and the micro-machining of the PMMA polymer, specially the heat generation problem. These problems were solved by modifying machining strategies, toolpaths and micro-milling process parameters.
CHAPTER 8
CONTRIBUTIONS AND FUTURE WORK

The overall content of this dissertation focuses on the investigations of micro-end milling process. The research work includes modeling and optimization of micro-end milling process, performance studies for cBN coated WC/Co micro-end mill, FE modeling and simulation of micro-end milling process, micro-end milling applications and toolpath strategies, derivation of a predictive model for tool life and development of a decision support system. Main contributions of this study can be listed as follows:

1. Sensor-assisted monitoring and optimization of process parameters (Chapter 2)
   - This study pointed out the feasibility of using acoustic emission (AE) signal to monitor the process conditions and resultant surface generation in micro-end milling. It has been shown that the AE signal waveform responds precisely to most changes in process parameters and surface conditions (Thepsonthi & Özel 2010).
   - The developed multi-objective process optimization scheme based on the response surface methodology (RSM) and multi-objective particle swarm optimization (MOPSO) has proven to be useful in supporting the decision making in micro-end milling process. The concept of this method can be generalized and utilized for use in many applications (Thepsonthi & Özel 2011, 2012).

2. Micro-end milling with uncoated and cBN coated tools (Chapter 3)
The advantages and disadvantages of using cBN coated WC/Co micro-end mill have been studied and reported. The major advantage of cBN coated tool is the improvement of tool life. However, the drawback of using cBN coated tool is that it increases top-burr formation (Özel et al. 2011a, 2011b).

The optimal machining condition for micro-end milling of Ti-6Al-4V using both uncoated and cBN coated tools was reported. The multi-objective optimization was performed. Also, the influences of process parameters were extensively discussed. This can be used as a guideline for industry in selecting proper process parameters that yield to desired outcomes (Özel et al. 2011a, 2011b).

3. Finite element modeling and process simulations (Chapter 4)

The study has shown that 2-D FE modeling and process simulations can be utilized to support the experimental study of cBN coated WC/Co micro-end mill. The 2-D FE model also proved to be accurate in predicting the tool wear rate in micro-end milling (Thepsonthi & Özel 2012, 2013a).

This work illustrated advantages and disadvantages of using elasto-viscoplastic material assumption over viscoplastic material assumption in FE modeling and process simulation of micro-end milling of Ti-6Al-4V. The results showed that the elasto-viscoplastic model provided an accurate chip formation while taking enormously more computation time (Thepsonthi & Özel 2013b).

4. 3-D finite element modeling and simulation of micro-end milling (Chapter 5)
• Micro-end milling is an oblique cutting process. To be able to capture the physical behavior of the process, the 3-D FE simulation is necessary. However, the 3-D FE simulation for micro-end milling has never been developed before. In this study, the 3-D FE model was developed and used in predicting the micro-end milling performance. In addition, a comparison of 3-D and 2-D FE process simulation was conducted (Thepsonthi & Özel 2013c).

• The investigations of micro-end milling process under the influence of tool wear were conducted using the developed 3-D FE simulations. The result revealed the significant impact of tool wear in reducing the process performance.

5. Process optimization and decision support for high performance micro-milling of Ti-6Al-4V alloys

• In this study, tool wear and tool life models were developed based on the data obtained from 2-D FE process simulations (Thepsonthi & Özel 2014).

• Instead of making decision based on experience or trial-and-error, this study provided a guideline for developing a decision support system for process optimization in micro-end milling of Ti-6Al-4V. Based on the experimental results, significant improvements in terms of process performance can be achieved when using the set of process parameters obtained from decision support system (Thepsonthi & Özel 2014).

6. Micro-end milling applications and toolpath strategy investigations (Chapter 7)

• Micro-machining of micro thin wall is very challenging. It requires a good control over process parameters and toolpath strategy. In this work, the
optimization of process parameters and toolpath strategy for micro-end milling of micro thin wall was conducted. The result was a successful fabrication of micro thin walls down to 25 µm (Agirre et al. 2012).

- The new medical device, micro-needles, which can painlessly pierce through the human skin, was introduced to the medical world. In this work, the polymeric prototypes of micro-needle arrays were designed and fabricated using micro-end milling process with an engraving tool. The quality of the fabricated micro-needles array was satisfactory proving the feasibility of using micro-end milling to fabricate the micro-needles (Thepsonthi et al. 2012c).

Based on aforementioned contributions of this dissertation, some possible future directions can be listed as follows.

1. Based on the findings in Chapter 2, the pattern of Acoustic Emission (AE) signal can be related to the workpiece surface generation. Thus, the AE signal which has been used in on-line monitoring of tool condition can also be used in monitoring of surface generation. The development of an on-line monitoring system which can monitor both tool condition and surface generation simultaneously would be very beneficial for micro-machining.

2. The use of 3-D FE models to simulate micro-end milling process in this work has proven to be successful. Cutting forces, cutting temperature, tool wear and chip formation can be obtained from the simulation. However, burr formation and surface generation still cannot be obtained using the developed 3-D FE model. The further development of 3-D FE process simulation should focus on including the capability of predicting burr formation and surface generation. If this can be achieved, the 3-D
FE process simulation can be used to replace the physical experiments which are costly and time consuming.

3. The developed FE models in this study were based on the assumption that material is homogeneous and isotropic which might not be very accurate for the case of micro-machining process. The further improvement in material model could be done by considering the micro-structure of material. This improvement may make the FE simulations become more realistic.

4. The decision support system for high performance micro-end milling which was discussed in Chapter 6 can be improved by adding other constraints into the optimization scheme. Cutting temperature is one of the interesting constraints in micro-machining especially for micro-machining of polymers. Since, heat has significantly impact on chip and burr formation, controlling of cutting temperature may improve the process performance.

5. In this study, data were obtained from two main sources, experiments and FE simulations. However, it is possible to obtain some data using mechanistic models. Based on the literature, some mechanistic models have already been developed for prediction of cutting forces and surface roughness in micro-end milling.

6. Beside Particle Swarm Optimization (PSO), other optimization techniques such as Genetic Algorithm (GA) and Simulated Annealing (SA) can also be implemented and compared.

7. The FE simulation in micro-end milling can be expanded to the study of surface integrity such as residual stress, microstructure alteration, micro-hardness change, etc.
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