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ABSTRACT OF THE DISSERTATION 

 

Modeling the Effects of the Two Stochastic-Processes on the Reliability and 

Maintenance of k -out-of-n  Surveillance Systems 

 By YAO ZHANG  

 

Dissertation Director:  

Dr. Hoang Pham 

 

Surveillance systems, including security cameras, have been widely used to monitor 

some critical processes and enhance the safety-security level of high-risk large-scale 

security systems. The failure of these systems should be analyzed and associated with the 

intrusion/incident arrival process in order to achieve a comprehensive representation of 

the system outcomes. This thesis aims to model the effects of the two stochastic 

processes on the reliability modeling of the surveillance systems. The two processes are: 

(1) the traditional system failure process (first process) and (2) the intrusion/incident 

arrival process or the demand process (second process). 

In this research we develop reliability models with considerations of the two stochastic-

processes for the k -out-of-n  surveillance systems. The first model considers the 

undetectable failures of each subsystem along with the random environmental factors, the 

skill factor of the intruders to avoid detection, and a periodic inspection maintenance 

aspect. The second model includes both the detectable and undetectable failure modes for 



 

 

iii 

 

the subsystems. The reliability of the system is derived with a consideration of an 

opportunistic maintenance policy. Numerical examples are given to demonstrate the 

validity of the modeling and the sensitivity of various model parameters. 

We also develop a cost model with considerations of both the detectable and undetectable 

failure modes for the subsystems. We then obtain the opportunistic maintenance policy 

that minimizes the total system cost based on the second model. We also extend the 

second reliability model by considering the fail-safe error for each subsystem in the two-

process modeling of the k -out-of-n  surveillance systems. Numerical examples are 

discussed to illustrate the model developments and results. 
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Chapter 1  
 

Introduction 

 

The application of surveillance systems is a great enhancement of security level to the 

monitored area by providing important reference for the security teams to make prompt 

actions against threats or incidents. The US government spent billions of dollars on 

installation of surveillance cameras to protect citizens from crime [1]. The widespread 

implementation of the surveillance cameras significantly deters criminal behavior and 

reduces vandalism to agency property. With the rapid progress in automated control, 

image processing and high performance computing, the surveillance system become 

more and more capable of providing comprehensive information on the protected area [2].  

Since the wide implementation of the surveillance systems and the fact that either failure 

or deterioration in performance of the system may result in severe damage to the 

protected facility, the reliability estimation of the system and inspection or maintenance 

scheduling is worth receiving serious attention [3]. Two incidents are discussed briefly 

here just to emphasize the importance of modeling and scheduling for the surveillance 

systems. On January 3
rd

, 2010, the Newark Liberty International Airport had a security 

breach that one man reached the secure sterile area through a checkpoint exit without 

being screened by airport security [4]. Due to the breakdown of the surveillance 

recording system, the airport authority failed to identify the inadvertent intruder until they 

got the footage from the redundant cameras two hours later. The incident caused hours of 

delay in flights and thousands of passengers to be rescreened before boarding. The 

second example is the incident occurred on August 13, 2012. A man ran out of gas of his 

jet ski at Jamaica Bay in New York. He climbed the 8-foot-high perimeter fence and 
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walked across the two runways seeking for help, without being detected by the perimeter 

intrusion detection system (PIDS), which should be given out series of warnings under 

the circumstance [5]. Those lessons raise the questions about how reliable of such 

security detection systems and the requirements of comprehensive model for assessing 

the reliability of those critical systems in general. To design reliability model and 

maintenance schedules for the surveillance systems subject to environmental factors, 

several aspects such as the intrusion/incident process and multiple subsystem failure 

modes are critical to be considered in the modeling.  

 

1.1 Consideration of Multi-Unit Multi-State Systems 

Adding redundancy is one of the most widely used approaches to enhance the reliability 

of the system. The application of k -out-of-n  systems receives a lot of attention in the 

literature for its generality and simplicity to evaluate the reliability. Hence it is selected in 

the modeling of the surveillance systems. The subsystems in the system usually have 

certain type of mechanism to examine the performance of the unit so that a portion of the 

failures can be detected. Thus both detectable and undetectable failures are possible for 

the unit of the system. Automatic scene classification has been developed for years in 

order to use computer to extract information from surveillance videos to detect potential 

threats [6]. Since the pattern recognition technique is never perfect, each subsystem can 

either fail to detect an upcoming threat or falsely report a threat that does not exist. In 

summary, considering the units with multiple failure mechanism is necessary for a 

realistic surveillance system modeling.  
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1.2 Consideration of Multi-Process Models 

For most reliability modeling, only the system operating process is taken into 

consideration. However, for the surveillance redundant system, its goal is to monitor and 

record actions of incidents or attacks. Ideally, the system is only required to be available 

at the time point when the attack occurred and perhaps can fail for some other time. 

Although it is not possible for the ideal case because of the random nature of the arrival 

of attacks, consider the following scenario: the system may have already failed; however, 

it reaches maintenance point without encountering any incident. This case may still be 

considered as “soft-failure” since no incident has taken the chance of the surveillance 

system failure to produce real damage to the area. If ignoring the intrusion/incident 

arrival process, it will result in more frequent maintenance action than necessary, which 

is always associate with increment of system down time and restore cost.  

 

1.3 Consideration of Appropriate Maintenance Schedules for Multi-Unit Systems 

For multi-unit systems, it is typical that there exists dependency between subsystems, 

such as economic dependence, failure dependence and structural dependence [7]. The 

maintenance strategy defers from the ones for single unit systems, as that the failure of 

one subsystem provides the opportunity to maintenance other subsystems in the system as 

well. On the one hand, if the failure status of the individual unit is not available, the only 

possible rule that can be applied is the periodic inspection. The policy requires that the 

system to be repeatedly inspected in scheduled checking time points. Once the failures 

are detected, they are fixed right after the successful inspection. On the other hand, if the 

failure status of the individual unit is available, some failures in the system can be held 
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until the pre-determined number of failures has been accumulated in the system to 

perform the maintenance. For both cases, the preventive maintenance on the working 

subsystems can also be carried out at the same time to further enhance the performance of 

the entire system.  

 

1.4 Consideration of Maintenance Optimization 

The maintenance policy for multi-unit systems aims to reduce the cost by grouping the 

maintenance action of multiple units together instead of determining the optimal time 

point for each individual unit for service. It will sacrifice with higher risks in the system 

by leaving failures in the system, in order to achieve overall economic benefits. Once the 

costs of different system outcome are determined, the optimal maintenance parameters 

can be achieved by balancing the system requirements and resources available in hand. 

 

1.5 Overview of the Thesis 

The thesis is organized as the following. In Chapter 1, a general introduction on the needs 

of the reliability modeling and maintenance schedule of the surveillance systems is given. 

In Chapter 2, the literature review on different aspects that is considered in the modeling 

is presented, including multi-unit, multi-state and multi-process system reliability 

modeling, along with the maintenance schedule for system with multi-units and 

undetectable failure mechanism. In Chapter 3, the objectives of the research and the 

logics between different developed models are discussed. In Chapter 4, a reliability 

model considering both the unit failure and intrusion/attack process is first introduced, 

with relatively simple assumption of two-state units and periodic perfect maintenance 
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rule. In Chapter 5, the modeling extends to the system with components that have both 

detectable and undetectable failure modes. In Chapter 6, the cost model to obtain the 

optimal maintenance parameters based on the system model in Chapter 5 are developed. 

In Chapter 7, the full model that includes all 4 types of failure modes for each sensor for 

the surveillance system is derived. Comparisons between all purposed models are given 

to demonstrate that the models in Chapter 4 and 5 are special cases of the model in 

Chapter 7. Chapter 8 presents the conclusion of this research and discusses potential 

future research problems. 
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Chapter 2  
 

Literature Review 

 

In this thesis work, several reliability models and the maintenance scheduling for the 

surveillance systems have been developed. The models have considered k -out-of-n  

system structure with sensors having multiple states, especially the undetectable failure 

mode. Since the surveillance systems are used to monitor some critical areas and 

environments, the demand process that describes the arrival of intrusion to the protected 

area is also taken into consideration. Finally, for multi-unit systems, the economic and 

failure dependence between components in maintenance is addressed in the modeling 

because it is a more realistic assumption. In summary, the modeling of the surveillance 

systems considers the following three aspects: multi-unit multi-state system configuration, 

two dependent processes and the opportunistic maintenance policies. The first section of 

the literature review focuses on the existed works on surveillance system modeling, 

including the topics on sensor placement, intelligent surveillance system design and 

attack-defense models. The second part summarizes the traditional reliability modeling, 

including multi-unit multi-state systems and maintenance scheduling. The last section 

discusses the reliability models considering multiple dependent processes, which is the 

main topic directly linked to this research. 

 

2.1 Surveillance System Design and Modeling 

The modeling of the surveillance systems receives wide attention by multiple areas of 

researchers over the years. Many efforts are dedicated in searching ways to build 

functional, cost-effective, automated surveillance systems with consideration of 
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interactions between the systems and their adversaries (either making effort to avoid 

detection or sabotage the system units). Three distinguish categories are discussed in this 

section. They are sensor placement and coverage models, intelligent video surveillance 

systems and attack-defense models.  

 

2.1.1 Sensor Placement and Coverage Models 

One of the designs of surveillance system problems that receive the most attention from 

the research communities is the sensor deployment problem. Given the geometric layout 

of the facility that needs surveillance coverage, a designer of the system needs to 

determine the types, number of sensors required and the locations of the sensors to meet 

the safety specification. This sub-section reviews selected works discussing about ways 

to quantify the performance of the surveillance system and models for the sensor 

deployment problem. Generally these models are computationally complex to solve. 

Many approximation models and heuristic search algorithms are developed to solve the 

optimal deployment problem more efficiently. 

Bai et al. [8] design a surveillance system detecting intruders of an empty area using two 

types of sensors to enhance the performance. The first type of sensor applied is the 

ultrasonic sensor detects a moving object when the signal of the ultrasonic from the 

transmitter to the receiver is cut off. The second type of sensor is the Pyroelectric Infrared 

sensor that is used to detect the environment temperature change. A majority voting 

algorithm is used to interpret the conflict signals between multiple sensors.  

Zhao et al. [9] propose a general visibility model as a flexible sensor planning framework. 

The designed model takes the self and mutual occlusion of the objects in the surveillance 
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area into consideration. It can be used to search optimal sensor placement in an arbitrary-

shape 3-D structure. The optimizer in the model tries to maximize the system 

performance and minimize the cost of the system at the same time using a greedy search 

via binary integer programming. 

The above proposed binary integer programming model has a high computational 

complexity. Zhao extends the research in his dissertation [10] by comparing multiple 

approximation algorithms such as simulated annealing and semi-definite program to 

simplify the sensor planning model. The author further investigates the geometric fusion 

of the object information observed from different sensors in the surveillance network in 

order to improve the human body segmentation accuracy in the surveillance scene and 

generate better views of the object with the collected information in real time. 

Dhillon and Chakrabarty [11] propose a probabilistic optimization framework for sensor 

placement under the constraint of sufficient coverage. The optimizer minimizes the 

number of sensors deployed while maintaining desired coverage level of the monitored 

area. To reduce the number of sensors in the network also indicates the reduction of the 

transmission of data and power consumptions, along with low initial investment of the 

system. The model considers the nature of the terrain, such as the obstacles blocking the 

sight of the cameras and the preferential coverage of different locations. It also considers 

the imprecise detection of each sensor and different sensor capabilities. 

Wang et al. [12] present a wireless sensor network configuration model that is flexible to 

provide different degrees of coverage options based on system requirements. The 

applicable system of the model should have high node density so that many sensors can 

be scheduled with sleep intervals and are not required to work continuously to conserve 
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energy. For wireless sensor network, connectivity means that all the sensors are able to 

communicate with every other sensor in the network. In other words, the graph of the 

working nodes should not be broken into isolated pieces. The model needs to maintain 

the connectivity of the network in addition to satisfying the coverage requirements when 

deciding which sensors are selected to provide continuous service. 

Zou and Chakrabarty [13] develop a virtual force metric to describe the geometric 

relationship between multiple sensors. The metric is applied to aim the deployment 

adjustment to enhance coverage after initial random deployment of multiple sensors that 

is practical in military applications (throwing the sensors in the field). The virtual force 

metric defines an attractive force if the distance between the two sensors is longer than 

twice the radius of the sensor coverage. A repulsive force is defined by contraries. The 

total force on each sensor provides the adjustment direction and distance. Hence the final 

deployment is more uniform and provides better coverage compared to the initial random 

scattering. 

Krishnamachari and Iyengar [14] develop two distributed Bayesian algorithms to 

distinguish false alarms from real event detection for a wireless sensor network. 

Intuitively, if a real event occurs in a region, the sensor detections are likely to have 

agreements with neighbours. On the contrary, a false alarm appears more randomly. The 

designed approaches use randomized decision scheme and threshold decision scheme of 

the Bayesian algorithms to determine the correlation between event detection of the 

sensors. 

Gupta et al. [15] present three algorithms that select a subset of sensors to execute a 

given query in a large-scale sensor network. The centralized approximation algorithm 
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provides the most near-optimal solution of the minimal set of censors providing the 

desired coverage level. The two distributed algorithms saves communication data transfer 

between sensors so that they extend the service life of the battery driven sensors. As a 

trade-off, the performance of the solutions by the distributed algorithms is degraded 

compared to the centralized one. 

Ram et al. [16] develop a metric calculating average probability of target discovery to 

evaluate the performance of a surveillance system consisted of video cameras and motion 

sensors. When s desired performance level is given, the model is able to find the optimal 

solution with information of the locations of the cameras, minimal number of motion 

sensor required, and the minimal field of view of the camera. The field of vision 

represents an important characteristic of the camera such that the wider field of vision 

requirement often indicates a more sophisticated type of camera thus significantly 

increase the total cost to set up the entire system. 

Yao et al. [17] propose a sensor positioning algorithm for persistent surveillance 

considering the handoff safety margin between adjacent cameras. The handoff of the 

target between cameras can be achieved smoothly only if the two cameras have sufficient 

overlap of effective coverage range, as shown in Figure 2.1. In addition, the 

excessiveness of the overlap is considered as a waste of resource. The authors define an 

observation metric as the combination of camera resolution and the distance to edge of 

the field of view. A max coverage and min cost problem is formulated to balance the 

overall coverage, appropriate level of overlap margins and total cost of the system by 

optimizing the deployment of the sensors. Experimental results on a real-world 

implementation is carried out and compared with the work proposed by Erdem and 
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Sclaroff [18]. With a minimal sacrifice of the overall coverage, the handoff successful 

rate of the target increases dramatically for the proposed model. 

 

Figure 2.1  Graphical demonstration of the overlap concept introduced in [17] 

 

Herrera et al. [19] develop a coverage strength model that takes many camera intrinsic 

parameters into consideration when evaluating the coverage performance of the sensors. 

The intrinsic parameters considered in this work include camera visibility, pixel 

resolution, depth of field and angle of view. An example that only involves one camera 

with one laser line projector is studied to demonstrate the use of the proposed model. 

Liu et al. [20] propose a localization-oriented coverage (L-coverage) model based on 

Bayesian estimation to measure the overall performance of random deployment sensor 

networks. The random deployment is modeled as a two-dimension stationary Poisson 

point process. At any discretized point in the monitored field, it is defined to be L-

covered if at least k  cameras are able to estimate the target location at that point within an 

acceptable estimation error range. Then the total L-coverage probability is calculated by 

the ratio of L-covered points over all points in the field. The relationship between the L-

coverage probability and the random deployment intensity parameter λ  is further 
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investigated so that one can find the minimum Poisson intensity of the random 

deployment for a desired level of L-coverage probability. 

Nam and Hong [21] present an agent space trajectory model to simulate the trajectories of 

people traveled in an arbitrary-shaped monitoring field. Within the simulation one can 

estimate the different weight of the importance for each spot in the field and develop the 

camera placement algorithm in order to cover the most significant spots. Thus the 

optimizer can be understood as a min-cost max-weighted-coverage probabilistic model. 

In the experiments, the authors demonstrate the selection between three different types of 

cameras and their optimal deployment plan (optimal number of cameras and layouts) 

under different budget constraints. 

Rashmi and latha [22] develop a surveillance network using IP cameras that can transmit 

signals via network. The operator can directly control the camera network via his smart 

phone devices remotely to realize facial recognition, object identification and other tasks. 

The development enhances the mobility and ease of access to the surveillance system 

control. However, the security issues such as hackers to the remote control system are 

also raised by the development. 

Liu et al. [23] proposed a trans-dimensional simulated annealing algorithm to efficiently 

search near optimal solutions to camera placement problem subject to different system 

design requirements. Four different constraints have been discussed for the camera 

placement model. The first constraint is the common 100% floor coverage. The second 

one is the 100% floor coverage with important targets covered by multiple cameras 

(critical coverage redundancy). The third constraint is to guarantee 100% facial 

recognition success rate. The last one is to re-planning the existing camera network so 
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that the total number of cameras is given. The placement plan to satisfy the floor 

coverage is compared with some existed algorithms to show its effectiveness. 

Wang [24] discusses the classification of the sensor network coverage problem based on 

different types of coverage model assumptions. The first type is the point coverage 

problems, in which the area under surveillance are discretized into individual points or 

there only exists a finite number of targets to be monitored in the field. The second type 

is the area coverage problem, in which the whole surveillance area is treated equally and 

the percentage of the coverage is studied to estimate the effectiveness of the deployment. 

The last type is noted as the barrier coverage problem, where the goal of designing 

certain type of surveillance system is to form a protection barrier so that the intruder 

cannot find any uncovered path between possible entrances to the targeted locations. The 

author reviews many existing works with the focus on the computational complexity of 

the models and the different optimizing techniques that applied to solve the coverage 

problems. 

Mavrinac and Chen [25] separate the coverage models by distinguishing their coverage 

geometry, coverage overlap and transition topology. A geometric coverage model may be 

further deferred by the dimension of the monitored field, camera’s field of view, 

resolution, focus and angle, treatment of the occlusion (not considered, static or dynamic). 

A coverage overlap model describes the physical topology of the camera system, while a 

transition model covers more functional topology of the system. For example, a non-

overlap deployed surveillance system can perform a prediction tracking of the intruder. 

When the target leaves the view of one camera, the system will predict the possible 
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movement of the target and coordinating the other cameras to increase the possibility to 

recapture the target. This can be considered as a typical example of the transition model. 

 

2.1.2 Intelligent Video Surveillance Systems 

The performance of the human operators is a limitation of the surveillance systems, as it 

is hard to conduct consistent and focused monitoring to the screens. Many incidents and 

events that captured by the optimally deployed surveillance cameras may be missed due 

to the lack of awareness of the officers. With the rapid progress of vision processing and 

data mining techniques, the new generation of intelligent surveillance systems can 

automate many detection tasks to improve the performance of the system.  

Marcenaro et al. [26] propose a decomposition model of surveillance functionalities, 

including video tracking, object classification and behavior understanding, etc. The 

decomposed logical tasks are then optimally allocated to the physical distributed nodes 

subject to available bandwidth, processing power and the dynamic loads of the logical 

task. Through demonstration examples, the authors show the convenience to concentrate 

the processing power to the central office when the system is composed of a small 

number of cameras. If the bandwidth cost is high, allocating the intelligence tasks to 

distributed processing unit is preferred to the centralized processing. 

Marchesotti et al. [27] present a semi-automatic alarm generation technique applied to a 

parking lot surveillance to draw the operator’s attention by sending blink icons on screen 

and generating sound signals when detecting events such as car parking in non-parking 

zones, pedestrian detection in car limited zones and erratic trajectories inside the lot. The 
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application also compares the accuracy of the auto-alarm under different environment 

conditions such as bad weather or night illumination scenarios. 

Trivedi et al. [28] develop the distributed interactive video array (DIVA) system to track 

and identify vehicles and people, monitoring facilities and interpreting activities. The 

authors demonstrate the vehicle tracking and identification in bridge and roadway 

surveillance via overlap of camera view coordination and car feature extraction (color, 

size, speed, etc.) techniques. In a long-term room watch example, the system successfully 

records and identifies 9 different people entering the room multiple times. In some cases, 

two people are presented under the surveillance the same time. 

Saini et al. [29] propose a queuing model consisted of four levels of components: sensor, 

co-located processing elements (CoPE), aggregate processing element (APE) and the 

network. Each of the components for every level has a finite processing rate hence the 

incidents are possible to be missed due to the resource limitation or unexpected delay of 

the system. The missing probability and response time are studied under different 

combinations of the surveillance system parameters. 

Doblander et al. [30] propose a multi-objective optimization algorithm to balance service 

availability, quality of service and energy consumption of the intelligent video 

surveillance system. The reported system runs several video analysis algorithms on a 

network processor to enhance the surveillance performance. These algorithms consume a 

lot of calculating power if all running at full quality at the same time. The proposed 

algorithm determines which algorithm could be run at lower quality mode and how the 

algorithms are distributed on different processors in the network to minimize the energy 

consumption while maximizing the quality of service and system availability. 
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Malik et al. [31] present a surveillance system design and implementation programming 

language Systemj. The program simulates the surveillance system in a highly abstract 

manner to evaluate the system performance based on the sensor distribution, sensor type 

selection, communication between sensor, controller, operating unit and storage units. 

Then Systemj can also generate executable codes for computers serving as different roles 

in the system (camera controller, SystemJ control box, operating unit and storage servers, 

etc.) as shown in Figure 2.2 in the deployment stage. 

 

Figure 2.2  The smart distributed surveillance system physical implementation from 

Malik et al. [31] 

 

Riveiro et al. [32] develop a maritime anomaly detection surveillance system that can 

interact with operators.  The anomaly detection module applies Gaussian mixture model 

and self organizing map to realize the detection of the anomaly behavior of the vessel 

movement. The system notifies the operator with each detection then waits for feedback. 

If the detection is indeed an anomaly, it is then added to the training model. If the 
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observation is considered false, the operator can adjust the weight vector in the model to 

prevent the false alarm in the future. Thus the system updates itself with the human 

experience until the performance reaches satisfaction. 

Stauffer and Grimson [33] present a background tracking model by treating each pixel of 

the camera image as a mixture of Gaussians. The mixture of Gaussians for the whole 

image is then analyzed to identify the range of the background. The model is robust to 

deal with shadows, specularities and swaying branches and can be applied to different 

types of cameras, lightening conditions and different objects being studied. 

Szczodrak et al. [34] borrow the idea of the three metrics introduced in [35] to evaluate 

the performance of video object tracking algorithms applied to 4 pieces of video 

recordings. The three metrics are known as fragmentation, average object area recall and 

average detected box area precision, where these metrics are designed to evaluate the 

precision and processing speed of each object tracking algorithm. 

Atrey et al. [36] propose a human-centric approach to provide adaptive schedule of the 

best views of cameras for better observation of events. Based on the findings in [37], the 

human operator can typically monitor 4 screens effectively at a time. Thus the model 

applies adaptive Gaussian type event detection and an operator eye tracking feedback 

method to select the 4 best views of camera screens when an incident occurs in the 

monitored area. 

Anwar et al. [38] present an anomaly event detection algorithm by monitoring the 

sequential pattern of a frequently occurred series of events. This method is effective in 

detecting unknown anomalous events that are not likely to follow a pattern of a frequent 

series of events. Various experiments are carried out to test the computational 
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complexities of the proposed algorithm subject to variations of model parameters such as 

the number of input event and duration of the sequence of events.  

Clapes et al. [39] propose a facial identification and object recognition module for an 

intelligent surveillance system. The model estimates the environment and applies 

background subtraction to extract objects in the camera image. Then the extracted object 

is compared with a skeletal model in order to identify if a person is detected. Then facial 

recognition is conducted on the human tracking result. The extraction is updated online to 

realize robustness against partial occlusions and camera 3-D rotation. 

 

2.1.3 Attack Defense Models of Surveillance Systems 

Many existing models related to surveillance reliability are the attack-defense models 

where game theory is often applied for consideration of both intelligent attackers and 

defenders. Hausken and Levitin [40] develop a table which categorizes the literature 

according to system structure, defense measures, attack tactics and circumstances. 

System structure is further divided into single element, series systems, parallel systems, 

series-parallel systems, networks, multiple elements, interdependent systems, and other 

types of systems. Defense measures are divided into separation of system elements, 

redundancy, protection, multi-level defense, false targets deployment and preventive 

strike. Attack tactics and circumstances are divided into attack against single element, 

attack against multiple elements, consecutive attacks, random attack, combination of 

intentional and unintentional impacts, incomplete information and variable resources. 

The classification is intended to give an overview of the field and implicitly suggest 

future research trajectories, false targets, separation, redundancy and number of attacks. 
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Guikema [41] points out three classical critiques of applying game theory on the 

intelligent actors in reliability analysis: assumption of instrumental rationality, common 

knowledge of rationality and knowledge of the game rules. One should treat these 

assumptions carefully when modeling with game theory since the nature of uncertainty of 

the attackers. Thorough discussion of robustness of the parameters and even violation of 

assumptions would be useful to enhance the effectiveness and generalization of the 

modeling. 

Most of the attack-defense models, if not all, consider protection on the potential targets. 

Protection is defined as the type of actions carried out by the defenders to reduce the 

probability of target destruction by attackers. Golany, et al. [42] compare optimal 

resource allocation plans under two types of risks, random and strategic attack. Under the 

probabilistic risk assumption, the optimal allocation plan tends to fully protect the states 

that have the largest population but remains some low population states unprotected. The 

optimal plan under strategic attack balances the risk and achieves an average expected 

loss for every state despite of the population size. Paté-Cornell and Guikema [43] present 

a probabilistic model for determining priorities among different types of threats 

attempted by different terrorist groups. This model considers multiple scenarios, the 

objectives of both the attackers and the defenders and the dependency between them. The 

model can help achieving a rational balance between enhancing the defense on previously 

occurred types of attacks and over-investment on prevention of repeated attacks. It can 

also help the decision makers to avoid inaccurate intuition on priorities of threats. Dighe, 

et al. [44] state that the secrecy in the allocation plan can be beneficial to the defender. 

They study a two-node system by enumerating all possible attack-defense strategy 
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combinations to support the statement. Both centralized and decentralized defending 

structures are considered. Siqueira and Sandler [45] analyze the allocation of agents by 

general terrorist organizations based on different types of governments and local terrorist 

supporters. The findings further provide information to the government on how to 

effectively alter the positive attitude to terrorists of the local supporters. Against the 

intuition, the higher cost of investment for government actions may not reduce terrorism. 

Bandyopadhyay and Sandler [46] compare the preemptive and defensive measures. The 

preemptive actions weaken terrorist assets or ability to attack, while the defensive actions 

reduce the damage after an attack occurred. The proposed model analyzes the interaction 

between the preemptive and defensive actions by the nation, considering the dependency 

between the two types of actions (the effective preemptive action is likely to reduce the 

need of the defensive action) and the interaction between the decision makers for 

different nations. The allocation of resources are also related to the terrorist preference of 

attack and both domestic and oversea assets. Hausken and Levitin [47] present a model 

that both actors can invest in offensive and defensive resources. Each actor can either 

maximize its own survivability or minimize the other’s. The result includes the optimal 

solutions on how to allocate the resources on offensive and defensive actions for all four 

combinations of the possible actors’ objectives. Nikoofal and Zhuang [48] derive a model 

including extreme bounds of the estimation of attacker’s target valuation in the decision 

of optimal defensive resource allocation. Azaiez and Bier [49] propose an optimal 

resource allocation algorithm for a general series-parallel system configuration. When 

under a constraint budget, the defender tends to protect the most attractive component, 

but can also consider some less attractive components if the cost of enhancing the 
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security level on these components is minor. The algorithm is under the assumption of 

perfect knowledge for the attackers that they fully aware the improvement the defender 

can make to the system prior to the attack. Thus the result of expected attack cost is a 

lower bound since it is more realistic that the attacker can only achieve imperfect 

information on the defensive plan. Hausken et al. [50] develop a defense model including 

both terrorism and natural disaster threat. The defender has the options to invest in 

protection against both threats simultaneously, or in protection against either threat 

separately. In the modeling, three different scenarios of two-step games are considered: 

both attacker and defender move simultaneously, the attacker moves first and the 

defender moves first. It shows that the player that has the lower cost per unit tends to 

make the first move. The selection of the defensive policy depends on the relationship of 

the costs for different plans (either joint protection or separate protection). Hausken [51] 

proposes a two-period game model with consideration of a multi-state two-unit system. 

In each period, both actors make one investment decision on each non-failed components. 

Detailed discussions have been made for various parameter selections. Levitin and 

Hausken [52] consider a situation that the attacker can make repeat attempts of attack to 

ensure destruction of the target The attacker has an imperfect observation of the attack 

outcomes with a probability to falsely identify a destroyed target as undestroyed and vise 

versa. The error rates of the wrong outcome observation by the attacker have a great 

impact on the strategy of the attacker. For example, it is suggested for the attacker to alter 

the favor from multiple attacks to single attack when the false probability to identify an 

undestroyed target as destroyed rises above a threshold.  
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Besides the protection on individual units, some action can benefit to multiple or all 

targets at the same time, as the consideration of dependency between units. Golalikhani 

and Zhuang [53] develop an attack-defense model with consideration of joint protection 

based on similarities of the threats or the protected targets.  For example, the chemical 

and biological threats can be both monitored through the public-health surveillance 

program, but not the explosion threats. The investment on the arbitrary layer protection is 

compared with individual target protection and traditional boarder hardening which is a 

technique to enhance the security of all targets together (on the contrary of the arbitrary 

cluster of protected targets). Haphuriwat and Bier [54] compare the protection effect of 

target hardening and overarching protection where hardening represents the enhancement 

of the security level of individual targets and overarching stands for the protection over 

all targets available. The result shows that when the total number of the significant 

valuable targets is small, hardening of individual dominates the protective action, vise 

versa.  

As alternatives to protection, other defensive actions are available for the defenders to 

form a more complex defense strategy to compete against the attackers. Creating false 

targets also receives some attention in the literature. Levitin and Hausken [55] study the 

effectiveness of deploying false target comparing with investment in protection of the 

genuine target The assumptions include that the attacker is not able to distinguish the real 

target from the false distraction. The model also requires that both the attacker and the 

defender are rational players for the game. The optimal solution of that how many false 

targets the defender decides to create and how many targets the attacker decides to attack 

is obtained for the cases that the Nash equilibrium of the described game existed. The 
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conclusion shows that the optimal solution relies on the resources both players have, the 

cost of each false target and the intensity of the contest. Levitin and Hausken [56] also 

study the effect of the random and strategic attacks on the defense planning mentioned in 

Golany, et al. [42]. Moreover, the different attacks can be mixed in the modeling. Both 

redundancy and protection (resources to put on the unit to reduce the risk of successful 

attacks) are considered in the defensive strategy. In Levitin and Hausken [56], they 

expand the comparison of defensive strategies to three types: redundancy, protection and 

false elements. Redundancy requires genuine units placed in the system more than 

needed, while false units cannot provide the function of genuine units. It is only replaced 

to confuse the attackers for selecting the correct targets thus normally is cheaper than 

distribution of a genuine unit. With a limited resource, the optimal allocation is 

dependent on the total resources (defensive and attacking), attacking intensity and the 

relative cost for each type of defensive strategies. Levitin and Hausken [57] further 

extend the non-cooperative game to a more generalized model, in which the defender 

considers all possible actions of protection, redundancy and false targets to enhance the 

survival rate of the protected system. To be specific, the attacker and defender compete in 

an intelligence contest prior to the attack-defense game. If the attacker wins the 

intelligence contest, he can identify all the false targets and take down all genuine targets 

unprotected with minimal effort. Then he can further attack the protected real targets with 

the resources left from the intelligence contest. If the defender wins the intelligence 

contest, the attacker has to attack all targets (both real and false ones) randomly with the 

left resource. Peng et al. [58] propose an attack-defense model considering imperfect 

false targets that have some probability to be identified by the attacker. In the modeling, 
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it is first considered of the identical imperfect false targets with the same probability of 

being detected. Then the model is further extended to one that the probability of being 

detected is a decision variable that the defender can choose, along with the number of 

false targets he wants to create. The numerical examples show that the flexibility of 

choosing different types of false targets with different probability of being detected for 

the defender is beneficial especially when the contest intensity in uncertain. 

Many of the above examples on attack-defense model are based on general system 

models, while others are directly related to real life applications (networks, power system, 

transportation, etc). Lin, et al. [59] derive a mixed nonlinear integer programming model 

to study the allocation of resources to protect the network. The objective of the defender 

is to either maximize the total cost of the attacker or minimize the probability of the core 

node under attack. Li et al. [60] discuss a dynamic voting system of networks, in which 

all the available units can either be selected as redundancy or used to create false targets. 

This is special compared to the false targets discussed earlier since all the false targets 

created in this work are capable to function as a working unit. They are simply not 

selected in the voting cluster. In this way the defender can focus the resource on 

protecting the small set of voting clusters, meanwhile distracting the attackers with hard-

to-detect false targets. This is proven in the paper effective especially when the defender 

is limited with sparse resource. Singh and Kankanhalli [61] address the concern of the 

adversary in the surveillance scheme. They propose a zero-sum game for an ATM lobby 

defense scenario and a nonzero-sum game for a traffic control surveillance scenario. A 

generic treatment for enhancing the surveillance performance against rational adversary 

is provided with discussion on how to change the factors such as spatial, temporal and 
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external, etc. Bier, et al. [62] propose an algorithm of interdiction strategies for a 

transmission system. The power systems are highly interconnected systems. One of the 

advantages is that the spare can be shared over the grid to enhance the capacity against 

shock loads such as a failure of a single generating site. However, if the shock is strong 

enough, the chain reaction of one site failing down after the other will cause wide-area 

black outs. Terrorist attacks can be one of the reasons to cause certain shocks. In the 

paper, an algorithm is developed to identify the critical transmission lines for interdiction. 

The algorithm is two-staged that it first chooses candidate lines then has them 

strengthened. The process is repeated until the desired resources run out. Bier and 

Haphuriwat [63] discuss a model of determining the number of containers for inspection 

at the US ports to protect against terrorist attacks. The optimal portion that requires 

inspection should minimize the loss of the defender while the attackers are trying to 

maximize their rewards. It is found out that it is easier to deter an attack risk when the 

terrorists invest high attack costs. Thus lowering down the portion to be inspected will 

increase the chance of small threats (assault rifles) but not likely to impact the risk of 

huge threat much (nuclear). The model also considers the effect of retaliation on deterring 

terrorist attacks. K., et al. [64] study the safety of transportation networks against random 

incidents and terrorist attacks by using an attacker-defender model proposed by Bell [65]. 

The model can help identify the critical routs in the network and shows the advantages of 

applying mixed route strategies. Visible, invisible and announced but not specified 

protections are compared as possible defensive measures.  
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2.2 Traditional Reliability Modeling 

With all the discussion of the coverage optimization model and the new technologies to 

automate the event/threat/intrusion detection, there are little attention on the reliability 

and maintenance of the surveillance system. How much a failure of component will affect 

the overall performance of the surveillance system? Is redundancy required to enhance 

the system reliability? How soon the first failure is expected and how often the 

maintenance action should be carried out? Without the proper answers to these questions, 

the designed system may perform well at the beginning but soon deteriorates to fail the 

safety requirements of the protected area. Although there are only few papers directly 

address the reliability and maintenance issues of surveillance systems, many traditional 

reliability models can be borrowed according to the characteristics of the surveillance 

systems. Three categories of reliability modeling will be discussed in this section. 

 

2.2.1 Model for Multi-Unit Multi-State Systems 

Adding redundancy is one of the most effective techniques to improve the system 

reliability level through the use of replicated units [66]. Among all possible structures of 

the system configuration, k -out-of-n  system receives a lot of attention in the reliability 

modeling. The parameter k  represents the minimal set of components to maintain a 

functional state of the system. Once there are (n−k +1) components down in total, the 

system is considered as failure. The reliability of such a system configuration is easy to 

estimate as in [67]: 
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where R 0 ( t )   is the reliability function of the individual component.  

In the literature, models are developed with more complexity than the k -out-of-n  system 

with identical units. Mathur [68] presents an N -modular redundancy (NMR) system 

operated in simplex mode with spares as a majority voting system. The system uses  

N  = 2n +1 modules to form a majority voting system such that if at least (n +1) units 

make the correct decision, the system outcome will be correct. It equivalents to the 

system with (n +1)-out-of-(2n +1) configuration plus S  spare units. The simplex mode 

is worked as that the failure in (2n +1) modules is simply replaced when spares are 

available. If no more spare units left, the further failure in the (2n +1) modules is 

discarded, along with a good unit so that the system reduces to (2n–1) units. This 

process repeats until a single working unit is left in the system. The reliability function of 

such a system with triple modules and S  spares is developed in the paper. Mathur and de 

Sousa [69] modify this model with multi-state units. The units are used to identify binary 

input thus they are functional if they can read 1 when the input is 1 and 0 otherwise. 

Traditionally the failure is only considered as stuck-at-x , which means the failed module 

randomly gives value despite the input. Two more failure modes, stuck-at-0 and stuck-at-

1, are considered in the modeling. For the voting system, when a pair of stuck-at-0 and 

stuck-at-1 failures occurred, they compensate each other so that the system outcome is 

not affected. The reliability model for NMR system considering this type of 

compensation is developed for comparison with the NMR simplex model to determine if 

discarding of good units along with failures are beneficial to the system reliability. 

Mathur and de Sousa [70] further generalize the model to k -out-of-n  configuration (k  

can be any value between 1 and n ) with S  spares, in which each unit still has 3 failure 
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modes (stuck-at-a , a  = 0, 1, x ). They show in the work that with careful selection of 

parameters, many existed models can be summarized as special cases of the general 

modular redundant system. 

Pham [71] applies the similar idea of the multi-unit voting system with 2 failure mode 

(stuck-at-0, stuck-at-1) for each unit. Instead of majority voting, the model uses a variable 

threshold k  to determine the output of the system. When less than k  units transmit signal 

1, the system has output 0. When at least k  units transmit signal 1, the system decides to 

transmit 1. The majority voting is a special case of this model with odd number of n  and 

k  = (n +1)/2. Selection of k  to maximize the system reliability is also discussed in the 

paper. Nordmann and Pham [72] implement the model in decision making of human 

organizations where the probability of stuck-at-a  (a  = 0, 1) differs from individual 

decision makers. The outcome of each voter is further weighted to represent more 

realistic modeling. A recursion algorithm to simplify the evaluation of the reliability of 

the weighted voting system is reported in [73] by constraining the weight parameters for 

only integers and the threshold k  as a rational number. Pham [74] also explores the effect 

of varying the total number of units in the system on the reliability function of the system 

with three failure modes. 

The above models on multi-unit multi-state systems have the following limitations. 

Firstly, the probability of each failure mode for individual component was considered 

time invariant. Secondly, although multiple failure modes for each component are taken 

into account, on the system level, there is either functional or failure state existed. Take a 

deeper look at the voting systems that is majorly focused in the above works. Based on 

the voters’ observation, the system can either misread an input “1” as “0”, or the opposite. 
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It is acceptable to consider both types of failures as the same when making decisions of 

whether accepting or rejecting a project, or either transmitting a “1” or “0” bit in the 

computer. But for a safety-related system, the outcome of misreporting a threat that does 

not exist is essentially different from one of misdetection of a real threat. A safety-related 

system is the type of system that the failure of which will result in significant increment 

of risk to human lives and/or the environment [75]. Knight [76] discusses the definition, 

types, challenges of development and made prognosis on the technology and applications 

of the future safety-critical systems. Bukowski [77] develops a Markov based reliability 

model for a 1-out-of-2 safety-shutdown controller. On the component level, each unit has 

5 possible states: working; fail-safe recognized; fail-safe unrecognized; fail-danger 

recognized; fail danger unrecognized. Fail-safe mode for each component means that the 

component falsely shuts down a process that is operating properly. Thus for a 2-unit 

system there are in total of 25 combined elementary states, which can be further 

combined to system level states for reliability and mean time to failure (MTTF) 

estimations. Zhang, et al. [78] repeats the work with similar assumptions on the 

component (5 states) and system structure (1-out-of-2). The development of the Markov 

model for MTTF calculation is revised from the previous study. Both of the examples 

were only considered system with 2 units. As pointed out in Guo and Yang [79], the 

complexity of the model grows exponentially with the increment of the number of units 

considered for the system structure. They develop a framework of automatic generation 

of Markov model for k -out-of-n  structured safety-instrumented system. The model also 

includes the common cause failure into consideration, which can cause two or more 

failure occurred at the same time. As a demonstration of the proposed framework, a 
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numerical estimation of the reliability for a 2-out-of-3 architecture is given at the end of 

the work. Bukowski and van Beurden [80] further take proof test completeness and 

correctness into the loop. If the undetectable failures are failed to be identified by the 

inspection point (the proof test is not 100% complete and/or cannot correct all the errors), 

they will remain as undetectable failures and degrade the performance of the safety-

instrumented system. The new assumption adds more possible states on the system level. 

Torres-Echeverría, et al. [81] add a testing reconfiguration that if a component is under 

test, the system is downgraded to the state that the tested item is treated as known failure, 

hence further extends the complexity of the system level outcomes. Levitin, et al. [82] 

apply the same 5-level component assumption on a series-parallel structure of a fuel 

supply system. A recursive method is derived to obtain the system state distribution. 

Another significant portion of the research on modeling of multi-state components is the 

competing risk model where the component can have failures due to either degradation or 

fatal shocks. The competing risk model also involves the modeling with multiple 

processes, thus will be discussed in the next section. 

 

2.2.2 Maintenance Model for Multi-Unit System 

Let us take a brief look at the maintenance schedules for single-unit system first. As 

summarized in Wang [7], hundreds of papers and models are published on the 

maintenance schedule for single-unit systems. In our opinion, the categories of the 

maintenance schedule can be determined when the maintenance is carried out and how 

complete the maintenance has been performed. To be specific, if the maintenance is only 

conducted upon failure then it is a corrective maintenance; if the maintenance is 



 31 

 

 

scheduled before failure occurred to the unit from time to time, it is preventive 

maintenance. Judging by the completeness, if the maintenance restores the unit to “as 

good as new”, it is a perfect maintenance; if it only recovers partially of a unit to a state 

somewhere between “as good as new” and “as bad as old”, it is imperfect maintenance; if 

the maintenance intentionally to restore the system to a stage with the same failure rate 

before it fails, it is called minimal repair. Imperfect preventive maintenance, possible 

with combinations of the minimal repair for early period of operation, receives the most 

attention in the literature, as that the modeling assumptions are more realistic and the 

models are more complicated in the forms. Renewal theory is a common choice for 

application of optimal maintenance policy, as there is often a time point that the system 

deteriorates significantly and has to be repaired fully back to state “as good as new”, 

which is clearly a renewal point. The optimal policy is obtained by either maximizing the 

availability of the system or minimizing the cost per unit time to operate the system, 

which is evaluated by 

                    
                                  

                       
 (2.2) 

For multi-unit systems, if there is no dependency between components, the development 

of the maintenance schedule is similar to the ones for single-unit systems. However, it is 

typical that there exists dependency between components, such as economic dependence, 

failure dependence and structural dependence [83]. The maintenance strategy then defers 

from the ones for single unit systems, as that the failure of one component provides the 

opportunity to maintenance other components in the system as well. Wang and Pham [84] 

highlight two main categories of the maintenance schedule for multi-unit systems in their 

survey. The first type is group maintenance that the maintenance actions are always 
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carried out for multiple units at the same time, either upon each failure and preventively 

maintaining a group of other working components, or holding some failures and 

performing corrective maintenance until accumulation of some pre-determined number of 

failures. The other type is opportunistic maintenance that the group maintenance is only 

carried out when some criteria has been met in the system. To our understanding, the 

only difference between these two types of policies for multi-unit systems is that whether 

it is possible that the maintenance action on single units is performed.  For group 

maintenance, maintenance actions are never carried out along for a single unit. One can 

argue that the opportunistic maintenance is a generalization of the group maintenance. 

Examples of these works can be found in [85-107]. 

 

 

2.3 Multi-Process Modeling 

For a single process modeling, the reliability function R (t ) is defined as the probability 

that the process is in working status by the time t. As the modeling becoming more 

complicated, events in one process often represent trigger of consequences in other 

processes. Thus the reliability estimation has to consider the dependencies between 

multiple processes. Two categories of multi-process modeling are discussed in this 

section, along with a summary of the application of non-homogeneous Poisson process 

(NHPP) to model the incident arrival process. 
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2.3.1 Modeling of the Standby Systems 

Standby redundancy has been widely applied in industry such as computer fault-tolerant 

systems [70], power plants [108] and space exploration systems [109]. From the 

relationship between the failure rate of the standby units and the active units, the standby 

systems can be categorized into 3 groups. The first type is that the standby units have the 

same failure rate as the active units, referred to as the hot-standby systems, or the active-

standby systems. If the switching mechanism is perfect, this type of system can be easily 

modeled as the k -out-of-n  system. In the second type of the standby systems, the standby 

units have 0 failure rate until being switched into use. This type of the systems is referred 

to as the cold-standby systems. The third category lies in between the first two types that 

the failure rate of the standby units is less than the active ones, but not 0. When modeling 

the reliability of the standby systems, the moment of the process that modeling the active 

units working status altering from success to failure triggers the working status of the 

standby process, if there are still spare units available at the time. The key of modeling 

the reliability of the system is the analysis of the sequence of events in the time line. Coit 

[110] proposes the reliability estimation of a cold standby system with one primary unit 

and (n−1) cold standby units.  
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where components in the system are identical with reliability function r (t ) and failure 

density f (t ). f S i ( t )  is the density function of the failure time of the sum of the total i  

components. 

Many other researches on standby systems can be found considering different system 

scenarios. She and Pecht [111] derive a reliability model to study a k -out-of-n  warm-

standby system. In the modeling, k  units are in active status and the other (n−k ) units 

are spares thus have a lower failure rate than the active ones. Once a working component 

fails, one spare item is being activated and starts to fail at the active failure rate. This 

procedure repeats until no more spare unit is available. The system fails at the time point 

that the (n−k +1)th
 failure occurred. Levitin and Amari [112] estimated the reliability 

with the similar system assumptions, but using a universal generating function approach. 

In the numerical example, it is demonstrated that the reliability distribution for each 

component in this modeling has not to be identical. The example also shows that the 

sequence of activating the spares has an impact on the system reliability, given that the 

failure rates of the spare units vary from one to another. Yun and Cha [113] develop a 

two-unit hybrid model that the standby component first serves as cold standby then shift 

to warm standby after some time of the successful operation of the active unit. If the 

active unit failure before the standby unit switches to warm mode, the system fails. 

Otherwise the warm standby unit can be activated immediately to replace the failed one. 

Given the failure densities of both components, and the switching mechanism (either 

perfect switch or imperfect), there exists an optimal switching time, which is carefully 

studied with several numerical cases. Amari [114] presents a k -out-of-n  cold-standby 

system with components following Erlang distribution. Amari, et al. [115] explore the 
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effects of changing the number of spares on the reliability improvement factor. Adding 

more redundant units to the system will always improve the reliability of the system, but 

the improvement is not linear. They find out that with the number of spares increases 

from 0, the reliability improvement first increases and then decreases. Moreover, the 

reliability improvement factor follows the probability mass function of the negative 

binomial distribution. These findings can be considered as factors to determine the 

optimal number of spares for k -out-of-n  warm standby systems. 

 

2.3.2 Competing Risk Models 

The reliability of the components in the complex system is usually estimated using life 

testing techniques [116]. For some cases, it is not necessary to complete the test until 

failure of the tested component. Instead, there are some measurements that can provide 

enough information on how fast the unit wears out. Those types of measurements can be 

used to model the degradation path of each component. Compared to the reliability 

function estimation, the degradation analysis is more related to the physical 

representation of the failure mechanism. Both the reliability and degradation analysis are 

used to describe the normal wear process of a component. In reality, the components not 

only endure normal usage, but also suffer random shocks from the environment. Some of 

the shocks are strong enough to be fatal to the component. The competing risk model 

takes both degradation analysis and shock model under consideration. The processes for 

degradation and random shocks are competing with each other. The earlier arrival of 

failure in either process will cause failure of the component. Thus the competing risk 

models are also categorized as multi-process modeling. If one achieves the cumulative 
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distributions of both the degradation F d ( t )  and the shock F s ( t )  separately (without the 

consideration of the influence of the other), then the competing risk of one hazard arrives 

earlier than the other can be calculated as 

          1 −             

 

 

 (2.4) 

          1 −             

 

 

 (2.5) 

where F T s ( t )  represents the cumulative distribution that the shock causes the system to 

failure earlier than the degradation, vice versa for F T d ( t ) . 

Wang and Pham [83] give a comprehensive structural review on dependent competing 

risk models with degradation and random shocks. The shock models can be categorized 

into cumulative shock model [117], extreme shock model [118] and δ -shock model [119]. 

The degradation model includes general path model [120], stochastic model [121], 

parametric [122] and nonparametric statistical model [123]. The combination of the two 

risk models can be either independent with simpler representation [124], or dependent 

that is more realistic and complex [125]. In this type of modeling, both the degradation 

and shock model are not limited to 1 process only, where examples can be found in Wang 

and Coit [126]. Some summaries on additional literature of the competing risk models are 

provided as a supplement to the review. Li and Pham [127] present a multiple competing 

risk model considering two degradation processes and one cumulative random shock 

process. There is no interaction between these processes in the modeling. On the system 

level, the states are combination of states for individual process. The probability function 

of each system outcome is developed but no maintenance model based on the probability 
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analysis is performed. Wang and Zhang [128] consider a model that two types of failures 

can be generated by the shock process. One denotes for the type caused by short interval 

between arrivals of consecutive shocks and the other stands for the type caused by the 

magnitude of the shock strength. Since the two types of failures are due to the same 

shock process, there exists some dependency between the failure modes. Cui and Li [129] 

apply the shock model on a multi-unit system that each shock has the same damage 

cumulated for different components of the system so that their failure rates become 

dependent. They further derive an opportunistic maintenance schedule to lower down the 

maintenance cost based on the dependency between components. Liu, et al. [130] bring 

both degradation and shock process into the modeling of a series-parallel system. Peng, et 

al. [131] consider the dependency by assuming that the shocks contribute as a step 

increment in the degradation process, if they are not strong enough to fail the component. 

Jiang, et al. [132] push the dependency in the model one step further by considering not 

only the raising of degradation by the shocks, but also the dependency of thresholds by 

the shocks. To be more specific, each shock may lower the threshold for other processes 

and drive the system faster to failures than the case without the shock, besides the 

accumulation in the degradation process. Wang and Pham [83, 133-135] develop several 

competing risk models considering dependency between processes. In Wang and Pham 

[133], they develop an imperfect maintenance scheduling for a system with only one 

degradation process and one shock process. They modified this model in Wang and Pham 

[134] by considering hidden failures that the system status is only available by each 

inspection point. The optimal scheduling is achieved by multi-objective optimization 

instead of optimization on the single cost per unit function. In Wang and Pham [135], 
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they derive a model with multiple dependent degradation processes and multiple shock 

processes using Copulas, a statistical method to estimate the joint distribution based on 

marginal distributions.  

 

2.3.3 Modeling of the Surveillance System Considering the Demand Process 

The orientation of this research is from Pham and Xie [136] where they propose a two-

process model to determine the unfavorable ratings of airplane repair stations. The agents 

from Federal Aviation Administration have had inspection records for different repair 

stations. Due to the resource limitation, they have to wait for a certain period of time 

between paying each visit to a selected station for inspection. Hence it is important to 

choose the station with the worst favorable rating based on the historical service record in 

order to maximize the overall performance of all the repair stations. The two processes 

under consideration in the model are the frequency of inspection to each station and the 

occurrence of unfavorable rating of each station. Both processes are modeled using 

NHPP with parametric time dependent models, which can also be found in [137, 138]. 

The inspection process determines the time point that the individual repair station restores 

to favorable status, while the performance of the station affects the frequency of the 

inspection. Thus the two processes are dependent and have impacts on each other. In the 

modeling, the arrival rate of surveillance (the first process) at station k  is represented as 

   
          

          (2.6) 

where λ 0  is a baseline visit rate and G (k )( t ,  γ)  contains all the factors (such as time 

from last inspection and the number of unfavorable inspections over a period of time) that 
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influence the surveillance rate to station k , weighted by scalar vector γ . The intensity of 

the occurrence of the unfavorable rating at a station k  (the second process) is modeled as 

   
          

          
   

 (2.7) 

where α , β  are global parameters (same for every station) and r k  is a scalar for 

individual station k . x ( k )  includes all the information of each individual station to affect 

the performance, such as number of different types of employees. b  is the corresponding 

coefficient vector of x (k ). 

Recently some research focus on the safety related and defense-attack modeling 

considering the two processes modeling with demand. Xu, et al. [139] purpose a model 

for a multi-unit multi-state safety-related system. The system is used to monitor the status 

of the production line and to shut down the production system to reduce damage when 

dangerous situation occurs. Thus if the production system is safe but only the safety-

related system fails, the damage is much smaller than the situation that the safety-related 

system fails to respond to a failure in the production line. A universal generating function 

approach [140] is applied to obtain the probability outcomes of the system. Although 

multiple components are considered for the safety-related system, maintenance actions 

can only be applied on the whole system (either replace the whole system or do nothing). 

The component status is not available to the maintenance team also. For the surveillance 

system, it is possible to conduct different types of maintenance on individual subsystems. 

Each subsystem constantly transmits video for the central officer thus the interruption of 

working status has the chance to be discovered during operation. These assumptions are 

not compatible with the modeling in [139] thus a lot of modifications are needed for a 

more realistic surveillance modeling. 
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Deferred from the existing research, our proposed models on surveillance systems 

consider not only the component failure process but also the process that describes the 

discrete arrival of random intrusions or incidents. 
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Chapter 3  
 

Objectives of the Study 

 

Our objective of this research is to develop a generalization of reliability modeling 

framework for the surveillance systems considering two stochastic-processes. The first 

process is the traditional system status process. The second process is defined as the 

demand process, or the intrusion/incident arrival process. The hard damage by the failure 

of the surveillance system requires two things to happen in sequence. Firstly the 

surveillance system has to fail due to the loss of enough subsystems. Then, the 

intrusion/incident arrival during the downtime of the surveillance system is considered as 

the real failure. Since the arrival of incident is discrete and sparse, it is valuable to take 

the second process into consideration for a more comprehensive evaluation of the system 

reliability. The reliability framework should also include the following aspects to keep 

the model realistic: multi-unit multi-state system configuration and the group 

maintenance policies for dependency between subsystems. The possible component level 

failure states are combinations of detectable or undetectable failures and fail-safe or fail-

dangerous modes. Optimal maintenance policies that minimize the expected system cost 

rate are obtained based on the developed two-process reliability modeling. More 

specifically, the following sequences of sub-objectives are aimed for the research: 

1) Develop the two-process model for predicting the reliability of surveillance systems 

consisting of multi-units with only undetectable failures and periodic inspection.  

2) Develop the two-process model of surveillance systems consisting of multi-units 

with subsystems that have both detectable and undetectable failure modes. Since a 

portion of the component status is available in this case, more choices of system 
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outcomes have to be considered when developing the mathematical representations 

of the outcome probability. An opportunistic maintenance policy is considered to 

address the economical dependency between subsystems.  

3) Derive the cost optimization model that depends on the expected failure number of 

possible system outcomes based on the proposed system reliability model in 

objective 2 above. Develop an algorithm to obtain the optimal solutions for an 

opportunistic maintenance policy to minimize the total cost per unit time. 

4) Further extend the reliability model in objective 2 with the assumption that the 

subsystems have both fail-safe and fail-dangerous modes. Thus for this extended 

reliability model of the k -out-of-n  system, each subsystem includes five possible 

states such as: working, fail-dangerous detectable, fail-dangerous undetectable, fail-

safe detectable and fail-safe undetectable. The surveillance system may be stopped 

prior to failure due to the accumulation of both the fail-dangerous detectable and 

fail-safe detectable failures. Compare the 3 reliability models for the surveillance 

systems are and demonstrate that the model described in objective 1) and 20 are 

special cases of the model described in objective 4). 
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Chapter 4  
 

A Two-Stochastic Process Reliability Model with Considerations of the 

Incident Arrivals and the Operating Environments 

 

4.1 Introduction 

Surveillance system is widely used today to enhance the security level of the protected 

area. Reliability of the entire surveillance system is a critical issue since the breakdown 

of such system would leave the monitoring area unobserved and encountered much 

higher risk under the attacks. In this chapter we present a dual stochastic-process model 

for predicting the reliability of surveillance systems consisting of many subsystems (units) 

with considerations of the environmental factors, skill of intruder to avoid detection, the 

intrusion/incident arrival process and subsystem failure process. Several numerical 

examples are presented to illustrate the proposed model.  

When discussing the system structure configuration, normally the assumption of 

independent component lifetimes is implied. However, if the components of the system 

are sharing in a common operating environment which is differ from the laboratory test 

environment, a type of induced dependency is introduced between the components, 

which is well discussed in Currit and Singpurwalla [141]. In the work, the authors 

presented the expression of the reliability model for a two-component system sharing a 

common uncertain environment following a Gamma distribution. They also discussed the 

effect of ignoring the environmental factor and applying the independence assumption 

between components that would first overestimate then underestimate the reliability of 

the system. Pham [142] presented a systemability model in which he also derived the 

expression of systemability for series, parallel and k -out-of-n  system configurations. 
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This work is further applied to model an automatic packaging machine and a motorcycle 

drive system where real data sets are available for parameter estimation [143]. 

In this chapter, we present a framework to model the reliability of the surveillance 

systems with considerations of the environmental factors, skill of intruder to avoid 

detection, the intrusion/incident process and the subsystem failure process [144]. The 

surveillance system often has complex structure, thus multi-unit system configuration 

should be taken into consideration instead of single unit system. Since the subsystems, 

i.e., cameras and the motion sensors, likely will be placed outdoor and stay close to each 

other, the uncertainty of common environment is worth to consider in the modeling that 

reflects the reality of reliability prediction. It is also worth to note that a careful analysis 

of the intrusion/incident arrival rate can provide useful information and, therefore, our 

proposed framework is worth the effort to study. 

 

4.2 Description of the Surveillance System Framework 

Consider a traditional reliability modeling where only the unit failure process is being 

considered. This type of modeling is suitable for the products or systems processing 

demands continuously. Once the system fails, it can no longer provide any service to the 

customer to meet their persistent need. Applications for systems with continuous work 

load include car engines, power plant, and production lines.  

For the non-continuous work load of systems such as alarm-detection units, nuclear 

power plants, airbag car system, medical monitoring control units, that require frequent 

surveillance by certified personnel who must identify potential problem through 

inspections, there is a chance that even though the system has already failed, but no 
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incident or attack arrives since the failure until the system is being inspected and repaired 

to functional status. Because of the characteristic of this type of system that we discussed 

here, the reliability of the system responding to sparse discrete demand should be revised 

as to properly function when a pulse demand takes place. In other words, the reliability 

discussed in this chapter which consists of two parts: the first is the reliability with 

respect to the unit failure process subject to environmental factors, and the other is the 

system has actually failed but no incident arrives between the failure and the next 

inspection point after the failure. 

 

Figure 4.1  Two processes surveillance system scheme within single inspection 

period 

 

To realize the estimation of the extended reliability, a two stochastic processes model is 

proposed with the application of the surveillance camera systems. The first process is a 

non-homogeneous Poisson process (NHPP) for the incident arrival. The second is a two-

stage stochastic process indicating the status of the system (failure or functioning). The 

hidden failure that is not aware of by the certified personnel (or central stations) is the 

main focus in the modeling of this study and is considered as an innovation modeling 

approach. This type of failure can only be detected and fixed by periodic inspection. If 

Arrival of incident 

Unit failure 

0 T  
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the occurring failure raises the attention of the central stations, then immediately a 

maintenance action will be provided and the time to repair on-line is ignored. All the 

subsystems are periodically inspected for hidden failure and the failed subsystems are 

perfectly repaired [99]. Figure 4.1 illustrates a possible series of events of the two 

processes within an inspection cycle.  With the assumption of perfect maintenance, we 

only need to consider a single inspection cycle in this work.  A future research can be 

extended to consider the multiple inspection cycles subject to imperfect maintenance etc. 

 

Figure 4.2  Sketch of redundant surveillance system 

 

As shown in Figure 4.2, there are n  identical subsystems (i.e. cameras) are installed to 

enhance the system performance. For the k -out-of-n  surveillance system to work, there 

are at least k  subsystems must work. We assume that each of the working subsystem has 

the probability p (ω i ) of detecting an incident. This probability reflects the fact that there 

is a chance, although the subsystem is properly functioning, the subsystem cannot detect 

the attacker’s action which is (1−p (ω i )). All subsystems are considered to work under a 

common random environment, which adds the dependency between the life-time of each 

subsystem.  

Surveillance 

area 
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Based on the assumption of the two processes model, the proposed surveillance system 

may result in three different states by the next inspection point as follows: 

- Working state: The system still works (i.e., at least k  subsystems are working); 

- Soft-failure state: There are at least (n−k +1) subsystems have failed during the 

inspection interval, but no incident has arrived till time T . In this case the 

surveillance system is down, but we are lucky to reach the maintenance point 

without serious damage. This outcome is referred to as the soft-failure;  

- Hard-failure state: Undetected incident occurred during the surveillance system 

failure period. 

Based on the reliability modeling, the inspection period T  is determined to meet the 

system performance requirement. The extended reliability of the system is defined as the 

sum of the probabilities of the first two outcomes (working state and soft-failure state). 

 

4.3 Mathematical Modeling 

Consider a model consisting of two mutually dependent stochastic processes.  

One is a NHPP for the incident arrival process; and the other is a two-stage stochastic 

process of the system failure process. 

A. NHPP Incident Arrival Process 

We assume that the arrival of the incident follows a NHPP with intensity function λ I (t ) 

which has the following form: 

          
       (4.1) 
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where λ 0  is the baseline and A (t , θ ) is a function that incorporates the environmental 

effects on the intensity function. This type of parametric arrival rate estimation can be 

found in [136, 137]. Those factors considered in this work include:  

- Time from the last incident, T s ;  

- Number of incidents have occurred in the past T p   units of time prior to time t ,  

          ; 

The larger value of T s  or the more number of incidents in the past would likely result to 

the higher intensity rate of the incident arrival. We define the function A (t , θ)  as 

follows  

            −    +      (4.2) 

B. Two-stage System Failure Process:  

Here we consider a random variable η  that represents the uncertainty of comment 

environments of each subsystem using the concept of systemability addressing the 

uncertainty of operating. The detail development of the systemability can be found in 

Pham [142]. 

The mathematical formulation of the systemability is defined as: 

                  
 
      

 

 (4.3) 

where h (t ) is the hazard rate function of the subsystem and G (η ) represents the 

distribution of the operating environment of random variable η .  

Let us assume that the subsystem lifetime follows a Weibull distribution, that is       

     
    or           

 
 for identical subsystems. As in Pham [142], we also considered 
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the Gamma distribution for the random operating environment η , that is η  ~ Gamma(α , 

β ) where the probability density function (pdf) of η   is given by 

       
          

    
 (4.4) 

The reliability function of each subsystem under the uncertainty of operating 

environments is defined as 

              
 
 (4.5) 

Assuming that the incident detection probability is constant, i.e., p (ω i ) = p .  In this 

chapter, we assume that for the subsystem to function, it has to satisfy that the subsystem 

does not fail by time t  and has successfully detected the incident. Thus the subsystem 

reliability can be expressed as 

                   (4.6) 

Thus the reliability of the entire k -out-of-n  surveillance system in terms of the 

uncertainty common operating environment can be formulated as  

 

          
 
          

  1 −          
   

 

   

 

                    
 
     

      
 
 1 −       

 
 
    

    

(4.7) 

Hence the reliability of k -out-of-n  surveillance system with respect to the operating 

environments is given by: 
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(4.8) 

Since η  follows a Gamma distribution, a close-form function of equation (4.8) can be 

obtained using the Laplace transform [142]. The failure distribution function of k -out-of-

n  systems under the common operating environment is given by 

       1 −       (4.9) 

System Probability States 

a. Working state: The probability that the system is working by time t  which is 

defined as in (4.8): 

                    

 

  

b. Soft-failure state (fail-safe mode): The probability that the system will be in 

soft-failure state. That is 

                −              

 

 

 (4.10) 

By definition, the soft-failure requires that the system fails between two consecutive 

inspections. Assuming that the failure happens to be at the moment time τ  where 0  ≤  τ  

≤ t  and in the remaining time interval [τ , t ]. The probability that there will be no 

incident arrival during this period and is given by 

        −                   
 
  (4.11) 

Then equation (4.10) yields 
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 (4.12) 

c. Hard-failure state: The probability of an incident occurs during the period of 

surveillance system failure which is defined as 

        1 −      −        (4.13) 

By definition, F h f (t ) is the probability that the system encounters an incident  and the 

surveillance system has already failed before the next inspection takes place. 

In the modeling, we define that the extended reliability of the surveillance system by time 

t is given by 

           +        1 −        (4.14) 

Once the inspection interval T  is scheduled based on the system requirement, one can 

simply replace t  with T  in order to calculate the outcome probability at selected 

inspection interval. 

 

4.4 Numerical Example 

Let us consider a 2-out-of-3 surveillance system structure to illustrate the proposed model. 

A list of all the parameters is given as follows for numerical example: 

For the NHPP arrival rate: λ 0  = 0.01, γ 1  = 0.005, T s  = 500, γ 2  = 0.002. N p  = 5. 

For the subsystem life time Weibull distribution: λ  = 0.0001, γ  = 1.5. 

For the Gamma distribution of random variable η : α  = 2, β  = 3. 

The incident detection probability: p  = 0.9. 

Then, from equations (4.1), (4.7), (4.8) and (4.12), we have: 

         1                   
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Figure 4.3  Probability of system states plot within one inspection cycle 

 

The probability of the surveillance system ending in each state, i.e., working, soft-failure, 

and hard-failure, by the next inspection time point is plotted in Figure 4.3, with the 

variation of different inspection interval lengths. The dash line represents the reliability, 

R c (t ), or probability of observing the system in working status by the end of the 

inspection period. The solid line represents the extended reliability of the entire 

surveillance system by adding both the traditional reliability of k -out-of-n  system and 

the probability of having soft-failure by the end of the inspection period using equation 
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(4.14). The das-dotted line represents the hard-failure probability by the end of the period, 

Fhf(T). For example, we wish to determine the inspection interval time T  where the 

probability that the system encountering hard-failure must be less than 0.1, i.e. Fhf(T) < 

0.1. Then from Figure 4.3 and equation (4.13), the result of the inspection interval time T   

that satisfies the system failure requirement would be T  = 194  hours in this case. 

 

4.5 Sensitivity Analysis 

The proposed model includes several parameters. For the sensitivity analysis, we vary 

various parameters in the following manner so that each case corresponds to a physical 

modification of the surveillance system framework. The system performance can be 

evaluated by the maximum inspection interval length that keeps the hard-failure 

probability less than 0.1. The longer interval length indicates the better performance of 

the surveillance system. In Figure 4.4, we modify the incident arrival rate λ I (t ) by 

increasing the baseline rate λ 0   from 0.01 to 0.05 which corresponds to the higher rate of 

attack in reality. As a result, the probability of system having a soft-failure by the next 

inspection decreases, represented by the gap between the dash and solid lines. In Figure 

4.5, we increase the incident detection rate parameter p  from 0.9 to 0.98. This change 

indicates that the subsystem is likely to detect the incident when it is functioning. 

Similarly, the reliability of the entire surveillance system as well as subsystem obviously 

increase as the failure rate of subsystem in the Weibull distribution decreases by half (i.e., 

from λ  = 0.0001 to λ  = 0.00005) as shown in Figure 4.6. The reliability of the 

surveillance system for various values of β  is shown in Figure 4.7. As for Figure 4.8, we 

present the reliability measures of the 2-out-of-4 surveillance system configuration. By 
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adding one redundant subsystem from 2-out-of-3 (see Figure 4.3) to 2-out-of-4 (Figure 

4.8), obviously the entire system performs better in terms of reliability measure. Thus to 

enhance the reliability of the surveillance system in general, the following actions can be 

considered: reduce the incident arrival rate; use a reliable subsystem (i.e., camera, sensors) 

in the field; reduce the probability of having the subsystem working under harsh 

environments; and add more redundancy to the surveillance system.  

 

Figure 4.4  Reliability plot with change in λ I (t ): λ 0  = 0.01  λ 0  = 0.05 
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Figure 4.5  Reliability plot with change in p : p  = 0.9  p  = 0.98 

 

Figure 4.6  Reliability plot with change in R i (t ): λ  = 0.0001  λ  = 0.00005 
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Figure 4.7  Reliability plot with change in G (η ): β  = 3  β  = 2 

 

Figure 4.8  Reliability plot with change in configuration: 2-out-of-3  2-out-of-4 
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4.6 Conclusion 

In this chapter, a surveillance system reliability model is presented with consideration of 

a dual stochastic-dependent process: incident arrival process and system failure process. 

The framework of the surveillance systems can be applied to other applications as 

modification can be easily conducted following the mathematical modeling in Section 3. 

One can adopt different system configurations, consider different environmental effects 

based on the collected data and evaluate intruder’s effort to avoid being detected using 

different mechanisms. The quantitative evaluation of the reliability and soft-failure and 

hard-failure probabilities with the variation of the inspection interval length is derived 

and illustrated with numerical examples and several sensitivity analyses. Possible actions 

to enhance the reliability of the surveillance system are also discussed. 
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Chapter 5  
 

Modeling the Effects of Two Stochastic-Process on the Reliability of  

k -out-of-n  Surveillance Systems with Two Competing Failure Modes 

 

5.1 Introduction 

Surveillance systems, along with safety instrumented devices have critical functions in 

preventing massive damage to human life and property. The failure of these systems 

should be analyzed associated with the incident arrival process to achieve a 

comprehensive representation of the system outcomes. A k -out-of-n  surveillance system 

is defined with subsystems having two competing failure modes: detectable and 

undetectable. The reliability of the system is derived with the consideration of the 

intrusion process and a (m , T ) opportunistic maintenance policy. Several numerical 

examples are given to demonstrate the validity of the modeling and the sensitivity of 

important parameters. 

In this chapter, a k -out-of-n  system is defined as the surveillance redundant system with 

subsystems that have two types of failure modes: detectable and undetectable [145]. An 

opportunistic maintenance policy is applied to the system. The intrusion process is taken 

into consideration after the system softly failed (number of failed units is more than 

(n−k )). 

Besides the surveillance camera system, the model can be easily adopted for various 

types of systems where the two process relationship existed. For example, many safety 

critical systems (nuclear, chemical processing plants, high speed railways, etc.) [78] use 

safety instrumented devices to protect the system from hazard failures or minimize its 

consequences [80]. These devices are usually consisted of electronic voting units and 
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have specific functional requirements [75]. The subsystem often has both self-announced 

and hidden type of failures [76, 77, 79]. The occurrence of the hazard to the safety critical 

system can be treated as the second process. Thus our proposed model is a direct match 

for reliability analysis of the safety instrumented devices. 

 

5.2 Description of the Surveillance Systems with (m , T ) Maintenance Policy 

Consider a k -out-of-n  surveillance system consisting of n  subsystems (i.e., cameras) to 

monitor a certain area for security. The typical distributions and the coordination of 

multiple cameras surveillance system are being elaborately designed to form some 

redundancy in the system. For the k -out-of-n  surveillance system to work, it requires at 

least k  subsystems must work. 

Each camera unit (i.e. subsystem) in the system transmitted live view of the monitored 

area to the central office. On the unit level, all subsystems are possible to go through two 

different failure modes. The first type of failure is the noticeable failure, or referred to as 

the type of failure that “announces” itself in [77]. For example, any type of camera failure 

that causes the transmitted view feed interrupted will raise immediate notice by the 

officer. The alternative failure mode for each unit does not raise awareness of the officer, 

noted as unnoticeable failure. Such type of failure may include a view stuck, that is the 

camera still transmits some figure (or picture) on the monitor of the central office, but it 

may be stuck frames from earlier time and no longer being a live view. Hence the total 

number of the failed subsystems is always larger than the number of failures noticed by 

the central officer. Thus, it is important to obtain the reliability and design ways to 

determine the maintenance schedule of such complex surveillance systems. 
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On the system level, we consider a two stochastic-processes model for the reliability 

modeling [19]. The first process is the traditional counting process of the failed 

subsystems.  The second process addresses the intrusion/incident arrival rate. This second 

process can be also considered as the demand process. For many applications such as 

generators in the power station and the pressure controller in a furnace, the demand is 

dense or even continuous. Once the system fails, the loss of capacity processing the 

demand is instantaneous. Thus in the traditional reliability approach, the demand process 

can be ignored. For the surveillance system, it is designed to monitor dangerous actions 

of the protected area. Strictly speaking, it is only required to be working once an 

intrusion/incident occurred in the area. In other words, if there is no suspicious action in 

the protected area, it is still considered safe that the surveillance system is down for a 

while which is obviously a risk during this period and being repaired in time. This is 

because that the demand (intrusion/incident) process for the surveillance system is sparse 

and discrete. Thus the modeling of the reliability of the surveillance system should be 

different from the traditional reliability analysis and taking into consideration of the 

second process. From the description above, the real failure of the surveillance system 

requires two things to happen in sequence. Firstly, the surveillance system has to fail due 

to more than (n−k ) subsystem failures. Secondly, after the loss of the surveillance 

system, an intrusion/incident arrives before the system being repaired. In summary, the 

intrusion/incident arrival after the failure of the surveillance system would cause a huge 

loss of the protected area. In this chapter, we assume that if an intrusion arrives prior to 

the system failure, the area is considered “safe” and there is no damage caused by the 

intrusion as the functioning surveillance system carries out its duty to discover the attack. 
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All the damage should be attributed to the unresponsive action to the attack, not the 

surveillance system. On the contrary, if the surveillance system fails due to more than 

(n−k ) subsystem failures, but no incident arrives until one maintenance action carried 

out, the protected area is still considered “safe”, as no real damage is resulted by the 

system failure. For the ease of expression, we define the soft-failure as the surveillance 

system fails due to more than (n−k ) subsystem failures. The hard-failure is defined as 

an intrusion/incident arrival given the soft-failure already occurred to the system. 

If there is economic or reliability dependency between the subsystems, the maintenance 

decision is often based on the states of all the subsystems, which is known as the 

opportunistic maintenance [146]. For instance, a company with the installation of the 

multi-camera surveillance system is not likely to request for the visit of the maintenance 

team from the purchasing company every time they discovered that failure occurred to a 

single camera. Usually after accumulating several problems, given that the entire system 

is still working, the maintenance team is brought in to fix all the failures at once. This 

maintenance policy is referred to as (m , T ) rule in our proposed model. To elaborate, this 

maintenance rule is to stop the process for maintenance after m  noticeable failures 

discovered in the system or after time T  passed from the last maintenance. Here m  is 

chosen to be less than (n−k ) in order to maintain a reasonable probability for the system 

to be in working condition by maintenance point. However since the existence of the 

undetectable failures of the subsystem, the system may still fail without awareness of the 

central office with the (m , T ) maintenance rule. Besides the maintenance rule, 

maintenance is also required immediately after any hard-failure occurred during the 

operation. The system is restored to the state “as good as new” after each maintenance 
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action by replacing all the failed subsystems and performing preventive maintenance for 

all the working subsystems. 

The assumptions of the proposed model of a k -out-of-n  surveillance system are as 

follows: 

1. The k -out-of-n  system is composed of n  subsystems subject to two competing 

failure modes. 

2. There are two types of failure modes for each subsystem such as detectable 

(failure mode 1) and undetectable (failure mode 2) failures where the failures are 

competing and nontransferable. That means if either failure occurred to one of the 

subsystems, it will remain that failure mode until maintenance is performed to the 

system. 

3. A two stochastic-process model subject to two types of failures on the system 

level: soft-failure and hard-failure, is studied. The first process is the traditional 

counting process of the failed subsystems. The second process addresses the 

frequency of intruder’s arrival. 

4. Soft-failure is defined as the time when the system reaches (n−k +1) total 

failures; Hard-failure is defined as the time when the first intrusion occurred after 

the soft-failure of the system.  

5. The optimistic maintenance (m , T ) rule is applied to the system. 

Based on these assumptions, the outcomes of the two processes at the end of each 

maintenance period can be described as a two-level structure shown in Figure 5.1 and 

summarized as follows: 
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A. The system reaches the maintenance point after time T  from the last maintenance 

without going through the soft-failure mode (stopped by T ). 

B. The system reaches the maintenance point by observing m  noticeable failures of 

subsystems without going through the soft-failure mode (stopped by m ). 

C. Soft-failure occurred before any maintenance action. The outcome is further 

divided into three cases: 

a. The system reaches the maintenance point by rule T  (noted as s f - T ). 

b. The system reaches the maintenance point by rule m  (noted as s f - m ). 

c. The system reaches the maintenance point by having a hard-failure (noted 

as s f - H ).  

 
Figure 5.1  Diagram of the two levels of maintenance action 

 

In the next section, the mathematical expressions of the probabilities of all the outcomes 

are derived. The combination of the outcomes can then be used to define the reliability of 

the surveillance systems. 
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5.3 Surveillance System Reliability Modeling 

Consider the k -out-of-n  surveillance system where subsystems are subjected two 

competing failure modes. Each subsystem can be in working status, detectable failure 

mode (noted as failure mode 1) or undetectable failure mode (failure mode 2). It is 

assumed that the time to failure of each subsystem is distributed exponential with 

constant rate λ 1  for failure mode 1 (detectable failures) and λ 2  for mode 2 (undetectable 

failures). It should be noted that one can extend this work by considering other 

distributions such as Weibull etc. without loss of generality. To simplify our proposed 

modeling and mathematical derivation, in this chapter we only consider the exponential 

density function for each subsystem. First we analyze the two failure mechanisms 

separately. Then the reliability and cdf of each subsystem under each failure mode are 

given by 

               (5.1) 

        1 −       (5.2) 

where i  = 1, 2  represents failure mode index. 

Now consider the dependency between the two failure modes. Since the two failures are 

competing and non transferable (see system assumption B in section 5.2), the incident 

that a subsystem failed noticeably by time t   requires the mode 1 failure happened and 

the second failure mode did not happen by time t . The probability that failure mode 1 

occurs prior to failure mode 2 by time t  of each subsystem is given by 
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  +  
 1 −             

(5.3) 

In the similar manner, the probability that failure mode 2 occurs prior to failure mode 1 

by time t  for each subsystem is as follows 

        
  

  +  
 1 −             (5.4) 

Thus the reliability for each subsystem subject to competing failure modes is 

       1 −       −                   (5.5) 

On the system level, the status of the surveillance system by time t  is defined as (I (t ), 

J (t )) where row I (t )  represents the number of subsystems with undetected failures, and 

column J (t )  represents the number of subsystems with detectable failures by time t . The 

possible state distribution for a k -out-of-n  configured system is sketched in Figure 5.2. 
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Figure 5.2  Distribution of system states and region of outcomes 

 

Our assumption of the system indicates that all subsystems can be restored to 100% 

healthy (“as good as new”) after each maintenance action. Thus the system is always 

renewed at state (0, 0) for each cycle at t 0  = 0. The probability to observe state (I (t ), 

J (t )) = (i , j ) by time t   in Figure 5.2 follows the multinomial distribution and is given 

by 

         
 
          

       
      

      (5.6) 

where  
 
     

  

            
  

 
     is the trinomial coefficient. i ,  j       1   … and i +j  ≤ n . 

Each state (i , j ) has rate (n−i−j )λ 1   to move to state (i , j +1)  and rate (n−i−j )λ 2   to 

enter state (i +1, j ). The transitions of states are only in one-way direction, which means 

that back step is not allowed in the model. The states where i +j  = n  are absorbing states. 
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In Figure 5.2, there are 3 lined-up sets of states that separate the total states into 4 

different regions as follows:  

 The first set is the vertical line set that include the states with j  = m . Once those 

states are reached, the process will be stopped by rule m . Thus the states on the 

right hand side of the first set of states with j  = m  are not reachable during the 

real process. They are all absorbed by the states with j  = m . Thus when counting 

the probability of that process is stopped by m , we are not only summing up the 

probabilities of the vertical line states but also the probabilities of the right hand 

side states as shown in Figure 5.2.  

 The second set is the tilted line set with those states satisfied i +j  = n−k +1 and j  

< m . This set of states combined with the first vertical line set is used to separate 

region I and III.  

 The third set is the horizontal line of states satisfied j  > m  and i  = n−k+1−m . 

This is the boarder of region II and IV, with itself belongs to region II.  

When a state in region I is observed, the system neither has m  noticeable failures nor 

(n−k +1) total failures. Thus the process has not been stopped by rule m  or there is no 

soft-failure occurred for the system. The boundaries of region I include   ≤ j  < m  and  

0 ≤ i  < (n−k−j ). The probability to observe a state in region I by time t  is given by 

 

              

     

   

   

   

 

    
 
          

       
      

     

     

   

   

   

 

(5.7) 
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If a state is in region II, it means that the system has been stopped for maintenance by 

criterion m  without soft-failures. The boundaries of region II include   ≤ i  ≤ 

(n−k+1−m ) and m  ≤ j  ≤ (n−i ). The probability to observe a state in region II by 

time t  can be obtained as follows 

 

               

   

   

       

   

 

     
 
          

       
      

     

   

   

       

   

 

    
 
          

       
      

     

   

   

       

   

 

(5.8) 

The states in region III stand for the ones that the soft-failure has occurred to the system. 

After the soft-failure of the surveillance system, which means (n−k +1) total failure 

number of subsystems, the monitored area/facility is at risk and the intrusion process has 

been taken into account. The system is still up running in this case so that it can keep 

accumulating both types of subsystem failures. In region III, the process is terminated by 

either the following 3 cases: (i) stopped by m  at the moment jumped into region IV; (ii) 

stopped by T ; or (iii) stopped by an intrusion activity. The boundaries of region III 

include   ≤ j  <  m  and (n−k+1−j  ≤ i  ≤ (n−j ). The probability of observing a state 

in region III has the following expression 
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(5.9) 

States in region IV is more complicated than the other 3 regions. It satisfies both criteria 

of having at least m  detectable failures and (n−k +1) total failures. That means when a 

state in region IV is observed, the process can be either terminated by rule m  already 

without having the soft-failure or having the soft-failure at first then be stopped by rule 

m . Thus the route from state (0, 0) to reach the state in region IV is required to 

determine which outcome is corresponded. P I V m (t ) stands for the probability of 

observing a state in region IV that is coming through region II, while P I V s (t )  stands for 

the probability of observing a region IV state that is coming through region III. The 

boundaries of region IV include m  ≤ j  < (m +k−2) and (n−k+ −m ) ≤ i  ≤ (n−j ). 

From the boundary condition we can also get the condition for existence in region IV is k  

≥  , that is, as long as the system is not a parallel configuration, region IV will exist. 

 

                    

   

         

     

   

 

    
 
          

       
      

         

   

         

     

   

 

(5.10) 
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(5.11) 

where q i j m  stands for the probability that state (i , j )  in region IV comes across region II, 

while q i j s  represents the probability that state (i , j ) comes across region III.  
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 +  
 

   (5.12) 

      1 −      (5.13) 

where (i , j )  belongs to region IV. 

With the development of the probability of regions, the probability of the first level 

process outcomes are as follows: 

A. Probability that the process does not stop by rule m  or having soft-failures by 

time t . If we choose T  = t  in the equation, then P T (T ) stands for the probability 

that the process is stopped by reaching the predetermined age T  without having 

soft-failure: 

             (5.14) 

B. Probability that the process has stopped by m  is given by: 

             +         (5.15) 

C. Probability that the process has had a soft-failure by time t : 

               +        (5.16) 
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Since the three probabilities above cover all the possibility outcomes of the process, we 

have 

      +      +        1 (5.17) 

                               

Figure 5.3  Time sequences of possible system outcomes 

 

To further develop the probabilities of the second level outcomes after the soft-failure 

occurred to the system (outcome C.a P s f - T (t ), C.b P s f - m (t ) and C.c P s f - H (t )), the time 

sequences can be summarized as shown in Figure 5.3. At time        , the soft-failure 

happened first. Then if at time        , the process had stopped by rule m   before any 

intrusion took place, it was considered as the outcome P s f - m (t ). Similarly, if at time 

       , the process had stopped by arrival of intrusion, it was considered as the 

outcome P s f - H (t ). Finally, during the time interval      , the process was neither 

stopped by rule m  nor interrupted by intrusion arrival, it is considered as P s f - T (t ). The 

representation of each is developed as follows: 
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where the entering state to region III (n−k+1−s j , s j )  is considered separately. 
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(5.21) 

where  q i j s j  is the probability that state (i , j )  in region III or IV is entering region III 

from state (n−k+1−s j , s j ) 

         
 −  + 1
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   (5.22) 

To obtain F m |s f (x |τ , s j ), a revised triangular state distribution from Figure 5.2 is needed 

with the starting state at (n−k+1−s j , s j ) and t 0  = τ . Thus F m |s f (x |τ , s j ) is the 

probability of observing any state in the right hand small triangular in Figure 5.4.  
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(5.23) 
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Figure 5.4  Distribution of system states for calculation of F m |s f (x |τ , s j ) given that 

the system has had soft-failure at state (n−k+1−s j , s j ) 

 

Note that to guarantee the existence of the right hand small triangular in Figure 5.4, this 

inequality (m−s j ) > (k−1) must hold. Otherwise                        

                     1 −                     (5.24) 

The intrusion process (second process) is defined as arriving at rate μ  right after the 

system reaches soft-failure state. Thus 

                        (5.25) 

               1 −               1 −          (5.26) 

Since the 2
nd

 level outcome probabilities are separated from F s f (t ), we have 

                +         +          (5.27) 

where P s f - m (t ), P s f - H (t ) and P s f - T (t ) are given in equation (5.18), (5.19) and (5.20), 

respectively. Depending on the design requirement of the system, the following two 

reliability functions can be defined:  
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Reliability function 1, R 1 (t ): If the system is less strict and can afford some portion of 

time in the soft-failure state as it is our main focus in this study for the surveillance 

systems, then the failure of the system can be defined only for the hard- failure part. In 

this case, the reliability function of the system can be expressed as 

            +      +         +          1 −          (5.28) 

Reliability function 2, R 2 (t ):  If the system is only considered the soft-failure aspect that 

is the traditional k -out-of-n  system reliability modeling where at least k -out-of-n  

subsystems must work for the system to work, then the reliability of the system can be 

defined as follows 

            +       1 −        (5.29) 

 

5.4 Numerical Examples 

We now illustrate the proposed model through several numerical examples using 

equations (5.14) – (5.16), (5.18) – (5.20), and (5.28) – (5.29). Each model is focused on 

the effect of variation of one parameter to the probability outcomes of the system.  

Case 1: Given n  = 5 and k  = 3. The number of detectable failures to stop the process for 

maintenance m  was varying for all possible values from 1 to (n−k ).   In this case n−k  

= 2. The model parameters are also given as follows:  

The detectable failure rate λ 1  = 0.005.  

The undetectable failure rate λ 2  = 0.001. 

The failure rate of the intrusion process ("second process") μ  = 0.01. 

In this case, it is much easier to move to the right than to move down in the state 

distribution diagram, which is shown in Figure 5.4. The probabilities of the two-level 
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outcomes of the process for m  = 1 and m  = 2 are shown in Figure 5.5 and 5.6, 

respectively. 

 

Figure 5.5  Probabilities of the two-level outcomes with stopping criterion m  = 1 

 

We can observe that as time increases the probability that the system is going to stop by 

the time T  (called rule T ) quickly decreases. On the contrary, all the functions P m (t ), 

F s f (t ), P s f - m (t ) and P s f - H (t ) each first increases significant then slightly increase as 

the time increases. It can be easily explained that by holding a constant m  and only 

increasing t , the process is more likely to be stopped by rule m  (either with or without 

soft-failure happened first) or the hard-failure. 
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Figure 5.6  Probabilities of the two-level outcomes with stopping criterion m  = 2 

 

Figure 5.7  Zoomed plot of the second level outcome of the system with m  = 2 
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As shown in Figure 5.7, it is interesting to observe that P s f - T (T ) first increases then 

decreases as t   increases. There is a trade-off pair of effects on by an increment of time. 

When t  is small, increasing t  will result in higher probability of having soft-failure. Thus 

the probability that the process survives some time after the soft-failure also increases 

accordingly. This effect contributes to the rising portion of P s f - T (t ), When t   is not so 

small, the probability of having a soft-failure becomes more stable and barely increases 

with t . Then to keep the process for longer running time would only make the process 

more likely to be stopped either by rule m  or hard-failure. Thus the probability that the 

process survives until time after having soft-failure drops when t  increases. Hence the 

combination of the two effects gives the rise-then-drop profile for P s f - T (t ). As m  

increases from 1 to 2 (see Figure 5.8), the process has less probability to be stopped by 

rule m  because the absorbing boundary has shifted one step to the right. Accordingly, it 

is easier to have soft-failure thus also leads to increment of the hard-failure probability. 

Hence the reliability function R 1 (t ) drops as shown in Figure 5.8. The plot of the 

variation of type 2 reliability function R 2 (t ) is similar to the plot of R 1 (t ), only with 

different scales. Thus the plot is omitted. Since R 1 (t ) only excludes P s f - H (t ), while 

R 2 (t ) subtracts the whole probability of having soft-failure F s f (t ) from 1, therefore, 

R 1 (t ) is always greater than or equal to R 2 (t )  as shown in Figure 5.9. 
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Figure 5.8  Type 1 reliability (equation (5.28)) comparison with change of m 

 

Figure 5.9  Comparison of R 1 (t ) and R 2 (t ) with m  = 2 
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Case 2:  Model parameters λ 1 , λ 2  and μ  are the same as Case 1 above but we fixed k  = 

(n +1)/2 and m  = 3.  Figure 5.10 shows the reliability function for values of n  vary 

from 7 to 15 with a step of 2. Fixing k  at (n +1)/2 is a standard configuration to 

represent majority voting systems [73]. From Figure 5.10, the reliability function 

increases as n  increases. This is because that the safety gap (n−k+1−m ) increased with 

n , resulting in less probability of failures of the system. 

 

Figure 5.10  Type 1 reliability comparison with change of n ; m  = 3 
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function decreases as n  increases. This example demonstrates that with certain 

configuration of the system parameters, it is not always beneficial in terms of reliability 

to increase the number of subsystems in the entire system. 

 

5.5 Conclusion 

In this chapter, a k -out-of-n  surveillance system subject to two competing failure modes 

-- detectable and undetectable -- is discussed. The two stochastic-process reliability of the 

surveillance system is derived with the consideration of the intrusion process and a (m , T ) 

opportunistic maintenance policy. Several numerical examples are given to demonstrate 

the validity of the modeling and the sensitivity of several important parameters. For the 

future works, with the development of all the probability outcomes, cost can be 

associated with different scenarios to stop the process for maintenance and optimal 

maintenance schedule (m * , T * ) can be developed by minimizing the total surveillance 

system cost per unit time. 

  



 81 

 

 

 

Figure 5.11  Type 1 reliability comparison with various values of n  where  

m  = n−k−1 
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Chapter 6  
 

A Cost Model of an Opportunistic Maintenance Policy on k -out-of-n  

Surveillance Systems Considering Two Stochastic-Processes 

 

6.1 Introduction 

The surveillance system has been widely applied to enhance the security level of the 

protected area. US government invests billions of dollars each year on installation of 

surveillance cameras to monitor crime activities. The reliability of the surveillance 

systems is critical since failure of such systems may result in severe damage to the 

protected facilities. Two typical methods are widely applied to enhance the system 

reliability: adding redundancy and scheduling preventive maintenance to restore the 

system to younger states. For multi-unit systems, the maintenance policy often takes the 

dependency between components into consideration. One of the applications is the 

opportunistic maintenance, where in each maintenance action, several units are being 

serviced together to save resource [7, 85, 129, 147].  

For most reliability modeling, only the system operating process is taken into 

consideration. However, for the surveillance redundant systems, its goal is to monitor and 

record all the actions and activities when the incidents or attacks occurred. In other words, 

if the system has many failed components and are not functioning properly, but it reaches 

maintenance point without encountering any incident. This case may still be considered 

as “fail-safe” or “soft-failure” since no incident has yet occurred, and thus no real damage 

to the area. If ignoring the incident arrival process, or intrusion process, it will result in 

more frequent maintenance action than necessary. Note that this is not always been good 

since the maintenance usually associate with system down time and restore cost. In 
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Chapter 5, a two-process model on reliability modeling of the surveillance system with 

both noticeable and hidden failures is proposed considering an (m , T ) opportunistic 

maintenance policy. However, the optimal design of the policy is left out in the modeling. 

The cost model is frequently applied to determine the optimal maintenance policy by 

unifying the measurement of the maintenance consumption and the system risk with 

prices. Many related works can be found in [84, 92, 93, 106, 127, 134, 139, 148, 149]. 

Pham and Zhang [150] propose a model on optimal software releasing time by addressing 

different functions to different phases of the software development or marketing. Teng 

and Pham [151] present a cost model on a software gain model with consideration of the 

random environment. Wang and Pham [134] proposed a cost model on optimal 

preventive maintenance of system with dependent competing risks and hidden failures.  

In this chapter, we develop a cost model to determine the optimal maintenance policy of 

the (m , T ) rule for the two-process reliability modeling of the k -out-of-n  surveillance 

systems developed in Chapter 5. The cost model addresses the expected number of 

failures for each outcome of the multi-unit system and penalties for soft and hard-failures 

of the surveillance system. A search algorithm is proposed to obtain the optimal solution 

of the cost model. Several numerical examples are given to demonstrate the proposed 

models. 

 

6.2 Cost Model 

6.2.1 Description of the Surveillance Systems with (m , T ) Maintenance Policy 

The surveillance system model considered in this work is presented in Chapter 5. The 

system structure is a k -out-of-n  system with subsystems that have two failure modes: 
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detectable and undetectable. Both types of failures are countable to determine the system 

status. Once (n−k +1) total failure are accumulated, the surveillance system is 

considered as in “soft-failure” mode. Because of the existence of the undetectable failures 

in the subsystems, the soft-failure is not self announced. When enough subsystems are 

working, the monitored area is considered protected. Any arrivals of attacks will be 

discovered and responded accordingly. From the time point of the soft-failure, any 

additional arrival of the attack will strike the surveillance area and cause severe damage. 

Thus the first arrival of attack after the soft-failure is defined as hard-failure. Since we 

gain partial information from the system status from the detectable failures, the following 

opportunistic maintenance policy is adapted to enhance the system performance, noted as 

(m , T ) rule. In the policy the whole system is renewed at one of the following events, 

whichever occurred first:  

(1) The system has accumulated m  noticeable failures 

(2) The system has survived time T  from last maintenance action 

(3) Then system has had a hard-failure 

The maintenance action is considered perfect, that is, to replace the failed subsystem and 

fully restore all the working subsystems to their “as good as new” states. Parameter m  

here is considered as a hazard indication and is applied for early termination of one 

renewal cycle to prevent hard-failure. Thus it should be selected smaller than (n−k +1), 

which is the number of total failures for the lost of the surveillance system in order to 

leave some safety gap for the undetectable subsystem failures. Thus the range for m  is [1, 

n−k ]. 
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Based on the description of the system and the maintenance rules, the possible system 

outcome is summarized as the following and shown in Figure 6.1. 

A. The system stops for maintenance after time T  from the last maintenance without 

soft-failure (stopped by T ). 

B. The system stops for maintenance by observing m  noticeable failures of 

subsystems without soft-failure (stopped by m ). 

C. Soft-failure occurred before any maintenance action. Notice that there is no way 

to discover the soft-failure immediately and terminate the system. Three possible 

outcomes can occur after the soft-failure: 

a. The system reaches the maintenance point by rule T  (noted as s f - T ). 

b. The system reaches the maintenance point by rule m  (noted as s f - m ). 

c. The system reaches the maintenance point by having a hard-failure (s f - H ).  

 

Figure 6.1  Diagram of the two levels of maintenance action 

The mathematical expressions of the outcome probability are developed in Chapter 5. 

The first part PT(t) is the probability that the process is neither stopped by rule m  nor 

having soft-failures by time t : 
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 (6.1) 

The probability that the process has stopped by m  directly and has no soft-failure in the 

cycle is given by: 
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 (6.2) 

The probability that the process has had a soft-failure by time t : 
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Figure 6.2  Time sequences of possible system outcomes 
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For the detailed development of the probability outcomes, please refer to Chapter 5. 

 

6.2.2 Cost Model Description 

The performance of the surveillance system is highly determined on the maintenance 

schedule. For the opportunistic maintenance (m , T ) policy chosen in Chapter 5, the 

selection of the two parameters has dependent interference on the system cost per unit 

time. On the one hand, if either parameter is too small, the maintenance actions will be 

carried out too frequently so that the cost to restore the system to perfect state increases. 

The risk of having failures (both soft-failures and hard-failures) will be low in this case. 

On the other hand, if both the parameters are set at large values, the intervals between 

two maintenance actions will be too long so that the system is under too much risk, 

although some cost of the maintenance is saved. Thus we can clearly see the trade-off of 

the high maintenance cost vs. the system risk. With the development of the system 

probability outcomes in Chapter 5 and the cost model in this work, the optimal 

maintenance schedule can be obtained to achieve the lowest cost per unit time while 

remaining the system risk at a reasonable level. The assumptions of the cost model are 

given as the following: 

1) There is a set-up cost to initiate every maintenance action. This is corresponding 

to the economic dependency of the subsystems.  

2) For each maintenance action, the system is restored to “as good as new”, which 

means that all the failed subsystems have to be fixed and all the survived 
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subsystem have to be serviced so that every subsystem is in perfect state after a 

maintenance. One can expect a higher cost for renewing a failed unit than 

servicing a working unit in the cost model. 

3) Whenever a maintenance action is initiated by a hard-failure, a very large cost is 

addressed in the model, as an intrusion/incident arrival when the surveillance is 

down often resulting in massive damage to the protected area. The hard-failure is 

the most important thing we are trying to avoid by having the maintenance policy. 

4) When a soft-failure occurs, there is a penalty addressed from the time of the soft-

failure to the next maintenance action. The penalty cost per unit time represents 

the risk of losing the protection of the surveillance system, although the hard-

failure may or may not strike the area after the soft-failure. 

The expected maintenance cost per cycle includes the following parts: 

i. A constant set-up cost c0 .  

ii. Cost for restoring the system C R (m , T ). This part of the cost is related to the 

expected number of failed subsystems E S i [N F |m , T ].  

iii. Penalty cost for hard-failure C H (m , T ). The cost represents the massive damage 

due to the success attack under no protection of the surveillance system. 

iv. Penalty cost for the time lost of protection with the surveillance system C S (m , T ).  

Each of the cost components can be determined as the following: 

A. Cost for restoring the system C R (m , T ). 

                        +     −                      

    

 (6.7) 
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where set S  includes all possible outcomes in each maintenance cycle. The elements can 

be found in Table 6.1. P S 1 (m , T ) to P S 5 (m , T ) can be calculated from equation (6.1), 

(6.2), (6.4) – (6.6),  respectively. 

 

Table 6.1  Label representation of the possible outcomes 

s i  Corresponding outcome 

s 1  stopped by T  (without soft-failure) 

s 2  stopped by m  (without soft-failure) 

s 3  stopped by T  after soft-failure 

s 4  stopped by m  after soft-failure 

s 5  stopped by hard-failure after soft-failure 

where the expected number of different outcomes are represented as the following 

respectively.  

                 +         

     

   

   

   

 (6.8) 
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(6.9) 
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 (6.10) 
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 (6.11) 
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 (6.12) 

B. Penalty cost for hard-failure C H (m , T ). 

This is a onetime cost for hard-failure. It represents the massive damage due to the 

success attack under no protection of the surveillance system. It is the major risk we are 

trying to reduce with the maintenance policy. 

                    (6.13) 

C. Penalty cost for the time lost of protection with the surveillance system C S (m , T ).  

This part of cost is proportion to the expected time length from one soft-failure to the 

time point T e n d  to carry out the next maintenance action. The separate cases for outcome 

s 3 , s 4  and s 5  have to be discussed. 

      −        −                                    
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      −         −                                     
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       −         −   +      −   +      −    (6.17) 

                  −    (6.18) 

The total expected cost per renewal cycle C (m , T ) thus is expressed as 
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          +        +        +         (6.19) 

The expected time length of each interval between two consecutive maintenance actions 

is estimated by summing up the expected time for each outcome.  

                              
 for all i    1     …  5 (6.20) 

where 

                   (6.21) 
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                      (6.23) 
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 (6.25) 

With the above development, the expected cost per unit time of the designed maintenance 

policy can be defined as 

          
      

             
 

  +        +        +        

               

 (6.26) 

We wish to find the optimal maintenance parameters m *  and T *  that minimizes the 

expected total system cost in equation (6.26). Mathematically, the optimization cost 

model is as follows 

 

   
   

         
  +        +        +        

               

 

       1  −        

(6.27) 
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where C R (m , T ), C H (m , T ), C S (m , T ) and E [T s i |m , T ] are given in equation (6.7), 

(6.13), (6.18) and (6.21) to (6.25), respectively.  

 

6.3 Numerical Optimal Maintenance Policy  

There is a trade-off between high maintenance cost and high risk of the system. On the 

one hand, when the maintenance interval is too short, much money will be wasted on the 

maintenance actions thus the total system cost per unit time will be high. On the other 

hand, when the interval is large, the system is going under too much risk to have failures 

that the expected penalty is too high. The parameter m  must be integers and restricted in 

the range [1, n−k ]. Hence there is only a small set of candidates for possible m  so that 

we can enumerate all possibilities instead of using some integer programming techniques. 

However, both the numerator C (m , T ) and the denominator E [T c y c l e |m , T ] of E C L (m , 

T ) have too many terms and it is tedious to use equation (6.27) to achieve the optimal 

solution. Based on several observations from the numerical calculations, although we 

won’t be able to prove it in theory, we are confident to conclude that there is only one 

local minima (unimodel) for E C L (m , T )  for every given m . The observations are shown 

in Figure 6.3 to Figure 6.9. These observations are also the plots for the numerical 

examples provided in Section 6.4. 
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Figure 6.3  Expected cost per unit time of Case 1 

 

Figure 6.4  Expected cost per unit time of Case 2.1 
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Figure 6.5  Expected cost per unit time of Case 3 

 

Figure 6.6  Expected cost per unit time of Case 4 
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Figure 6.7  Expected cost per unit time of Case 5 

 

Figure 6.8  Expected cost per unit time of Case 6 
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Figure 6.9  Expected cost per unit time of Case 7 
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λ 1 , λ 2 , μ , c 0 , c f , c s , c H , and c p .  
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Since the maintenance policy is designed to remain some safe margin to prevent the 

surveillance system from failure, thus the initial point of the predetermined age is 

selected smaller than the traditional MTTF, as the following: 

               for 0<α<1 (6.29) 

The search algorithm will enumerate all possible m  values from 1 to (n−k ) and find a 

T * (m ) for each m . Then (m * , T * ) is selected from all the candidate (m , T * (m )) pairs 

with the smallest E C L (m , T ). 

Algorithm: 

1) α  = 2/3, m  = 1, T  = T 0 , calculate E C L (m , T ). 

2) if E C L (m , T ) ≤ E C L (m , T +ΔT ) 

                    ≥        −           

else  

                    ≥        +           

3) m  = m +1, T  = T 0 , until m  = n−k , calculate E C L (m , T ). Go to 2) 

4) Obtain (m * , T * ) by selecting the candidate (m , T * (m )) pair with the minimal 

E C L (m , T ). 

 

6.4 Numerical Example 

To demonstrate the proposed cost model and algorithm to obtain the optimal maintenance 

policy, several cases with different parameter settings are studied. The results are posted 

in Table 6.2. 
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Table 6.2  Optimal maintenance policies under different conditions 

Case # Conditions (m*, T*) min ECL(m, T) 

Case 1 k = 4, n = 7  λ1 = 0.005  λ2 = 0.002  μ = 0.01 

c0 = 100, cf = 60, cs = 10, cH = 5000, cp = 10 

(3, 67) 4.9439 

Case 2.1 n = 8 (3, 84) 4.2975 

Case 2.2 n = 9 (4, 96) 4.0939 

Case 2.3 n = 10 (4, 104) 4.0388 

Case 3 λ2 = 0.004 (2, 54) 6.2985 

Case 4 μ = 0.05 (2, 60) 5.6675 

Case 5 c0 = 500 (3, 91) 10.7764 

Case 6 cs = 30 (3, 75) 6.818 

Case 7 cH = 2000 (3, 79) 4.2661 

Note: the coefficients not listed in Case 2–7 are the same as in Case 1. 

 

6.4.1 The Impact of the System Structure 

From case 2.2 to 2.4, the total number of the subsystems has been increased with all the 

other parameters unchanged. We can find out that with the minimal number of subsystem 

remaining at k  = 4, increasing n decreases the optimal per unit time cost of the system 

E C L (m * , T * ). It is not hard to understand the effect since increasing redundancy of the 

system will lower down the risk of the system. A consequence of this change is the trend 

of the increment of optimal (m * , T * ), as that it is rational to carry out the maintenance 

action less often for system with lower failure rate. 
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6.4.2 The Impact of the Failure Rates 

In case 3 and 4, the undetectable failure rate of each subsystem and the arrival rate of 

intrusion/incident are changed respectively.  The undetectable failure rate increases from 

0.002 to 0.004 that is more close to the detectable failure rate. Thus the system is 

expected to have more hidden failure units during operation. The optimal maintenance 

policy suggests to set m  = 2 instead of 3 to leave a larger safe margin to failure. The 

predetermined age to renew the system also has been shortened from 67 hours to 54 

hours. The subsystem has higher rate to experience the undetectable failure thus the 

optimal per unit time cost increases. If the arrival rate of the second process enlarges 5 

times, the system is more vulnerable to the hard-failure. Thus the optimal maintenance 

policy also suggests smaller m  and shorter T  compared to case 1 in order to reduce the 

risk of the system. As no surprise, the expected cost per unit time increases in μ . 

 

6.4.3 The Impact of the Cost Coefficient 

Each cost coefficient is varied from case 5 to 7. As mentioned before, the set-up cost 

represents the economic dependency between maintenance of subsystems. The higher 

this cost is, the more units each maintenance action is trying to group. Thus T *  increases 

from 67 to 91, leaving the system under more risk trying to pack more units to maintain 

at once. The expected cost increases as a result in case 5. In case 6, the cost to service a 

working unit increases from 10 to 30. Thus it is less beneficial to renew the system early 

with fewer failures. The cost of each maintenance action should also increase due to this 

change. Hence T *  and E C L (m * , T * ) increases. In case 7, the penalty for the hard-failure 
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reduces from 5000 to 2000. Thus T *  increases for less often renewal, and E C L (m * , T * ) 

drops as there is less penalty.  

 

6.5 Conclusion 

In this chapter, a cost model on the opportunistic maintenance policy of a k -out-of-n  

surveillance system with consideration of the two stochastic processes is developed. The 

model includes maintenance cost dependent on the expected number of failed subsystems 

and penalty terms due to both soft-failure and hard-failure of the system. A numerical 

search algorithm to obtain the optimal maintenance policy is provided. Several numerical 

examples are given to demonstrate the validity of the modeling and the sensitivity of 

different parameters. For the future works, we will focus on the reliability modeling of 

the surveillance system with the two processes considering the false alarm failure mode 

on both the sensor and system level. 
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Chapter 7  
 

Reliability Analysis of k-out-of-n Surveillance Systems Subject to Dual 

Stochastic Process and (m, d , T) Opportunistic Maintenance Policy  

 

7.1 Introduction 

Surveillance systems have been widely used in areas that need monitoring such as 

airports, railroads, banks, shopping malls, hospitals, schools, etc. The failure of these 

systems should be analyzed associated with the intrusion/incident arrival process (called 

intrusion process) in order to achieve a comprehensive representation of the system 

outcomes. In this chapter, we develop a generalized dual-stochastic-process reliability 

model of k -out-of-n  surveillance systems with complete four failure modes on the 

subsystem level, noted as fail-dangerous detectable, fail-dangerous undetectable, fail-safe 

detectable and fail-safe undetectable modes. The reliability of the system is derived with 

considerations of the intrusion process and a (m , d , T ) opportunistic maintenance policy. 

The closed-form reliability function of a triple-modular redundancy (TMR) system is 

obtained. Numerical examples are given to demonstrate the validity of the modeling. 

 

7.2 Description of the Surveillance Systems with (m , d , T ) Opportunistic 

Maintenance Policy 

The defined surveillance system is used to monitor the safety of a critical area. The 

conditions of the protected area are defined as normal and abnormal. Depending on the 

conditions of the area, each sensor may operate in the following status:  

1) Report normal when the area is normal. 

2) Report abnormal when the area is abnormal. 
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3) Report normal when the area is abnormal. 

4) Report abnormal when the area is normal. 

Note that the first two states are considered as working states for an individual sensor. 

State 3) above is defined as the fail-dangerous type of sensor failure since the sensor is no 

longer capable to detect any abnormal condition of the protected area. State 4) is defined 

as the fail-safe type of sensor failure, since the sensor reports dangerous actions even 

when the area is under normal condition. The failure will most likely to cause a false 

alarm for the surveillance area, but no dangerous actions will be ignored by this type of 

failure. 

The states of the sensors are tested by some imperfect monitoring techniques such as an 

indicating LED light in the central control room for each of the sensor. Thus when either 

the fail-safe or fail-dangerous type of failure occurs to one of the sensors, it has some 

probability to “announce” itself in order to notify the central officer that the system is 

operating under a degraded condition. If a sensor failure is announced, it is defined as 

detectable, otherwise undetectable. Thus consider all the combinations, there are in total 

4 types of failure at the sensor level: fail-dangerous detectable, fail-dangerous 

undetectable, fail-safe detectable and fail-safe undetectable. Such failure modes 

assumption can be found in [77, 139] and is very typical on the reliability modeling of the 

safety instrumental system, a sensor system that is used to monitor the status of other 

safety critical processes. It is also suitable to define surveillance systems as the 

surveillance sensor can also fail to detect an incident (corresponding to fail-dangerous) or 

report a suspicious action while there is nothing abnormal going on (corresponding to 

fail-safe) in the protected area.  
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The general surveillance system model considered in this work is a k -out-of-n  system. 

Assume that each sensor in the system is capable to observe the entire surveillance area. 

The system uses n identical sensors to enhance the performance. On the system level, it 

requires at least k  sensors reporting incident detection in the area to trigger the alarm. At 

any time, if less than k  sensors report incident detection, those reports are considered as 

false detections and will be discarded. Hence, if k  or more sensors fall into the fail-safe 

mode, the surveillance system is considered as fail-safe, as the system has enough votes 

to trigger the alarm when there is no incident in the surveillance area. On the contrary, if 

(n−k +1) or more sensors fall into the fail-dangerous mode, the surveillance system will 

no longer be capable to detect the incident in the area. Even if all the remaining sensors 

are working properly and detect the real incident, they will be discarded by the system 

since the valid report number is guaranteed to be less than k  (too many sensors in the 

fail-dangerous mode). To summarize the fail-safe and fail-dangerous mode on the system 

level, we have 

1) System fail-safe mode: at least k  sensors in fail-safe mode (either detectable or 

undetectable). This system mode is noticeable immediately since a false-alarm 

will be triggered.  

2) System fail-dangerous mode: at least (n−k +1) sensors in fail-dangerous mode 

(either detectable or undetectable). When the system enters the fail-dangerous 

mode, it loses the ability to detect any incident occurred in the field. It may not be 

detectable since some of the sensor failures are undetectable and there is no alarm 

triggered when entering the mode.  
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Because the partial states information is available to the central officer, the system may 

be scheduled for maintenance before a false-alarm is triggered or the surveillance area is 

hit by an incident/attack. When the fail-safe detectable and fail-dangerous detectable 

failures are cumulated to certain numbers prior to the actual system failure numbers, the 

maintenance action should be carried out to prevent the high risk of failure for a degraded 

system. To be specific, when m  є  1  n−k ] fail-dangerous detectable failures are 

cumulated, or when d  є  1  k−1] fail-safe detectable failures are cumulated, or when the 

system has survived time T  from the last maintenance action, a maintenance action 

should be performed to the surveillance system. The described maintenance schedule is 

noted as (m , d , T ) maintenance policy. 

In this chapter, we assume that the maintenance action is considered to be perfect.  In 

other word, each maintenance action will restore the whole surveillance system to “as 

good as new”. The surveillance system under the (m , d , T ) maintenance policy may 

experience the following possible outcomes to be stopped for a new maintenance action, 

as shown in Figure 7.1: 

a) Stopped directly by rule T : the system survives for time T  from last maintenance 

action, without entering the fail-dangerous mode. 

b) Stopped directly by rule m : the system accumulates m  fail-dangerous detectable 

failures, without entering the fail-dangerous mode. 

c) Stopped directly by rule d : the system accumulates d  fail-safe detectable failures, 

without entering the fail-dangerous mode. 

d) Stopped by fail-safe alarm: the system has encountered a false alarm. 
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e) Entered the fail-dangerous mode: the system enters the fail-dangerous mode and 

continue to operate, it will reach: 

e1) Stopped by rule T : the system survives for time T  after fail-dangerous mode 

e2) Stopped by rule m : the system accumulates m  fail-dangerous detectable 

failures after fail-dangerous mode 

e3) Stopped by rule d : the system accumulates d  fail-safe detectable failures after 

fail-dangerous mode 

e4) Stopped by H : the system encounters an incident/attack after fail-dangerous 

mode. This is treated as the hard-failure of the system that will cause the most 

damage. 

 

Figure 7.1  Diagram of the two levels of maintenance action 

 

7.3 Surveillance System Reliability Modeling 

7.3.1 A Generalized k-out-of-n System 

Consider the k -out-of-n  systems discussed in section 7.2 with sensors of having 4 

possible failure modes. The probability to observe failure mode f  by time t  can be 

represented by 
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           1 −       (7.1) 

where the index f  = 1d , 1u , 0d , 0u  corresponding to fail-dangerous detectable, fail-

dangerous undetectable, fail-safe detectable and fail-safe undetectable modes respectively, 

and p f   is the probability that the failure is a mode f  failure when a failure is occurred.  

The reliability function for each sensor by time t  is 

            (7.2) 

Note that the exponential life time function can be substitute with any type of reliability 

functions. Here the exponential function is used for simplicity of equation developments, 

without the loss of generality. Firstly the detectability of the sensor failures is collapsed. 

Only two dimensions of fail-safe number and fail-dangerous number are taken into 

consideration. Thus on the system level, the status of the surveillance system by time t  

can be defined as (I (t ), J (t )) where row I (t ) represents the number of sensors with fail-

safe failures, and column J (t )  represents the number of subsystems with fail-dangerous 

failures by time t . When combining the detectable and undetectable types of failures, the 

probability to observe a fail-dangerous or a fail-safe type of failure can be defined as 

       +     (7.3) 

       +     (7.4) 

The possible state distribution for the k-out-of-n surveillance system is represented in 

Figure 7.2.  
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Figure 7.2  Virtual distribution of system states and region of outcomes 

 

The assumption of the system indicates that all subsystems can be restored to 100% 

healthy (“as good as new”) after each maintenance action. Thus the system is always 

renewed at state (0, 0) for each cycle at t 0  = 0. The probability to observe state (I (t ), 

J (t )) = (i , j ) by time t  in Figure 7.2 follows the trinomial distribution and is given by 

         
 
        1 −       

 

    1 −       
 

      
     

 (7.5) 

where  
 
     

  

            
, i , j       1   … and i +j  ≤ n . Each state (i , j ) has rate 

(n−i−j )p 1λ  to move to state (i , j +1) and rate (n−i−j ) p 0λ  to enter state (i +1, j ). 

The transitions of states are only in one-way direction, which means that back step is not 

allowed in the model. Notice that many states in Figure 7.2 are considered as virtual 

states meaning that they do not actually exist in reality. For example, all the states in 

Region VII except the ones on the horizontal line k  do not exist in reality, since that the 
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system is stopped for maintenance when k  fail-safe failures are cumulated. In other 

words, the probabilities to observe the states in Region VII are absorbed by the ones on 

the horizontal line k .  

In Figure 7.2, there are 4 lines of states that separate the total area into 8 different regions 

as follows:  

 i  = d  and i  = k  as horizontal lines 

 j  = m  and j  = n−k +1 as vertical lines 

Region I represents the states that the surveillance system is functioning properly. The 

probability to observe a state in Region I can be found with 

               

   

   

   

   

 (7.6) 

States in Region II can be either the working states or the ones that stopped by rule m , 

depending on the number of detectable fail-dangerous failures it has in the system. 

Similar situations are for Region IV, V and VII where two to three outcomes are possible 

depending on the numbers of detectable failures of certain type. 

                  

   

   

    

   

    

   

   

 (7.7) 

 

                  

   

   

    

 

    

   

   

 (7.8) 

where 

      
 
  
  

   
  

 
  

 
   
  

 
    

 (7.9) 

Similarly, the results of Region IV can be obtained:   
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where 

      
 
  
  

   
  

 
 

 
   
  

 
    

 (7.12) 

For Region V and VII, 
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 (7.17) 

These outcomes can be developed by conditioning on the number of detectable type of 

failures. For the outcomes of Region VIII though, only conditioning on the detectable 

failure is not enough. The paths to reach the states in Region VIII also matter. The same 

as the outcomes in Region III and VI where the second layer outcomes become possible. 
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The separation of outcomes for the three regions can only be represented in the general 

form 

                    +           +             (7.18) 

                        +             +               (7.19) 

The first layer outcomes for the general k-out-of-n surveillance system are 

              +         +         (7.20) 

               +        +          +           +              (7.21) 

               +        +           +              (7.22) 

                  +             (7.23) 

                      (7.24) 

   

7.3.2 A Representation for a special case: TMR (2-out-of-3) Model 

The states in Region VIII become tricky with possible outcomes as stopped by m , d  or 

fail-safe. A single state in Region VIII may belong to different outcomes for different 

paths to reach that state. Things become even more complicated for Region III and VI 

when the second layer outcomes become possible. It is problematic to get the analytic 

solution for the general k -out-of-n  system with arbitrary (m , d , T ) maintenance 

parameters. 

The triple-modular redundancy (TMR), as one of the simplest forms of the k -out-of-n  

configuration, can dramatically simplify the complexity of the problem and make the 

analytical solution of the probability outcomes for the surveillance system possible as we 

now discuss in this subsection. The only possible maintenance parameters in this case are 

m  = d  = 1. 
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For Region VIII, only one possible state exists with 1 fail-dangerous and 2 fail-safe 

failures. Further considering all the combinations of the detectable and undetectable types 

can be obtained as shown in Table 7.1. In column 1, Table 7.1, a 4-digit format is used to 

represent the state with the numbers of the fail-dangerous detectable, fail-dangerous 

undetectable, fail-safe detectable and fail-safe undetectable in order. The following three 

columns define the probabilities of the outcomes (either stopped by m , by d  or by fail-

safe) when observing a state in region VIII. For the possible outcomes information, 

please refer to Figure 7.1. 

 

Table 7.1  Probability of outcomes for states in Region VIII 

State: (jd, ju, id, iu) Stopped by m Stopped by d Stopped by fs 

(0102) 0 0 1 

(1002) 2/3 0 1/3 

(0111) 0 1 0 

(1011) 3/6 3/6 0 

(0120) 0 1 0 

(1020) 1/3 2/3 0 

 

The probabilities in the table are obtained by counting the fraction of the possible routes 

from state (0000) to the desired state following each criterion. 

Thus for Region VIII, we have: 

            
 

 
        +

1

 
        +

1

 
         (7.25) 
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         (7.26) 

                     +
1

 
         (7.27) 

For Region III and VI, the following steps are required in order to calculate the 

probabilities of the two-level outcomes: 

A. Discuss the probability of outcome for each state that belongs to Region III and 

VI. There are 6 categories possible. Taking the entering point (0200) as an 

example. 

a. States that have entered the fail-dangerous mode only 

(0200) (0300) 

 

b. States that either stopped by d  directly or have f d - d  

State d  directly f d - d  

(0210) 2/3 1/3 

 

c. States with m   or f d - m  

State m  directly f d - m  

(1200) 2/3 1/3 

 

d. States that only stopped by m  directly 

(2000) (3000) 

(1100) (2100) 
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e. States that either stopped by m  directly or d  directly 

States m  directly d  directly 

(2010) 2/3 1/3 

(1110) 3/6 3/6 

 

f. States that may be corresponding to the outcome m , d , f d - m  or f d - d . Only 

applicable to higher order of problems, e.g., a 3-out-of-5 system will need to 

consider states in category f).  

B. Calculate fail-dangerous probability by conditioning on the entering points (0200) 

and (0201) 

C. Evaluate the conditioned probabilities of the second layer outcomes without the 

second process: P m |f d (x |τ , s j ), P d |f d (x | τ , s j ) and P T |f d (x | τ , s j ), P H |f d (x | τ ) 

D. Calculate the probabilities of the second layer outcomes 

In summary, the system probability outcomes for the TMR (2-out-of-3) surveillance 

system considering all 4 types of failures and the incident/attack process can be 

calculated from equation (7.20) – (7.24) with the detailed terms defined as 

 

             
 

 
        +         +         +         +         

+         +         +
 

 
        +
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(7.28) 
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1

 
         (7.29) 

                       

   

   

 

       

−             −              (7.30) 

The second layer outcomes are estimated as 
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 (7.31) 

                                                
 

 

 

   

 (7.32) 

                                               
 

 

 

   

 (7.33) 

                                              

 

   

 (7.34) 

where 

            1 −          (7.35) 

                      (7.36) 

The entering state to the second layer outcomes (after fail-dangerous occurred to the 

system) s j  = 0200 and 0201. At state 0200, there is one working sensor left. It can reach 

the fail-dangerous detectable state, which will lead to the outcome f d - m . 

                      1 −           (7.37) 

It can reach the fail-safe detectable state, which will lead to the outcome f d - d . 

                      1 −           (7.38) 

The sensor can also remain as working, enter fail-dangerous undetectable or fail-safe 

undetectable, which will lead to the outcome f d - T .  

                          +     1 −          +     1 −           (7.39) 

At state 0201, all sensors are failed in undetectable modes. The state will remain until 

time T , if not interrupted by hard-failure H . 
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                    (7.40) 

                    (7.41) 

                  1 (7.42) 

 

7.4 Numerical Examples 

In this section, we discuss a numerical result based on the TMR system to illustrate our 

proposed reliability analysis with the following parameters: 

The total failure rate λ  = 0.005. 

The arrival rate of the intrusion process ("second process") μ  = 0.01. 

The probability of having each failure type is listed in Table 7.2. 

 

Table 7.2  Probability of each failure type 

Failure type Probability 

Fail-dangerous detectable (j d ) 0.6 

Fail-dangerous undetectable (j u ) 0.2 

Fail-safe detectable (i d ) 0.1 

Fail-safe undetectable (i u ) 0.1 

 

The first layer probability outcomes are plotted in Figure 7.3, where the outputs are 

calculated from equation (7.28) to (7.32). As we can see that the case of stopped by 

reaching life time T  to carry out maintenance is a transient state, while all the other 

stopping criteria for maintenance actions are absorbing states. In the TMR model, the 

outcomes of stopped by m  and stopped by d  require only one step from the original 
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perfect state. The outcomes of having the fail-safe alarm and reaching the fail-dangerous 

mode require two steps. Thus the probabilities to observe the first two outcomes are 

significantly higher than the latter two. Within the same steps, it is easier to have fail-

dangerous type of sensor failure than the fail-safe type by parameter setup in Table 7.2. It 

is consistent with the plot showing that P m (t ) > P d (t ) and P f d (t ) > P f s (t ).  

After reaching the fail-dangerous mode, the system keeps operating until one of the 

stopping criteria is reached. Thus the purple line of the total probability of the fail-

dangerous outcome in Figure 7.3 can be further divided into the second-layer outcomes, 

as shown in Figure 7.4. The outcomes are calculated from equation (7.36) to (7.39). 

P f d (t ) is the total probability in this case. It is divided into P f d - m (t ), P f d - d (t ), P f d - T (t ) 

and P f d - H (t ). Again only the outcome of survival to time T is transient. Hence in the 

long run, the probability drops and approaches zero. However, in the beginning of the 

process, the total probability to observe a fail-dangerous mode is low and rising rapidly 

afterwards until stable. That is why P f d - T (t ) has the rising trend at first then drops down 

with t  increasing. After entering the fail-dangerous mode, the arrival rate of the second 

process (incident/attack process) is high. Thus a significant portion after the fail-

dangerous mode belongs to the hard-failure of the system. 
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Figure 7.3  Probability plot of first level outcomes for the numerical 2-out-of-3 

system 

 

Figure 7.4  Probability plot of second level outcomes for the numerical 2-out-of-3 

system 
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7.5 Comparison between models 

The reliability models developed in Chapter 4, 5 and 7 all consider the effect of the two 

stochastic-processes on the system probability outcomes. The first model developed in 

Chapter 4 only considers the fail-dangerous undetectable type of failures. The second 

model considers fail-dangerous detectable and undetectable failures. The full model 

developed in this chapter includes all 4 types of failures. By carefully setting up the 

parameters, the first two models can be covered by the model presented in this chapter. 

We demonstrate that the first two models are special cases for the third model with a 3-

out-of-5 system as an example. 

The model one considers the effect of the random environment, the imperfect detection 

rate and the time dependent second process arrival rate, other than the two process effect 

that we are focusing on comparing the models here. Thus firstly we have to ignore all 

these factors and rewrite the system outcomes as 

         
5
 
       

 
 1 −      

   
 

   

 (7.43) 

       1 −       1 −  
5
 
       

 
 1 −      

   
 

   

 (7.44) 

                       
 

 

 (7.45) 

                
     

 

 

 (7.46) 

Select λ  = 0.005 and μ  = 0.002 for model 1. To achieve the equivalent model for model 

2 and 3, the parameters are selected as follows. For model 2, λ 1  = 0, λ 2  = 0.005, μ  = 
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0.002. For model 3, λ  = 0.005, μ  = 0.002, p 1 u  = 1, p 1 d  = p 0 d  = p 0 u  = 0. The plots 

are shown in Figure 7.5. 

If only comparing model 2 and 3, both fail-dangerous detectable and fail-dangerous 

undetectable types of failures can be present. For model 2, let λ 1  = 0.003, λ 2  = 0.002,  

μ  = 0.002 and m  = 2. To have an equivalent model from model 3, the following 

relationships have to be satisfied besides selecting μ  = 0.002 and m  = 2: 

    +        5 

    
  
 

     

    
  
 

     

          

The plots have been shown in Figure 7.6 and Figure 7.7. From the results we can clearly 

see that setting the non-existing failure mode probabilities to zero, model 3 can be used to 

represent model 1 and model 2. The comparison is another angle to validate the models 

developed with different assumptions. On the one hand, the complex model covers a 

wider range of problems. On the other hand, the simple model is easier to be combined 

with other considerations of the modeling (model 1) and saves computation resources. It 

certainly depends on the characteristics of the problem to determine which model is the 

most suitable one. 
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Figure 7.6  Probability plot of level 1 for model 2 and 3 
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Figure 7.7  Probability plot of level 2 for model 2 and 3 
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7.6 Conclusion 

In this chapter, a k -out-of-n  surveillance system subject to complete four failure modes 

on the subsystem level, such as fail-dangerous detectable, fail-dangerous undetectable, 

fail-safe detectable and fail-safe undetectable mode, is discussed. The probability 

outcomes of the surveillance system are derived with the consideration of the intrusion 

process (as “second process”) and a (m , d , T ) opportunistic maintenance policy. 

Numerical example on the TMR system is given as a special case to demonstrate the 

validity of the modeling. Comparison between models developed in Chapter 4, 5 and 7 

are made to demonstrate that the former two models are the special cases of the model 

presented in this chapter.  
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Chapter 8  
 

Conclusion and Future Research 

 

8.1 Conclusion 

In the previous chapters, three dual-process reliability models for the surveillance 

systems have been developed. The two dependent processes are the system failure 

process and the intrusion arrival process where the system failure in the first process is 

the trigger of the start for the second process taking into account. All systems are 

considered the k -out-of-n  system structure. For maintenance policies, periodic 

maintenance and group maintenance policies are selected in the modeling respectively.  

In Chapter 4, a surveillance system reliability model is presented with consideration of a 

dual stochastic-dependent process: incident arrival process and system failure process. 

The framework of the surveillance systems can be applied to other applications as 

modification can be easily conducted following the mathematical modeling. One can 

adopt different system configurations by considering different environmental effects 

based on the collected data and evaluate intruder’s effort to avoid being detected using 

different mechanisms. The quantitative evaluation of the reliability and soft-failure and 

hard-failure probabilities with the variation of the inspection interval length is derived 

and illustrated with numerical examples and several sensitivity analyses. Possible actions 

to enhance the reliability of the surveillance system are also discussed. 

In Chapter 5, a k -out-of-n  surveillance system model with the two processes is presented 

with subsystems having two competing failure modes: detectable and undetectable. With 

the partial information of the subsystem status, a pre-selected number for the 

accumulation of the detectable failures in the surveillance system is determined. When 



 125 

 

 

the number is reached or the pre-determined age is reached, the surveillance process is 

terminated for maintenance to protect the system from large loss of the higher risk. The 

reliability of the system is derived with the consideration of the above opportunistic 

maintenance policy. Several numerical examples are given to demonstrate the validity of 

the modeling and the sensitivity of various model parameters.  

In Chapter 6, a cost model based on the surveillance model from Chapter 5 is derived in 

order to minimize the total system cost per unit time of the optimal (m , T ) opportunistic 

maintenance policy. The developed model considers the expected number of failed 

subsystems for each possible system outcome. It also considers the penalty for the 

duration of time that the surveillance area loses protection of the surveillance system and 

the cost due to the hard-failure. A numerical search algorithm is presented to obtain the 

optimal maintenance parameters (m , T ). 

In Chapter 7, the full model that considers all possible 4 failure modes for each sensor of 

the surveillance system is developed. The 4 failure modes are fail-dangerous detectable, 

fail-dangerous undetectable, fail-safe detectable and fail-safe undetectable. On the system 

level, the surveillance system is possible to send out false alarm while the surveillance 

are is safe in reality. Thus the accumulation of detectable fail-safe type of failures can 

also result in pre-termination of the system for maintenance to prevent false alarms. The 

probability outcomes of the system is developed and demonstrated with a TMR 

numerical example.  The relationships between the models developed in Chapter 4, 5 and 

7 are also discussed. A 3-out-of-5 numerical example is used to demonstrate that the 

models in Chapter 4 and 5 are special cases of the model in Chapter 7. 
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8.2 Future Research 

Based on the developed surveillance models with the two stochastic-processes and the 

maintenance policies, several directions can be further investigated to extend this 

research. Firstly, the second process can be used to describe much more complicated 

behaviors of the incident arrivals, such as the arrivals of a cluster of attacks, or the 

rational attack that is capable to adjust behavior based on the health status of the 

surveillance systems. Secondly, the maintenance is only considered for one interval in 

this research, since the repair and restore actions are all perfect by assumption. To 

involve imperfect maintenance for multiple cycles, such as partially restoring the 

subsystem life or decision making of whether to carry out a maintenance action or not at 

a break point, will certainly describe a more realistic system behavior, but also need to 

face the challenge of increment of complexity of the modeling. 
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