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The recent advance of techniques in controlling ultracold gases in optical lattice provides a ideal experimental platform to study quantum many-body physics. The almost isolated and highly tunable systems created in these experimental setups are perfect for studying coherent time evolution of closed quantum many-body systems. In this thesis I present an analytical approach on the time evolution of the anisotropic Heisenberg spin chain (XXZ model), which is a fundamental model but has rich dynamics. This approach is developed through generalizing the Yudson contour representation. With this approach I obtain the exact time-dependent wave functions after a quantum quench in an integral form for generic initial states and for any anisotropy $\Delta$. I reformulate the integrals and show their physical interpretation as propagating magnons and their bound states, which were predicted by the “string” solutions of Bethe Ansatz equations. To apply the new approach to specific problems, I calculate the quench dynamics of various observables from some particular initial states: starting from a local Néel state I calculate the time evolution of the antiferromagnetic order parameter–staggered magnetization; starting from a state with consecutive flipped spins I calculate the evolution of the local magnetization, and predict the evolution of the induced spin currents. These results and predictions can be confronted with recently experiments in ultracold gases in optical lattices, and are expected to contribute to the understanding of non-equilibrium physics of isolated many-body systems.
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Chapter 1
Introduction

One of the most important tasks of modern condensed matter physics is to understand the interacting quantum many-body systems. For equilibrium systems, many concepts and theories have been well developed for decades, for example the quasi-particles from Fermi-liquid theory and the universality in phase transition based on renormalization group. One the other hand, the understanding of systems far from equilibrium is still limited nowadays, especially in low dimension where quantum fluctuation is enhanced. There is not even a unified framework available and each direction or problem requires its own set of ideas. Understanding of the non-equilibrium many-body systems are not only theoretically fundamental, but also important for potential applications such as quantum information processing and quantum computation [8]. They are also related to non-equilibrium questions in other areas of physics, e.g., the preheating of the early universe in cosmology [9].

As a very generic scenario, a physical system can be driven out of equilibrium in many different ways, leading to totally different phenomenon. As an example, in the classical transport problem, the system is driven by a small external field and generate currents. It was well understood under the framework of linear response theory [10], because it can be considered as a perturbation from equilibrium situation. However, it is of less interest because in this process coherent dynamics is destroyed by dissipation. When coherent dynamics comes into play, thing becomes much more interesting. There are recent works on non-equilibrium phase transition driven by current flow across the system [11, 12], where the unitary Hamiltonian dynamics and dissipative Liouvillian dynamics compete and lead to highly non-trivial physics [13]. In this thesis, I will mostly discuss the coherent dynamics of closed many-body systems, the study of which was largely enriched by the achievement of ultracold atoms in experiments.

1.1 Ultracold Gases in Optical Lattice

In the last two decades, breakthroughs in experimental techniques have allowed people to produce, control and observe dilute ultracold atomic gases in optical lattice [3]. At the beginning, aiming to experimentally study the Bose-Einstein condensate(BEC) [14, 15, 16], the dilute gases of alkali atoms
were cooled down by laser and evaporative cooling techniques to temperature in the nanokelvin range, sufficiently below the transition. Since then, a few crucial techniques were developed eventually, equipping the ultracold gas systems to be a perfect platform to study isolated many-body systems.

1.1.1 Feshbach Resonance

The first important technique is to tune the atom-atom interaction strength by Feshbach resonances [17, 18].

Let’s start with the two atom scattering process. Under the low temperature of ultracold atoms, the typical kinetic energy of relative motion of atoms is much lower than the centrifugal barrier due to the angular momentum \( l \neq 0 \). So the scattering of atoms is dominated by the lowest-angular-momentum collisions, typically the s-wave scattering. Under this condition, it is commonly assumed the atoms scatter with a pseudopotential,

\[
V(r) = \frac{4\pi \hbar^2 a}{2M_r} \delta(r) \frac{\partial}{\partial r} (\ldots),
\]

where \( M_r \) is the reduced mass of the relative motion, and \( a \) is called the scattering length, usually taken as an experimentally determined parameter. This so-called pseudopotential approximation gives the exact scattering amplitude

\[
f(k) = -\frac{a}{1 + ika}
\]

of s-wave scattering, and is valid in a wide range of experimental situations. With this approximation, the interaction strength between atoms

\[
g = \frac{4\pi \hbar^2 a}{2M_r}
\]

is fixed by one parameter: the scattering length.

Under the low density of ultracold gases, the interaction between atoms is generally expected to be very weak (considering the ratio between the scattering length and the mean-inter-atom distance). But when Feshbach resonance occurs, the interaction can be largely enhanced. Consider the collision of two atoms. For different spin configurations of the two atoms (including the electron spins and the nuclear spins), the inter-atom potentials are different. They are called different collision channels. Consider a simple situation with two channels shown in Fig. 1.1. The two atoms are prepared in the open channel with a small incident energy. In the course of the collision, if one of the bound state energies in the closed channel is close to the incident energy, a scattering resonance occurs. The relative position of the closed channel with respect to the open channel can be tuned by varying the external magnetic field. On a phenomenology level, the scattering length in a Feshbach resonance
can be described by

$$a(B) = a_{bg}(1 - \frac{\Delta B}{B - B_0})$$

(1.4)

where $a_{bg}$ is the off-resonance background scattering length given by the open channel alone. The parameters $\Delta B$ and $B_0$ describe the width and position of the resonance. The positive and negative scattering length represent repulsive and attractive interaction respectively. At the resonance magnetic field $B_0$, the scattering length diverges, indicating the tunability of the interaction strength to over several orders of magnitude.

![Figure 1.1: Mechanism of Feshbach resonance. Reproduced from Ref. [3].](image)

Above I sketch the basic physics of the Feshbach resonance. For a detailed review on this topic, see Ref. [19]. The ability to artificially tune the interaction strength of ultracold atoms is obviously a very useful technique to probe different regimes of quantum many-body systems. Some famous examples include the BEC-BCS crossover for fermionic liquid [20] and the transition between superfluid and Mott-insulator for bosons in a lattice [21].

### 1.1.2 Optical Lattice

The second influential technique is to confine the gases in optical lattices, which open the path of simulating a series of condensed-matter models with ultracold atoms. The confinement of laser on neutral atoms originates from the dipole force

$$F = \frac{1}{2} \alpha(\omega_L) \nabla [\langle |E(r)|^2 \rangle]$$

(1.5)

due to a spatially varying ac Stark shift. Here $\langle |E(r)|^2 \rangle$ is the time-averaged light intensity and $\alpha(\omega_L)$ is the polarizability. The laser frequency $\omega_L$ should be tuned away from any atomic resonances
to avoid atomic transitions. With proper approximation under the experimental conditions, the potential of the dipole force is proportional to the intensity of the laser \( V_{dip}(r) \sim I(r) \). Then by overlapping two contour-propagating laser beams, an optical standing wave can be formed, and a periodic potential experienced by the atoms with period \( \lambda/2 \) can be set up. Furthermore, by superimposing two or three orthogonal standing waves of lasers, the ultracold atoms can be confined within either 1-dimensional tubes or 0-dimensional quantum dots, as shown schematically in Fig. 1.2. It should be emphasized that by enlarging the detuning from an atomic frequency, the optical potential can be considered purely conservative and defect-free, so an isolated system on lattice is achievable. The hyperfine states of alkali atoms such as \(^{87}\text{Rb} \) can be identified with a pseudo-spin degree of freedom, leading to even richer physics.

![Figure 1.2: Schematic optical lattice. Reproduced from Ref. [3].](image)

With the tunable periodic potential, a lattice model with many-body interaction can be easily set up. In the center of a 3-D optical lattice, for distance much smaller than the laser beam waist, the trapping potential can be approximated as

\[
V_p(x, y, z) = V_0 (\sin^2 kx + \sin^2 ky + \sin^2 kz),
\]

(1.6)

where \( k = 2\pi/\lambda \) is the wave vector of the laser, and \( V_0 \) is the tunable parameter characterizing the trapping depth. The recoil energy \( E_r = \hbar^2 k^2 / 2m \) provides a natural measure of the energy scale in the optical lattice. And the deep lattice limit refers to \( V_0 \gg E_r \). Within a sinusoidal potential like (1.6), the single-particle eigenstate is the Bloch wave \( \psi_{n,q}(r) \). Under the ultralow temperature,
considering only the lowest band, its energy is

\[ E(q) = -2J(\cos q_x d + \cos q_y d + \cos q_z d) + \text{const.}, \]  

(1.7)

where \( d = \lambda/2 \) is the lattice constant, and the band width parameter \( J \) can be calculated by the 1-D Mathieu equation,

\[ J \approx \frac{4}{\sqrt{\pi}} E_r \left( \frac{V_0}{E_r} \right)^{3/4} \exp \left[ -2 \left( \frac{V_0}{E_r} \right)^{1/2} \right]. \]  

(1.8)

For a deep lattice, it is convenient to use the Wannier functions \( w_R(r) \) as a basis, which are centered at lattice sites \( R \), and related with the Bloch wave by

\[ \psi_{0,q}(r) = \sum_R w_R(r)e^{iqR}. \]  

(1.9)

Denote the annihilation operator on the Wannier state to be \( \hat{a}_R \). Then the free particles on the lattice is captured by the Hamiltonian

\[ \hat{H} = \sum_{R,R'} J(R - R') \hat{a}_R^\dagger \hat{a}_{R'}. \]  

(1.10)

In the limit \( V_0 \gg E_r \), \( J(R - R') \) is non-zero only for nearest neighbors, and equal to \( J \) given by (1.8). Next, let’s add interaction. Within the pseudopotential approximation (1.1), the interaction between bosons takes the form

\[ \hat{V} = \frac{g}{2} \int dr^3 \hat{\psi}^\dagger(r) \hat{\psi}^\dagger(r) \hat{\psi}(r) \hat{\psi}(r), \]  

(1.11)

where \( \hat{\psi}(r) = \sum_R w(r - R) \hat{a}_R \) is the annihilation operator at point \( r \). Written in the Wannier basis, the interaction is dominated by the on-site term

\[ \hat{V} = \sum_R \frac{U}{2} \hat{n}_R (\hat{a}_R - 1), \]  

(1.12)

where \( \hat{n}_R = \hat{a}_R^\dagger \hat{a}_R \), and

\[ U = g \int dr^3 |w_R(r)|^4 = \sqrt{\frac{8}{\pi}} k a E_r \left( \frac{V_0}{E_r} \right)^{3/4}. \]  

(1.13)

The many-body Hamiltonian \( \hat{H} + \hat{V} \) we introduced above is apparently the Bose-Hubbard model.

The optical lattice not only reduces the dimensions of ultracold gases and thus enhances interactions, but also provide a new way of tuning the parameters of the ultracold atomic systems. By adjusting the laser intensity, the depth of the potential wells can be changed, and therefore the tunneling rate of atoms between adjacent wells, as a typical parameter of a Hamiltonian, can be controlled. As an example, the Bose-Hubbard model undergoes a quantum phase transition from
Figure 1.3: The anisotropic Heisenberg model can be realized by suppressing the charge fluctuation of the Bose-Hubbard model, in experiments with ultracold atomic gases.

superfluid to Mott-insulator when the ratio of the on-site interaction to the tunneling rate $U/J$ is tuned up [22]. This can be achieved in two ways: enlarge the scattering length and therefore increase the interaction $U$ by Feshbach resonance, or raise the optical potential and therefore decrease the tunneling rate $t$. Both of the methods have been used in experiment to drive the transition. Generally, the laser frequency is off-resonant to the hyperfine-structure splitting. But since the hyperfine states are identified as pseudo-spins, a near-resonant light field can lead to the situation where different magnetic sublevels experience different potentials. The spin-dependent optical lattice potential offers more freedoms to tune the model parameters for different spin states. It is particularly useful in adjusting the isotropy of the Heisenberg model, as discussed later.

1.1.3 Experimental Realization of a Quantum Spin Chains

In experiments with ultracold gases, the Heisenberg spin chain can be implemented by freezing the charge fluctuation of a Bose-Hubbard model. As introduced before, a Bose-Eistein condensate can be loaded into a 1-D optical lattice, realized by the Bose-Hubbard model

$$H_{BH} = \sum_{ij\sigma} [t_{ij\sigma} a^\dagger_{i\sigma} a_{j\sigma} + \text{h.c.}] + \sum_i U_{\uparrow\uparrow} n_{i\uparrow} n_{i\uparrow} + \frac{1}{2} \sum_{i\sigma} U_{\sigma\sigma} (n_{i\sigma} - 1)n_{i\sigma} - \sum_i \mu_{i\sigma} n_{i\sigma} \quad (1.14)$$

where $a^\dagger_{i\sigma}/a_{i\sigma}$ is the bosonic creation/annihilation operator in the Wannier basis. $n_{i\sigma} = a^\dagger_{i\sigma} a_{i\sigma}$ is the corresponding occupation number. $\sigma$ represents the internal hyperfine states, identifying a (pseudo) spin, $\sigma = \uparrow, \downarrow$. The hopping and interaction parameters $t_{ij\sigma}$ and $U_{\sigma\sigma'}$ are given by overlaps of Wannier orbitals. Making use of superposition of polarized laser beams, the spin-dependent
potentials [23, 24, 25] are generated. In the strong-interaction limit $t_{ij} \ll U_{\sigma \sigma'}$ and unit filling, the charge fluctuation is suppressed, and the model is equivalently mapped onto the anisotropic Heisenberg model (XXZ model) [26, 27]

$$H_{XXZ} = \sum_{ij} [J_{ij}^z (S_i^z S_j^z + S_i^y S_j^y) + J_{ij}^z S_i^z S_j^z]$$ (1.15)

with the superexchange parameters given by

$$J_z = \frac{2t^2 + 2t^2}{U_{\uparrow \downarrow}} - \frac{4t^2}{U_{\uparrow \uparrow}} - \frac{4t^2}{U_{\downarrow \downarrow}}$$

$$J_\perp = -\frac{4t_\perp t_\uparrow}{U_{\uparrow \downarrow}}$$ (1.16)

This realization of the Heisenberg spin chain is depicted in Fig. 1.3. The anisotropy $\Delta_{ij} = J_{ij}^z / J_{ij}^\perp$ can be tuned to a large extent by properly choosing the lattice and interaction parameters. Besides, the sign of $J_{ij}^z$ can also be changed between ferromagnetic ($J_{ij}^z < 0$) and antiferromagnetic ($J_{ij}^z > 0$) using the double-well potentials [28]. In some very recent work, the time-dependent configuration of the whole spin chain can even be monitored [29, 5] thanks to the techniques of single-atom-resolved detection [30, 31].

**Recent Developed Techniques**

The techniques I mentioned above build up the foundation of the experiments with ultracold atoms. Recently, more techniques are developed to detect more exotic properties. Let me mention a few of them. First, in the past few years, a numbers of high-resolution imaging techniques, including high-resolution absorption, fluorescence and electron microscope-based image, were established. They can provide snapshots of single-atom resolved particle distribution on a lattice, revealing complex spatial correlations between particles. Second, by rotating a ultracold gas confined in a 2-D harmonic well with the frequency close to the trapping frequency, a Landau-like single-particle spectrum can be obtained. Such a method is proposed to mimic the quantum Hall effect and therefore study the topological properties. Last but not the least, using a tightly focused laser beam together with a microwave field, the spin of a single atom can be flipped at a predetermined lattice site [32]. With this technique, arbitrary spin patterns can be created on a lattice, providing a ideal way to prepare the initial state of a quantum quench, as discussed later. For a review of the recent development on techniques with ultracold quantum gases, see Ref. [33].

Above I depict a picture of artificially engineered quantum systems with high controllability, which almost fulfill Feynman's idea of quantum simulator [34]: instead of solving the highly complex theory on quantum many-body systems, the model could be tested directly by the artificial system. Unlike the conventional subjects of condensed matter physics such as electrons in solids
who inevitably couples to environment, the ultracold gases are almost isolated with a long coherent time, and can be described by fundamental models (e.g. Hubbard, Lie-Liniger etc.) with high accuracy, thus are perfect playgrounds for understanding non-equilibrium dynamics. One remarkable feature of the ultracold gases is their controllability, from geometry structure to strength of interaction. It drastically changed the interplay between theories and experiments. The theoretical models are not only devised from complex physical reality with approximation as before, but can also be designed and simulated in artificial systems. This controllability on one hand leads to direct application such as building quantum computers, on the other hand provides the access to particular physics phenomenons that are of interest.

1.2 Quantum Quench

Given the complexity of the non-equilibrium problems, people usually start with simple protocol. One of these protocols is to prepare the system in its ground state and then slowly change some parameter of the Hamiltonian. In some cases, this process is kept adiabatic like in the quantum adiabatic algorithm to solve the NP-complete problem [8]. In more interesting cases, the system is driven through a quantum critical point. Such a dynamic phase transition, e.g. from superfluid to Mott-insulator, is observed in some groundbreaking experimental work [21]. Adiabaticity is violated in these process and excitations are inevitably generated. Some theoretical studies are naturally extended from the equilibrium universality [11], discussing the scaling the the excitations as a function of the parameter-changing rate [35, 36]. For a review in this topic see the colloquium Ref. [37].

In this thesis, I will focus on another widely-applied protocol to drive the system out of equilibrium—the quantum quench. A quantum quench is defined to instantaneously change some parameter of the Hamiltonian, and follow the subsequent unitary time evolution of the system under the new Hamiltonian. Theoretically it can be written as

$$H(t) = H_0 + \theta(t)H_1,$$

where $\theta(t)$ is the standard Heaviside step function. Typically when $t < 0$, the system is prepared in the ground state $|\Psi_0\rangle$ of $H_0$, and people are interested in the subsequent state

$$|\Psi(t)\rangle = e^{-i(H_0+H_1)t}|\Psi_0\rangle$$

and more importantly the evolution of the observable

$$\langle \hat{O}(t) \rangle = \langle \Psi(t)|\hat{O}|\Psi(t)\rangle$$
In some typical scenarios, one can prepare the system in the non-interacting ground state and then suddenly turn on the interaction where $H_1$ represents the interaction term of the Hamiltonian, or one can apply or remove an external field abruptly where the $H_1$ includes the field term. Experimentally the abruptness means the changing of the parameter is much faster than any time scale related to the relaxation of the system. Because of this abruptness, high energy excitations will be stimulated, and thus the low energy theory in equilibrium fails to apply in this situation. When one considers the time-evolution problem in the standard way, the whole spectrum need to be taken into account. It on the one hand makes the problem even harder to approach, on the other hand reveals new phenomenons unaccessible by other means. I need to point out in some reference like [37], a slow change of parameter is also called “quench”. But in this thesis, I will follow the narrow sense of the quantum quench as introduced above.

$$H = -J \sum_{\langle i,j \rangle} (a_i^\dagger a_j + h.c.) + U \sum_i \hat{n}_i (\hat{n}_i - 1) \quad (1.20)$$

where $a_i^\dagger/a_i$ is the bosonic creation/annihilation operator in a Wannier basis on site $i$, and $\hat{n}_i$ is the number operator on site $i$. At the beginning the system is prepared such that the tunneling rate $J$ is much larger than the on-site interaction $U$, so it is in the ground state of the superfluid phase. The

Figure 1.4: The quantum quench of bosons in an optical lattice from the superfluid phase to Mott-insulator. In a, the system is in the superfluid phase. Each atom is in a state flowing over all lattice sites. There is a perfect coherence between sites. In b, the system is quenched to Mott-insulator phase. The coherence between sites is lost, as shown on the right.

Ultracold atomic gases is perfect to realize the unitary time evolution experimentally. As an typical and famous example, let’s consider bosonic gases in an optical lattice, which can be described by the Bose-Hubbard model

$$H = -J \sum_{\langle i,j \rangle} (a_i^\dagger a_j + h.c.) + U \sum_i \hat{n}_i (\hat{n}_i - 1) \quad (1.20)$$

where $a_i^\dagger/a_i$ is the bosonic creation/annihilation operator in a Wannier basis on site $i$, and $\hat{n}_i$ is the number operator on site $i$. At the beginning the system is prepared such that the tunneling rate $J$ is much larger than the on-site interaction $U$, so it is in the ground state of the superfluid phase. The
wave function on different sites are phase coherent, with constant relative phases between lattice sites. Then the potential well is suddenly raised so that the parameters falls into the Mott insulator regime $J \ll U$. Approximately, each lattice site can be considered decoupled. One can obtain the time evolution by expanding the coherent wave function as a superposition of eigenstates of a single site Hamiltonian, and evolving them. It can be derived that the coherence between lattice sites will be lost and then revive after a certain time. This phenomenon was observed experimentally in Ref. [38], as shown in Fig. 1.4. The theoretical analysis is rather simple because the quench is considered only from the limit $U/J \to 0$ to another limit $U/J \to \infty$. A generic quench like that would be a complex problem. Some experimental works on similar quantum quenches include the dephasing of the superfluid phase [39] and quench of a ferromagnetic spinor BEC [40].

![Figure 1.5: A quench problem with quantum dot.](image)

Ultracold atoms is not the only experimental tool to approach quantum quench problem. Modern techniques with quantum dots, molecular electronics and photonics can also reveal interesting phenomenon of quantum quenches. A typical set up with a quantum dot is depicted in Fig. 1.5. At the beginning the two leads and the quantum dot are decoupled. Then at a certain time, the tunnelings are suddenly tuned on. The evolution and particularly the long-time limit of the current is of great interest. A general review on this topic is given in Ref. [41].

The experimental works inspire extensive theoretical study on quench dynamics. Some of them focuses on particular fundamental models, including the Bose-Hubbard model [42], the transverse field Ising model [43], XY-1/2 model [44], interacting fermions on lattice [45] and many others [46, 47]. In some other works, the generic quantum quenches of field-theoretical models, such as the Luttinger model and sine-Gordon model, are studied by applying the renormalization group ideas to non-equilibrium situations [48, 49, 50, 51, 52, 53, 54]. Along this direction, the generic behavior of the correlation function is discussed through methods of boundary critical phenomena and conformal
field theory [55, 56]. But in general, the theoretical approaches so far all have shortages, and many interesting questions on quench dynamics are open. I will discuss them eventually.

### 1.3 Theoretical Approaches on Quantum Quenches

The theoretical approaches on quench dynamics can be roughly categorized as numerical methods and analytical methods.

It is worth mentioning many efficient and powerful numerical methods are well developed in the past few years, providing good testing tools for many assumptions and hypothesis. For small systems, the exact diagonalization [4] can be used to calculate evolution for quite long time. For larger but one dimensional systems, recently developed time-dependent density-matrix renormalization group (t-DMRG) [57, 58, 59] can be applied. Even for infinite system, there is the infinite-size time-evolving block decimation algorithm (iTEBD) [60, 6], which is base on the concepts of matrix product states (MPS) [61, 62] and the consideration of translational invariance. Recently, the non-equilibrium dynamical mean-field theory (DMFT) was also applied to the quench dynamics of the fermionic Hubbard model [63]. These numerical approaches can provide accurate, unbiased simulations on the quench dynamics of various model. But they are usually constrained by the exponentially increasing computational cost. Besides, they don’t give enough deep insights of the physics.

On the other hand, the analytical methods that focuses on physical insights are only developed for limited cases so far. One common analytical approach is mapping the model to non-interacting particles. It usually gives exact solutions of the dynamics, but has the disadvantage that the specific relaxation of these non-interacting particles can hardly represent the generic behavior of interacting systems. Another massively studied analytical direction is to apply the field-theoretical tools to the critical points of the models. It does provide generic features of quantum quenches, but it is not clear under what conditions and with what accuracy it can be applied to the lattice models implemented in experiments. Among the analytical approaches, the study of integrable models [64] provides a promising direction, because the integrable models have both accessible exact eigenstates and highly non-trivial interacting dynamics. Along this direction, the Yudson contour approach were applied to the Lieb-Liniger model and gave real time evolution [65, 66]. More recently, the quench action method [67] were developed by a generalization of the thermodynamic Bethe ansatz (TBA) and provide a good way to obtain the asymptotic states of integrable systems [68]. The main topic of this thesis is a particular progress in this area: to give the exact solution of time evolution of one fundamental but complicated integrable model –the anisotropic Heisenberg model.

From the study on quench dynamics arises a series of fundamental questions: After sufficiently
long time following a quantum quench, does the system evolve into a steady state? If it does, is this steady state related to the thermal equilibrium state of the new Hamiltonian? Does it carry any memory of the initial state? Answer of these questions centers around the concept thermalization, and brings back one of the fundamental elements of statistical mechanics – classical and quantum ergodicity [69, 70]. The integrable models, again, play a very special roles in these questions due to their conservation laws. All these questions will be discussed extensively in proceeding sections.

1.4 Outline of the Thesis

The remainder of the thesis is organized as the following.

In Chapter 2, I review the study on quench dynamics of isolated quantum systems. I start by introducing the fascinating experiment of quantum “Newton’s cradle” in Section 2.1. In section 2.2 I explain the widely accepted thermalization mechanism for a generic system: the eigenstate thermalization hypothesis (ETH). In section 2.3, I briefly review the development and properties of quantum integrable systems. In section 2.4, I discuss the asymptotic states for integrable models, emphasizing the concept of Generalized Gibbs ensemble and its limitation. In section 2.5, I summarize more open questions on time evolution of quantum many-body systems. In section 2.6, I review specifically on quench dynamics of the quantum spin chain, as direct motivation of this thesis.

In Chapter 3, I review the solution of the isotropic Heisenberg model (XXZ model) by coordinate Bethe ansatz. In Section 3.1 I introduce the XXZ model and discuss its bipartite symmetry. In Section 3.2 I describe Bethe’s idea of obtaining the eigenstates of the XXZ model. In Section 3.2 I introduce the widely-used parametrization which is convenient for both studying the thermodynamic limit and description of the new contour approach. In Section 3.3 I discuss the string solutions of the Bethe ansatz equations in the thermodynamic limit, which will be revisited later from the contour approach. In Section 3.4, the basic properties of the XXZ model in equilibrium is reviewed.

In Chapter 4, I generalize the Yudson contour approach so it can be applied to the XXZ model. In Section 4.1 I review the Yudson contour approach in the context of the Lieb-Liniger model. In Section 4.2 I show the mathematical proof of the contour representation of the initial state (called central theorem) for the XXZ model. I show it explicitly for one regime of the anisotropy. For the other regimes, I briefly describe the contour shapes, since the proof follow the same idea. In Section 4.3 I present the exact time-dependent wave function after a quench in a integral form, which is the main results of this thesis.

In Chapter 5, I reformulate the integral representation obtained in Chapter 4, and explain its physical interpretations. Two topics are covered: Section 5.1 explain how the string solution emerge
from the contour approach, and discussed the properties of the bound states. Section 5.2 introduce the Yudson representation in a finite system, and discuss its connection to the contour representation.

In Chapter 6, I show the time evolution of several observables evaluated by approximation and numerics. I first explain the details of the saddle point approximation which provides a feasible way to evaluate the integrals obtained in Chapter 4 in Section 6.1. The in Section 6.2 - 6.4, I show the results of time-dependent observables, including the local magnetization, the staggered magnetization as the antiferromagnetic order parameter, and the induced spin currents.

In Chapter 7 I summarize the theoretical improvement of the thesis and discuss some possible future direction to proceed.
Chapter 2
A Review of the Quench Dynamics of Strongly Correlated Systems

2.1 Quantum Newton’s Cradle

Starting from a state far from equilibrium, a generic, closed, classical system with many degrees of freedom is expected to rapidly relax into thermal equilibrium—a state that can be described by the microcanonical ensemble. Initial states with different configurations will evolve into the same thermal state finally, with detailed information of the initial state seemingly lost in this process. This phenomenon is called thermalization, and explained by the classical ergodicity, a fundamental assumption of statistical mechanics: in the long time limit, the trajectory of the system in the phase space will traverse the constant-energy hyper-surface ergodically with the same probability, because of the chaotic dynamics of classical systems. This mechanism will apparently fail if the system has conservation laws other than the energy, because the trajectory of the system will be confined within a small area of the constant-energy surface by the conservation laws. There is a special category of systems, the integrable systems, who have a large number (comparable to the total degree of freedom) of conserved quantities and thus bring interesting questions on its asymptotic state. The study of non-ergodicity of classical integrable systems has a long history. As an significant example, the study on Fermi-Pasta-Ulam problem [71] eventually gives rise to the modern chaos theory.

Recently, this story was extended to the quantum realm mainly by the fascinating experimental work on the “quantum Newton’s cradle” [72]. In this experiment, the optical lattice is prepared as a two dimensional array of parallel trapping “tubes”, with negligible tunneling between them. So each of the tubes can be considered a 1-D system, and a weak parabola-like confinement is imposed along the axial direction. Then a Bose-Einstein condensate of $^{87}\text{Rb}$ atoms are loaded into this lattice, with each tube containing 40 to 250 atoms. Initially, these atoms are given a large momentum in opposite axial direction, and the subsequent evolution is monitored, as a typical quench problem. The atoms are expected to oscillate due to the weak axial confinement, and collide with a point-like
interaction. Bosons in such a set-up can be roughly described by the Lieb-Liniger model

$$H_{LL} = \int dx \left[ \partial_x b^\dagger(x) \partial_x b(x) + cb^\dagger(x)b(x)b^\dagger(x)b(x) \right]$$

(2.1)

which turns out to be integrable (the quantum integrability has a slightly different meaning from classical integrability, as will be discussed later). The schematic picture and the measured absorption image of the atoms are shown in Fig. 2.1, reproduced from Ref. [72]. A remarkable result is that these atoms do not show any sign of thermalization in the time scale of the experiment, even after thousands of collisions. This result is attributed to the integrability of the Lieb-Liniger model. This phenomenon is compared with the Newton’s cradle – a trivially integrable classical system which evolves with time in a simple way instead of touring ergodically over the constant-energy surface, no matter how many degrees of freedom it has. Classically, a large number of conservation laws are responsible for this non-ergodicity, since they significantly confine the dynamics of the system. But for a quantum integrable system, how to describe its time evolution, particularly the long time limit, was brought on table as a question.

This pioneering experimental work stimulated massive study on the mechanism of thermalization of quantum systems, which still has many open questions. The quantum integrable models surely play a special role in these studies. In this chapter I briefly review the topics of quantum
thermalization, quantum integrability, and asymptotic states of integrable systems.

2.2 Quantum Thermalization of Non-Integrable systems

In this section I discuss the thermalization of quantum non-integrable systems. I suppose there is only one conserved quantity of the system –its energy. Notice that the system with a few more conserved quantities like the total momentum or the particle numbers will fit in the same discussions below. Let's clarify some definitions first. Equilibration of a quantum system means that the expectation values of observables converge to a stationary value in the long time limit. Thermalization means these stationary values coincide with the ones predicted by thermal ensembles. In both of the definitions the system is considered to be infinite large, or in the thermodynamic limit, since a finite closed quantum system never equilibrates due to quantum revival.

First, it is easy to see the full system cannot thermalize. Consider a generic (non-integrable) quantum system starting from a generic initial state $|\Psi_0\rangle$, and evolves under the Hamiltonian $\hat{H}$. The eigenvalues and eigenstates of $\hat{H}$ are denoted by $E_\alpha$ and $|\Psi_\alpha\rangle$. Then the energy of the system (which is conserved) is given by

$$E_0 = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle$$  \hspace{1cm} (2.2)

The evolution of the state can be obtained by standard quantum mechanics as the following. The initial state can be expanded by the complete eigenstates

$$| \Psi_0 \rangle = \sum_\alpha C_\alpha | \Psi_\alpha \rangle$$  \hspace{1cm} (2.3)

where $C_\alpha = \langle \Psi_\alpha | \Psi_0 \rangle$. Then the subsequent state is given by

$$| \Psi(t) \rangle = e^{-i\hat{H}t} | \Psi_0 \rangle = \sum_\alpha e^{-itE_\alpha} C_\alpha | \Psi_\alpha \rangle$$  \hspace{1cm} (2.4)

The long time limit of the density matrix will be

$$\hat{\rho}(t \to \infty) = \lim_{t \to \infty} | \Psi(t) \rangle \langle \Psi(t) |$$

$$= \lim_{t \to \infty} \sum_{\alpha, \beta} e^{-it(E_\alpha - E_\beta)} C_\alpha C_\beta^* \langle \Psi_\alpha | \Psi_\beta \rangle$$

$$= \sum_\alpha | C_\alpha |^2 | \Psi_\alpha \rangle \langle \Psi_\alpha |$$  \hspace{1cm} (2.5)

where I used the idea of saddle point approximation: the oscillatory phase $e^{-it(E_\alpha - E_\beta)}$ with infinite large $t$ can only survive at $E_\alpha = E_\beta$. The density matrix above defines an ensemble called the diagonal ensemble [73, 4, 74]

$$\hat{\rho}_{\text{diag}} = \sum_\alpha | C_\alpha |^2 | \Psi_\alpha \rangle \langle \Psi_\alpha |$$  \hspace{1cm} (2.6)
If a quantum system thermalizes at all, its long time limit will be characterized by this density matrix. This is equivalent to say any observable $\hat{O}$ will converge to a stationary value

$$\langle O(t \to \infty) \rangle = \text{Tr}[\hat{\rho}_{\text{diag}} \hat{O}] = \sum_{\alpha} |C_{\alpha}|^2 O_{\alpha\alpha} \quad (2.7)$$

where $O_{\alpha\alpha} = \langle \Psi_{\alpha} | \hat{O} | \Psi_{\alpha} \rangle$ is expectation value of the observable $\hat{O}$ in the eigenstate $|\Psi_{\alpha}\rangle$.

On the other hand, the Gibbs canonical ensemble predicts the expectation value of the observable $\hat{O}$ to be

$$\langle O \rangle_T = \frac{1}{Z} \sum_{\alpha} e^{-E_{\alpha}/T} O_{\alpha\alpha} \quad (2.8)$$

where $Z = \sum_{\alpha} e^{-E_{\alpha}/T}$ is the partition function, and the temperature $T$ is fixed by the requirement

$$\langle H \rangle_T = E_0 \quad (2.9)$$

Notice that the eigen energy $E_{\alpha}$ is proportional to the system size $L$. In the thermodynamic limit $L \to \infty$, the canonical ensemble goes to a microcanonical ensemble, so (2.8) becomes

$$\langle O \rangle_{\text{mc}} = \frac{1}{N(E_0, \Delta E)} \sum_{|E_{\alpha} - E_0| < \Delta E} O_{\alpha\alpha} \quad (2.10)$$

Here the energy shell of the spectrum is coarse grained. The shell width $2\Delta E$ is supposed to be much smaller than macroscopic scales, but large enough to contain many states. And $N(E_0, \Delta E)$ is the number of states in the energy shell. This can be equivalently describe by the microcanonical density matrix

$$\hat{\rho}_{\text{mc}} = \frac{1}{N(E_0, \Delta E)} \sum_{|E_{\alpha} - E_0| < \Delta E} |\Psi_{\alpha}\rangle \langle \Psi_{\alpha}| \quad (2.11)$$

Notice that the diagonal density matrix is a function of the initial state through the amplitudes $C_{\alpha}$, while the microcanonical density matrix only “remember” the energy of the initial state. These two density matrix almost never agree with each other. This non-thermalization of a full quantum system was discussed long ago by J. von Neumann [69, 70]. It makes sense because a unitary evolution doesn’t lose any information.

However, a finite subsystem can thermalize. This statement can be phased in two equivalent way: if the $\hat{\rho}$ is a reduce density matrix of a finite subsystem, then one can have

$$\hat{\rho}_{\text{mc}} = \hat{\rho}_{\text{diag}} \quad (2.12)$$

or, if $\hat{O}$ is an operator involving a few degrees of freedom of the system, then one can have

$$\frac{1}{N(E_0, \Delta E)} \sum_{|E_{\alpha} - E_0| < \Delta E} O_{\alpha\alpha} = \sum_{\alpha} |C_{\alpha}|^2 O_{\alpha\alpha} \quad (2.13)$$
Figure 2.2: The mechanism of thermalization for classical and quantum systems. Borrowed from Ref. [4].

This is the generally expected result for generic systems. But how it happens still needs explanation. A widely accepted mechanism for thermalization is the eigenstate thermalization hypothesis (ETH). It conjectures that $O_{\alpha\alpha}$ is a smooth function of $\alpha$ (thus approximately a constant on the energy shell), and the initial state is narrow in energy. So the $O_{\alpha\alpha}$ is roughly a constant for all $|\Psi_{\alpha}\rangle$ with non-negligible overlap with the initial state, and therefore (2.13) is satisfied. Notice the ETH conjecture means the expectation value in each eigenstate in the energy shell is the same, and equal to the thermal value given by the microcanonical ensemble. In another word, any eigenstate with energy close to the initial energy can play the role of thermal state. The time evolution merely plays the role of dephasing. This mechanism is sketched in Fig. 2.2. Physically, the ETH means the large remainder of the system acts as a thermal bath of the subsystem, thus the subsystem thermalizes.

The ETH was proposed by Deutsch [75] and Srednicki [76]. The general validity of ETH is not theoretically proved. There are only some indication of its correctness in particular circumstances ranging from nuclear physics [77] to semi-classical limit of quantum systems [78]. Recently there are numerical works verifying the ETH in particular models [4, 74, 79, 80], for some few-body observables. Generally, the condition for eigenstate thermalization to occur is still an open question. For integrable models, the ETH would not work but may be generalized, as will be discussed later. Recently, there are also some works [81, 82] showing that disorder can cause ETH to fail.

Up to here we are talking about non-integrable systems. For integrable systems, the story is totally different. Even classical integrable systems are not expected to thermalize because their conservation laws restrain the dynamics. On the other hand, the quantum version of integrability,
as a influential branch of modern mathematical physics, is worth an introduction itself.

2.3 Quantum Integrability

The quantum integrable systems are usually defined as the systems exactly solvable by Bethe Ansatz. In 1931, Hans Bethe proposed a method to obtain the exact eigenstates of the isotropic interacting quantum spin chain [83], known as the Heisenberg model [84]. This method, now realized as Bethe Ansatz, has been generalized and expanded over years, to exactly solve a series of 1-D quantum many-body systems. These systems, spanning over different fields of physics, include the Lieb-Liniger model [85], the Kondo model [86], the Anderson impurity model [87], the massive Thirring model [88], the Hubbard model [89], etc. Many classical statistical models on the 2-D lattice can also be solved by the Bethe Ansatz, given their equivalence to the 1-D quantum models [90]. During the development of the Bethe Ansatz, many significant work by C.N. Yang and C.P. Yang [91, 92, 93, 94] need to be emphasized. In non-integrable models, the scattering of particles usually lead to particle production and decay, thus only the total momentum is expected to conserve. But in a model solvable by Bethe Ansatz, the Yang-Baxter consistency [92] indicates that the multi-particle scattering can be factorize into two-particle scattering, and each of the bare momenta is conserved, as sketched in Fig. 2.3. The Bethe Ansatz not only gives the whole spectrum and the complete eigenstates, but also can be applied to the calculation of the thermodynamics [64, 95]. In later Chapters, I will discuss more details of the coordinate Bethe Ansatz introduced by H. Bethe, in the context of the isotropic Heisenberg model.

The connection between classical and quantum integrability is established by the quantization of classical inverse scattering method [96]. The classical integrable systems was previous introduced as the systems with infinite number of conserved quantities. Their Hamiltonian evolution is captured
by the classical integrable differential equations, also known as soliton equations [97]. The modern way to solve these equations is called the classical inverse scattering method (CISM). The quantum generalization of CISM, known as the quantum inverse scattering method (QISM), was found to reproduce the results of the Bethe Ansatz. The approach to solve quantum integrable systems by QISM is now summarized under the name of *Algebraic Bethe Ansatz*. It has been developed to be a powerful tool to calculate various properties of generic integrable systems. For example, all the conserved charges can be found through a recursive way based on algebraic Bethe ansatz. A general formulation of correlation functions can also be derived from it. The details of the Algebraic Bethe Ansatz and its connection to classical integrability are introduced in the book by V.E. Korepin *et al.* [98]. In this thesis, I will not go deep into this direction, but mostly make use of the coordinate Bethe Ansatz. But in Chapter 7, I will discuss the possibility to combine Algebraic Bethe Ansatz and our approach in future directions.

### 2.4 Asymptotic States of Integrable Systems

The experimental work [72] at the beginning of this chapter has shown the lack of thermalization of a quantum integrable system. It was expected because the infinite number of conserved charges (usually called integral of motion for classical case) of the systems drastically changed the dynamics. But the question is naturally extended: Does an integrable system relax into an asymptotic steady state after a quantum quench? If it does, is the asymptotic state described by some other ensemble, instead of the conventional Gibbs ensemble?

The *generalized Gibbs ensemble* (GGE), first introduced by Jaynes [99], recently conjectured by Rigol to describe the asymptotic state of integrable models, opens a popular point of view to these questions. Rigol *et al.* conjectured [73] that the asymptotic state of a integrable system is characterized by the density matrix

\[
\hat{\rho}_{GGE} = Z^{-1} \exp \left[ - \sum_m \lambda_m \hat{I}_m \right]
\]

where the \(\{\hat{I}_m\}\) is the full set of conserved charges of the system, and \(Z = \text{Tr}[\exp(-\sum_m \lambda_m \hat{I}_m)]\) is the partition function. The \(\{\lambda_m\}\) are the Lagrange multipliers, determined by the initial state

\[
\text{Tr}[\hat{\rho}_{GGE} \hat{I}_m] = \langle \Psi_0 | \hat{I}_m | \Psi_0 \rangle
\]

The ensemble given by this density matrix is named the generalized Gibbs ensemble. It is a direct generalization of the Gibbs ensemble, since energy \(\hat{H}\) is one of the conserved charges, and its corresponding Lagrange multiplier is \(\beta = 1/T\).
The GGE can be derived by maximizing the entropy subject to the constraints imposed by the conserved charges—a standard prescription of statistical mechanics. That’s why it is also known as the maximum entropy ensemble. The asymptotic state described by the GGE clearly carries more information of the initial state than the microcanonical ensemble, but still much less than the full information of dynamics. The microcanonical ensemble only “remember” the energy; the GGE “remember” all the conserved charges, which is typically of the size of the systems; while the full information of dynamics is of the size of the Hilbert space, typically exponential of the size of the system. In Rigol’s work this conjecture is numerically tested on hard-core bosons on a 1-D lattice. The model can be mapped to free fermions, thus the conserved charges are easy to be found explicitly. Similar thing happens in Cazalilla’s analytical work [48] on Luttinger model, in which the conserved charges are naturally chosen to be the occupation numbers of the mapped bosons, and the GGE is verified for some simple correlation functions.

The GGE reveals a simple and plausible way of looking at the thermalization problem of integrable models, and motivates a lot of theoretical work [100, 74, 101, 102]. In particular, it was proved to be valid for models equivalent to free fermions [103, 47, 104, 53, 105, 106]. But a central question it has to face is how to choose the set of conserved charges, especially for complicated integrable models that cannot be mapped to free particles. In some early work on this topic, the projection operators \( \hat{P}_\alpha = |\Psi_\alpha\rangle\langle \Psi_\alpha| \) to the eigenstates of the Hamiltonian [48] and the powers of the Hamiltonian \( \{\hat{H}^m\} \) [45] are both considered. But these choices of conserved charges are not local, and therefore cannot capture Yang-Baxter consistency of integrable models. The naturally choice of the conserved charges arises from the Bethe-Ansatz solution of the system. The Bethe Ansatz implies the existence of the well-defined quasi-particles which scatter elastically, without dissipation or creation of new particles. The conserved charges turns out to have eigen values of integer powers of the rapidities of these quasi-particles, and can be generated in a recursive way through algebraic Bethe ansatz [98].

Another important question on GGE is its mechanism. It was proposed by Cassidy et al. [102] that the GGE can be explained by a proper extension of the ETH, called the generalized eigenstate thermalization (GETH). They conjectured that if all the conserved charges of an eigenstate are close to the corresponding ones of another eigenstate, then expectation values of a local operator in these two eigenstates are also close. In another word, a set of conserved charges uniquely determines all correlations (expectation of local observables) of the state. It can be written as

\[
\langle O(t \to \infty) \rangle = \sum_\alpha |C_\alpha|^2 O_{\alpha \alpha} = (\sum_\alpha |C_\alpha|^2) O_{\alpha_1 \alpha_1} = \langle \alpha_1 | O | \alpha_1 \rangle
\]

(2.16)

where \( \alpha \) now denotes a series of quantum numbers of the conserved charges \( \{\hat{I}_m\} \), and \( \alpha_1 \) is one set
of them. The right hand side of (2.16) is the prediction of the GGE in thermodynamic limit. So the
GETH explains the GGE. The conjecture of GETH was checked for hard-core bosons in Ref. [102],
but its correctness is questioned by later works.

Very recently, the quench action method [67] was proposed through a generalization of the
thermodynamic Bethe ansatz (TBA). It calculates the asymptotic states of integrable models on
first principles without any assumptions. Some very recent works based on it show that the GGE
fails for the XXZ model [107, 68]. It is concluded by Goldstein et al. [108] and Pozsgay [109] that the
GGE only works for integrable models without bound states, and fails for those with bound states:
for integrable models with bound states, the eigen basis is fully represented by the distribution
functions on arbitrary orders of strings given by TBA. A set of conserved charges is not enough to
uniquely determine these distribution functions, therefore cannot uniquely determine all correlation
functions—they are enough to determine the distribution function on one string, thus works for
models without bound states.

It can be seen that the interplay between thermalization and integrability is far from conclu-
sive. For example, there are works showing even non-integrable models can approach non-thermal
steady state, depending on regimes of quenched parameters [42, 110, 111]. Conversely, some natural
observable of physical interest in integrable models are believed to behave thermally [112], highly
depending on the locality of the observable in the quasi-particle space of integrable system.

2.5 More Open Questions

As an actively developing area, the relaxation of strongly correlated systems has a lot of open
questions. Let me name some of them.

One important question in this field is the crossover between ergodic and non-ergodic behaviors.
In the classical FPU problem, it has been shown there is a finite threshold for chaotic behavior, i.e.
the non-linear coupling that breaks integrability has to be strong enough to cause ergodicity [71].
The same question for quantum systems is still unclear. Rigol’s numerical work [74, 79] shows a
smooth breakdown of thermalization as one approaches integrability, in 1-D hard-core bosons. But
he claim it could be the effect of the small size of the system.

So far most of the works focus on the asymptotic or time averaged states. The real time evolution
after a quantum quench was studied much less. For fermionic Hubbard model, the existence of
a intermediate quasi-steady regime before thermalization was found [113, 63], providing deeper
understanding of the process of thermalization. In a much earlier work, the prethermalization [49]
of equation of state and kinetic temperature much faster than thermal equilibration was studied in
a more general sense. For the Heisenberg spin chain, Barmettler et al. [6, 7] studied the real time relaxation of the antiferromagnetic order parameter by numerics. Different time scales during the relaxation was discussed.

Because of so many open questions discussed above, an analytical, especially exact approach on the real time evolution for a non-trivial integrable model would help with clarification of many confusions. It will be the main subject of this thesis, as introduced gradually in proceeding chapters.

2.6 Quench Dynamics of the Quantum Spin Chain

The Heisenberg spin chain is a generic and fundamental model for 1-D spin order system. It characterizes rich physics that governs many strong-correlated systems. For example, its low-energy physics in the gapless phase can be described by the Luttinger liquid [114]; while around the critical point, it effectively becomes sine-Gordon model. Besides, the Heisenberg spin chain is integrable, but not trivially mapped to free particles. So its quench dynamics is expected to contribute to deep understanding of relaxation of generic integrable systems. In this section, I will review some recent works, both experimental and theoretical, on the quench dynamics of the Heisenberg spin chain. Some of them greatly motivates the work of this thesis.

2.6.1 Propagating Magnons after a Local Quench

A main motivation of this thesis is the fascinating experimental work by Fukuhara et al. [5], in which the propagation of magnons and their bound states are directly observed. They set up a quantum quench as follow, shown in Fig. 2.4: they start from an a fully magnetized chain with all spins “up” except for two neighboring spins in the center flipped “down”. By “up” and “down” we mean in the eigenstates of the local z-direction spin operator $\sigma_z^j$. Then they let the system evolve under the
Hamiltonian (1.15), and monitor the system with their detection technique which has single-site and single-spin resolution. This theoretically ideal set-up surely requires sophisticated techniques. For example, the flipping of spins in the initial state is achieved by a line-shaped laser beam generated with a spatial light modulator that selectively shifted the addressed sites in resonance with the microwave radiation [29]. After a variable evolution time, all lattice confinement is rapidly ramped up to a very large value to freeze out the dynamics, so the single-site spin states can be detected. As results, the joint probability $P_{ij}$ of simultaneously detecting atoms on lattice sites $i$ and $j$ can be extracted atom positions data, with sufficient consideration of fidelity (see Ref. [5] for details). Notice this joint probability is directly comparable to the norm square of the two-body wave function $|\Psi(i,j;t)|^2$, defined by

$$|\Psi(t)\rangle = \sum_{i,j} \Psi(i,j;t)\sigma^-_i\sigma^-_j |\uparrow\rangle,$$

where $\sigma^-_i$ is the spin-lowering operator on site $i$, and $|\uparrow\rangle$ denotes the states with all spins up.

We will calculate this quantity in extensive details and compare with the experimental results in Chapter 5. The physics picture of propagating magnons and their bound states can be extracted from the probability data. It can also be obtained by our new theoretical approach, which we will also discuss in details in Chapter 5.

It is worth mentioning the same set-up of a quantum quench in Heisenberg spin chained was studied numerically in the work by Ganahl et al. [115] using the time evolving block decimation algorithm. It will be shown that we provide more physics insights with our analytical approach.

### 2.6.2 Antiferromagnetic Order Parameter after a Global Quench

In the works above, a local quench of the Heisenberg spin chain is performed. As discussed in previous sections, the global quench through the critical point of the Heisenberg model is also of
great interest. It was studied in a numerical work by Barmettler et al. [6, 7]. As shown in Fig. 2.5, the spins chain is prepared initially in the Neél state, which has long-range antiferromagnetic order

\[ |\Psi_0\rangle_{\text{Neél}} = |\uparrow\downarrow\ldots\uparrow\downarrow\rangle. \]  

(2.18)

This initial state can be considered the ground state of the XXZ Hamiltonian (1.15) with the anisotropy \( \Delta_0 = J_z/J_\perp \to \infty \). Then the system is evolved under the XXZ Hamiltonian with a finite anisotropy. The real time evolution after the quench is obtained by the infinite-size matrix product method [61, 62], and compared with different approximation methods in Ref. [7]. They particularly monitor the evolution of the staggered magnetization

\[ m_s(t) = \frac{1}{N} \sum_i (-1)^i \langle \Psi(t)|S^z_i|\Psi(t)\rangle, \]  

(2.19)

which characterizes the antiferromagnetic order, and the equal-time spin-spin correlation function

\[ G^{zz}(l, t) = \frac{1}{N} \sum_i \langle S^z_{i+1}S^z_i(t) - \langle S^z_{i+1}\rangle(t)\langle S^z_i\rangle(t) \]  

(2.20)

to describe non-local properties. Their basic observation is the decay and oscillation behavior of the order parameter depending on the values of \( \Delta \). This behavior can be roughly categorized into three regimes

\[ m_s(t) \sim t^{-1/2} \cos(2Jt - \pi/4) \quad \Delta = 0, \]

\[ m_s(t) \sim \exp(t/\tau_2) \cos(\omega t + \phi) \quad 0 \lesssim \Delta < 1, \]

\[ m_s(t) \sim \exp(t/\tau_1) \quad \Delta \gg 1. \]  

(2.21)

where the behavior for \( \Delta = 0 \) has a simple closed form, since it can be mapped to free fermions. Besides, the behavior around the critical point \( \Delta \approx 1 \) appears complicated and hard to fit into any simple functions. It is due to the “interplay of process of all energy scales”.

The emergence of time scales \( \omega^{-1}, \tau_1 \) and \( \tau_2 \) and their dependence on the parameters of the Hamiltonian are of great interest. In particular, they found \( \omega \) to be very close to \( 2J \), its non-interacting counterpart. It is attributed to the Rabi oscillation: consider the dynamics of two coupled spins, starting from the initial state \( |\psi_0\rangle = |\uparrow\downarrow\rangle \). A system like this would oscillate between \( |\uparrow\downarrow\rangle \) and \( |\downarrow\uparrow\rangle \), with the frequency independent of \( \Delta \):

\[ |\psi(t)\rangle = \cos\left(\frac{Jt}{2}\right)|\uparrow\downarrow\rangle + i \sin\left(\frac{Jt}{2}\right)|\downarrow\uparrow\rangle. \]  

(2.22)

And the staggered magnetization behaves like \( m_s(t) = \frac{1}{2} \cos(2Jt) \). So its oscillation frequency is set by the exchange coupling \( J \). In the experimental work by Trotzky et al. [28], this oscillation frequency is observed, and the simple model above is investigated in detail. For the spin chain
model, Barmettler et al. observed very weak dependence of $\omega$ on $\Delta$, i.e. $\omega \approx 2J$ for all values of $\Delta$, according to their numerical simulation. On the other hand, the relaxation time $\tau_1$ and $\tau_2$ are emergent time scales generated from the highly correlated dynamics, and cannot be simply related to the model parameters. Only qualitative observation can be obtained from numerical data: $\tau_1 \rightarrow \infty$ as $\Delta \rightarrow \infty$, and $\tau_2 \rightarrow \infty$ as $\Delta \rightarrow 0$, namely the relaxation times diverge in these limit; both $\tau_1$ and $\tau_2$ goes to 0 as $\Delta \rightarrow 1$ from either side, namely the relaxation time vanishes around the critical points. These qualitative results were compared with approximative methods, such as mean field, Luttinger model and sine-Gordon model in Ref. [7].

We will discuss these results again and compare to our newly developed approach in Chapter 6.

Other Works

Besides the works we mentioned above, the quench dynamics of the Heisenberg spin chain attracts much attention from many other aspects due to its specially important role in both strongly correlated systems and integrability. For example, the Loschmidt echo, defined as

$$L(t) = |\langle \Psi_0 | \exp(-i\hat{H}t) | \Psi_0 \rangle|^2,$$

(2.23)

was studied in a number of recent works on the XXZ model [116, 117]. It characterizes the work function during the quench. It is also interesting from the phase transition point of view because its logarithm per unit of length has a non-analytic behavior when the system is quenched across a critical point. Due to the integrability of the XXZ model, methods based on Bethe ansatz, eg. quantum transfer matrix formalism [118, 119] were recently applied to its quench problem. However, an analytical approach to give the full dynamics after a quench for the XXZ model is still missing. The main subject of this thesis is to present an approach like that, which is generically works for any initial state and any anisotropy $\Delta$. 
Chapter 3
Bethe Ansatz Solution of the XXZ Model

In this chapter, I review the solution of the XXZ model by coordinate Bethe ansatz. Many results of this chapter will be the foundation of the contour approach I introduce in the next chapter.

3.1 The XXZ Model and Its Symmetry

The anisotropic Heisenberg model (XXZ model) captures the physics of one-dimensional quantum spin chain with a nearest-neighbor exchange coupling

\[ H = -J \sum_{j=1}^{L} (\sigma_j^x \sigma_{j+1}^x + \sigma_j^y \sigma_{j+1}^y + \Delta (\sigma_j^z \sigma_{j+1}^z - 1)), \]  

(3.1)

where the \( \sigma_j^x, \sigma_j^y, \sigma_j^z \) are Pauli matrices of a particular site \( j \) and \( \Delta = \frac{J_z}{J_{xy}} \) denotes the anisotropy. Here \( L \) is the size of the system. Usually I loosely write \( \sum_j \) because sometimes I work on an infinite system. Here \( \sigma_j^z \sigma_{j+1}^z \) is subtracted by 1 to make the ground state energy zero. For convenience, the Hamiltonian is also usually written as

\[ H = -J \sum_{j} [2(\sigma_j^+ \sigma_{j+1}^- + \sigma_j^- \sigma_{j+1}^+) + \Delta (\sigma_j^z \sigma_{j+1}^z - 1)], \]  

(3.2)

through a transformation

\[ \sigma_j^\pm = \frac{\sigma_j^x \pm \sigma_j^y}{2}, \]  

(3.3)

where the \( \sigma_j^\pm \) are the spin-raising/lowering operator on one site. We choose the fully ferromagnetic ordered state \( |\uparrow \cdots \uparrow\rangle \) (the other one \( |\downarrow \cdots \downarrow\rangle \) gives equivalent results) to be the reference state, and regard the down spins as particles.

The XXZ Hamiltonian has a special symmetry when the size \( L \) is an even number. Under the unitary transformation

\[ U = \prod_{j=\text{even}} \sigma_j^z = U^{-1}, \]  

(3.4)

every other spin is rotated by \( \pi \) along z-axis: \( (\sigma_j^x, \sigma_j^y, \sigma_j^z) \to (-\sigma_j^x, -\sigma_j^y, \sigma_j^z) \) for \( j = \text{even} \). So the Hamiltonian changes as \( H(J, \Delta) \to H(-J, -\Delta) = -H(J, -\Delta) \). Usually \( J \) is chosen to be positive,
and $\Delta$ is the only parameter to determine the phase space, as shown in Fig. 2.5. A lattice that can be split into even and odd sites like this is called bipartite. An interesting conclusion following this symmetry is that the Hamiltonians with opposite signs of $\Delta$ have the same time evolution. I will discuss it in the next chapter.

The complete eigenstates of this model is given by Hans Bethe [83], as I will review below.

### 3.2 Coordinate Bethe Ansatz

#### 3.2.1 Physics Intuition and Scattering-Matrix

It is easy to see the total magnetization (the number of flipped spins) $\hat{N} = \sum_j \sigma^z_j$ is conserved. To find the eigenstates of the XXZ Hamiltonian (3.2), let’s start with the simplest one particle (namely one down-spin) case. It’s easy to see a simple plane wave is the eigenstate for one particle case:

$$|k\rangle = \sum_m e^{ikm} |\uparrow\rangle.$$  \hspace{1cm} (3.5)

It is labeled by the (bare) momentum $k$. Its eigen energy can be calculated from the Schrödinger’s equation $H|k\rangle = E(k)|k\rangle$, and is given by

$$E(k) = 4J(\Delta - \cos k).$$  \hspace{1cm} (3.6)

For two-particle case, Hans Bethe proposed the ansatz that the eigenstate is given by

$$|k_1, k_2\rangle = \sum_{m_1, m_2} e^{ik_1m_1 + ik_2m_2} [\theta(m_1 - m_2) + s(k_1, k_2)\theta(m_2 - m_1)]\sigma^-_{m_1}\sigma^-_{m_2} |\uparrow\rangle,$$  \hspace{1cm} (3.7)

where $\theta(m)$ is the Heaveside step function

$$\theta(m) = \begin{cases} 
1 & \text{if } m > 0 \\
0 & \text{if } m < 0.
\end{cases}$$  \hspace{1cm} (3.8)

Because $\sigma^-_{m}\sigma^-_{m} = 0$, $\theta(0)$ never comes into the question, and thus doesn’t need to be defined. Intuitively, this eigenstate means that when the two particles are far apart, the wave function is just a product of single-particle wave functions; only when the two particle get through each other, the wave function gains a extra phase $s(k_1, k_2)$, which is called the scattering matrix, or S-matrix. Bethe further assumes the eigen energy of the two particle eigenstate is the summation of single-particle eigen energies:

$$E(k_1, k_2) = 4J(2\Delta - \cos k_1 - \cos k_2).$$  \hspace{1cm} (3.9)
Then from the Schrödinger’s equation $H|k_1, k_2⟩ = E(k_1, k_2)|k_1, k_2⟩$, one can derive the form of the S-matrix:

$$s(k_1, k_2) = \frac{-1 + e^{ik_1 + ik_2} - 2\Delta e^{ik_1}}{1 + e^{ik_1 + ik_2} - 2\Delta e^{ik_2}}.$$ \hfill (3.10)

I give this derivation in Appendix A.

For many-particle case, it is assumed that the multi-particle scattering process can be decomposed into two-particle scatterings, and the eigenstate can be written as

$$|\vec{k}⟩ = \sum_{\{m_j\}} \prod_{i<j} \left[ \theta(m_i - m_j) + s(k_i, k_j)\theta(m_j - m_i) \right] \prod_j e^{ik_j m_j} \sigma_{m_j}^- |↑⟩.$$ \hfill (3.11)

Here $\vec{k}$ denotes $k_1, k_2, \ldots k_M$. Every $m_j$, with $j = 1, 2, \ldots, M$, is summed from 1 to $L$ (length of the chain), and $s(k_i, k_j)$ is the two-particle S-matrix (3.10). It can be considered that the theta functions divide the coordinate space into $M!$ regions according to different permutations of the coordinates, and each region has a different amplitude consisting of product of S-matrices. The validity of this eigenstate is guaranteed by the Yang-Baxter equations (YBE) [92]

$$s^{12}s^{21} = I,$$
$$s^{12}s^{13}s^{23} = s^{23}s^{13}s^{12},$$
$$s^{12}s^{34} = s^{34}s^{12},$$ \hfill (3.12)

which are written with a general notation. In the case of XXZ, $s^{ij} = s(k_i, k_j)$ and the YBE is trivially satisfied. But in a more complicated situation where the S-matrices don’t necessarily commute, it needs to be verified. For example, in the Hubbard model, S-matrices are functions of both momenta and spins, and the Yang-Baxter consistency is not trivial at all. As shown schematically in Fig. 3.1, the second equation of (3.12) guarantees the amplitudes obtained through different paths for a certain region are the same. Physically, it means the three particle scattering can be decomposed into two-particle scatterings, and the order of the two-particle scattering doesn’t matter (Right hand side of Fig. 3.1). Systems with this property are called integrable systems, featuring infinite number of conserved quantities, and shows special non-equilibrium behavior as discussed in the previous chapters.

Note that one has to symmetrize the wave function

$$\Psi_{\vec{k}}(\{m_j\}) = S \prod_{i<j} \left[ \theta(m_i - m_j) + s(k_i, k_j)\theta(m_j - m_i) \right] \prod_j e^{ik_j m_j}.$$ \hfill (3.13)

since $\sigma_{m_j}^-$ and $\sigma_{m_j}^-$ commute. But if one deals with the state directly, symmetrization is not necessary because the unsymmetrized part will be canceled by $\prod_j \sigma_{m_j}^-$ sooner or later. As a matter of fact,
the unsymmetrized state (3.11) is the form we will use in Yudson’s contour approach in the next chapter. The eigen energy is still given by the summation of single-particle energies:

$$E = 4J \sum_{j=1}^{M} (\Delta - \cos k_j).$$

(3.14)

The form of the eigenstate (3.11) is necessary for our discussion of Yudson’s contour approach later, but in different books and references people usually follow some other forms. So it’s necessary to clarify these different conventions.

3.2.2 Relation of Different Conventions

In my convention, which favors the Yudson’s approach, the two particle Bethe Ansatz state is written as

$$|k_1, k_2\rangle = \sum_{m_1, m_2} \left[ \theta(m_1 - m_2) + s(k_1, k_2) \theta(m_2 - m_1) \right] e^{ik_1 m_1 + ik_2 m_2 \sigma^-_{m_1} \sigma^-_{m_2}} |\uparrow\rangle.$$  (3.15)

Notice that when you write down the state, it doesn’t matter whether you symmetrize the wave function or not, namely

$$|k_1, k_2\rangle = \sum_{m_1, m_2} \left[ \theta(m_1 - m_2) + s(k_1, k_2) \theta(m_2 - m_1) \right] e^{ik_1 m_1 + ik_2 m_2 \sigma^-_{m_1} \sigma^-_{m_2}} |\uparrow\rangle$$

$$= \sum_{m_1, m_2} S\left[ \theta(m_1 - m_2) + s(k_1, k_2) \theta(m_2 - m_1) \right] e^{ik_1 m_1 + ik_2 m_2 \sigma^-_{m_1} \sigma^-_{m_2}} |\uparrow\rangle.$$  (3.16)

It’s easy to check the identity above using the fact $[\sigma^-_{m_1}, \sigma^-_{m_2}] = 0$. But if one wants to manipulate the wave functions themselves, it is necessary to do the symmetrization. Also notice that the summation in (3.15) actually doesn’t include $m_1 = m_2$, since $\sigma^-_{m_1} \sigma^-_{m_2} = 0$. So we can have another convention of...
writing (3.15):

\[
|k_1, k_2\rangle = \sum_{m_1 \neq m_2} \left[ \theta(m_1 - m_2) + s(k_1, k_2)\theta(m_2 - m_1) \right] e^{ik_1m_1 + ik_2m_2} \sigma_{m_1}^- \sigma_{m_2}^- |\uparrow\rangle
\]

\[
= \left( \sum_{m_1 < m_2} + \sum_{m_1 > m_2} \right) \left[ \theta(m_1 - m_2) + s(k_1, k_2)\theta(m_2 - m_1) \right] e^{ik_1m_1 + ik_2m_2} \sigma_{m_1}^- \sigma_{m_2}^- |\uparrow\rangle
\]

\[
= \sum_{m_1 < m_2} s(k_1, k_2) e^{ik_1m_1 + ik_2m_2} \sigma_{m_1}^- \sigma_{m_2}^- |\uparrow\rangle + \sum_{m_1 > m_2} e^{ik_1m_1 + ik_2m_2} \sigma_{m_1}^- \sigma_{m_2}^- |\uparrow\rangle
\]

\[
= \sum_{m_1 > m_2} \left[ e^{ik_1m_1 + ik_2m_2} + s(k_1, k_2)e^{ik_1m_2 + ik_2m_1} \sigma_{m_1}^- \sigma_{m_2}^- |\uparrow\rangle \right]. \tag{3.17}
\]

In the last step, I redefine the variables: \( m_1 \leftrightarrow m_2 \) for the second term. Following the same strategy, the general Bethe eigenstate (3.11) can be written in another form

\[
|\vec{k}\rangle = \sum_{m_1 > m_2 > \cdots > m_M} \sum_{P} A_P(\vec{k}) \prod_{j} e^{ik_jm_j} \sigma_{m_j}^- |\uparrow\rangle. \tag{3.18}
\]

This is the convention used by Sutherland’s book [64] and many papers: instead of summing over all \( m_j \)'s and giving a step function term, they do summation in only one quadrant of the coordinates and sum over all permutations of the \( k_j \)'s, each permutation with a different amplitude. Under their convention, the two-particle S-matrix is defined as the ratio between amplitudes with adjacent permutations. The two conventions can be connected by

\[
A_P(\vec{k}) = \prod_{i<j, P_i>P_j} s(k_i, k_j). \tag{3.19}
\]

Note that the amplitude of the unpermuted \( \{k_j\} \) is one –this determines the normalizing factor of the state (3.11). As a supplement I like to point out, it’s easy to check if we start from the symmetrized state (3.16), we still get (3.17).

### 3.3 Change of Variables – from Momentum to Rapidity

It is convenient to label the eigenstates with rapidity \( \alpha \) instead of momentum \( k \), so that the S-matrices have a civilized structure [64]. Later we will see the Yudson’s contour approach is also more intuitive in the \( \alpha \) language. This reparametrization takes different form for different values of \( \Delta \), as discussed below.

- \(-1 < \Delta < 1\). In this region, the reparametrization is defined as:

\[
e^{ik} = \frac{e^{i\mu} - e^{i\alpha}}{e^{i\mu + \alpha} - 1},
\]

where \( \Delta = -\cos \mu \). \tag{3.20}
It is usually written in other forms. Two useful ones are

\[ k = 2 \arctan \frac{\tanh(\alpha/2)}{\tan(\mu/2)}, \]  

\[ e^{ik} = \frac{\sinh(\frac{\mu - \alpha}{2})}{\sinh(\frac{\mu + \alpha}{2})}. \]  

From (3.21) we see that \(-\infty < \alpha < +\infty\) only covers the range \(-\pi + \mu < k < \pi - \mu\). The range \(-\pi < k < -\pi + \mu\) and \(\pi - \mu < k < \pi\) are covered by \(-\infty + i\pi < \alpha < i\pi\) and \(i\pi < \alpha < +\infty + i\pi\), respectively. From (3.22), it is easy to see the position of the poles of \(\alpha\), which will play an important role in the contour approach. Under this change of variable, the S-matrix becomes

\[ s(k_i, k_j) = s(\alpha_i, \alpha_j) = \frac{\sinh(\frac{\alpha_i - \alpha_j}{2} - i\mu)}{\sinh(\frac{\alpha_i - \alpha_j}{2} + i\mu)}. \]  

So the Bethe eigenstate becomes

\[ |\vec{\alpha}\rangle = \sum_{\{m_j\} i<j} \prod_{i<j} \left[ \theta(m_i - m_j) + s(\alpha_i, \alpha_j)\theta(m_j - m_i) \prod_j \frac{\sinh(\frac{\alpha_i - \alpha_j}{2})}{\sinh(\frac{\mu + \alpha}{2})} \right] \sigma_{m_j}^\text{\dagger}. \]  

Its eigen energy is also translated into a function of \(\alpha\):

\[ E = 4J \sum_{j=1}^{M} (\Delta - \cos k_j) = -4J \sum_{j} \frac{\sin^2 \mu}{\cosh \alpha - \cos \mu}. \]  

Here we see that every function of \(\alpha_j\) is periodic in the imaginary direction, with period \(2\pi i\). It will affect our choice of contours significantly. Later we need to integrate over continuous \(k\). Here it becomes integration over the \(\alpha\) correspondingly. So the weight between \(dk\) and \(d\alpha\) is useful:

\[ \frac{dk}{d\alpha} = \frac{\sin \mu}{\cosh \alpha - \cos \mu} = \frac{\sin \mu}{2 \sinh \frac{\alpha - \mu}{2} \sinh \frac{\alpha + \mu}{2}}. \]  

• \(\Delta < -1\). In this region, we change the the variable \(k \rightarrow \alpha\) as follow:

\[ e^{ik} = \frac{\sin \frac{\alpha - \alpha}{2}}{\sin \frac{\alpha + \alpha}{2}}, \]  

where \(\Delta = -\cosh \lambda\), with \(\lambda > 0\).

Correspondingly, the S-matrix and eigen energy take the form of

\[ S(\alpha_1, \alpha_2) = \frac{\sin(\frac{\alpha_1 - \alpha_2}{2} - i\lambda)}{\sin(\frac{\alpha_1 - \alpha_2}{2} + i\lambda)}, \]  

\[ E(\alpha) = \frac{4J \sin^2 \frac{\lambda}{2}}{\cos \alpha - \cosh \lambda}. \]  

The weight between \(dk\) and \(d\alpha\) becomes

\[ \frac{dk}{d\alpha} = \frac{\sinh \lambda}{\cosh \lambda - \cos \alpha} = \frac{-\sinh \lambda}{2 \sin \frac{\lambda - \alpha}{2} \sin \frac{\lambda + \alpha}{2}}. \]
• $\Delta > 1$. This region is very similar to $\Delta < -1$:

$$e^{ik} = -\frac{\sin \frac{i\lambda - \alpha}{2}}{\sin \frac{i\lambda + \alpha}{2}},$$

where $\Delta = \cosh \lambda$, with $\lambda > 0$. (3.31)

The $S$-matrix and eigen energy:

$$S(\alpha_1, \alpha_2) = \frac{\sin(\frac{\alpha_1 - \alpha_2}{2} - i\lambda)}{\sin(\frac{\alpha_1 - \alpha_2}{2} + i\lambda)},$$

$$E(\alpha) = -\frac{4J \sinh^2 \lambda}{\cos \alpha - \cosh \lambda}. \quad (3.32)$$

The weight between $dk$ and $d\alpha$:

$$\frac{dk}{d\alpha} = \frac{\sinh \lambda}{\cosh \lambda - \cos \alpha} = \frac{-\sinh \lambda}{2 \sin \frac{i\lambda + \alpha}{2} \sin \frac{i\lambda - \alpha}{2}}. \quad (3.33)$$

• $\Delta = -1$. The reparametrization takes the form

$$e^{ik} = \frac{\alpha + \frac{i}{2}}{\alpha - \frac{i}{2}}. \quad (3.34)$$

The $S$-matrix, eigen energy and weight function:

$$S(\alpha_1, \alpha_2) = \frac{\alpha_1 - \alpha_2 + i}{\alpha_1 - \alpha_2 - i},$$

$$E(\alpha) = \frac{2J}{\alpha^2 + \frac{1}{4}},$$

$$\frac{dk}{d\alpha} = \frac{1}{\alpha^2 + \frac{1}{4}}. \quad (3.36)$$

Here I summarize the different parametrization in Table 3.1. Later I will give an argument that

$\Delta$’s with opposite sign give the same time evolution. So actually, the discussion on the regime $\Delta < 0$

is general enough.

3.4 Thermodynamic Limit and String Solutions

For (3.11) to be a valid eigenstate, the momentum $k$ need to be quantized. Or equivalently, the

rapidity $\alpha$ need to be quantized. It is conventional to impose a periodic boundary condition on the

system [95], which leads to the Bethe Ansatz equations (BAE) that restrict the $k$ (or $\alpha$):

$$e^{ik_i L} = \prod_{i \neq j} s(k_i, k_j) \text{ for } j = 1, 2, \ldots, M. \quad (3.39)$$

where the $L$ is the size of the system. Intuitively, it means that if one particle is moved through all

the other particles and comes back to the original position, the wave function gets a extra phase of
Table 3.1: Parametrizations in different region of $\Delta$. In this table we also define the functions $P(\alpha)$, $S(\alpha_1, \alpha_2)$, $\epsilon(\alpha)$ and $W(\alpha)$ as functions of the rapidity.

<table>
<thead>
<tr>
<th>Plane wave</th>
<th>S-matrix</th>
<th>Eigen energy</th>
<th>Weight $= \frac{1}{2\pi} \frac{\partial}{\partial \alpha}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^{ik}$</td>
<td>$S(\alpha_1, \alpha_2)$</td>
<td>$4J(\Delta - \cos k)$</td>
<td>$\frac{1}{2\pi} \sin \lambda$</td>
</tr>
</tbody>
</table>

Functions in $\alpha$-language

- $P(\alpha)$
- $S(\alpha_1, \alpha_2)$
- $\epsilon(\alpha)$
- $W(\alpha)$

$\Delta = -1 < \cosh \lambda < 1$:

$$e^{ik_j L}$. Taking the logarithm, it becomes more familiar:

$$k_j = \frac{2\pi n_j}{L} - \frac{i}{L} \sum_l \ln|s(k_l, k_j)| \text{ for } j = 1, 2, \ldots, M.$$ (3.40)

Here $n_j$'s are the quantum numbers. Without the last term, it is the standard way to quantize $k$ for free particles. The last term captures the interaction through S-matrices.

\[ \text{Figure 3.2: String solutions of Bethe Ansatz Equations} \]

In general it is difficult to find the solutions of (3.39). In the thermodynamic limit, namely the size and particle number of the system $L, M \rightarrow \infty$ with $M/L = \text{const.}$, the string hypothesis states that solutions of the BAE will form equally spaced strings in the complex $\alpha$-plane. As an example, for the regime $\Delta < -1$, the BAE (3.39) are reparametrized as

$$\left( \frac{\sin \frac{\alpha_j + \lambda}{2}}{\sin \frac{\alpha_j - i \lambda}{2}} \right)^L \prod_{l \neq j} \frac{\sin\left( \frac{\alpha_j - \alpha_l}{2} - i \lambda \right)}{\sin\left( \frac{\alpha_j - \alpha_l}{2} + i \lambda \right)} = 1.$$ (3.41)
A string of order \( n \) (usually written as \( n \)-string) of its solutions can be written as

\[
\{ \alpha \}_n = \beta_n - (n-1)i\lambda + i\delta_1, \beta_n - (n-3)i\lambda + i\delta_2, \ldots, \beta_n + (n-1)i\lambda + i\delta_n,
\]  
(3.42)

where \( \beta_n \) is the real part (usually called “center” of the string), \( \delta_j \)'s are the deviations which goes to 0 as \( e^{-\text{const}\cdot L} \), and \( \lambda = \cosh(-\Delta) \) as defined in Table 3.1. Figure 3.2 shows three strings of order 1, 2 and 3. Under this hypothesis, the BAE (3.39) can be rewritten as equations of the distribution functions of the centers \( \rho_n(\beta) \). Any observable in the thermodynamic limit is given as a functional of these distribution functions. E.g. the total magnetization is given by

\[
\langle s^z \rangle = \frac{1}{2} L - 2M = \frac{1}{2} - \sum_{n=1}^{\infty} n \int \frac{d\beta}{2\pi} \rho_n(\beta).
\]  
(3.43)

To get the thermal values of observables, one sums over all possible eigenstates with the Gibbs weight \( e^{H/T-S} \), and gets a functional integral over the functions \( \{ \rho_n(\beta) \} \), which can be simplified by saddle point approximation at last. This formalism is know as the thermodynamic Bethe ansatz (TBA). The book [95] explains the gory details of it. Recently it has been generalized to study the asymptotic states of integrable models [67], as introduced in Section 2.4.

Physically, the real solutions of the BAE (3.39) are identified as propagating states, while the complex solutions are realized as bound states—in those states the wave function decays exponentially when particles are far apart. Later we will show this string structure emerges naturally from the our contour approach, and are independent of the periodic boundary condition.
Chapter 4
Methodology – Generalized Yudson’s Contour Approach

In this chapter, I generalize the Yudson contour representation, and show explicitly how to get the exact time-dependent wave function in an integral form for the XXZ model.

4.1 Introduction to Yudson’s Contour Approach

The conventional way to calculate the time evolution of a quantum system is to expand the initial state by the complete eigenstate basis of the full Hamiltonian

$$|\Psi_0\rangle = \sum_{\{k_j\}} |\vec{k}\rangle \langle \vec{k}| \Psi_0\rangle,$$

(4.1)

where the summation over \(\{k_j\}\) means over all the possible set of quantized \(k_j\)'s, or equivalently for the XXZ model, over all the possible solutions of the BAE (3.39). Then the time dependent state is given by

$$|\Psi(t)\rangle = e^{-i\hat{H}t} \sum_{\{k_j\}} |\vec{k}\rangle \langle \vec{k}| \Psi_0\rangle = \sum_{\{k_j\}} e^{-iE(\vec{k})t} |\vec{k}\rangle \langle \vec{k}| \Psi_0\rangle.$$  

(4.2)

Due to the complexity of the Bethe eigenstates, both the overlap \(\langle \vec{k}| \Psi_0\rangle\) and the summation over all possible \(k_j\)'s are difficulty to calculate. Until very recently there are some developments following this direction [67, 107, 68]. On the other hand, V. I. Yudson proposed a method to calculate the time evolution of integrable system in 1985, in the context of Dicke model [120]. The basic idea is to work on an infinite line directly, so the summation in the expansion (4.1) can be replaced by an integral on the complex plane

$$|\Psi_0\rangle = \int_{\gamma} d\vec{k} |\vec{k}\rangle \langle \vec{k}| \Psi_0\rangle,$$

(4.3)

where \(|\vec{k}\rangle\), called Yudson’s auxiliary state, has a simple overlap with a generic physical state. The contours of integrals need to be chosen cleverly to make the identity above valid. With this expansion, the time-dependent state is given by

$$|\Psi(t)\rangle = \int_{\gamma} d\vec{k} e^{-iE(\vec{k})t} |\vec{k}\rangle \langle \vec{k}| \Psi_0\rangle,$$

(4.4)
and the observables follow from it. We call the expansion of the initial state (4.3) the central theorem, as it plays the central role in this contour approach. This approach is shown to be successful in Lieb-Liniger model [65, 66], which has an simple-structured S-matrix almost identical to Dicke model. In the next section I will show that a generalized version of the Yudson’s contour approach can be applied to the XXZ model, which has a more complicated S-matrix. Before that, let me briefly review the proof of the central theorem for the Lieb-liniger model (the proof is almost identical to that of the Dicke model), as a comparison of the generalized version in the next section.

4.1.1 Proof of the Central Theorem in the Lieb-Liniger Model

The Lieb-Liniger model describes the 1-D boson gas with a Delta-function interaction:

$$H = \int dx [\partial_x b^\dagger(x) \partial_x b(x) + cb^\dagger(x)b(x) b^\dagger(x)b(x)].$$

(4.5)

Its Bethe eigenstate, in a similar notation as (3.11), is given by

$$|\vec{k}\rangle = \int d\vec{y} \prod_{i<j} \left[ \theta(y_i - y_j) + s(k_i, k_j) \theta(y_j - y_i) \right] \prod_j e^{ik_j y_j} b^\dagger(y_j)|0\rangle,$$

(4.6)

where the $|0\rangle$ is the vacuum state, and the S-matrix is given by

$$s(k_1, k_2) = \frac{k_1 - k_2 + ic}{k_1 - k_2 - ic}. \quad (4.7)$$

We choose the initial state with $N$ bosons to be

$$|\vec{x}\rangle = \theta(\vec{x}) \prod_j b^\dagger(x_j)|0\rangle,$$

(4.8)

where the notation $\theta(\vec{x})$ means $\theta(x_1 > x_2 > \cdots > x_N)$. A generic initial state can be written as an expansion of it. And the Yudson’s auxiliary state is defined as

$$|\vec{k}\rangle = \int d\vec{y} \theta(\vec{y}) \prod_j e^{ik_j y_j} b^\dagger(y_j)|0\rangle.$$

(4.9)

Note that we use $y$’s to denote the numb coordinates that will be integrated out, and $x$’s to denote the initial coordinates. The overlap between the auxiliary state and the initial state is trivial:

$$\langle \vec{k}|\vec{x}\rangle = \prod_j e^{-ik_j x_j}.$$

With these notations, the central theorem is written explicitly as

$$|\vec{x}\rangle = \int_{\gamma_j} d\vec{k}|\vec{k}\rangle \langle \vec{k}|\vec{x}\rangle$$

$$= \int_{\gamma_j} d\vec{k} \int d\vec{y} \prod_{i<j} \left[ \theta(y_i - y_j) + \frac{k_i - k_j + ic}{k_i - k_j - ic} \theta(y_j - y_i) \right] \prod_j e^{ik_j(y_j - x_j)} b^\dagger(y_j)|0\rangle$$

$$= \int_{\gamma_j} d\vec{k} \int d\vec{y} \prod_{i<j} \left[ 1 + \frac{2ic}{k_i - k_j - ic} \theta(y_j - y_i) \right] \prod_j e^{ik_j(y_j - x_j)} b^\dagger(y_j)|0\rangle.$$

(4.10)
In the last line we use the fact $\theta(y_i - y_j) + \theta(y_j - y_i) = 1$. The term 1 in the bracket $[]$ will give us the identity we want. So we just need to prove
\[
\int_{\gamma_j} dk \int dy \prod_{i<j} \frac{2ic}{k_i - k_j - ic} \theta(y_j - y_i) \prod_j e^{ik_j(y_j - x_j)} b_j^\dagger(y_j)|0\rangle = 0.
\] (4.11)

For the repulsive case $c > 0$, the contours $\gamma_j$ can be chosen as along the real axis from $-\infty$ to $\infty$, shown in Fig. 4.1 (a). The identity (4.11) can be proved following Yudson’s logic [120] as below:

For $y_N > x_N$, the contour of $k_N$ can be closed by a big circle on the upper half plane. Since the possible poles of $k_N$ are $k_N^* = k_j - ic$, for $j = 1, 2, \ldots, N - 1$, the closed contour doesn’t enclose any pole in it, so the integration over $k_N$ gives zero. Thus the non-zero contribution of the integral comes from the region $y_N \leq x_N$. If $y_{N-1} > x_{N-1}$, the contour of $k_{N-1}$ can be closed on the upper half plane. Because of the relation $y_{N-1} > x_{N-1} > x_N \geq y_N$, $\theta(y_N - y_{N-1}) = 0$, the pole of $k_{N-1}$ at $k_{N-1}^* = k_N + ic$ doesn’t exist. All the possible poles of $k_{N-1}$ are at $k_{N-1}^* = k_j - ic$, for $j = 1, 2, \ldots, N - 2$. Again, the closed contour of $k_{N-1}$ doesn’t enclose any pole, so the integration over $k_{N-1}$ gives zero. Thus the non-zero contribution of the integral comes from the region $y_N \leq x_N \cap y_{N-1} \leq x_{N-1}$. Following this logic, we will finally get that the non-zero contribution of the integral comes from the region $y_N \leq x_N \cap y_{N-1} \leq x_{N-1} \cap \cdots \cap y_1 \leq x_1$.

If $y_1 < x_1$, the contour of $k_1$ can be closed on the lower half plane. Since the possible poles of $k_1$ are $k_1^* = k_j + ic$, for $j = 2, 3, \ldots, N$, the closed contour doesn’t enclose any pole in it,
so the integration over $k_1$ gives zero. Thus the non-zero contribution of the integral comes from the region $y_1 \geq x_1$. If $y_2 < x_2$, the contour of $k_2$ can be closed on the lower half plane. Because of the relation $y_2 < x_2 < x_1 \leq y_1$, $\theta(y_2 - y_1) = 0$, the pole of $k_2$ at $k_2^* = k_1 - ic$ doesn’t exist. All the possible poles of $k_2$ are at $k_2^* = k_j + ic$, for $j = 3, 4, \ldots, N$. Again, the closed contour of $k_2$ doesn’t enclose any pole, so the integration over $k_2$ gives zero. Thus the non-zero contribution of the integral comes from the region $y_1 \geq x_1 \cap y_2 \geq x_2$. If $y_2 < x_2$, the contour of $k_2$ can be closed on the lower half plane.

Because of the relation $y_2 < x_2 < x_1 \leq y_1$, $\theta(y_2 - y_1) = 0$, the pole of $k_2$ at $k_2^* = k_1 - ic$ doesn’t exist. All the possible poles of $k_2$ are at $k_2^* = k_j + ic$, for $j = 3, 4, \ldots, N$. Again, the closed contour of $k_2$ doesn’t enclose any pole, so the integration over $k_2$ gives zero. Thus the non-zero contribution of the integral comes from the region $y_1 \geq x_1 \cap y_2 \geq x_2$. Following this logic, we will finally get that the non-zero contribution of the integral comes from the region $y_1 \geq x_1 \cap y_2 \geq x_2 \cap \cdots \cap y_N \geq x_N$.

- Combining the conclusion above, the only region where the integral wouldn’t vanish is $y_j = x_j$ for $j = 1, 2, \ldots, N$. However, in this region, because $x_1 > x_2 > \cdots > x_N$, we have $y_1 > y_2 > \cdots > y_N$, so all the $\theta$ functions give zero. To sum up, we proved the integral (4.11) is indeed zero, under all situations.

For the attractive case $c < 0$, we only need to spread out the contours with spacing greater than $|c|$, as shown in Fig. 4.1 (b). Then the arguments in repulsive case would completely apply here.

### 4.2 Proof of the Central Theorem in the XXZ Model

In this section I specify the contour $\gamma$ and show the validity of the central theorem for the XXZ model. I work in the language of rapidity $\alpha$. So in different regimes of $\Delta$, the proof will take different forms but follow the same strategy.

Before the proof I give the argument that changing the sign of $\Delta$ doesn’t affect the time evolution. It is observed in the numerical simulation [7]. A similar phenomenon is also observed for Hubbard model in experiment [121]. Here I follow the explanation in Ref. [66]. Let’s denote the eigenstates and eigen energy of $H(\Delta)$ to be $|\alpha\rangle$ and $E_\alpha$, where $\alpha$ is a set of quantum numbers. The eigenstates and eigen energy of $H(-\Delta)$ are denoted as $|\tilde{\alpha}\rangle$ and $\tilde{E}_\alpha$. Remember that $H(\Delta)$ and $H(-\Delta)$ are related by a unitary transformation

$$UH(\Delta)U^\dagger = -H(-\Delta). \tag{4.12}$$

The unitary operator $U$ is defined in (3.4). It is easy to see that $|\tilde{\alpha}\rangle = U|\alpha\rangle$ and $\tilde{E}_\alpha = -E_\alpha$. Then
the time evolution of an initial state $|Ψ₀⟩$ under $H(∆)$ and $H(-∆)$ are respectively

$$\langle \hat{O}(t) | H(∆) \rangle = ∑_{α, α'} ⟨Ψ₀| α⟩⟨α' |Ψ₀⟩⟨α |\hat{O}| α⟩ e^{-i(E_α - E_{α'}) t}, \quad (4.13)$$

$$\langle \hat{O}(t) | H(-∆) \rangle = ∑_{α, α'} ⟨Ψ₀| α⟩⟨α' |Ψ₀⟩⟨α |\hat{O}| α⟩ e^{-i(E_α - E_{α'}) t}$$

$$= ∑_{α, α'} ⟨Ψ₀| U| α⟩⟨α |U^†|Ψ₀⟩⟨α |U^†|\hat{O}| U| α⟩ e^{i(E_α - E_{α'}) t}. \quad (4.14)$$

For the initial state we are interested $(4.17)$, the effect of operator $U$ is just to give a possible minus sign $U|Ψ₀⟩ = ±|Ψ₀⟩$, which will be canceled as last since $|Ψ₀⟩$ appears twice in $(4.14)$. On the other hand, the operators of interest, such as the local magnetization, the staggered magnetization and the spin currents, are invariant under the transformation $U$ (because they can be written in terms of $σ_n^z$ and $Uσ_n^zU^† = σ_n^z$). So we have the evolution under $H(-∆)$,

$$\langle \hat{O}(t) | H(-∆) \rangle = ∑_{α, α'} ⟨Ψ₀| α⟩⟨α' |Ψ₀⟩⟨α |\hat{O}| α⟩ e^{i(E_α - E_{α'}) t}, \quad (4.15)$$

is just the evolution under $H(∆)$ with reversal time. At last, under time reversal $t → -t$, $σ → -σ$, but $H(∆)$ is invariant. So we conclude that for the initial state and observables we are interested, the time evolution under $H(∆)$ and $H(-∆)$ are the same.

Thus it is general enough to prove the central theorem only in the regime $∆ < 0$. I will show the explicit proof for the gapped regime $∆ < -1$. For the other regimes, I will sketch the idea and identify the integral contours.

### 4.2.1 The Gapped Regime $∆ < -1$

After the reparametrization in Table 3.1, the central theorem will be formally:

$$|Ψ₀⟩ = ∫_γ d\vec{α} |\vec{α}⟩⟨\vec{α} |Ψ₀⟩. \quad (4.16)$$

The initial state is chosen to be similar to $(4.8)$:

$$|Ψ₀⟩ = θ(\vec{n}) ∏_j σ_n^- | ↑⟩, \quad (4.17)$$

where we define the notation $θ(\vec{n}) = θ(n_1 > n_2 > \cdots > n_M)$. A generic initial state can be expanded by this basis. The Yudson’s auxiliary state takes the form

$$|\vec{α}⟩ = ∑_{\{m_j\}} θ(\vec{m}) ∏_j \frac{\sin(\lambda - α_j)}{\sin(\lambda + α_j)} |m_jσ_{m_j}^- | ↑⟩. \quad (4.18)$$

So it’s easy to calculate the overlap

$$⟨\vec{α} |Ψ₀⟩ = ∏_j \frac{\sin(\lambda - α_j)}{\sin(\lambda + α_j)}^{-n_j}. \quad (4.19)$$
The central theorem would be explicitly

\[ |\Psi_0\rangle = \sum_{\{m_j\}} \int \prod_j \frac{d\alpha_j}{2\pi} \frac{\sin \lambda}{2 \sin \frac{\alpha_j + i\lambda}{2} \sin \frac{\alpha_j - i\lambda}{2}} \prod_{i<j} [\theta(m_i - m_j) + \frac{\sin(\frac{\alpha_i - \alpha_j}{2} - i\lambda)}{\sin(\frac{\alpha_i - \alpha_j}{2} + i\lambda)} \theta(m_j - m_i)] \\
\times \prod_j \left[ \frac{\sin(\frac{\lambda - \alpha_j}{2})}{\sin(\frac{\lambda + \alpha_j}{2})} \right]^{m_j - n_j} \sigma_{m_j} |\Psi_j\rangle. \]  

(4.20)

Next we will specify the contour \(\gamma_j\) over which \(\alpha_j\) is integrated, and prove this identity. For convenience, I define \(\beta\) to be a real variable that runs in \((-\infty, +\infty)\), and \(c\) is a real constant. So \(\alpha = \beta + ic\) denotes the line parallel to the real axis. I claim the contours \(\gamma_j\) to be as in Fig. 4.2 (a): each \(\gamma_j\) has two parts: going forward from left to right on \(\alpha_j = \beta\) (real axis), and going backward from right to left on \(\alpha_j = \beta + ic\), with

\[ \lambda < c_j < 2\lambda. \]  

(4.21)

Before proving this contour is valid, I need to point out some general properties of this set up:

1. Because all functions of \(\alpha_j\) in (4.20) are periodic along the real axis, the value of \(\alpha_j\) is actually defined modulo 2\(\pi\), namely, \(\alpha\) and \(\alpha + 2n\pi\) are the same point. So we can choose the area between \(-\pi\) and \(\pi\) to be the “first Brillouin zone” and finish our work in it.

2. We have two head-to-tail ways of closing the contour of \(\alpha_j\): “between” the contours as shown in Fig. 4.2 (c), and “beyond” the contours as shown in Fig. 4.2 (d). We first argue that the extra parts we add to the contours doesn’t contribute to the integral: In either way, the vertical parts of the contours don’t contribute because the part at \(-\pi\) and \(\pi\) are running in the opposite direction and have the same value due to the periodicity of the integrand. For the second way, the horizontal parts at the top and the bottom are infinite far from the real axis. They don’t contribute because the weight term, which control the convergence of the integrand, vanishes at \(\pm i\infty\). Explicitly,

\[ \text{weight term} = \frac{\sin \lambda}{\cosh \lambda - \cos \alpha} \rightarrow \frac{2 \sinh \lambda}{e^{I\alpha} |e^{iRe\alpha}|} \rightarrow 0 (I\alpha \rightarrow \pm \infty). \]  

(4.22)

As a conclusion, the contour integral of (4.20) is equal to the residues of the poles in the enclosed area of Fig. 4.2 (c) or (d).

3. Let’s define the notations (see Table 3.1 for the definitions of the functions)

\[ P^j(\alpha) \equiv W(\alpha)P(\alpha)^{m_j - n_j} = -\frac{\sin \lambda}{4\pi} \cdot \left( \frac{\sin(\frac{\lambda - \alpha}{2})}{\sin(\frac{\lambda + \alpha}{2})} \right)^{m_j - n_j + 1}, \]  

(4.23)

\[ Z_{ij}(\alpha, \alpha') \equiv \theta(m_i - m_j) + S(\alpha, \alpha')\theta(m_j - m_i) = \theta(m_i - m_j) + \frac{\sin(\frac{\alpha_i - \alpha_j}{2} - i\lambda)}{\sin(\frac{\alpha_i - \alpha_j}{2} + i\lambda)} \theta(m_j - m_i). \]  

(4.24)
Figure 4.2: (a) The contours of integral on the $\alpha$-plane for the region $\Delta < -1$. In the graph $\lambda = \cos^{-1}(-\Delta)$. (b) The position of all the possible poles of the integrand. The two red points, $\pm i\lambda$, are the poles of the planewave, depending on the order of $m_j$ and $n_j$. The red lines are the poles of the S-matrix, depending on both the order of $i$ and $j$, $m_i$ and $m_j$. (c) The first way of closing the contours: “between” the contours. In this way, the poles of the S-matrix are never enclosed. (d) The second way of closing the contours: “beyond” the contours. In this way the poles of the S-matrix are always enclosed.
Then (4.20) can be written in a shorter and more meaningful way:

$$|\Psi_0\rangle = \sum_{\{m_j\}} \int \prod_j [d\alpha_j P^j(\alpha_j)] \prod_{i<j} Z_{ij}(\alpha_i, \alpha_j) \prod_j \sigma_{m_j}^- |\Uparrow\rangle. \quad (4.25)$$

We define the (unsymmetrized) wave function in the coordinate basis to be

$$\Psi^{\{n_j\}}_0(\{m_j\}) \equiv \int \prod_j [d\alpha_j P^j(\alpha_j)] \prod_{i<j} Z_{ij}(\alpha_i, \alpha_j). \quad (4.26)$$

Then what we need to prove is this wave function is equal to $\delta$-function up to antisymmetric terms:

$$\Psi^{\{n_j\}}_0(\{m_j\}) = \prod_j \delta_{m_j, n_j} + A(\{m_j\}), \quad (4.27)$$

where $A(\{m_j\})$ is antisymmetric under the exchange of some pair of $m_i$ and $m_j$. Because $\prod_j \sigma^-_{m_j} |\Uparrow\rangle$ is fully symmetric under the exchange of any pair of $m_i$ and $m_j$, we have

$$\sum_{\{m_j\}} A(\{m_j\}) \prod_j \sigma^-_{m_j} |\Uparrow\rangle = 0. \quad (4.28)$$

So (4.27) is equivalent to (4.20). As a preparation of the proof of (4.27), we list the pole structure of $P^j(\alpha)$ and $Z_{ij}(\alpha, \alpha')$ here:

$$P^j(\alpha) \text{ has poles at } \begin{cases} \alpha^* = i\lambda & m_j \leq n_j, \\ \alpha^* = -i\lambda & m_j \geq n_j \end{cases}, \quad (4.29)$$

$$Z_{ij}(\alpha, \alpha') \text{ has poles at } \begin{cases} \alpha^* = \alpha' - 2i\lambda & m_j > m_i, \\ \alpha'^* = \alpha + 2i\lambda \end{cases}. \quad (4.30)$$

The poles of $P^j(\alpha)$ are generally of high orders. While the poles of $Z_{ij}(\alpha, \alpha')$ are always first-order poles, with the residue

$$\text{Res}[Z_{ij}(\alpha, \alpha')]|_{\alpha^* = \alpha' - 2i\lambda} = 2i \sinh(2\lambda) \theta(m_j - m_i). \quad (4.31)$$

4. We are free to move the contours as long as they don’t go over any possible poles. Later in the proof, we will use the slightly modified contours as in Fig. 4.3. This modification can change the intermediate calculation and avoid some bad definitions as will be shown later, but it doesn’t affect the final result at all.

Now we are ready to prove the central theorem (4.27). The basic strategy of the proof is to argue in the case $m_j = n_j$ the integral gives 1, and in all the other cases the integral either vanishes or give an antisymmetric term.
• For the case $m_j > n_j$, all the possible poles for $\alpha_j$ are

\[ \alpha_j^* = -i\lambda, \]  
\[ \alpha_j^* = \alpha_k + 2i\lambda, \text{ for } k < j, \]  
\[ \alpha_j^* = \alpha_k - 2i\lambda, \text{ for } k > j. \]  

(4.32) (4.33) (4.34)

Note that $+i\lambda$ is not a pole. In this case, we can close the contours “between” the contours, and enclose none of the poles above. So the integral gives zero. So the only non-zero contribution of the integral comes from $m_j \leq n_j$.

• Now let’s look at the case $m_1 < n_1$, and consider the integration over $\alpha_1$. The poles of $\alpha_1$ are

\[ \alpha_1^* = +i\lambda, \]  
\[ \alpha_1^* = \alpha_j - 2i\lambda, \text{ for } j = 2, 3, \ldots, N. \]  

(4.35) (4.36)

We would close the contour of $\alpha_1$ “beyond” the contours to avoid the high-order pole $\alpha_1^* = +i\lambda$ but enclose all the first-order poles $\alpha_1^* = \alpha_j - 2i\lambda$. Then the integral will be given by the summation of all the residues:

\[ \Psi_0^{\{n_j\}}(\{m_j\}) = \int \prod_{j=2}^{N} d\alpha_j \int d\alpha_1 \text{Integrand} \]

\[ = \int \prod_{j=2}^{N} d\alpha_j 2\pi i \sum_{k=2}^{N} \text{Res(Integrand)}|_{\alpha_1 = \alpha_k - 2i\lambda} \]

\[ = -4\pi \sin 2\lambda \sum_{k=2}^{N} \theta(m_k - m_1) \int \prod_{j=2}^{N} d\alpha_j \frac{\text{Integrand}}{Z_1k(\alpha_1, \alpha_k)}|_{\alpha_1 = \alpha_k - 2i\lambda}. \]  

(4.37)

In the last line we used the residue of $Z_{ij}(\alpha, \alpha')$(4.31). Here we defined

\[ \text{Integrand} \equiv \prod_{j} I_j^{\{n_j\}} \prod_{i<j} Z_{ij}(\alpha_i, \alpha_j). \]  

(4.38)

Now let’s consider a term with particular $k$ in the summation above, and integrate over $\alpha_k$ first

\[ T_k \equiv \theta(m_k - m_1) \int \prod_{j=2}^{N} d\alpha_j \frac{\text{Integrand}}{Z_{1k}(\alpha_1, \alpha_k)}|_{\alpha_1 = \alpha_k - 2i\lambda} \]

\[ = \theta(m_k - m_1) \int \prod_{j=2,j\neq k}^{N} d\alpha_j \int d\alpha_k \frac{\text{Integrand}}{Z_{1k}(\alpha_1, \alpha_k)}|_{\alpha_1 = \alpha_k - 2i\lambda} \]

\[ = \theta(m_k - m_1) \int \prod_{j=2,j\neq k}^{N} d\alpha_j \]

\[ \times \int d\alpha_k I_k(\alpha_k - 2i\lambda) \prod_{l=2}^{N} I_l^{\{n_l\}}(\alpha_l) \prod_{l=2,j\neq k}^{N} Z_{1l}(\alpha_k - 2i\lambda, \alpha_l) \prod_{1<p<q} Z_{pq}(\alpha_p, \alpha_q). \]  

(4.39)
Let’s look at the integrand above term by term. The term $I^1(\alpha_k - 2i\lambda)\prod_{l=2}^N I^l(\alpha_l)$ as a function of $\alpha_k$ is given by

$$I^1(\alpha_k - 2i\lambda)I^k(\alpha_k) = \# \cdot \frac{(\sin \frac{i\lambda - \alpha_k}{2})^{m_k-n_k-1}}{(\sin \frac{i\lambda + \alpha_k}{2})^{m_k-n_k+1}} \cdot \frac{(\sin \frac{3i\lambda - \alpha_k}{2})^{m_1-n_1-1}}{(\sin \frac{3i\lambda + \alpha_k}{2})^{m_1-n_1+1}}. \quad (4.40)$$

Since we have the relation $n_1 > n_k$, $m_k > m_1$, the power of $\sin \frac{i\lambda - \alpha_k}{2}$ is

$$m_k - n_k - m_1 + n_1 - 2 \geq 0. \quad (4.41)$$

So $\alpha_k^* = i\lambda$ is not a pole. For the term $\prod_{1<p<q} Z_{pq}(\alpha_p, \alpha_q)$, the poles of $\alpha_k$ are

$$\alpha_k^* = \begin{cases} 
\alpha_p - 2i\lambda & k < p \\
\alpha_p + 2i\lambda & k > p > 1
\end{cases}. \quad (4.42)$$

For either case, this pole is not in the area “beyond” the contours. Finally, the pole of $\prod_{l=2,l\neq k} N Z_l I_l(\alpha_k - 2i\lambda, \alpha_l)$ are

$$\alpha_k^* = \alpha_l \text{ for } l > 1, l \neq k. \quad (4.43)$$

Figure 4.3: The contours of integral we use in the proof of central theorem. They are slightly different from the original ones, but this difference doesn’t affect the final value of the integral.

So according to Figure 4.3, we have two possibility:

1. For those $l > k$, we can close the contour of $\alpha_k$ around $i\lambda$ and enclose no pole in it. The integral over $\alpha_k$ give 0. So $T_k = 0$.

2. For those $l < k$, we still close the contour of $\alpha_k$ around $i\lambda$, but we’ll enclose the first-order poles $\alpha_k^* = \alpha_l$ in it, and we need to calculate the residues. For a particular $l$, this residue
is

\[ \theta_{m_1,m_1} \cdot \frac{I^1(\alpha_k - 2i\lambda) \prod_{p=2}^{N} I^p(\alpha_p) \prod_{p=2,p\neq k}^{N} Z_{lp}(\alpha_k - 2i\lambda, \alpha_p)}{Z_{il}(\alpha_k - 2i\lambda, \alpha_l)} \bigg|_{\alpha_k = \alpha_l}. \]

(4.44)

Note in the expression above, all the terms including \(m_k\) and \(m_l\) are

\[ I^k(\alpha_l) I^l(\alpha_l) \prod_{1<p<k, p\neq l} Z_{pk}(\alpha_l, \alpha_p) \prod_{p>k} Z_{lp}(\alpha_l, \alpha_p) Z_{lk}(\alpha_l, \alpha_l). \]

(4.45)

We notice that \(Z_{lk}(\alpha_l, \alpha_l) = \theta(m_l - m_k) - \theta(m_k - m_l)\) is antisymmetric under the exchange of \(m_l\) and \(m_k\), and all the other terms are symmetric. So the whole term is antisymmetric and therefore vanishes when multiply with \(\prod_j |\sigma_m|\).

Based on the calculations above, any residue term in (4.39) vanishes given \(m_1 < n_1\). So the only non-zero contribution of the integral would require \(m_1 = n_1\).

• Since \(m_1 = n_1\), for any \(j > 1\), we have

\[ m_1 = n_1 > n_j > m_j. \]

(4.46)

So \(Z_{ij}(\alpha_1, \alpha_j) = 1\). Therefore the integration over \(\alpha_1\) can be decoupled from the other \(\alpha_j\)'s:

\[ \Psi_{\{n_j\}}^{\{m_j\}} = \int d\alpha_1 I^1(\alpha_1)|_{m_1 = n_1} \int \prod_{j=2}^{N} [d\alpha_j I^j(\alpha_j)] \prod_{1<i<j} Z_{ij}(\alpha_i, \alpha_j) + A(\{m_j\}). \]

(4.47)

It's trivial to calculate

\[ \int d\alpha_1 I^1(\alpha_1)|_{m_1 = n_1} = \int d\alpha_1 \frac{1}{2\pi} \frac{\sinh \lambda}{2\sin \frac{\alpha_1 + i\lambda}{2} \sin \frac{\alpha_1 - i\lambda}{2}} = 1. \]

(4.48)

Thus,

\[ \Psi_{\{n_j\}}^{\{m_j\}}(\{m_j\}) = \delta_{m_1=n_1} \prod_{j=2}^{N} [d\alpha_j I^j(\alpha_j)] \prod_{1<i<j} Z_{ij}(\alpha_i, \alpha_j) + A(\{m_j\}). \]

(4.49)

So we reduced the numbers of flipped spins from \(N\) to \(N - 1\). Keep doing it, we can prove (4.27), namely the central theorem.

Up to here we proved the central theorem in the region \(\Delta < -1\). The difference between my proof and Yudson's approach (see Section 4.1.1) is: Yudson is always able to completely avoid all the possible poles. I cannot do it for the XXZ model, but I calculate the residues of the S-matrix poles, and prove they always cancel out eventually. In this sense, I generalized Yudson’s approach.
4.2.2 The Gapless Regime $-1 < \Delta < 0$

The central theorem in the gapless regime is very similar to the gapped regime, with a few differences. Following the reparametrization in Table 3.1, the central theorem takes the explicit form

$$|\Psi_0\rangle = \sum_{\{m_j\}} \int \prod_j \frac{d\alpha_j}{2\pi} \frac{\sin \mu}{2\sinh \frac{\alpha_j + i\mu}{2} \sinh \frac{\alpha_j - i\mu}{2}} \prod_i \left[ \theta(m_i - m_j) + \frac{\sinh \frac{\alpha_i - \alpha_j - i\mu}{2}}{\sinh \frac{\alpha_i - \alpha_j + i\mu}{2}} \theta(m_j - m_i) \right] \times \prod_j \frac{\sinh \frac{i\mu - \alpha_j}{2}}{\sinh \frac{i\mu + \alpha_j}{2}} |m_j - n_j, \sigma_{m_j} \rangle \langle \uparrow|.$$  \hspace{1cm} (4.50)

This time the integrand is periodic along the imaginary axis with period $2i\pi$. We choose the “first Brillouin zone” to be between 0 and $2i\pi$. The contours of integration are chosen to be as in Fig. 4.4 (a): going forward along real axis from $-\infty$ to $\infty$, plus going backward from $+\infty + ic$ to $-\infty + ic$ with $\mu < c < 2\mu$. Note that the range of $-1 < \Delta < 0$ is corresponding to $0 < \mu < \pi/2$. We can still close the contour in the head-to-tail way, because the weight term that controls the convergence of the integrand along the vertical line at $\pm \infty$ goes to zero:

$$\text{weight term} = \frac{\sin \mu}{\cosh \alpha - \cos \mu} \to \frac{\sin \mu}{e^{|Re\alpha|} e^{\pm i\alpha}} \to 0 (Re\alpha \to \pm \infty). \hspace{1cm} (4.51)$$

Due to the periodicity of the integrand, the contour along the real axis is equivalent to along $\beta + 2i\pi$. So the second way of closing the contours in this case is as shown in Fig. 4.4 (b). With the different set up discussed above, the whole proof of central theorem in the gapped regime can be applied here.
4.2.3 Critical Point $\Delta = 1$

Following the reparametrization in Table 3.1, the central theorem for $\Delta = 1$ takes the explicit form

$$|\Psi_0\rangle = \sum_{\{m_j\}} \int_{\gamma} \prod_j \frac{d\alpha_j}{2\pi} \left( \frac{1}{(\alpha_j - \frac{i}{2})(\alpha_j + \frac{i}{2})} \right) \prod_{i<j} \left[ \theta(m_i - m_j) + \frac{\alpha_i - \alpha_j + i}{\alpha_i - \alpha_j - i} \theta(m_j - m_i) \right]$$

$$\times \prod_j \left( \frac{\alpha_j + i}{\alpha_j - \frac{i}{2}} \right)^{m_j-n_j} \sigma_{m_j} |\tilde{\Psi}_0\rangle. \quad (4.52)$$

The integrand is not periodic any more. But we can still choose the similar contours, as shown in Fig. 4.5 (a). The weight term still control the convergence of the integrand—it goes to zero as $|\alpha| \to \infty$. So we can always close the contours on the large circle. Fig. 4.5 (b) shows the second way of closing the contours. With this new set up, the proof of central theorem in the gapped regime can be applied here as well.

4.3 Exact Time-Dependent Wave functions in an Integral Form

In the previous section, we prove the central theorem

$$|\Psi_0\rangle = \int_{\gamma} d\bar{\alpha} |\bar{\alpha}\rangle \langle \bar{\alpha}|\tilde{\Psi}_0\rangle, \quad (4.53)$$

for all the values of $\Delta$. They take the same form as above and follow the same logic, but with different definitions of the rapidity $\alpha$, and different contours of integrals. With the central theorem, the time evolution of the initial state can be formally written as

$$|\Psi(t)\rangle = e^{-i\hat{H}t}|\Psi_0\rangle = \int_{\gamma} d\bar{\alpha} e^{-iE(\bar{\alpha})t}|\bar{\alpha}\rangle \langle \bar{\alpha}|\tilde{\Psi}_0\rangle. \quad (4.54)$$
Explicitly, the time-dependent wave function in the coordinate basis is given by

\[ \Psi^{\{n_j\}}(\{m_j\}, t) = S \int_\gamma \prod_j d\alpha_j W(\alpha_j) P(\alpha_j)^{m_j - n_j} e^{-i\epsilon_j(\alpha_j)t} \]

\[ \times \prod_{i<j} [\theta(m_i - m_j) + S(\alpha_i, \alpha_j)\theta(m_j - m_i)]. \tag{4.55} \]

In different regions of \( \Delta \), the functions \( W(\alpha) \), \( P(\alpha) \), \( \epsilon(\alpha) \) and \( S(\alpha_1, \alpha_2) \) have different definitions as listed in Table 3.1, and the contours \( \gamma \) have different forms as discussed in the previous sections. The expression (4.55) is an exact result, and contains the full information of the dynamic evolution. Starting from it, I will calculate the time evolution of various observables in later chapters. But before that, I will explain some physical interpretations of the integral-formed wave function, especially the emergence of bound states of magnons.
Chapter 5
Physical Interpretation of the Integral Representation

In this chapter I discuss the physics interpretation of the exact time-dependent wave function (4.55) we obtained in the last chapter. By manipulating the contours properly, we will show the string solutions of the Bethe Ansatz equations, namely the bound states, emerge naturally from our approach. We will also show how the integral over strings can be obtained by taking the infinite-size limit from a finite size Yudson decomposition.

5.1 Contour Shift and Bound States

The parametrizations defined in Table 3.1 has a property: the real rapidities $\alpha$ are corresponding to real momenta $k$, or physically free propagating magnons. So the integral along the real lines (there’s always a forwarding part along the real axis for all the three regimes of $\Delta$) are interpreted as the summation of free magnons. On the other hand, the backward part of the integrals, corresponding to the magnons with complex momenta, are highly irregular in $k$-language. So I would like to manipulate this part of the contour and reveal its physical interpretation. I will show the derivation of two and three down spins in the gapped regime $-1 < \Delta < 0$ as examples, and discuss the other cases generally.

5.1.1 Two Down Spins for $\Delta < -1$

Let’s extend the notation in (4.23) to

$$I^j(\alpha, t) = W(\alpha)P(\alpha)^{m,j-n_j}e^{-i\epsilon(\alpha)}.$$  \hspace{1cm} (5.1)

This notation is physically meaningful because the single-down-spin evolution is given by the time-dependent wave function

$$\psi^{n_1}(m_1, t) = \int_\gamma d\alpha W(\alpha)P(\alpha)^{m_1-n_1}e^{-i\epsilon(\alpha)t} = \int_\gamma d\alpha I^1(\alpha, t).$$  \hspace{1cm} (5.2)

Using this notation with (4.24), the time-dependent wave function for two down spins is given by

$$\Psi^{n_1, n_2}(m_1, m_2, t) = \int_\gamma d\alpha_1d\alpha_2I(\alpha_1, t)I(\alpha_2, t)Z_{12}(\alpha_1, \alpha_2).$$  \hspace{1cm} (5.3)
Let’s consider shifting the backward part of the contours up to \( +i\infty \), as shown in Fig. 5.1 (a). Note that the integrand vanishes at \( +i\infty \) due to the weight term. But during this shifting, the contour of \( \alpha_2 \) are moved over a pole from the S-matrix at \( \alpha_2^* = \alpha_1 + 2i\lambda \) (the contour of \( \alpha_1 \) doesn’t encounter any pole). So after the shifting, the integral in (5.3) consists of two parts: the integral along the real axis, and the residue of the pole at \( \alpha_2^* = \alpha_1 + 2i\lambda \), as shown in Fig. 5.1 (b). They can be calculated explicitly:

\[
\Psi^{n_1,n_2}(m_1, m_2, t) = \int_{\gamma} d\alpha_1 I^{1}(\alpha_1, t) \int_{\gamma} d\alpha_2 I^{2}(\alpha_2) Z(\alpha_1, \alpha_2) \\
= \int_{\gamma} d\alpha_1 I^{1}(\alpha_1, t) \left\{ \int_{-\pi}^{\pi} d\alpha_2 I^{2}(\alpha_2, t) Z(\alpha_1, \alpha_2) - 2i\pi \theta(m_2 - m_1) \text{Res} \left[ I^{2}(\alpha_2, t) Z(\alpha_1, \alpha_2) \right]_{\alpha_2 = \alpha_1 + 2i\lambda} \right\} \\
= \int_{\gamma} d\alpha_1 I^{1}(\alpha_1, t) \left\{ \int_{-\pi}^{\pi} d\alpha_2 I^{2}(\alpha_2, t) Z(\alpha_1, \alpha_2) + 4i\pi \sinh(2\lambda) I^{2}(\alpha_1 + 2i\lambda) \theta(m_2 - m_1) \right\} \\
= \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 I^{1}(\alpha_1, t) I^{2}(\alpha_2, t) Z_{12}(\alpha_1, \alpha_2) \\
+ 4i\pi \sinh(2\lambda) \theta(m_2 - m_1) \int_{-\pi}^{\pi} d\alpha_1 I^{1}(\alpha_1, t) I^{2}(\alpha_1 + 2i\lambda, t). \tag{5.4}
\]

Note that in the first term, the integrand is the same as in (5.3), but the integration contours are only along the real axis. This term is the freely propagating magnons, with the real momenta.

\[
\Psi^{n_1,n_2}_{\text{magn}}(m_1, m_2, t) = \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 I^{1}(\alpha_1, t) I^{2}(\alpha_2, t) Z_{12}(\alpha_1, \alpha_2). \tag{5.5}
\]
We will discuss its properties later. I claim the second term are the bound states

\[ \Psi_{\text{bound}}^{n_1, n_2}(m_1, m_2, t) = 4i\pi \sinh(2\lambda)\theta(m_2 - m_1) \int_{-\pi}^{\pi} d\alpha I^1(\alpha, t) I^2(\alpha + 2i\lambda, t). \]  

(5.6)

Its physical meaning will be explained in the next few lines. Let’s look at the pole structure of its integrand

\[ I^1(\alpha, t) I^2(\alpha + 2i\lambda, t) = W(\alpha) P(\alpha)^{m_1 - n_1} e^{-i\epsilon(\alpha)} W(\alpha + 2i\lambda) P(\alpha + 2i\lambda)^{m_2 - n_2} e^{-i\epsilon(\alpha + 2i\lambda)t} \]

\[ = \frac{(\sin \frac{i\lambda - \alpha}{2})^{m_1 - n_1 - 1} (\sin \frac{-i\lambda - \alpha}{2})^{m_2 - n_2 - 1}}{(\sin \frac{i\lambda + \alpha}{2})^{m_1 - n_1 + 1} (\sin \frac{-i\lambda + \alpha}{2})^{m_2 - n_2 + 1}} \exp \left( -2iJt \sinh(2\lambda) \sin \lambda \right) \frac{\sin \alpha - i\lambda \sin (\alpha + 3i\lambda)}{\sin \alpha - i\lambda \sin \alpha - 3i\lambda}. \]  

(5.7)

In the last line we used the definitions in Table 3.1. Because of the relations \( n_1 > n_2 \) and \( m_2 > m_1 \), the power of \( \sin \frac{i\lambda + \alpha}{2} \) in the integrand is \( m_2 - n_2 - m_1 + n_1 - 2 \geq 0 \). So \( \alpha = -i\lambda \) is not a pole, and we can move the integration contour down by \( i\lambda \), or equivalently, change the integration variable \( \alpha \to \alpha - i\lambda \). Thus,

\[ \Psi_{\text{bound}}^{n_1, n_2}(m_1, m_2, t) = 4i\pi \sinh(2\lambda)\theta(m_2 - m_1) \int_{-\pi}^{\pi} d\alpha I^1(\alpha - i\lambda, t) I^2(\alpha + i\lambda, t). \]  

(5.8)

Compared with the string solution of the Bethe Ansatz equations Fig. 3.2, it is realized as the summation of all the possible 2-strings (see Section 3.4 for the string solutions of the Bethe ansatz equations). As a conclusion, the shifting of the contours (5.4) can be considered as a decomposition of the free magnons and the bound states. Note that this two components evolve independently with time.

It is easier to see the physical picture of both the free magnons and the bound states if we translate them back into \( k \)-language. It is helpful to look at the single-down-spin evolution first, which we have seen in (5.2).

\[ \psi^n(m, t) = \int_{-\pi}^{\pi} dk e^{ik(m-n)-4iJt(\Delta - \cos k)} = i e^{-4iJt} J^B_{m-n}(4Jt). \]  

(5.9)

The single-down-spin wave function only has the free-magnon component, so it doesn’t matter whether we integrate over \( \gamma \) or just along the real axis. The integration can be done analytical, and given by the Bessel function of the first kind \( J^B_{m-n}(x) \). For a fixed time \( t \), when \( m - n > 4Jt \), \( J^B_{m-n}(4Jt) \) will decay exponentially, indicating the Lieb-Robinson bound [122], namely for a system with only short-range interaction, the propagation of correlations cannot exceed a certain velocity. It is characterized by a light-cone structure of the local magnetization, as will be shown in Chapter 6.

Now let’s get back to the two-down-spin wave function. For the free magnons, everything is standard to be translated back to \( k \)-language

\[ \Psi_{\text{magn}}^{n_1, n_2}(m_1, m_2, t) = \int_{-\pi}^{\pi} dk_1 dk_2 e^{i(k_1(m_1-n_1) + i k_2(m_2-n_2))} e^{-4iJt(2\Delta - \cos k_1 - \cos k_2)} Z_{12}(k_1, k_2). \]  

(5.10)
The \( Z_{12}(k_1, k_2) \equiv \theta(m_1 - m_2) + s(k_1, k_2)\theta(m_2 - m_1) \) is apparently the correspondence of (4.24) in \( k \)-language. When \( m_1 > m_2 \), the integration over \( k_1 \) and \( k_2 \) can be decoupled

\[
\Psi_{magn}^{n_1, n_2}(m_1, m_2, t)|_{m_1 > m_2} = \int_{-\pi}^{\pi} dk_1 e^{ik_1(m_1 - n_1) - 4Jt(\Delta - \cos k_1)} \int_{-\pi}^{\pi} dk_2 e^{ik_2(m_2 - n_2) - 4Jt(\Delta - \cos k_2)}
\]

\[
= \psi^{n_1}(m_1, t) \psi^{n_2}(m_2, t).
\]

(5.11)

So the two-down-spin wave function is just the product of the single-down-spin wave functions. (Note here it doesn’t mean there is no interaction. Because the “physical” wave function need to be symmetrized and therefore is the mixture of the two cases \( m_1 > m_2 \) and \( m_1 < m_2 \). The interaction will affect the \( m_1 < m_2 \) part through the S-matrix.) For the region \( m_1 < m_2 \), the integration cannot be decoupled any more due to the S-matrix

\[
\Psi_{magn}^{n_1, n_2}(m_1, m_2, t)|_{m_1 < m_2} = \int_{-\pi}^{\pi} dk_1 dk_2 e^{ik_1(m_1 - n_1) + ik_2(m_2 - n_2)} e^{-4iJt(2\Delta - \cos k_1 - \cos k_2)} s(k_1, k_2).
\]

(5.12)

This integration cannot be carried out analytically, but in the long time limit we can consider the saddle point approximation. Intuitively, when \( t \) is large, because of the fast oscillation of the exponential function, the integration like (5.9) will be determined by a few points where the derivative of the exponent vanishes

\[
\frac{\partial}{\partial k^s}[kiJt \cos k^s + ik^s(m - n)] = 0.
\]

(5.13)

These points are called the saddle points. I will discuss this technique in detail in the next chapter. Here I just use some general conclusion. Since there is no large parameter in the S-matrix \( s(k_1, k_2) \), the integral in (5.12) can be approximated by

\[
\Psi_{magn}^{n_1, n_2}(m_1, m_2, t)|_{m_1 < m_2} = \sum_{k_1^s, k_2^s} \psi^{n_1}(m_1, t) \psi^{n_2}(m_2, t) s(k_1^s, k_2^s).
\]

(5.14)

Because the solution of (5.13) is determined by \( m - n \), if the initial state is chosen as \( n_1 = n_2 \) and when \( m_1 \approx m_2 \), we would have \( k_1^s \approx k_2^s \). Considering \( s(k, k') \approx -1 \) as \( k \approx k' \), when \( m_1 \approx m_2 \), the two-down-spin wave function in the cases \( m_1 > m_2 \) and \( m_1 < m_2 \) will cancel each other during the symmetrization. As a result, the free-magnon component of the wave function would be roughly zero along the line \( m_1 \approx m_2 \), as visualized in Fig. 5.2 (c).

The bound-state component of the wave function is trickier. One need to make use of the
Figure 5.2: Visualization of the time-dependent wave functions from the initial state $|\Psi_0\rangle = \sigma_1^- \sigma_0^- |\uparrow\rangle$, for $\Delta = 1.2$. (a) Norm square of the wave function $|\Psi^{1,0}(m_1, m_2, t)|^2$ evaluated by numerical integration. (b) Joint probabilities of having the two down spins at site $i$ and $j$, measured experimentally in Ref. [5]. (c) Norm square of the wave function $|\Psi^{1,0}(m_1, m_2, t)|^2$ at a large time $Jt = 6$. It shows the features derived by saddle point approximation. The dark part along the diagonal is the bound state component. The gray part that vanishes on the diagonal is the free-magnon component.

Following identities

\[ e^{iK} = P(\alpha - i\lambda)P(\alpha + i\lambda) = \frac{\sin \frac{\alpha - 2i\lambda}{2}}{\sin \frac{\alpha + 2i\lambda}{2}}, \]  
\[ E = \epsilon(\alpha - i\lambda) + \epsilon(\alpha + i\lambda) = \frac{4J \sinh \lambda \sinh(2\lambda)}{\cos \alpha - \cosh(2\lambda)}, \]  
\[ W(\alpha - i\lambda)W(\alpha + i\lambda) = \frac{1}{4\pi^2} \frac{\sinh(2\lambda)}{2 \sin \frac{\alpha - 2i\lambda}{2} \sin \frac{\alpha + 2i\lambda}{2}} \frac{\sinh \lambda}{2 \cosh(1 - \cos \alpha)}, \]  
\[ \frac{P(\alpha + i\lambda)}{P(\alpha - i\lambda)} = \frac{1 - \cos \alpha}{\cosh(2\lambda) - \cos \alpha}. \]  

In (5.15) and (5.16), $K$ and $E$ are the total momentum and total energy of the 2-string. They have the spectrum relation

\[ E = \frac{4J \sinh \lambda}{\sinh(2\lambda)} [\cos K - \cosh(2\lambda)]. \]  

The more general version of these identities for $n$-string can be found in Ref. [95]. Our purpose is to write the integration in (5.8) in terms of the integral over the total momentum $K$. To do that, we first notice that the weight of $K$

\[ \frac{dK}{d\alpha} = \frac{\sinh(2\lambda)}{2 \sin \frac{\alpha - 2i\lambda}{2} \sin \frac{\alpha + 2i\lambda}{2}} \]  

is very similar to (5.17). Second, we define the center of the two down spins $M$ and the distance between the two down spins $N$ to be

\[ M = \frac{m_1 - n_1 + m_2 - n_2}{2}, \]  
\[ N = \frac{m_2 - n_2 - m_1 + n_1}{2} > 0. \]

then the planewave terms in (5.8) can be written as

\[ P(\alpha - i\lambda)^{m_1 - n_1} P(\alpha + i\lambda)^{m_2 - n_2} = [P(\alpha - i\lambda)P(\alpha + i\lambda)]^M \frac{P(\alpha + i\lambda)}{P(\alpha - i\lambda)}^N. \]
Combine the identities above, we can rewrite (5.8) as

\[
\Psi_{\text{bound}}^{m_1, m_2}(t) = \theta(m_2 - m_1)(-1)^M e^{2itJt \frac{\sinh(2\lambda)}{\cosh\lambda}} \int_{-\pi}^{\pi} \frac{dK}{2\pi} e^{iKM - 4Jt \frac{\sinh(2\lambda)}{\sinh(2\lambda)} (\Delta - \cos K) g(K)}
\]

(5.24)

where

\[
g(K) = \frac{\cos K + \cosh(2\lambda)}{1 - \cos K} \left(1 - \cos K\right)^N.
\]

(5.25)

Since it contains no large parameter, in large time it will be approximately determined by the values at saddle points \(g(K^*)\). Further more, the term \(\frac{1 - \cos K}{2\cosh\lambda}\) in \(g(K)\) only takes real values between 0 and 1, so \(g(K)\) will decay exponentially as \(N\) increases. In a 2-D visualization of the wave function as in Fig. 5.2, \(N\) denotes the distance in the off-diagonal direction. Thus the wave function decays fast in the off-diagonal direction. One the other hand, without \(g(K)\), the integral in (5.24) is the same as in single-down-spin propagation (5.9), with a change of parameter \(t \to t \cdot \frac{\sinh\lambda}{\sinh(2\lambda)}\). As a result, in the bound state, the center of the two down spins propagates similarly as a single down spin, with the rescaled time \(\frac{\sinh\lambda}{\sinh(2\lambda)} t\); while the two down spins are a part, the wave function decays exponentially –that’s why it is called bound state. All these features of a bound state are shown clearly in Fig. 5.2 (c), although it is obtained by numerical integration.

The norm square of the wave functions we calculated can actually be measured in experiments –they are the the joint probabilities of having the two down spins at particular sites. I reproduce the experimental data from Ref. [5] in Fig. 5.2 (b). It shows a good agreement with Fig 5.2 (a), which is obtained by numerical evaluation of the integrals in (5.5) and (5.8). Note that we express time in a dimensionless unit \(Jt\). Under the condition of Ref. [5], the coupling constant \(J/\hbar = 54\) Hz. Thus the dimensionless time unit \(Jt = 1\) in our convention corresponds to \(t = 74\) ms in their experiment. It provides the criteria of the comparison in Fig. 5.2.

5.1.2 Three Down Spins for \(\Delta < -1\)

In the last section, we showed the two-down-spin wave function can be decomposed into the free-magnon component and the boundstate component, in Eq. (5.4). In this section we will do a similar calculation for three down spins, and show that higher-order strings will also emerge from the contour approach. A general decomposition for arbitrary number of down spins is expected, but will not be derived.

The three-down-spin wave function is explicitly written as

\[
\Psi^{\vec{m}}(\vec{m}, t) = \int_\gamma d\alpha_1 d\alpha_2 d\alpha_3 F^1(\alpha_1, t) F^2(\alpha_2, t) F^3(\alpha_3, t) Z_{12}(\alpha_1, \alpha_2) Z_{23}(\alpha_2, \alpha_3) Z_{13}(\alpha_1, \alpha_3).
\]

(5.26)
As in two-down-spin case, we want to shift the backward part of the three contours up to \(+i\infty\), where the integrand vanishes. In this more complicated case, one need to be careful of the order of shifting. In particular, shifting the backward part of \(\alpha_1\) doesn’t encounter any pole, thus leads to no extra term

\[
\Psi(\vec{m}, t) = \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^2(\alpha_2, t)I^3(\alpha_3, t)Z_{12}(\alpha_1, \alpha_2)Z_{23}(\alpha_2, \alpha_3)Z_{13}(\alpha_1, \alpha_3).
\]

(5.27)

When shifting the contour of \(\alpha_2\), it goes over the only pole from \(Z_{12}(\alpha_1, \alpha_2)\) at \(\alpha_2^* = \alpha_1 + 2i\lambda\). So one need to consider its residue

\[
\Psi(\vec{m}, t) = \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^3(\alpha_3, t)Z_{13}(\alpha_1, \alpha_3)
\]

\[
\times \left[ \int_{-\pi}^{\pi} I^2(\alpha_2)Z_{12}(\alpha_1, \alpha_2)Z_{23}(\alpha_2, \alpha_3) + 4i\pi\theta_{21} \sinh(2\lambda)I^2(\alpha_1 + 2i\lambda)Z_{23}(\alpha_1 + 2i\lambda, \alpha_3) \right]
\]

\[
= \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^2(\alpha_2, t)I^3(\alpha_3, t)Z_{12}(\alpha_1, \alpha_2)Z_{23}(\alpha_2, \alpha_3)Z_{13}(\alpha_1, \alpha_3)
\]

\[
+ 4i\pi \sinh(2\lambda)\theta_{21} \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^3(\alpha_3, t)Z_{13}(\alpha_1, \alpha_3)I^2(\alpha_2 + 2i\lambda, t)Z_{23}(\alpha_1 + 2i\lambda, \alpha_3).
\]

(5.28)

Here we make use of the pole of \(Z_{ij}(\alpha, \alpha')\) (4.30), just like in the two-down-spin case (5.4). Sometimes we use the short notation \(\theta_{21}\) for \(\theta(m_2 - m_1)\). Then we want to shift the contour of \(\alpha_3\). For the first term in (5.28), the contour of \(\alpha_3\) is moved over two poles at \(\alpha_3^* = \alpha_1 + 2i\lambda\) and \(\alpha_3^* = \alpha_2 + 2i\lambda\). We can calculate their residues just like above. But for the second term in (5.28), because

\[
Z_{23}(\alpha_1 + 2i\lambda, \alpha_3) = \theta(m_2 - m_3) + \frac{\sin\left(\frac{2\alpha_3 - \alpha_1}{2}\right)}{\sin\left(\frac{\alpha_1 - \alpha_3}{2} + 2\lambda\right)} \theta(m_3 - m_2),
\]

(5.29)

the contour of \(\alpha_3\) is moved over the pole from \(Z_{13}(\alpha_1, \alpha_3)\) at \(\alpha_3^* = \alpha_1 + 2i\lambda\), and the pole from \(Z_{23}(\alpha_1 + 2i\lambda, \alpha_3)\) at \(\alpha_3^* = \alpha_1 + 4i\lambda\). Taking into account all the poles, we have

\[
\Psi(\vec{m}, t) = \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^2(\alpha_2, t)I^3(\alpha_3, t)Z_{23}(\alpha_2, \alpha_3)Z_{13}(\alpha_1, \alpha_3)
\]

\[
+ 4i\pi \sinh(2\lambda)\theta_{31} \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^2(\alpha_2, t)I^3(\alpha_1 + 2i\lambda, t)Z_{12}(\alpha_2, \alpha_3)Z_{23}(\alpha_2, \alpha_1 + 2i\lambda)
\]

\[
+ 4i\pi \sinh(2\lambda)\theta_{32} \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 I^1(\alpha_1, t)I^2(\alpha_2, t)I^3(\alpha_2 + 2i\lambda, t)Z_{12}(\alpha_1, \alpha_2)Z_{13}(\alpha_1, \alpha_2 + 2i\lambda)
\]

\[
+ 4i\pi \sinh(2\lambda)\theta_{21} \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^2(\alpha_1 + 2i\lambda, t)I^3(\alpha_3, t)Z_{13}(\alpha_1, \alpha_3)Z_{23}(\alpha_1 + 2i\lambda, \alpha_3)
\]

\[
+ [4i\pi \sinh(2\lambda)]^2 \sinh(3\lambda)\theta_{321} \int_{-\pi}^{\pi} d\alpha_1 I^1(\alpha_1, t)I^2(\alpha_1 + 2i\lambda, t)I^3(\alpha_1 + 4i\lambda, t).
\]

Here \(\theta_{321}\) is apparently a short notation for \(\theta(m_3 > m_2 > m_1)\). Note that actually the second term of (5.28) generates a term like

\[
\theta_{31}\theta_{21} \int_{-\pi}^{\pi} d\alpha_1 I^1(\alpha_1, t)I^2(\alpha_1 + 2i\lambda, t)I^3(\alpha_1 + 2i\lambda, t)Z_{23}(\alpha_1 + 2i\lambda, \alpha_1 + 2i\lambda).
\]

(5.31)
But since \( Z_{23}(\alpha + 2i\lambda, \alpha_1 + 2i\lambda) = \theta_{23} - \theta_{32} \) is antisymmetric under the exchange of \( m_2 \) and \( m_3 \), and all the other terms in (5.31) are symmetric, so the whole term (5.31) will be canceled by \( \sigma_{m_2}\sigma_{m_3}^- \).

Finally, with a similar argument as in two-down-spin case, we can move the contour of integral in (5.30) properly so it becomes

\[
\Psi^\delta (\hat{m}, t) = \int_{\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha_2 \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha_1, t)I^2(\alpha_2, t)I^3(\alpha_3, t)Z_{12}(\alpha_1, \alpha_2)Z_{23}(\alpha_2, \alpha_3)Z_{13}(\alpha_1, \alpha_3)
\]
\[+ 4i\pi \sinh(2\lambda)\theta_{31} \int_{-\pi}^{\pi} d\alpha \int_{-\pi}^{\pi} d\alpha_2 I^1(\alpha - i\lambda, t)I^2(\alpha_2, t)I^3(\alpha + i\lambda, t)Z_{12}(\alpha_1 - i\lambda, \alpha_2)Z_{23}(\alpha_2 + i\lambda, \alpha_3)
\]
\[+ 4i\pi \sinh(2\lambda)\theta_{32} \int_{-\pi}^{\pi} d\alpha_1 \int_{-\pi}^{\pi} d\alpha I^1(\alpha_1, t)I^2(\alpha - i\lambda, t)I^3(\alpha + i\lambda, t)Z_{12}(\alpha_1, \alpha - i\lambda)Z_{13}(\alpha_1, \alpha + i\lambda)
\]
\[+ 4i\pi \sinh(2\lambda)\theta_{21} \int_{-\pi}^{\pi} d\alpha \int_{-\pi}^{\pi} d\alpha_3 I^1(\alpha, t)I^2(\alpha + i\lambda, t)I^3(\alpha_3, t)Z_{13}(\alpha, \alpha - i\lambda)Z_{23}(\alpha + i\lambda, \alpha_3)
\]
\[+ [4i\pi \sinh(2\lambda)]^2 \frac{\sinh(3\lambda)}{\sinh \lambda} \theta_{321} \int_{-\pi}^{\pi} d\alpha I^1(\alpha - 2i\lambda, t)I^2(\alpha, t)I^3(\alpha + 2i\lambda, t).
\]

(5.32)

This is the decomposition of the three-down-spin wave function into free magnons and different boundstates. It clearly takes the form as the summation over the free magnons and all the possible strings: the first term is the free magnons; the next three terms are consist of the 2-strings and one free magnon, i.e. in this state two down spins are bounded but the third one is free; the last term is the 3-string, i.e. all the three down spins are bounded together. The position of the strings agrees with Fig. 3.2.

### 5.1.3 Multiple Down Spins and \(-1 < \Delta < 0\)

For arbitrary number of down spins, one expects a decomposition similar as (5.32). Since it doesn’t have a concise form, and is not very useful for further calculation, we don’t give the general form.

For the other region \(-1 < \Delta < 0\), the decomposition work in the similar way, but with two main differences in details: (1) The order of the strings is restrained by the value of \( \Delta \). As shown in Fig. 5.3, the backward part of the contours are moved to \( i\pi \) instead of \(+i\pi\). If one follow the way of shifting contours as in the gapped regime, the pole at \( \alpha_N = \alpha_1 + 2ni\mu \) will not be encountered if \( 2n\mu > \pi \). As a result, the order of a string cannot be arbitrary large, but has to be smaller than \( \pi/\mu \), which agrees with the thermodynamic Bethe ansatz [95]. (2) The momentum of the bound state is also restrained by the value of \( \Delta \). Let’s illustrate it with the bound state of two down spins. Following the same contour shift as in ferromagnetic region, the bound-state component of the wave function is given by

\[
\Psi_{\text{bound}}^{m_1, m_2}(m_1, m_2, t) = 4i\pi \sin(2\mu)\theta(m_2 - m_1) \int_{-\infty}^{\infty} d\alpha I^1(\alpha - i\mu, t)I^2(\alpha + i\mu, t).
\]

(5.33)

Not surprisingly, it takes the same form as (5.8). But the function \( I^j(\alpha) \) is defined according to the parametrization in the region \(-1 < \Delta < 0\), as shown in Table 3.1. Correspondingly, the \( \alpha \) is
Figure 5.3: For $-1 < \Delta < 0$, the length of the string is restrained by the value of $\Delta$ through $\mu$.

integrated over $(-\infty, \infty)$ instead of $[\pi, \pi]$. However, if translated back into $k$-language, the range of $\alpha \in (-\infty, \infty)$ represents $k \in [-\pi + \mu, \pi - \mu]$. Thus the bound state in terms of the total momentum $K$ will be given by

$$
\Psi_{\text{bound}}(m_1, m_2, t) = \# \cdot \theta(m_2 - m_1) \int_{-\pi + 2\mu}^{\pi - 2\mu} \frac{dK}{2\pi} e^{iK M - i4Jt \sin \frac{\mu}{\sin \frac{\pi}{2\mu}}} (\Delta - \cos K) g(K). \tag{5.34}
$$

As a conclusion, the total momentum of the bound state of two down spins is restricted in the range $[-\pi + 2\mu, \pi - 2\mu]$. It also agrees with the result of the thermodynamic Bethe ansatz [95]. Applying the same saddle point approximation in long time limit, we find that one of the saddle point $K^* = \pi - \sin^{-1}(\frac{\mu}{4Jt})$ may fall off this range, severely diminishing the contribution of the bound state. We will discuss it more when we show the results of observables in Chapter 6.

5.2 Relation to Goldstein-Yudson Decomposition in the Finite System

In this section, I introduce the Yudson representation in the finite system, called the Goldstein-Yudson decomposition. It has been applied to study the equilibration of the Lieb-Liniger gas [123]. I will show that by properly taking the infinite-size limit, it leads to the same results of the contour approach introduced in the last chapter. I will derive this method in the context of the XXZ model, but the derivation can be easily generalized to other integrable models.
5.2.1 Goldstein-Yudson Decomposition

Let’s begin with the Bethe eigenstate of the XXZ model under the other convention (3.18)

\[ |\tilde{k}\rangle = \sum_{m_1 > m_2 > \cdots > m_M} \sum_P A_P(\tilde{k}) \prod_j e^{ik_P_j m_j} \sigma_{m_j}^- | \uparrow \rangle, \]  

(5.35)

where

\[ A_P(\tilde{k}) = \prod_{i<j} s(k_i, k_j). \]  

(5.36)

This is just another way of writing the Bethe eigenstate we have been using (3.11) (see Section 3.2.2 for the equivalence of the two conventions). On a finite line with periodic boundary condition, the momentum \( \vec{k} = \{k_1, k_2, \ldots, k_M \} \) need to satisfy the Bethe Ansatz equations (BAE)

\[ k_j = \frac{2\pi n_j}{L} - i \sum_l \ln[s(k_l, k_j)] \text{ for } j = 1, 2, \ldots, M. \]  

(5.37)

as discussed in Chapter 3. For all possible sets of solutions \( \{k_j\} \), the eigenstates (5.35) form a complete basis of the Hilbert space. So for any initial state \( |\Psi_0\rangle \), we have

\[ |\Psi_0\rangle = \sum_{\{k_j\}} \frac{|\tilde{k}\rangle \langle \tilde{k}|\Psi_0\rangle}{N(\tilde{k})}, \]  

(5.38)

where \( N(\tilde{k}) = \langle \tilde{k}|\tilde{k}\rangle \) is the norm square of the eigenstate (5.35), which is not normalized. We want to emphasize here any permutation \( \{k_{P_1}, k_{P_2}, \ldots, k_{P_M}\} \) of a solution set \( \{k_1, k_2, \ldots, k_M\} \) is still considered to be the same solution set, and was taken into account only once in the summation above. Note that by permuting the \( \{k_j\} \) in the eigenstate (5.35), one gets the same state with a different normalizing factor, for example

\[ |k_2, k_1\rangle = s^{-1}(k_1, k_2) |k_1, k_2\rangle. \]  

(5.39)

It is not hard to find its general form

\[ |k_{P_1}, k_{P_2}, \ldots, k_{P_M}\rangle = A_P^{-1}(k_1, k_2, \ldots, k_M) |k_1, k_2, \ldots, k_M\rangle. \]  

(5.40)

Since the order of the \( k_j \)'s becomes important, in this section we will write out \( \vec{k} \) explicitly. Let’s define Yudson’s auxiliary state as

\[ |k_1, k_2, \ldots, k_M\rangle = \sum_{m_1 > m_2 > \cdots > m_M} \prod_j e^{ik_{m_j}} \sigma_{m_j}^- | \uparrow \rangle. \]  

(5.41)

It has the same form as (4.18), but with quantized \( k_j \)'s. With this definition, the eigenstate (5.35) can be written as

\[ |k_1, k_2, \ldots, k_M\rangle = \sum_P A_P(k_1, k_2, \ldots, k_M) |k_{P_1}, k_{P_2}, \ldots, k_{P_M}\rangle. \]  

(5.42)
From (5.40) we know

\[ N(k_1, k_2, \ldots, k_M) = \langle k_1, k_2, \ldots, k_M | k_1, k_2, \ldots, k_M \rangle \]

\[ = |A_P^1(k_1, k_2, \ldots, k_M)A_P(k_1, k_2, \ldots, k_M)|\langle k_1, k_2, \ldots, k_M | k_{P_1}, k_{P_2}, \ldots, k_{P_M} \rangle \]

\[ = |A_P(k_1, k_2, \ldots, k_M)|^2 N(k_{P_1}, k_{P_2}, \ldots, k_{P_M}). \]

(5.43)

Making use of these identities, we can write the expansion (5.38) in a form similar to Yudson’s approach

\[ |\Psi_0\rangle = \sum_{\{k_j\}} \frac{|k_1, k_2, \ldots, k_M\rangle}{N(k_1, k_2, \ldots, k_M)} \sum_P A_P^1(k_1, k_2, \ldots, k_M)|k_{P_1}, k_{P_2}, \ldots, k_{P_M} \rangle |\Psi_0\rangle \]

\[ = \sum_{\{k_j\}} \sum_P \frac{A_P^1(k_1, k_2, \ldots, k_M)}{N(k_{P_1}, k_{P_2}, \ldots, k_{P_M})} |k_1, k_2, \ldots, k_M \rangle (k_{P_1}, k_{P_2}, \ldots, k_{P_M} \rangle |\Psi_0\rangle \]

\[ = \sum_{\{k_j\}} \sum_P \frac{|k_{P_1}, k_{P_2}, \ldots, k_{P_M}\rangle (k_{P_1}, k_{P_2}, \ldots, k_{P_M} \rangle |\Psi_0\rangle}{N(k_{P_1}, k_{P_2}, \ldots, k_{P_M})} \]

\[ = \sum_{k_1, k_2, \ldots, k_M} \frac{|k_1, k_2, \ldots, k_M\rangle (k_1, k_2, \ldots, k_M \rangle |\Psi_0\rangle}{N(k_1, k_2, \ldots, k_M)}. \]

(5.44)

In the last line, the summation runs over all sets of solutions \(k_1, k_2, \ldots, k_M\), with all possible permutations of a set \(\{k_j\}\) being considered different sets of solutions. Eq. 5.44 is the Goldstein-Yudson decomposition, or the finite-size version of the Yudson representation. The overlap \(\langle k_1, k_2, \ldots, k_M | \Psi_0\rangle\) is still trivial to calculate. While the summation over \(k_j\)’s is only simplified in special cases or with approximation. For example, for repulsive Lieb-Liniger model all solutions of momenta are real, and the summation in (5.44) can be simplified in the large-interaction limit [123]. In the next subsection I will show, in the large-size limit, the summation in (5.44) becomes integrals, and lead to the same results from the contour approach.

### 5.2.2 Connection to the Contour Approach

Next let’s consider the limit: the size of the system \(L \to \infty\), with the number of down spins \(M\) fixed. This is the same setup as I introduce Yudson’s contour approach in the last chapter. I will first demonstrate here for the two-down-spin case, this limit leads to the same decomposition (5.4) as we obtained from the contour approach. Then I explain how it can be generalized to multi-down-spin cases.

To be specific, I only consider the regime \(\Delta < -1\) here. I will sometimes use the rapidity language, since the string structure is regular with it. The decomposition (5.44) is easily translated
into \( \alpha \)-language according to Table. 3.1. In particular, for two-down-spin case, it takes the form

\[
|\Psi_0\rangle = \sum_{\alpha_1, \alpha_2} \frac{|\alpha_1, \alpha_2\rangle (\alpha_1, \alpha_2|\Psi_0\rangle)}{N(\alpha_1, \alpha_2)}. \tag{5.45}
\]

Here the summation is taken over all possible solutions of the Bethe ansatz equations, and over all permutations. According to the string hypothesis, all the possible solutions can be categorized as

1. Both \( \alpha_1 \) and \( \alpha_2 \) are real.
2. The two rapidities form a 2-string, i.e. \( \alpha_1 = \beta + i\lambda, \alpha_2 = \beta - i\lambda \), where \( \beta \) is real, called the center of the 2-string, and \( \lambda \) is the reparametrized \( \Delta \) following \( \Delta = -\cosh \lambda \).
3. \( \alpha_1 = \beta - i\lambda, \alpha_2 = \beta + i\lambda \). The third category is actually the permutation of the second, but it is still considered to be a new set of solution, as explained in the last section. Let’s use the short notation \( \alpha^\pm = \beta \pm i\lambda \). Then (5.45) is written as

\[
|\Psi_0\rangle = \sum_{\text{real } \alpha_1, \alpha_2} \frac{|\alpha_1, \alpha_2\rangle (\alpha_1, \alpha_2|\Psi_0\rangle)}{N(\alpha_1, \alpha_2)} + \sum_{\beta} \frac{|\alpha^+, \alpha^-\rangle (\alpha^+, \alpha^-|\Psi_0\rangle)}{N(\alpha^+, \alpha^-)} + \sum_{\beta} \frac{|\alpha^-, \alpha^+\rangle (\alpha^-, \alpha^+|\Psi_0\rangle)}{N(\alpha^-, \alpha^+)}. \tag{5.46}
\]

The first term represents the free magnons, and last two are the bound states. Let’s calculate them explicitly.

The free-magnon term is easier to calculate back in \( k \)-language

\[
I_{\text{magn}} = \sum_{\text{real } k_1, k_2} \frac{|k_1, k_2\rangle (k_1, k_2|\Psi_0\rangle)}{N(k_1, k_2)}, \tag{5.47}
\]

where \( k_1, k_2 \) satisfy the BAE

\[
e^{ik_1L} = s(k_1, k_2),
\]

\[
e^{ik_2L} = s(k_2, k_1). \tag{5.48}
\]

Or,

\[
k_1 = \frac{2\pi n_{k_1}}{L} - \frac{i}{L} \sum_l \ln[s(k_1, k_2)],
\]

\[
k_2 = \frac{2\pi n_{k_2}}{L} - \frac{i}{L} \sum_l \ln[s(k_2, k_1)], \tag{5.49}
\]

where the integers \( n_{k_1} \) and \( n_{k_2} \) are the quantum numbers. When \( L \to \infty \), the effect of the S-matrices are negligible, and \( k_1, k_2 \) are quantized as free momenta, so

\[
\sum_{k_j} \to \frac{L}{2\pi} \int_{-\pi}^{\pi} dk_j \quad \text{for } j = 1, 2. \tag{5.50}
\]

So the free-magnon term becomes

\[
I_{\text{magn}} = L^2 \int_{-\pi}^{\pi} \frac{dk_1}{2\pi} \int_{-\pi}^{\pi} \frac{dk_2}{2\pi} \frac{|k_1, k_2\rangle (k_1, k_2|\Psi_0\rangle)}{N(k_1, k_2)}. \tag{5.51}
\]
It is not hard to show that as $L \to \infty$ the leading contribution of $N(k_1, k_2) = \langle k_1, k_2 | k_1, k_2 \rangle \to L^2$. So

$$I_{\text{magm}} = \int_{-\pi}^{\pi} \frac{dk_1}{2\pi} \int_{-\pi}^{\pi} \frac{dk_2}{2\pi} \langle k_1, k_2 | k_1, k_2 \rangle \langle 0 | k_1, k_2 \rangle.$$  \hspace{1cm} (5.52)

It is identical to (5.10), which is obtained from the contour approach, at $t = 0$.

The bound state terms need to be treated more carefully, because the S-matrix between two complex momenta may diverge. Let’s first roughly determine the diverging scale of various terms. Let’s denote the 2-string solution of the momenta to be $k^{\pm} = k \pm ic$, where $k$ and $c$ are the real and imaginary part of the momenta, and $c$ is in principle a function of $k$. Then investigating the BAE (5.48), one can see, as $L \to \infty$, the S-matrices between the 2-string diverge (or go to 0) as

$$s(k^+, k^-) \sim e^{-cL}$$
$$s(k^-, k^+) \sim e^{cL}. \hspace{1cm} (5.53)$$

Following the notation of the last section, the two-particle Bethe state is written as a summation over auxiliary states as

$$|k^+, k^-\rangle = |k^+, k^-\rangle + s(k^+, k^-)|k^-, k^+\rangle.$$  \hspace{1cm} (5.54)

It is not hard to estimate the overlaps of the auxiliary states

$$(k^+, k^-|k^+, k^-\rangle \sim L$$
$$(k^-, k^+|k^-, k^+\rangle \sim e^{2cL}$$
$$(k^+, k^-|k^-, k^+\rangle \sim L^2. \hspace{1cm} (5.55)$$

Combining (5.53) and (5.55), one can see in the Bethe state (5.54), the second term is negligible compared with the first term as $L \to \infty$, and

$$N(k^+, k^-) = \langle k^+, k^-|k^+, k^-\rangle \approx \langle k^+, k^-|k^+, k^-\rangle \sim L. \hspace{1cm} (5.56)$$

On the other hand, because $|k^+, k^-\rangle = s(k^+, k^-)|k^-, k^+\rangle$, we have

$$N(k^+, k^-) = |s(k^+, k^-)|^2 N(k^-, k^+) \sim e^{-2cL} N(k^-, k^+) \hspace{1cm} (5.57)$$

So,

$$\frac{|k^+, k^-\rangle}{N(k^+, k^-)} \sim e^{cL} \frac{|k^-, k^+\rangle}{N(k^-, k^+)}.$$  \hspace{1cm} (5.58)

As a result, in (5.46), the second bound state term is negligible compared to the first bound state term. (Note that both $(k^+, k^-|\Psi_0)$ and $(k^-, k^+|\Psi_0)$ are of order $O(1)$, because initially the two
down spins are at finite positions \( n_1 \) and \( n_2 \). Summing up all the scaling analysis above, the only term from the bound state we need to consider is

\[
I_{\text{bound}} = \sum_\beta |\alpha^+, \alpha^-\rangle \langle \alpha^+, \alpha^-| \Psi_0\rangle / N(\alpha^+, \alpha^-) \tag{5.59}
\]

Let’s see how to write it as an integral in the limit \( L \to \infty \). First, one need to calculate explicitly the normalization factor (5.56). To do that, one can write out the auxiliary state explicitly and separate the real and imaginary part of the momenta,

\[
|\alpha^+, \alpha^-\rangle = \sum_{m_1 > m_2} P^{m_1}(\beta + i\lambda)P^{m_2}(\beta - i\lambda)\sigma_{m_1}^-\sigma_{m_2}^- | \Uparrow \rangle
\]

Then it is easy to get

\[
N(\alpha^+, \alpha^-) \approx \langle \alpha^+, \alpha^- | \alpha^+, \alpha^- \rangle = \sum_{m_1 > m_2} \frac{1 - \cos \beta}{2 \sinh^2 \lambda} = 1 - \cos \beta / 2 \sinh^2 \lambda. \tag{5.61}
\]

Second, one also need to quantize the center of the string \( \beta \), and change the summation in (5.59) to an integral. Starting with the BAE in \( \alpha \)-language,

\[
\begin{align*}
\left( \frac{\sin \frac{\beta_1 - \alpha_1^+}{2}}{\sin \frac{\beta_1 + \alpha_1^+}{2}} \right)^L &= \frac{\sin(\alpha_1^+ - \alpha_1^- - i\lambda)}{\sin(\alpha_1^+ - \alpha_1^- + i\lambda)} \\
\left( \frac{\sin \frac{\beta_1 - \alpha_1^-}{2}}{\sin \frac{\beta_1 + \alpha_1^-}{2}} \right)^L &= \frac{\sin(\alpha_1^- - \alpha_1^+ - i\lambda)}{\sin(\alpha_1^- - \alpha_1^+ + i\lambda)}
\end{align*} \tag{5.62}
\]

one can remove the divergence in the equations by multiply them together (a common trick in thermodynamic Bethe ansatz), and get

\[
\left( \frac{\sin \frac{\beta_1 - 2\lambda}{2}}{\sin \frac{\beta_1 + 2\lambda}{2}} \right)^L = 1. \tag{5.63}
\]

If we define

\[
\epsilon^i K = \frac{\sin \frac{\beta - 2\lambda}{2}}{\sin \frac{\beta + 2\lambda}{2}} \text{ (the total momentum of the 2-string)}, \tag{5.64}
\]

then \( K \) is quantized as \( K = \frac{2\pi}{L} \cdot \text{integer} \), and it’s easy to get

\[
dK / d\beta = \frac{\sinh 2\lambda}{\cosh 2\lambda - \cos \beta}. \tag{5.65}
\]

So the summation over \( \beta \) is transformed to

\[
\sum_\beta = \sum_K = \frac{L}{2\pi} \int dK = \frac{L}{2\pi} \int d\beta \cdot \frac{dK}{d\beta}. \tag{5.66}
\]
Putting (5.61), (5.65) and (5.66) into (5.59), one gets

\[ I_{\text{bound}} = 4\pi \sinh 2\lambda \sum_{m_1 > m_2} \int_{-\pi}^{\pi} d\beta W(\beta + i\lambda)W(\beta - i\lambda)P^{m_1 - n_1}(\beta + i\lambda)P^{m_2 - n_2}(\beta - i\lambda)\sigma_{m_1}^+ \sigma_{m_2}^- |\rangle, \]

which is the same as the result of the contour approach (5.8). During the calculation, the identity (5.17) is useful.

Let me sum up this subsection. I explicitly showed for two-down-spin case, after carefully taking the limit \( L \to \infty \), the Goldstein-Yudson decomposition leads to the same results of the contour approach. For multi-down-spin situation, a general argument can be made: for any real momentum, its S-matrix with any other momentum is finite, and in the limit \( L \to \infty \) has ignorable effect on quantizing the momentum. So real momenta are quantized like free momenta. The complex momenta in general will cause divergent S-matrices, but the divergence can be removed by multiplying a whole string together. Then the total momentum of the string can be quantized as free. As a result, the representation of the initial state as a summation over integrals of strings is expected, such as (5.4) and (5.32). This can be considered as a double check between the contour representation and the completeness of the string hypothesis. However, the integrals over all possible strings have a tedious form, so I didn’t give the general form explicitly. Why it can be organized concisely in the form of the central theorem (4.20) is to be studied.
Chapter 6

Results – Observables Calculated by Numerical Methods

With the time-dependent wave function obtained in Chapter 4, the evolution of any observable can be calculated in the standard way \( \langle O(t) \rangle = \langle \Psi(t) | \hat{O} | \Psi(t) \rangle \). The integration in (4.55) in general is difficult to carry out analytically. In this chapter I discuss the methods to evaluate the integral numerically: numerical integration and saddle point approximation. I show the results including the evolution of local magnetization, staggered magnetization and induced spin currents.

6.1 Numerical Methods

6.1.1 Numerical Integration

There are two difficulties to numerically evaluate the integral in (4.55): (1) The dimension of the integral increases with the number of down spins. High dimensional numerical integration is generically a difficult problem. (2) At large time, the integrand becomes highly oscillatory due to the energy term \( e^{-i\epsilon(k)t} \). It severely damages the efficiency of most numerical integration methods.

Due to these difficulties, I apply different methods in different cases: For two down spins and moderate time \( Jt < 10 \), I evaluate the integral numerically by the Gauss-Kronrod Rule, a global adaptive method for a generic integrand [124], implemented by Mathematica. The same method can be applied to three-down-spin case with very short time \( Jt < 2 \). For the integral of the 3-string from three down spins (it is still a one-dimensional integral) and moderate time \( Jt < 12 \), I make use of the cubature rules implemented in a C library called Cuba [125, 126]. The cubature rule is also a globally adaptive subdivision scheme for subregion estimation. It is one of the few deterministic, not a Monte Carlo method for high dimensional numerical integration. It is usually the only viable method to obtain high precision, say relative accuracies smaller than 0.01. For the free-magnon states and 2-strings of three down spins, any known numerical integration method is too slow. But for long time (in practice, for \( Jt > 3 \) I can already get reasonable precision) I use the saddle point approximation, as discussed later.

Generally speaking, numerical integration works for short time while saddle point approximation works for long time. For two down spins, the applicable regions of these two methods overlap, so
one can verify the two methods with each other. For three down spins, their applicable regions have a gap. I will only show the long time part of the results later in this chapter. For larger number of down spins, both of these two method becomes inefficient. So more analytical work is required for arbitrary numbers of down spins. I will discuss it in the outlook part of Chapter 7.

6.1.2 Saddle Point Approximation

At large time, the highly oscillatory factor $e^{-itc(k)}$ tends to cancel out the integral, leaving only a few saddle points of the exponent important. This picture leads to a method to approximately evaluate the integrals in (4.55). I briefly introduce this useful mathematical tool in this subsection. I will focus on the integral

$$I(m,t) = \int_{-\pi}^{\pi} dke^{imk + it \cos k}s(k), \quad (6.1)$$

where $t$ is a large parameter, $m$ can take integer values comparable to $t$, and $s(k)$ has no large parameter in it. We use the symbol $s(k)$ because it usually consists of S-matrices. (See Chapter 5 for the origin of this form.) Our problem is formally defined as to expand the integral (6.1) with respect to $1/t$ as $t \to \infty$. This problem is called the asymptotic expansion of integrals, and is generally a broad topic in mathematics. I will focus only on the techniques related to our problem, and usually only consider the leading order term. Most of the discussion here comes from the book by Bleistein and Handelsman [127]. Many of the derivation below will be not very rigorous, but I will try to give the intuition of this approximation approach. The book [127] provides complete and rigorous proof of all the arguments below.

Let’s first consider a different integral as it is the building block of the method

$$I(t) = \int_{a}^{b} dx e^{tf(x)}s(x), \quad (6.2)$$

for which $a$ is the only saddle point in $[a,b]$, namely $f'(a) = 0$ and $f''(a) < 0$, but $f'(x) \neq 0$ for any $x \in (a,b]$. When $t \to \infty$, only the neighborhood of $a$ is important for the integral

$$I(t) \approx e^{tf(a)} s(a) \int_{a}^{a+\epsilon} dx e^{t[f(x)-f(a)]}, \quad (6.3)$$

where $\epsilon$ is a fixed, small number. In the neighborhood of $a$, we can expand $f(x) - f(a) = \frac{1}{2}|f''(a)|(x-
By changing the variable \( \xi = \sqrt{\frac{2}{t}} f''(a)(z-a)^2 \), we have

\[
I(t) \approx e^{tf(a)} s(a) \int_a^{a+\epsilon} dx e^{\frac{1}{2} f''(a)(z-a)^2} \sqrt{\frac{2}{t}} |f''(a)| e^{-\xi^2} \\
\approx e^{tf(a)} s(a) \sqrt{\frac{\pi}{2|f''(a)|}}. \tag{6.4}
\]

In the last line we make use of the fact \( t \to \infty \) and the result of the Gaussian integral. The formula (6.4) is roughly the Laplace method for asymptotic expansions. Our derivation above is not rigorous but intuitive. I need to point out: (1) Formula (6.4) gives the leading order of \( I(t) \sim \sqrt{\frac{1}{t}} \). Actually, the end point \( b \) will give corrections of order \( 1/t \). They are not important in our problem, because our end points are \( -\pi \) and \( \pi \), due to the periodicity of our integrand, the contribution of the two end points will cancel each other. (2) When the saddle point is not at one of the end points, one can simply break the integration range into two. (3) In our case \( a \) is called the first order saddle point. If \( f'(a) = f''(a) = 0 \) and \( f'''(a) \neq 0 \), \( a \) is called the second order saddle point. In that case, similar approach will result in

\[
I(t) \approx e^{tf(a)} s(a) \frac{3}{2|f''(a)|} \frac{\pi}{3} \Gamma(\frac{4}{3}). \tag{6.5}
\]

Note that \( I(t) \sim t^{-1/3} \) in this case.

Let’s come back to the integral (6.1). Since \( m \) can be comparable to \( t \), we rewrite it as

\[
I(m, t) = \int_{-\frac{\pi}{2}}^{\frac{3\pi}{2}} dz e^{t(iz+\beta \cos z)} s(z), \tag{6.6}
\]

where \( \beta = m/t \), and now \( t \) is the only large parameter. We change the integration variable to \( z \) to emphasize it is a complex integral. For a reason that will be clear later, we also changed the range of integration to \([ -\pi/2, 3\pi/2 ] \). It doesn’t change the integral due to periodicity of the integrand (note that \( m \) takes integer values). It’s easy to see that \( I(-m, t) = I(m, t) \) by redefine the variable \( z \to -z \). Thus we only consider the case \( \beta > 0 \). Let’s consider the saddle points of the exponent function \( w(z) = iz + \alpha \cos z \) for different values of \( \beta \).

- \( 0 < \beta < 1 \). \( w'(z) = 0 \) gives two solutions

\[
z_+ = \sin^{-1} \beta, \\
z_- = \pi - \sin^{-1} \beta. \tag{6.7}
\]

Like in most asymptotic expansion problems, our \( w(x+iy) = u(x, y) + iv(x, y) \) is a holomorphic function. From the Cauchy-Riemann equations, it’s easy to get

\[
(\frac{\partial u}{\partial x} e_x + \frac{\partial u}{\partial y} e_y) \cdot (\frac{\partial v}{\partial x} e_x + \frac{\partial v}{\partial y} e_y) = 0. \tag{6.8}
\]
Figure 6.1: The steepest paths through the saddle points for function $w(k)$ when $0 < \beta < 1$. The shaded parts are the “hills”, where the real part of $w(k)$ goes to infinity. The arrow on “A”/“D” paths labels the steepest ascent/descent directions.

It means the fastest ascending direction of $u$ and $v$ are perpendicular to each other. In another word, the paths on which the imaginary part $v$ is a constant, are also the paths along which the real part $u$ ascends or descends the fastest. These paths are called the *steepest ascent/descent paths*. In Fig. 6.1, the steepest paths through the two saddle points (6.7) are plotted, and the arrow labels the steepest descent directions. We see that we can replace our integration contours by some combination of these steepest paths. In particular,

$$I(m, t) = \left( \int_{-\pi/2 + i\infty}^{-\pi/2} - \int_{D_1} + \int_{D_2} - \int_{D_3} + \int_{D_4} + \int_{3\pi/2 + i\infty} \right) dz e^{tu(z)} s(z). \quad (6.9)$$

The first and last terms will cancel each other due to periodicity. Note that these contours reach infinity, but never go to the shaded “hills”. It guarantees the integrand along these contours never diverges. The purpose of these new contours is to transform the integral (6.1) to Laplace type integrals

$$I(m, t) = (-\int_{D_1} + \int_{D_2}) dz e^{tu(z) + iv(z)} s(z) + (-\int_{D_3} + \int_{D_4}) dke^{tu(z) + iv(z)} s(z)$$

$$= e^{itv(z_+)} (-\int_{D_1} + \int_{D_2}) dke^{tu(z)} s(z) + e^{itv(z_-)} (-\int_{D_3} + \int_{D_4}) dz e^{tu(z)} s(z). \quad (6.10)$$

Here we make use of the fact that along the D-paths the imaginary part $v(z)$ is a constant. Let’s define the distance along the D-path to be $x$, then the integral along one of the D-paths in (6.10) takes the same form as the Laplace method (6.4)

$$\int_{D_j} dx \frac{dz}{dx} e^{tu(z(x))} s(z(x)). \quad (6.11)$$

Generally, the path $D_j$ and the function $z(x)$ are both hard to quantify. However, the integral of the form (6.4) is determined only by the behavior at the saddle point. In particular,
we only need to find \( w(z_{\pm}) \), \( u''(x)|_{z=z_{\pm}} \) and \( \frac{dz}{dx}|_{z=z_{\pm}} \). Specifically, \( w(z_{\pm}) \) can be calculated straightforwardly

\[
w(z_{\pm}) = \pm i[\sqrt{1 - \beta^2} - \beta \cos^{-1} \beta].
\]

(6.12)

For the holomorphic function \( w(z) \), its derivative in any direction is the same, so

\[
u''(x)|_{z=z_{\pm}} = w''(z_{\pm}) = \mp i\sqrt{1 - \beta^2}.
\]

(6.13)

As for \( \frac{dz}{dx}|_{z=z_{\pm}} \), it is actually the direction of the D-path at \( z_{\pm} \). The steepest descent directions at a saddle point are not hard to find, given by the Theorem 7.1 of Ref. [127]. In our particular case,

\[
\begin{align*}
\frac{dz}{dx}|_{z=z_{\pm}} &= e^{\frac{3\pi}{4}} \text{ for } D_1, e^{-\frac{\pi}{4}} \text{ for } D_2, \\
\frac{dz}{dx}|_{z=z_{\pm}} &= e^{-\frac{3\pi}{4}} \text{ for } D_3, e^{\frac{\pi}{4}} \text{ for } D_4,
\end{align*}
\]

(6.14)

which are easily visualized in Fig. 6.1. Combine the conclusions above, we find

\[
I(m, t) \approx \sqrt{\frac{2}{\pi t}} \cdot \left[ \frac{\exp[i t (\sqrt{1 - \beta^2} - \beta \cos^{-1} \beta) - \frac{iz}{4}] s(z_+)}{(1 - \beta^2)^{1/4}} + \frac{\exp[-i t (\sqrt{1 - \beta^2} - \beta \cos^{-1} \beta) + \frac{iz}{4}] s(z_-)}{(1 - \beta^2)^{1/4}} \right].
\]

(6.15)

Note it decays as \( \sqrt{1/t} \) and oscillates with respect to \( \beta \) (or equivalently with respect to \( m \)).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure62.png}
\caption{The steepest paths through the saddle points for function \( w(k) \) when \( \beta > 1 \). The arrows label the steepest descent directions.}
\end{figure}

- \( \beta > 1 \). The saddle points becomes

\[
z_{\pm} = \frac{\pi}{2} \pm i \cosh^{-1} \beta.
\]

(6.16)
The steepest paths through these saddle points are depicted in Fig. 6.2. Note that $D_2$ descends from $z_-$ to $z_+$, indicating that $z_+$ is “lower”, and therefore contributes exponentially smaller, than $z_-$. However, our original contour can be replaced by just $-D_1 + D_4$, so $z_-$ doesn’t contribute at all and $z_+$ still gives the leading order. After similar calculation as $0 < \beta < 1$, we have

$$I(m, t) = \sqrt{\frac{2}{\pi t}} \exp[-t(\beta \cosh^{-1} \beta - \sqrt{\beta^2 - 1})] s(z_+).$$ (6.17)

It still decays as $\sqrt{1/t}$ with respect to $t$. But as $\beta$ gets large ($m >> t$), it becomes exponentially small, implying the Lieb-Robinson bound.

- $\beta = 1$. This case is special because $w'(z) = 0$ gives only one solution, which is a second order saddle point

$$z_o = \frac{\pi}{2} \text{ where } w''(z_o) = 0, \ w'''(z_o) = i.$$ (6.18)

The steepest descent paths are shown in Fig. 6.3. This time the integral contour can be

![Figure 6.3: The steepest paths through the saddle point $z_o = \frac{\pi}{2}$ when $\beta = 1$. The arrows label the steepest descent directions.](image)

replaced by $-D_1 + D_3$. And the steepest directions at $z_o = \frac{\pi}{2}$ are

$$\frac{dz}{dx}|_{z=z_o} = \frac{5\pi}{6} \text{ for } D_1, \ \frac{\pi}{6} \text{ for } D_3.$$ (6.19)

Making use of (6.5), we get

$$I(m, t) \approx \frac{\Gamma(\frac{4}{3})}{\pi^{1/3} (\frac{4}{3})^{1/6}} s(z_o).$$ (6.20)

In this case $I(m, t)$ decays as $t^{-1/3}$. 
Up to here, it seems that we have obtained the saddle point approximation of (6.1) for any value of \( m \). But in practice, there is actually still a problem: when \( \beta \to 1 \pm \), the approximated form (6.15) and (6.17) doesn’t smoothly go to (6.20). On the contrary, they diverge as \( \beta \to 1 \), on both sides. It happens because when \( \beta \to 1 \), two first order saddle points merges into one second order saddle point, causing that \( I(m, t) \) decays as different power of \( 1/t \) for \( \beta = 1 \) and \( \beta \neq 1 \). To connect these two different behavior, their amplitudes must diverge. As a result, if one calculates the wave function at a certain \( m \) that leads to \( \beta \approx 1 \), one gets very bad precision. To overcome this problem, we need an approach that can give a uniform, non-diverging approximation of (6.1) for \( \beta \in [0, +\infty) \). This approach is called uniform asymptotic expansion, which I discuss in Appendix B. In the end, I implement (B.25), (B.40) and (B.41) in a C++ code to calculate the numerical values of the time-dependent wave functions.

### 6.2 Local Magnetizations

Starting from a certain initial state, at a later time \( t \), the expected local magnetization at site \( n \) is given by

\[
m(n, t) = \langle \Psi(t) | \sigma_n^z | \Psi(t) \rangle.
\]  
(6.21)

In experiments, the measurement of \( \sigma^z \) on any site can only yield two values 1 or -1. Taking the average over an ensemble will give the expectation value above [5]. In our approach, the expectation value of the local magnetization can be calculated in a standard way as follow. In Chapter 4, we write the evolved state in the form

\[
|\Psi(t)\rangle = \sum_{\{m_j\}} \Psi^{(n_j)}(\{m_j\}, t) \prod_j \sigma_{m_j} |\uparrow\rangle,
\]  
(6.22)

where the exact time-dependent wave function \( \Psi^{(n_j)}(\{m_j\}, t) \) is given by (4.55). Note that it has been symmetrized, namely any permutation among the coordinates \( \{m_j\} \) are equivalent

\[
\Psi^{(n_j)}(\{m_j\}, t) = \Psi^{(n_j)}(\{m_j\}, t).
\]  
(6.23)

In practice, I evaluate the integrals in (4.55) by the methods discussed in the last section and then numerically symmetrized it. Then we can calculate the local magnetization

\[
m(n, t) = \sum_{\{m_j\}} \sum_{\{m'_j\}} \Psi^* (\{m'_j\}, t) \Psi (\{m_j\}, t) |\uparrow\rangle \langle \prod_j \sigma_{m'_j}^+ \sigma_n^z (\prod_j \sigma_{m_j}^-) |\uparrow\rangle.
\]  
(6.24)
where we omit the initial coordinates \( \{ n_j \} \), since they are constant and doesn’t play any role in this calculation. From the commutation relations

\[
\sigma^z_n \sigma^-_m = -2 \sigma^-_m \delta_{nm}, \tag{6.25}
\]

\[
\sigma^-_n \sigma^+_m = -\sigma^+_m \delta_{nm}, \tag{6.26}
\]

it is easy to derive

\[
\langle \uparrow | (\prod_j \sigma^+_m \sigma^-_n (\prod_j \sigma^-_m)) | \uparrow \rangle = (-2 \sum_j \delta_{nmj} + 1) \langle \prod_j \sigma^+_m (\prod_j \sigma^-_m) | \uparrow \rangle 
\]

\[
= (-2 \sum_j \delta_{nmj} + 1) \sum_{m_2, \ldots, m_M} \delta_{m_j m'_j} \langle \prod_j \sigma^+_m | \Psi(\{m_j\}, t) \rangle \langle \Psi(\{m_j\}, t) | \prod_j \sigma^-_m \rangle.	ag{6.27}
\]

Making use of it, we get

\[
m(n, t) = \sum_{\{m_j\}} \sum_{\{m'_j\}} (-2 \sum_j \delta_{nmj} + 1) \Psi^\ast(\{m'_j\}, t) \Psi(\{m_j\}, t)
\]

\[
= M! \sum_{\{m_j\}} (-2 \sum_j \delta_{nmj} + 1) \Psi^\ast(\{m_j\}, t) \Psi(\{m_j\}, t)
\]

\[
= -2 M! \sum_{m_2, \ldots, m_M} | \Psi(n, m_2, m_3, \ldots, m_M, t) |^2 + 1. \tag{6.28}
\]

Here \( M \) is the total number of the down spins. In both lines we make use of (6.23). In the last line we also make use of the fact the time evolution is a unitary operation, so \( \langle \Psi(t) | \Psi(t) \rangle = \langle \Psi_0 | \Psi_0 \rangle = 1 \).

From (6.28), we calculate the numerical values of the local magnetization from the time-dependent wave function.

We show here the evolution of the local magnetizations from the initial states with consecutive down spins, because these initial states overlap with the bound states maximally. The evolutions from the initial state \( \Psi_0 = \sigma^-_1 \sigma^-_0 | \uparrow \rangle \) for various values of the anisotropy \( \Delta \) are shown in Fig. 6.4. The non-interacting case \( \Delta = 0 \) is calculated as the product of the single-down-spin evolutions (5.2). It has a closed form

\[
m(n, t) |_{\Delta=0} = -2 J^B_n |(4Jt)^2 - 2 J^B_n (4Jt)^2 + 1, \tag{6.29}
\]

where \( J^B_n(x) \) is the Bessel function of order \( n \). For all the other values of \( \Delta \), the local magnetizations are calculated numerically from (6.28).

For the non-interacting case \( \Delta = 0 \), the frontier of the local magnetization shows a light-cone structure, indicating the Lieb-Robinson bound. The slope of the light cone represents the velocity of the free magnon propagation. From the single-particle spectrum relation \( \epsilon(k) = 4J(\Delta - \cos k) \), one gets the propagating velocity

\[
|v| = \frac{d\epsilon}{dk} = 4J \sin k. \tag{6.30}
\]
Figure 6.4: Evolution of local magnetization for various values of $\Delta$, starting from the initial state $|\Psi_0\rangle = \sigma_1^- \sigma_0^- |\uparrow\rangle$. For a reasonable legend, the color in the graphs actually represents $-m(n, t)$. 
At $k = \pi/2$, the velocity reaches the maximum $|v|_{\text{max}} = 4J$, and the density of states also reaches the maximum. Thus one can see the sharp wave front in Fig. 6.4. With the dimensionless time unite $Jt$, the slope of the light cone is supposed to be $1/4$, which agrees with the graph. Besides the wave front, one can also see the patten from interference between the two spins.

For the interacting case $\Delta \neq 0$, the obvious feature is the emergence of the second light-cone inside the wave front of the free mangons. Both the slope and the strength of the second light-cone are functions of $\Delta$. We claim it belongs to the bound state of the two down spins. It can be explained through the analysis of the time-dependent wave function in Chapter 5. We showed in (5.4) that the two-down-spin wave function can be separated into the free-magnon component and the bound-state component, with proportions depending on $\Delta$. The free-magnon component is almost the same as the non-interacting case, with the only difference that the integral is tuned by the S-matrix. Thus for any $\Delta \neq 0$ in Fig. 6.4, one can still see the outer light-cone very similar to $\Delta = 0$ case, with a lower intensity. As for the bound-state component, when $|\Delta| > 1$, it takes the form of a single-down-spin propagation, with a rescaled time, as shown in (5.24). The rescaling factor $\frac{\sinh \lambda}{\sinh (2\lambda)}$ is thus also the ratio of the propagating velocities of the bound over that of the free magnons. This dependence on $\Delta$ (as a reminder, $\Delta = -\cosh \lambda$) of the slope of inner light-cone is well visualized in Fig. 6.4. The proportion of the bound state in the initial state is represented by the factor $4\pi\sinh \lambda$ in (5.4). So as $\Delta$ gets large, the bound state gets dominant, as shown in the $\Delta = 4$ graph. On the other hand, when $|\Delta| < 1$, the total momentum of the bound state is restrained in the range $[-\pi + 2\mu, \pi - 2\mu]$. Investigating (5.34) in the long time limit, we see that the integral is determined mostly by the two saddle points

$$K_1^* = \sin^{-1}(\frac{M}{4Jt}), K_2^* = \pi - \sin^{-1}(\frac{M}{4Jt}).$$

For a small $\mu$ ($|\Delta| < 1$ but $|\Delta| \approx 1$), only the saddle point $K_2^*$ will be prohibited for some coordinate $M$. It leads to a diffuse wave front as shown in the $\Delta = 0.9$ graph. When $\mu > \pi/4$ ($|\Delta| < \sqrt{2}/2$), both the saddle point $K_1^*$ and $K_2^*$ are prohibited for any $M$, causing the bound state component severely suppressed. That’s why the magnetization for $\Delta = 0.4$ looks almost identical to the non-interacting case.

For the initial state with three down spins, numerical integration is only feasible for very short time ($Jt < 0.5$). I show here the results calculate by saddle point approximation. In principle, the saddle point approximation is justified only for long time limit. In practice, I use the norm of the wave function as a test of the precision of my calculation. I found that $\left|\frac{\langle \Psi(t) | \Psi(t) \rangle}{\langle \Psi_0 | \Psi_0 \rangle} - 1\right| < 0.05$ for $Jt > 3$, indicating an acceptable precision. I show in Fig. 6.5 the evolution of the local magnetization from the initial state $|\Psi_0\rangle = \sigma_1^- \sigma_0^- \sigma_2^- |\uparrow\rangle$, calculated by saddle point approximation for $Jt > 3$. 
Figure 6.5: Evolution of local magnetization for various values of $\Delta$, starting from the initial state $|\Psi_0\rangle = \sigma_1^- \sigma_0^- |\uparrow\rangle$. For a reasonable legend, the color in the graphs actually represents $-m(n,t)$. 
Again, for the non-interacting case $\Delta = 0$, we only see the wave front of the free magnons, and the interference pattern. For the interacting case $\Delta \neq 0$, we typically see three wave fronts: the outermost one comes from the free-magnon component; the middle one belongs to the wave function component with two down spins bounded together, but the third one free; the innermost one comes from the component with all three down spins bounded together. We showed this decomposition of the wave function in Eq. (5.32) of Chapter 5. For $\Delta = 4$, the three-spin bound state dominates, causing that the three down spins almost never depart. It is a good interpretation of the infinite $\Delta$ limit of the anisotropic Heisenberg model—it goes to the Ising model, with the initial state to be its eigenstate. Again, for $|\Delta| < 1$, the wave fronts of the bound states get diffuse, and almost disappear for $\Delta = 0.4$.

To sum up this section, through the numerically evaluated wave function, we calculated the evolution of the local magnetization as functions of both site position and time. The local magnetization clearly shows the propagation of the bound states predicted by the Bethe ansatz.

### 6.3 Staggered Magnetization –the Antiferromagnetic Order-Parameter

As discussed in the Introduction, the quantum quench through a critical point is especially interesting. For the anisotropic Heisenberg model, one can prepare the initial state in the antiferromagnetic ordered Néel state

$$|\Psi_0\rangle = \prod_j \sigma_{2j}^- | \uparrow \rangle,$$

and evolve it with the Hamiltonian $\Delta < 1$. It is equivalent to a quench from $\Delta = \infty$ to $\Delta < 1$, through the critical point $\Delta = 1$. The staggered magnetization defined as

$$m_s(t) = \sum_n (-1)^n \langle \Psi(t) | \sigma_n^z | \Psi(t) \rangle$$

is the antiferromagnetic order parameter—it takes the value 1 for anti-ferromagnetic phase and 0 for ferromagnetic phase. Its behavior after a quench is of great interest, as discussed in Section 2.6.2.

![Figure 6.6: The initial state we choose to investigate the evolution of antiferromagnetic order parameter. It can be considered “locally” antiferromagnetic in the gray box.](image-url)
With our contour approach, only the few-down-spin case is feasible. So I prepare the initial state as \( \Psi_0 = \sigma^-_2 \sigma^-_0 \sigma^-_{-2} | \uparrow \downarrow \rangle \). As shown in Fig. 6.6, within a small box consisting of 7 sites, it can be considered to have antiferromagnetic order. I measure the evolution of the staggered magnetization in this box as well.

The results calculated by saddle point approximation for \( Jt \in [5, 12] \) are shown in Fig. 6.7. Note that all the three graphs have the same scale on both axes, therefore can be compared directly. Numerical simulations by Barmettler et al. [7] by the infinite-size matrix product method (iMPS) show oscillation and decay to be the basic features of the the staggered magnetization. Because our set-up is quite different from theirs, as explained in Section 2.6.2, the comparison with their results is very qualitative.

First let’s notice I show results on different time regimes from Barmettler et al. Due to the different definitions of Eq. (1.15) (theirs) and Eq. (3.2) (mine), their exchange coupling \( J \) is four times as large as mine. So the “intermediate” time regime \( Jt < 16 \) they claimed actually corresponds to \( Jt < 4 \) in my convention. In another word, I can show the “large” time regime, compared to theirs. (In my approach, the saddle point approximation does not give high enough accuracy for the time regime \( Jt < 4 \).) Our work is supplementary to each other in this sense.

Generally speaking, the decay rate depending on \( \Delta \) qualitatively agrees with the numerical work, but the oscillation behavior does not. The largest difference happens in the regime \( \Delta > 1 \). My results show oscillation, while the numerical work only shows decay. It is possibly because I only consider a small box and ignore the magnons that propagates away. However, the period of Rabi oscillation (see Section 2.6.2 for details) agrees with expectation. By theory it is

\[
T_{\text{theo}} = \frac{2\pi}{\omega} = \frac{2\pi}{8} = 0.79 \text{(in unit of } Jt). \tag{6.34}
\]

From Fig. 6.7, we can read \( T_{\text{calc}} \approx 0.79 \), and doesn’t show distinguishable dependence on \( \Delta \). So the oscillation frequency agree with the numerical work and non-interacting case. On the other hand, let’s look at the decay rate. In the numerical work, they claim all the decay are exponential except for the non-interacting case \( \Delta = 0 \). But it is only from the observation of data. And in the regime \( 0 < \Delta < 1 \), even the authors of Ref. [7] admit exponential function does not give a good fit. In my results, from Fig. 6.7, it is hard to identify the decaying behavior with a simple function, and it doesn’t make sense to do so because of the “finite box”. But we can still see qualitative agreement with the numerical work. In particular, they found the relaxation time scales diverge when \( \Delta \to 0 \) or \( \Delta \to \infty \), and vanish when \( \Delta \to 1 \) from both sides. From Fig. 6.7, we can clearly see \( m_s(t) \) decays faster as \( \Delta \) is close to 1, while decays slower when \( \Delta \) is away from 1, showing this qualitative agreement. I expect in future work the precise relaxation time scales and their dependence on the
Figure 6.7: The time evolution of the staggered magnetization $m_{\text{s}}(t)$ from the initial state $|\Psi_0\rangle = \sigma_2 \sigma_0 \sigma_{-2} |\uparrow\rangle$, and within a box from site $n = -3$ to $n = 3$. The curves connecting data points are quadratic spline interpolation.
Hamiltonian parameters can be obtained by cunning reformulation of the integral (4.55).

### 6.4 Induced Spin Currents

The quantum quench will induce spin currents, which is defined as the magnetization going through a particular site \( n \) per unit time. If we define the total magnetization to the “right” of a particular site \( n \) as

\[
\hat{N}(n) = \sum_{m=n+1}^{\infty} \sigma_m^z.
\]

The spin current through this site is given by

\[
\hat{J}(n,t) = \frac{d\hat{N}(n)}{dt} = i[\hat{N}(n), \hat{H}].
\]

It is easy to derive

\[
\hat{J}(n,t) = 2iJ(\sigma_n^+\sigma_{n+1}^- - \sigma_n^-\sigma_{n+1}^+).
\]

As discussed in the Introduction, the anisotropic Heisenberg model can be mapped to fermions on a lattice with nearest-neighbor interaction, through a Jordan-Wigner transformation. In the fermionic language, the spins current we define above becomes the usual particle current. I expect the measurement of the currents in the fermionic system to be an easier way to probe the bound states in experiments.

I calculate the expectation of the spin currents \( J(n,t) = \langle \Psi(t) | \hat{J}(n,t) | \Psi(t) \rangle \) from the initial state \( \Psi_0 = \sigma_1^- \sigma_0^- \sigma_{-1}^- | \uparrow \rangle \), which maximizes the bound states. In Fig. 6.8, I show the spin currents through the site \( n = 9 \) and \( n = 15 \) for various values of \( \Delta \). For a particular choice of site \( n \), one can identify certain bound states from the currents. In Fig. 6.8 (a), where the currents are calculated at site \( n = 15 \), the first bump of the currents comes simultaneously for different \( \Delta \). It is due to the free magnons whose propagating speeds are independent of \( \Delta \). Meanwhile, the second bump corresponding to the two-magnon bound state comes in the order of increasing \( \Delta \), since the speed of bound states decreases with \( \Delta \). For \( \Delta = 2 \), time is not long enough to see the two-magnon bound state arrives. In Fig. 6.8 (b) I show the current at site \( n = 9 \), closer to the origin. The free state has already passed for all the \( \Delta \)’s, while the two-magnon bound states can be seen clearly coming in order of increasing \( \Delta \). For \( \Delta = 0.9 \), the three-magnon bound state has too small a weight to show in the current, while for \( \Delta = 1.2 \) one can see the three-magnon bound state arriving.
Figure 6.8: The spin currents measured at (a) site $n = 15$ and (b) site $n = 9$, from the initial state $|\Psi_0\rangle = \sigma_1^+ \sigma_0^- \sigma_{-1}^- |\uparrow\rangle$. One can see bumps caused by different bound states.
Chapter 7
Conclusion and Outlook

7.1 Conclusion

In this thesis I presented an exact approach to obtain the full time evolution of the XXZ Heisenberg spin chain, for generic initial states and any values of parameters. Based on it, I studied various aspects of the quench dynamics of the XXZ model.

I proposed the contour representation of a generic initial state in Eq. (4.3) and proved it mathematically. From it I obtained in Eq. (4.55) the exact time-dependent wave function in an integral form, and used it to compute the time evolution of several physical quantities: the joint probability function, local magnetization, staggered magnetization, and local spin currents, for various values of the anisotropy $\Delta$ and from different initial states. Some of the physical quantities can be analytically studied from the time-dependent wave function, others need evaluations by approximation or numerics, for which I provided explicit methods.

In particular situations, I applied the new approach to two specific quantum quenches of the XXZ spin chain: from a local quench I calculated the propagation of magnons and their bound states; from a global quench I calculated the decay and oscillating behavior of the antiferromagnetic order parameter. All the results were compared to either experimental works by ultracold atoms in optical lattice, or recently developed numerical methods, or both. I further made predictions on the spin currents after a quench.

I expect the real time evolution of the XXZ model would contribute to the understanding of many open questions on the non-equilibrium dynamics of isolated many-body systems.

7.2 Future work

From the methodology aspect, the future work includes extending the contour representation to thermodynamics limit and efficient calculation of observables. These can be achieved possibly by incorporating the algebraic Bethe ansatz with the contour representation. Specifically, the new approach proposed by this thesis provides an efficient representation of the wave function Eq. (4.55),
compactly written as

$$|\Psi(t)\rangle = \int_{\gamma} \d k e^{-iE(k)t} |\vec{k}\rangle |\Psi_0\rangle.$$  (7.1)

It is efficient because $(\vec{k}|\Psi_0\rangle$ is simple to calculate and one doesn’t have to solve the Bethe ansatz equations since $k$'s takes continuous values (as thoroughly explained in Chapter 4). But in the thermodynamic limit, the number of particles goes to infinity, so one has to deal with infinite dimensional integrals. (High dimensional integrable as a numerical problem is already unachievable.) Furthermore, what people are ultimately interested of is the expectation of observables

$$O(t) = \langle \Psi(t)|\hat{O}|\Psi(t)\rangle$$  (7.2)

From the representation above, it can be calculated as

$$O(t) = \int_{\gamma} \d \vec{k} \int_{\gamma^*} \d \vec{p} e^{-i[E(\vec{k}) - E(\vec{p})]t} (\vec{k}|\Psi_0\rangle \langle \Psi_0|\vec{p}\rangle \langle \vec{p}|\hat{O}|\vec{k}\rangle$$  (7.3)

Taking fully advantage of the contour representation, the only difficult part in (7.3) is $(\vec{p}|\hat{O}|\vec{k}\rangle$, the matrix element of an observable in between two Bethe eigenstates, which is called form factor in algebraic Bethe ansatz. There has been systematic work on calculation of form factors both for generic integrable models [98] and for the XXZ model specifically [128]. Even in thermodynamic limit, for some special cases, the form factor can be represented in terms of Fredholm determinant. Unfortunately, when $k$'s and $p$'s are arbitrary, i.e. they don’t have to satisfy Bethe ansatz equations as we require, the form factor takes a very complicated form [98]. To incorporate the results of algebraic Bethe ansatz into Eq. (7.3) and get an analytical result is a possible future direction. It could be difficult, but it will give the full answer to the global quench problem for thermodynamic limit.

Another possible way to get the thermodynamic limit is through the finite-size Yudson representation. In Chapter 5, I introduce the Goldstein-Yudson decomposition (5.44), which follows the same idea as the Yudson contour representation, but works for finite-size situation:

$$|\Psi(t)\rangle = \sum_{\vec{k}} \frac{e^{-iE(\vec{k})t} |\vec{k}\rangle |\Psi_0\rangle}{N(\vec{k})},$$  (7.4)

where $N(\vec{k}) = (\vec{k}|\vec{k}\rangle$ is the norm of the Bethe eigenstate. In this decomposition, the $k$'s are the solutions of the Bethe ansatz equations, and the summation over $\vec{k}$ means summing over all possible solutions, with any permutation of a solution set $\{k_j\}$ being considered a new set of solutions. This unconventional definition of summation comes from the manipulation to simplify the overlap $(\vec{k}|\Psi_0\rangle$ (see Chapter 5 for details). The solutions of the Bethe ansatz equations in the thermodynamic limit are well studied. They can be represented by the distribution functions on strings [95]. Then
physical quantities in thermodynamic limit can be calculated through integral over these distribution functions on strings. Methods following this way are summarized as the Thermodynamic Bethe ansatz (TBA). I expect the summation in (7.4) can be transformed to integrals in a similarly way as TBA. In fact, in some very recent works, the distribution functions of the TBA has been used to study the asymptotic states of integrable models and show the failure of GGE [129, 108, 109]. So it seems promising to combine the TBA with the finite-size Yudson decomposition to give the full time evolution in thermodynamic limit.

Figure 7.1: The “domain wall” initial state of the XXZ model.

From the physics aspect, future works include the study of other interesting initial states. For example, the initial state can be prepared to be a “domain wall”, shown in Fig. 7.1. In the long time limit, a steady spin current is expected. This setup provides a good analogy to the quench problem with the quantum dot, discussed in Section 1.2. It is also expected to test the applicability of the classic Drude’s law in quantum systems. But solution of this problem requires progress in methodology mentioned above.
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Appendix A
Derivation of S-matrix

The exact form of the S-matrix (3.10) is critical for the proof of the contour representation, but it depends on the convention of writing eigenstate. Further more, the detailed derivation is usually absent in books and references, causing a lot of confusion. So here I derive the S-matrix explicitly in this appendix. Without loss of generality, I choose $J = \frac{1}{2}$ in this derivation.

I do it under Sutherland’s convention [64], since it simplifies the summation. Suppose the length of the chain is $L$. I consider the $L + 1$th site to be equivalent to the first site. In later calculation, I’ll do many change of variables like $m_1 \rightarrow m_1 + 1$, where I use $\sum_{m_1}$ to denote “summing over all possible $m_1$”, without caring too much about the boundary at $m_1 = 1, L$. However, we do need to concern the boundary between $m_1$ and $m_2$: I use $\sum_{m_2=m_1+1}$ to denote summing over $m_2$ from $m_2 = m_1 + 1$ and up. With these notations, the two-particle Bethe Ansatz state is

$$ |k_1, k_2\rangle = \sum_{m_1} \sum_{m_2=m_1+1} [s e^{i k_1 m_1 + i k_2 m_2} + e^{i k_1 m_2 + i k_2 m_1}] \sigma_{m_1}^- \sigma_{m_2}^- | \uparrow \rangle $$

$$ = \sum_{m_1} \sum_{m_2=m_1+1} [s e^{i k_1 m_1 + i k_2 m_2} + e^{i k_1 m_2 + i k_2 m_1}] \sigma_{m_1}^- \sigma_{m_2}^- | \uparrow \rangle $$

$$ + \sum_{m_1} [s e^{i k_1 m_1 + i k_2 m_1 + i k_2} + e^{i k_1 m_1 + i k_2 m_1 + i k_1}] \sigma_{m_1}^- \sigma_{m_1+1}^- | \uparrow \rangle \quad (A.1) $$

I separate some terms that behaves differently under operation by the Hamiltonian. We are looking for the $s$ here, from the Schrodinger’s equation $H|k_1, k_2\rangle = E|k_1, k_2\rangle$. From the single particle eigen energy, we know $E = 2(\Delta - \cos k_1) + 2(\Delta - \cos k_2)$. Applying Hamiltonian on the state, we have

$$ H|k_1, k_2\rangle = -\frac{1}{2} \sum_{m_1} \sum_{m_2=m_1+2} [s e^{i k_1 m_1 + i k_2 m_2} + e^{i k_1 m_2 + i k_2 m_1}] $$

$$ \times [2(\sigma_{m_1-1}^- \sigma_{m_2}^- + \sigma_{m_1+1}^- \sigma_{m_2}^- + \sigma_{m_1}^- \sigma_{m_2-1}^- + \sigma_{m_1}^- \sigma_{m_2+1}^-) - 8\Delta \sigma_{m_1}^- \sigma_{m_2}^-] | \uparrow \rangle $$

$$ - \frac{1}{2} \sum_{m_1} (s e^{i k_2} + e^{i k_1}) e^{i(k_1+k_2)m_1} [2(\sigma_{m_1-1}^- \sigma_{m_1+1}^- + \sigma_{m_1}^- \sigma_{m_1+2}^-) - 4\Delta \sigma_{m_1}^- \sigma_{m_1+1}^-] | \uparrow \rangle \quad (A.2) $$
Then we change variables to make every term multiply by $\sigma_{m_1}^- \sigma_{m_2}^- | \uparrow \rangle$:

$$H|k_1, k_2\rangle = 4\Delta \sum_{m_1} \sum_{m_2=m_1+2} \left( se^{i(k_1 m_1 + ik_2 m_2)} e^{ik_1} + e^{ik_1 m_2 + ik_2 m_1} e^{i(k_2)} \sigma_{m_1}^- \sigma_{m_2}^- | \uparrow \rangle \right)$$

$$- \sum_{m_1} \sum_{m_2=m_1+3} \left( se^{i(k_1 m_1 + ik_2 m_2)} e^{ik_1} + e^{ik_1 m_2 + ik_2 m_1} e^{i(k_2)} \sigma_{m_1}^- \sigma_{m_2}^- | \uparrow \rangle \right)$$

$$- \sum_{m_1} \sum_{m_2=m_1+1} \left( se^{i(k_1 m_1 + ik_2 m_2)} e^{-ik_1} + e^{ik_1 m_2 + ik_2 m_1} e^{-i(k_2)} \sigma_{m_1}^- \sigma_{m_2}^- | \uparrow \rangle \right)$$

$$- \sum_{m_1} \sum_{m_2=m_1+1} \left( se^{i(k_1 m_1 + ik_2 m_2)} e^{ik_2} + e^{ik_1 m_2 + ik_2 m_1} e^{i(k_1)} \sigma_{m_1}^- \sigma_{m_2}^- | \uparrow \rangle \right)$$

$$+ 2\Delta \sum_{m_1} \left( se^{ik_2} + e^{ik_1} e^{i(k_1 + k_2) m_1} \sigma_{m_1}^- \sigma_{m_1+1}^- | \uparrow \rangle \right)$$

$$- \sum_{m_1} \left( se^{2ik_2 + ik_1} + e^{2ik_1 + ik_2} e^{i(k_1 + k_2) m_1} \sigma_{m_1}^- \sigma_{m_1+2}^- | \uparrow \rangle \right)$$

$$- \sum_{m_1} \left( se^{ik_2} + e^{ik_1} e^{i(k_1 + k_2) m_1} \sigma_{m_1}^- \sigma_{m_1+2}^- | \uparrow \rangle \right)$$  \hspace{1cm} (A.3)

Notice we have changed the range over which $m_2$ is summed correspondingly. Next, we want to
unify the range of summation, and then make up the terms when we overcounted or undercounted:

\[
H|k_1, k_2\rangle = 4\Delta \sum_{m_1} \sum_{m_2 = m_1 + 1} [se^{ik_1m_1 + ik_2m_2} + e^{ik_1m_2 + ik_2m_1}]\sigma_m^+ \sigma_{m_2}^- |\uparrow\rangle
- \sum_{m_1} \sum_{m_2 = m_1 + 2} [se^{ik_1m_1 + ik_2m_2} + e^{ik_1m_2 + ik_2m_1}]\sigma_m^- \sigma_{m_2}^+ |\uparrow\rangle
+ \sum_{m_1} [se^{ik_1m_1 + ik_2m_2} + e^{ik_1m_2 + ik_2m_1}]\sigma_m^- \sigma_{m_2}^+ |\uparrow\rangle
- \sum_{m_1} \sum_{m_2 = m_1 + 2} [se^{ik_1m_1 + ik_2m_2} + e^{ik_1m_2 + ik_2m_1}]\sigma_m^- \sigma_{m_2}^- |\uparrow\rangle
- \sum_{m_1} [se^{ik_1m_1 + ik_2m_2} + e^{ik_1m_2 + ik_2m_1}]\sigma_m^- \sigma_{m_2}^- |\uparrow\rangle
+ 2\Delta \sum_{m_1} [se^{ik_1} + e^{ik_1}]e^{i(k_1 + k_2)m_1}\sigma_m^- \sigma_{m+1}^- |\uparrow\rangle
- \sum_{m_1} [se^{2ik_2 + ik_1} + e^{2ik_1 + ik_2}]e^{i(k_1 + k_2)m_1}\sigma_m^- \sigma_{m+1}^- |\uparrow\rangle
- \sum_{m_1} [se^{ik_2} + e^{ik_1}]e^{i(k_1 + k_2)m_1}\sigma_m^- \sigma_{m+1}^- |\uparrow\rangle \quad (A.4)
\]

Then we combine the terms of the same category. It turns out the terms with \(\sigma_m^- \sigma_{m+2}^- |\uparrow\rangle\) cancel out. We get

\[
H|k_1, k_2\rangle = (4\Delta - 2\cos k_1 - 2\cos k_2) \sum_{m_1} \sum_{m_2 = m_1 + 1} [se^{ik_1m_1 + ik_2m_2} + e^{ik_1m_2 + ik_2m_1}]\sigma_m^- \sigma_{m_2}^- |\uparrow\rangle
+ \sum_{m_1} [se^{ik_2}(2\Delta - e^{-ik_2} - e^{-ik_1}) + e^{ik_1}(2\Delta - e^{-ik_1} - e^{-ik_2})]e^{i(k_1 + k_2)m_1}\sigma_m^- \sigma_{m+1}^- |\uparrow\rangle \quad (A.5)
\]

We know from Schrodinger’s equation

\[
H|k_1, k_2\rangle = E|k_1, k_2\rangle
= (4\Delta - 2\cos k_1 - 2\cos k_2) \sum_{m_1} \sum_{m_2 = m_1 + 1} [se^{ik_1m_1 + ik_2m_2} + e^{ik_1m_2 + ik_2m_1}]\sigma_m^- \sigma_{m_2}^- |\uparrow\rangle \quad (A.6)
\]

Make them equal, we get

\[
(4\Delta - 2\cos k_1 - 2\cos k_2)(se^{ik_2} + e^{ik_1}) = se^{ik_2}(2\Delta - e^{-ik_2} - e^{-ik_1}) + e^{ik_1}(2\Delta - e^{-ik_1} - e^{-ik_2}) \quad (A.7)
\]
Finally, we get the S-matrix

\[
s(k_1, k_2) = -\frac{1 + e^{ik_1 + ik_2} - 2\Delta e^{ik_1}}{1 + e^{ik_1 + ik_2} - 2\Delta e^{ik_2}}
\]  

(A.8)
Appendix B

Uniform Asymptotic Expansion

In Chapter 6, the asymptotic expansions we obtained for (6.1)

\[ I(\beta, t) = \int_{-\pi/2}^{3\pi/2} \frac{dz}{2\pi} e^{i\gamma(z; \beta)}s(z) \] (B.1)

diverge as \( \beta \to 1 \). Here we use the notation \( w(z; \beta) \equiv i \cos z + i\beta z \) to emphasize \( \beta \) is the special parameter that causes problem at certain values. In this appendix, we introduce the uniform asymptotic expansion, the technique that gives well-defined expansion of (B.1) for any value of \( \beta \).

The basic idea of uniform asymptotic expansion is to find a conformal transformation mapping the exponent function \( w(z; \beta) \) to some other function with the same saddle point structure, which we know how to deal with. Our problem comes from the phenomenon that as \( \beta \to 1 \) (from either side), two first order saddle points \( z_\pm \) of \( w(z; \beta) \) collapse into one second order saddle point \( z_o \). A simple function that has the same pole structure is

\[ \phi(x; \gamma, \rho) = -(\frac{x^3}{3} - \gamma^2 x) + \rho \] (B.2)

which has two first order saddle points \( x_\pm = \pm \gamma \), but they collapse into one second order saddle point \( x_o = 0 \) when \( \gamma \to 0 \). We want to establish a conformal mapping

\[ w(z; \beta) = \phi(x; \gamma, \rho) \] (B.3)

and choose the parameters \( \gamma \) and \( \rho \) in a way that the saddle points of these two functions always have a one-to-one correspondence. With this mapping, the integral (B.1) can be written as

\[ I(\beta, t) = \int_D \frac{dz}{dx} \phi(z(x))e^{(\frac{x^3}{3} - \gamma^2 x) + \rho} \frac{dx}{2\pi} \] (B.4)

where the integral contour \( D \) is the image of the integral contour of \( z \) in (B.1). We want to write the leading order of the integral (B.4) in terms of the Airy function of the first kind, which has the integral representation

\[ \text{Ai}(x) = \frac{1}{2\pi} \int_{\gamma_1} e^{zx - z^{3/3}} dz \] (B.5)

where the contour \( \gamma_1 \) is shown in Fig. B.1. For this to work: (1) the integral contours \( D \) and \( \gamma_1 \) should be asymptotic equivalent –they should come from and go to the same “valleys”, and can
be deformed into each other without getting over any poles. It can be achieved by choosing the proper square roots of some parameters, as explained later. (2) We need to properly deal with the non-exponential-function part of the integrand in (B.4).

Now let’s be specific. First we need to find the parameters $\gamma$ and $\rho$. Let the saddle points $z_{\pm}$ correspond to $x_{\pm} = \pm \gamma$ respectively. Then from (B.3), we get

$$\rho = \frac{1}{2}[w(z_+; \beta) + w(z_-; \beta)]$$  \hspace{1cm} (B.6)

$$\frac{4\gamma^3}{3} = w(z_+; \beta) - w(z_-; \beta)$$  \hspace{1cm} (B.7)

Note that $\rho$ can be uniquely identified as a function of $\beta$. But due to the ambiguity of the cube root, the value of $\gamma$ need to be determined by the structure of the contour. Generally we want to choose the proper argument (phase) of $\gamma$ so that some part of the integral contour in (B.1) is mapped to $\gamma_1$ in (B.5). The detail will vary from case to case, as we will discuss later. Secondly, from the intuition of the saddle point approximation, we deduce that only the values of $\frac{dz}{dx}s(z(x))$ at the saddle points $x_{\pm} = \pm \gamma$ are important. More rigorously, let’s write this term in the following way

$$G(x) \equiv \frac{1}{2\pi} \frac{dz}{dx}s(z(x)) = a_0 + a_1 x + (x^2 - \gamma^2)H(x)$$  \hspace{1cm} (B.8)

The constant term just gives the Airy function, and the linear term can be easily written in terms of the derivative of the Airy function. More importantly, the last term is 0 at the two saddle points $x_{\pm} = \pm \gamma$. As long as the function $H(x)$ doesn’t diverge at $x_{\pm}$, the contribution of the last term to
the asymptotic expansion is diminished. We will show it is indeed the case. The parameters \(a_0\) and \(a_1\) can be found by

\[
a_0 = \frac{G(\gamma) + G(-\gamma)}{2} \quad \text{(B.9)}
\]

\[
a_1 = \frac{G(\gamma) - G(-\gamma)}{2\gamma} \quad \text{(B.10)}
\]

To get \(G(\pm \gamma)\), we need to find \(\frac{dz}{dx}|_{z = z_{\pm}}\). By differentiating (B.3), we get

\[
\frac{dz}{dx} = \frac{\gamma^2 - x^2}{\partial_z w(z; \beta)} \quad \text{(B.11)}
\]

Its value at the saddle points can be obtained by L'Hospital's rule

\[
\frac{(dz)^3}{(dx)^3}\bigg|_{x = \pm \gamma, z = z_{\pm}} = \frac{\mp 2\gamma}{\partial_{zz} w(z_{\pm}; \beta)} \quad \text{(B.12)}
\]

Again, when taking the square root, the phase will be determined through the mapping of the contours. With \(a_0\) and \(a_1\) determined as above,

\[
H(x) = \frac{G(x) - a_0 - a_1x}{x^2 - \gamma^2} \quad \text{(B.13)}
\]

It has removable singularity at the saddle points \(\pm \gamma\), since by L'Hospital's rule

\[
\lim_{x \to \pm \gamma} H(x) = \pm \frac{G'(\pm \gamma) - G'(0)}{2\gamma} \quad \text{(B.14)}
\]

So the contribution of the last term in (B.8) to the asymptotic expansion is negligible. Ignoring this term, we get the asymptotic expansion of (B.1) up to the leading order

\[
I(\beta,t) \approx e^{\rho t} \int_{\gamma} \exp[-t(x^3/3 - \gamma^2 x)](a_0 + a_1 x) dx
\]

\[
= 2\pi ie^{\rho t} \left[ a_0 \frac{0}{t^{1/3}} \text{Ai}(t^{2/3} \gamma^2) + a_1 \frac{1}{t^{2/3}} \text{Ai}'(t^{2/3} \gamma^2) \right] \quad \text{(B.15)}
\]

Note that the term \(s(z_{\pm})\) contributes through \(a_0\) and \(a_1\).

An important feature of this method is that all the quantities defined or calculated above have a well-defined limit as \(\gamma \to 0\) (\(\beta \to 1\)). For example, \(a_1 \to G'(0)\). This is a good limit because \(z(x)\) is a conformal transformation and \(s(z)\) is assumed to be regular, thus \(G(x) \equiv \frac{dz}{dx}s(z(x))\) is a regular function. As another example, to get the \(\lim_{\gamma \to 0} \frac{dz}{dx}|_{z = \pm \gamma}\), we can apply L'Hospital's rule twice to (B.11) and obtain

\[
\left( \frac{dz}{dx} \right)^3\bigg|_{x = 0, z = z_{\pm}} = \frac{-2}{\partial_{zzz} w(z_{\pm}; \beta)} \quad \text{(B.16)}
\]

Note that when \(z_+ = z_-\), the saddle point is second order: \(\partial_{zz} w(z_+; \beta) = 0\), but \(\partial_{zzz} w(z_+; \beta) \neq 0\), so the right hand side of the equation above is still finite. In one word, the uniform asymptotic
expansion removes the diverging behavior when the two saddle points collapse as \( \beta \to 1 \). The decay by different powers of \( t \) is partly absorbed into the special function \( \text{Ai}(x) \), as shown in (B.15).

Next let’s discuss the mapping of the integral contours. It turns out that the integral contour in (B.1) cannot be mapped directly to the \( \gamma_1 \) in (B.5). We need to replace it with some combination of other contours, just like what we did in Chapter 6. In particular, for both of the cases \( 0 < \beta < 1 \) and \( \beta > 1 \), the contour can be divided into two parts \( C_1 \) and \( C_2 \), defined as

\[
C_1 \approx \begin{cases} 
-D_1 + D_2 & 0 < \beta < 1 \text{ (Fig. 6.1)} \\
-D_1 - D_2 + D_3 & \beta > 1 \text{ (Fig. 6.2)} 
\end{cases}
\]

\[
C_2 \approx \begin{cases} 
-D_3 + D_4 & 0 < \beta < 1 \text{ (Fig. 6.1)} \\
-D_3 + D_2 + D_4 & \beta > 1 \text{ (Fig. 6.2)} 
\end{cases}
\]

Here the symbol \( \approx \) means “asymptotically equivalent to”. Note that the D-paths have different definitions for the two cases (see Fig. 6.1 and Fig. 6.2 for details). With this definition, it can be proved that each of \( C_1 \) or \( C_2 \) can be mapped to \( \gamma_1 \) by a proper choice of the phase of the parameter \( \gamma \). (This proof is quite involved. One can check Ref. [127] for details.) Let’s consider \( 0 < \beta < 1 \) as an example. In this case, from (B.7) we get

\[
\gamma^3 = \frac{3i}{2} \left( \sqrt{1 - \beta^2} - \beta \cos^{-1} \beta \right)
\]

So there are three possible choices of \( \arg(\gamma) \): \( \frac{\pi}{6}, \frac{5\pi}{6} \) and \( -\frac{\pi}{2} \). Let’s first map \( C_1 \) to \( \gamma_1 \). The second order saddle points on the \( x \)-plane and \( z \)-plane are \( x_o = 0 \) and \( z_o = \pi/2 \), respectively. Let’s define \( \Delta x = x - x_o \) and \( \Delta z = z - z_o \) to be the relative vectors of the contour \( \gamma_1 \) and \( C_1 \) with respect to the second order saddle points. As a conformal mapping, when \( \Delta z \) and \( \Delta x \) are small, we have the approximation

\[
\Delta z = \frac{dz}{dx} \Delta x
\]

Making use of (B.11), we get

\[
\frac{\Delta z}{\Delta x} = \frac{\gamma^2}{\partial_z w(z_o; \beta)} \quad \text{(B.21)}
\]

\[
\arg(\Delta z) - \arg(\Delta x) = 2 \arg(\gamma) - \arg(w(\pi/2; \beta)) \quad \text{(B.22)}
\]

From Fig. B.5 we see \( 2\pi/3 < \arg(\Delta x) < 4\pi/3 \). When \( \Delta z \to 0 \), \( \arg(\Delta z) = \pi \). It is easy to get \( \arg(w(\pi/2; \beta)) = \pi/2 \). Making use of these fact, we have

\[
-\frac{5\pi}{12} < \arg(\gamma) < -\frac{\pi}{12}, \mod \pi \quad \text{(B.23)}
\]
So among the three possible phases, \( \arg(\gamma) = 5\pi/6 \) is the one to give the correct conformal mapping, namely

\[
\gamma = e^{5i\pi/6} \left[ \frac{3}{2} \left( \sqrt{1 - \beta^2} - \beta \cos^{-1} \beta \right) \right]^{1/3}
\] (B.24)

Similarly, if we want to map \( C_2 \) to \( \gamma_1 \), the only difference would be \( \arg(\Delta z) = 0 \), which leads to \( \arg(\gamma) = \pi/6 \). Generally, by carefully investigating the mapping of contours, all the ambiguous phases of roots can be uniquely determined.

Now let’s list the results calculated by the methods above. Note that for different regions of \( \beta \), the saddle points are different

\[
z_+ = \begin{cases} \sin^{-1} \beta, & 0 < \beta < 1 \\ \frac{\pi}{2} + i \cosh^{-1} \beta, & \beta > 1 \end{cases}
\]

\[
z_- = \begin{cases} \pi - \sin^{-1} \beta, & 0 < \beta < 1 \\ \frac{\pi}{2} - i \cosh^{-1} \beta, & \beta > 1 \end{cases}
\]

(B.25)

For different contours \( C_1/C_2 \), the phases of parameters will be different due to the ambiguous roots. We will denote the integrals of (B.1) over the contour \( C_1/C_2 \) as \( I_1/I_2 \), and list them separately.

- For the integral over contour \( C_1 \),

\[
\rho = \frac{i\pi \beta}{2}
\]

\[
\frac{dz}{dx} |_{x=\gamma} = e^{i\pi/6} \frac{\sqrt{2|\gamma|}}{|1 - \beta^2|^{1/4}}
\] (B.27)

\[
\gamma = \begin{cases} e^{i5\pi/6} \left[ \frac{3}{2} \left( \sqrt{1 - \beta^2} - \beta \cos^{-1} \beta \right) \right]^{1/3}, & 0 < \beta < 1 \\ e^{i\pi/6} \left[ \frac{1}{2} \left( \beta \cosh^{-1} \beta - \sqrt{\beta^2 - 1} \right) \right]^{1/3}, & \beta > 1 \end{cases}
\] (B.28)

\[
a_0 = -\frac{s(z_+) + s(z_-)}{2} \frac{e^{i\pi/6}}{2\pi} \frac{\sqrt{2|\gamma|}}{|\beta^2 - 1|^{1/4}}
\] (B.29)

\[
a_1 = -\frac{s(z_+) - s(z_-)}{2\gamma} \frac{e^{i\pi/6}}{2\pi} \frac{\sqrt{2|\gamma|}}{|\beta^2 - 1|^{1/4}}
\] (B.30)

\[
I_1 = -i^{m+1} \frac{e^{i\pi/6}}{2\gamma} \frac{\sqrt{2|\gamma|}}{|\beta^2 - 1|^{1/4}} \left[ \frac{\text{Ai} \left( t^{2/3} \gamma \right)}{t^{1/3}} \frac{s(z_+) + s(z_-)}{2} + \frac{\text{Ai}' \left( t^{2/3} \gamma \right)}{t^{2/3}} \frac{s(z_+) - s(z_-)}{2\gamma} \right]
\] (B.31)
• For the integral over contour $C_2$,

$$\rho = \frac{i\pi \beta}{2}$$ (B.32)

$$\frac{dz}{dx}|_{x=\pm \gamma} = -e^{5i\pi/6} \frac{\sqrt{2|\gamma|}}{|1 - \beta^2|^{1/4}}$$ (B.33)

$$\gamma = \begin{cases} e^{i\pi/6}[\frac{3}{2}(\sqrt{1 - \beta^2} - \beta \cos^{-1} \beta)]^{1/3}, & 0 < \beta < 1 \\ e^{-i\pi/3}[\frac{3}{2}(\beta \cos^{-1} \beta - \sqrt{\beta^2 - 1})]^{1/3}, & \beta > 1 \end{cases}$$ (B.34)

$$a_0 = \frac{s(z_+) - s(z_-)}{2} e^{5i\pi/6} \frac{\sqrt{2|\gamma|}}{2 \gamma}$$ (B.35)

$$a_1 = \frac{s(z_+) + s(z_-)}{2} e^{5i\pi/6} \frac{\sqrt{2|\gamma|}}{2 \gamma}$$ (B.36)

$$I_2 = -i^{m+1} e^{5i\pi/6} \frac{\sqrt{2|\gamma|}}{|\beta^2 - 1|^{1/4}} \left[ \text{Ai}(t^{2/3} \gamma^2 s(z_+)) + \frac{\text{Ai}'(t^{2/3} \gamma^2 s(z_+)) s(z_+) - s(z_-)}{2 \gamma} \right]$$ (B.37)

Remember what we are looking for finally is $I(\beta, t) = I_1 + I_2$. And we hope to write it in the form

$$I(\beta, t) = I_+ (\beta, t) s(z_+) + I_- (\beta, t) s(z_-).$$ (B.38)

Namely, we want to separate the contributions of the two saddle points, because this form is easy to be generalized to multi-dimensional integrals. For example, the two dimensional integral can be approximated by

$$I(\beta_1, \beta_2, t) = \int_{-\pi/2}^{3\pi/2} \int_{-\pi/2}^{\pi/2} \frac{dz_1 dz_2}{2\pi} e^{i t (z_1 + \cos z_1 + z_2 + \cos z_2)} s(z_1, z_2)$$

$$= I_+ (z_+ (\beta_1)) I_+ (z_+ (\beta_2)) s(z_+ (\beta_1), z_+ (\beta_2)) + I_- (z_- (\beta_1)) I_+ (z_+ (\beta_2)) s(z_- (\beta_1), z_+ (\beta_2))$$

$$+ I_+ (z_+ (\beta_1)) I_- (z_- (\beta_2)) s(z_+ (\beta_1), z_- (\beta_2)) + I_- (z_- (\beta_1)) I_- (z_- (\beta_2)) s(z_- (\beta_1), z_- (\beta_2))$$

$$= \sum_{\delta_1 = \pm, \delta_2 = \pm} I_{\delta_1, \delta_2} s(z_{\delta_1} (\beta_1), z_{\delta_2} (\beta_2))$$ (B.39)

To get (B.38) is straightforward: one needs to sum up (B.31) and (B.37), then separate the terms with $s(z_+)$ and $s(z_-)$. The only thing one needs to pay attention is that $\gamma$ takes different values for both different regions of $\beta$, and different contours $C_1/C_2$. So it is more convenient to define $\gamma$ to be its absolute value

$$\gamma = \begin{cases} \frac{3}{2} (\sqrt{1 - \beta^2} - \beta \cos^{-1} \beta)^{1/3}, & 0 < \beta < 1 \\ \frac{3}{2} (\beta \cos^{-1} \beta - \sqrt{\beta^2 - 1})^{1/3}, & \beta > 1 \end{cases}$$ (B.40)
and manually manipulate all the phases. Finally, with the $\gamma$ defined above, we obtain

$$I_{\pm}(0 < \beta < 1, t) = -i^{m+1} \frac{\sqrt{2\gamma}}{|1 - \beta^2|^{1/4}} \left\{ \frac{1}{2\gamma^{1/3}} \left[ e^{i\pi/6} \text{Ai}(e^{-i\pi/3} \gamma^2 \frac{t^2}{3}) + e^{5i\pi/6} \text{Ai}(e^{i\pi/3} \gamma^2 \frac{t^2}{3}) \right] \right. \\
\left. \quad \pm \frac{1}{2\gamma^{1/3}} \left[ e^{-2i\pi/3} \text{Ai}'(e^{-i\pi/3} \gamma^2 \frac{t^2}{3}) + e^{2i\pi/3} \text{Ai}'(e^{i\pi/3} \gamma^2 \frac{t^2}{3}) \right] \right\} \\
I_{\pm}(\beta > 1, t) = -i^{m+1} \frac{\sqrt{2\gamma}}{|\beta^2 - 1|^{1/4}} \left\{ \frac{1}{2\gamma^{1/3}} \left[ e^{i\pi/6} \text{Ai}(e^{2i\pi/3} \gamma^2 \frac{t^2}{3}) + e^{5i\pi/6} \text{Ai}(e^{-2i\pi/3} \gamma^2 \frac{t^2}{3}) \right] \right. \\
\left. \quad \pm \frac{1}{2\gamma^{1/3}} \left[ e^{-\pi/6} \text{Ai}'(e^{2i\pi/3} \gamma^2 \frac{t^2}{3}) + e^{-5i\pi/6} \text{Ai}'(e^{-2i\pi/3} \gamma^2 \frac{t^2}{3}) \right] \right\} \quad (B.41)$$

We implement (B.25), (B.40) and (B.41) with Mathematica or C++ to get the numerical values of the time-dependent wave functions.