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Atomic nuclei with a few nucleons beyond shell closures are important in under-

standing the evolution of single-particle structure, which is critical to the bench-

marking of nuclear models. With radioactive ion beams, studies near the double

closed shell nucleus 132Sn have been made possible. While the single-neutron

states in 133Sn with N = 83 and 131Sn with N = 81 have recently been verified

to be highly pure, it is important to study further from the N = 82 neutron shell

closure.
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Level energies and spectroscopic information for neutron-rich nuclei also pro-

vide important input for the rapid neutron capture r-process nucleosynthesis cal-

culations. Specifically, it is important to know the location and strength of single-

neutron states with orbital angular momentum ` = 1 when calculating neutron-

capture rates. Surman and collaborators have performed sensitivity studies to

show that varying neutron-capture rates can significantly alter final r-process

abundances. However, there are many nuclei important to the r-process that

cannot be studied. Extending studies to more neutron-rich nuclei will help con-

strain the nuclear shell model in extrapolating to nuclei even further from stability.

The (d, p) neutron transfer reaction has been measured in inverse kinematics

with radioactive ion beams of 126Sn and 128Sn and a stable beam of 124Sn, all in

inverse-kinematics at the Holifield Radioactive Ion Beam Facility at Oak Ridge

National Laboratory, utilizing the SuperORRUBA (Oak Ridge Rutgers University

Barrel Array) of silicon detectors. The present work is combined with previous

studies to complete the set of (d, p) studies on even mass tin isotopes from doubly-

magic 132Sn to stable 124Sn and the systematics of ` = 1 and ` = 3 strengths. The

results of the (d, p) study are used to map the fragmentation of single-neutron

strengths in N ≤ 82 tin isotopes and to calculate the direct-semidirect neutron

capture on these even mass tin isotopes that are important for the astrophysical

r-process.
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Chapter 1

Introduction

The study of nuclear structure is a rich field combining the efforts of theory and

experiment to understand the shapes, sizes, and internal states of the atomic

nucleus. Of further interest is the study of transitions between nuclear states as

well as the decay of the nucleus. Experimental data have established well-known

trends in nuclear structure that theory aims to predict. A whole host of theoretical

models exist, from macroscopic models such as the liquid drop model [Won04] to

microscopic ab initio approaches such as the no core shell model [Nav00, Bar13a].

Naturally, each model has limitations and one must decide which model to em-

ploy based on the isotope itself as well as the structure of interest.

Traditionally, only stable nuclei or those with long half-lives could be stud-

ied, but the advent of radioactive ion beams (RIBs) has pushed studies towards

the limits of existence on the neutron-rich side of the nuclear chart. RIBs have

presented new challenges for experimentalists studying these exotic nuclei. Addi-

tionally, the experimental results are challenging the validity of nuclear structure

theory for nuclei away from stability.
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At the intersection of nuclear structure and astrophysics is the field of nu-

clear astrophysics, which helps to explain how the elements are produced in stars.

Studying the structure of proton-rich and neutron-rich nuclei is providing a dra-

matic impact on nuclear astrophysics as many of these isotopes are on the rapid

proton capture process (rp-process) path and the rapid neutron capture process

(r-process) path, respectively. These processes are largely responsible for the pro-

duction of elements heavier than iron [Cla68].

1.1 The Nuclear Shell Model

Early studies of nuclear structure indicated that there are “magic numbers” of

both protons and neutrons for which certain features exhibit abrupt deviations

from otherwise smooth patterns. These numbers are 2,8,20,28,50,82 for pro-

tons and neutrons with 126 also being magic for neutrons [May49, Hax49]. A

well-known indicator of these magic numbers comes from the two-proton and

two-neutron separation energies [Nil95]. Just beyond the “magic numbers”, the

two-proton and two-neutron separation energies fall off dramatically. A similar

effect is seen in the ionization energy for atomic electrons and their corresponding

“magic numbers“ in the noble gases. Another example exists for isotopes with an

even number of protons and neutrons. For these nuclei, the first excited 2+ state

will be dramatically higher in excitation energy as compared to the local trend
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Figure 1.1: Magic numbers manifest in plot of average excitation energy of the
first excited 2+ state in doubly-even nuclei as a function of neutron number.
Figure taken from Reference [Bru77].

when the nucleus has a magic number of neutrons or protons as shown in Fig-

ure 1.1. In the tin isotopes with 50 protons and away from N = 50 and N = 82,

the first excited state has a spin and parity of 2+ and at an excitation energy

of approximately 1200 keV as compared to about 500 keV for the neighboring

nuclei [Cas00]. However, at N = 82 the first 2+ state in 132Sn is above 4000 keV.

Unlike the atomic shell model described by the electromagnetic force, the

strong nuclear force is not well understood. Still, several important character-

istics of the strong force have been deduced from fundamental principles and

experimental studies. In particular, the strong force is attractive over short dis-

tances (∼2.5 fm), but there is a strongly repulsive “hard core” [Nil95]. The short
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range of the strong force is understood as a consequence of the uncertainty prin-

ciple [Rin80]. Consequently, only a few nucleons can interact with each other at a

time, and thus the nuclear force will saturate. Another key point is that nucleons

must obey the Pauli principle. If two nucleons collide one must be scattered to an

available quantum state above the Fermi energy [Nil95]. Such a collision would

require a large energy transfer and rarely happens, and thus the nucleons can be

considered non-interacting particles.

Nucleons moving in an average central potential created by the constituent nu-

cleons is a many-body system that can be modeled by shells. A three-dimensional

harmonic oscillator is a good starting point for the interaction potential as ana-

lytic solutions exist for the Schrödinger equation in this case. The energy orbitals

are degenerate for 2n + ` and do not reproduce all of the observed “magic num-

bers” as shown in Figure 1.2.

Employing a more realistic Woods-Saxon shape potential is a first step to

improving the nuclear shell model. Figure 1.2 shows that the new potential lifts

some of the degeneracy. However, the predicted “magic numbers” still do not

correspond with observation. The genius of the nuclear shell model was adding a

spin-orbit term to the average potential. Mayer [May49] and Haxel, Jensen, and

Suess [Hax49] independently proposed a spin-orbit term that is attractive when

the orbital angular momentum and spin are aligned and repulsive when they are
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Figure 1.2: Energy levels and shell structure of nuclei shown for different poten-
tials. The left most plot shows the energy levels for a simple harmonic oscillator.
All energy levels are evenly spaced and are degenerate for 2n + `. The middle
plot shows the energy levels for a Woods-Saxon type potential. Some degeneracy
is lifted, but not all shell closures correspond to the “magic numbers”. The right
most plot shows the energy levels using a Woods-Saxon type potential with the
addition of a spin-orbit component. Adding the spin-orbit term reproduces the
observed “magic numbers”. Figure taken from Brown et al. [Bro10].



6

anti-aligned. The addition of this term allowed the nuclear shell model to accu-

rately reproduce the magic numbers as shown in Figure 1.2.

The nuclear shell model is adept at describing stable nuclei at or near shell

closures. Specifically, it is possible to predict the ground state angular momen-

tum, or spin and parity for odd mass isotopes. The orbital angular momentum

for such nuclei is given by the orbital angular momentum of the last unpaired nu-

cleon. For nuclei with an even number of both protons and neutrons, the ground

state spin will be zero with even parity because all nucleons are paired resulting

in zero net orbital angular momentum.

1.2 The r-process

Several processes driven by nuclear fusion are known to produce nuclei up to

iron [Cla68]. Beyond iron it is no longer energetically favorable to produce heav-

ier nuclei through charged-particle fusion. The slow neutron capture process

(s-process) can occur in environments with intermediate temperatures and rel-

atively low neutron densities (∼ 106 n/cm3) such as asymptotic giant branch

stars [Cla68]. The s-process proceeds much slower than beta decay, and thus

this process produces nuclei at or near stability that are heavier than iron. Bur-

bidge, Burbidge, Fowler, and Hoyle noted that a rapid neutron capture process
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Figure 1.3: Chart of the nuclides. Black squares represent stable nuclei. Green
squares represent nuclei that had been observed at the time the figure was made.
Yellow squares represent the believed limits of existence. “Magic numbers” are
indicated on the plot by gray lines. A possible r -process path is indicated by the
red squares. Figure taken from Reference [Hab11].

(r -process) must also exist to explain observed isotopic abundance peaks at ger-

manium, xenon, and platinum [Bur57]. It is believed that the r -process accounts

for more than half of the nuclei heavier than iron. Still, the exact site of the r-

process is not known. Possible candidates include core-collapse supernovae with

both high neutron density (> 1020 n/cm3) and temperature or neutron star merg-

ers with exceedingly high neutron densities [Hil78, Mat90].

While the r -process path is not precisely known, simulations indicate that it

should proceed through neutron-rich nuclei as shown in Figure 1.3. Successive

neutron captures occur rapidly on heavy seed nuclei until a balance is established

between further neutron capture and photodisintegration. Under r -process con-

ditions, neutron capture and photodisintegration rates are much faster than beta
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decay rates, therefore, abundances along an isotopic chain are determined by this

equilibrium [Qia03]. For an isotope with atomic number Z and mass number A,

based on the conditions for statistical equilibrium and a nuclear Saha-type equa-

tion for the photodisintegration rate the abundance ratio for neighboring nuclei

is given by

Y (Z,A+ 1)

Y (Z,A)
=
nn 〈vσn,γ(Z,A)〉
λγ,n(Z,A+ 1)

= nn

(
2π~2

mkT

)3/2(
A+ 1

A

)3/2
G(Z,A+ 1)

2G(Z,A)
exp

[
Sn(Z,A+ 1)

kT

]
, (1.1)

where Y (Z,A) is the abundance of the isotope, 〈vσn,γ(Z,A)〉 is the thermally-

averaged neutron capture rate, λγ,n(Z,A+ 1) is the photodisintegration rate, nn

is the neutron density, k is Boltzmann′s constant, T is the temperature, G(Z,A)

is the nuclear partition function, m is the neutron mass, and Sn(Z,A) is the neu-

tron separation energy [Cla68].

Adding neutrons to a nucleus in general decreases the neutron separation en-

ergy, thus increasing the photodisintegration rate which prevents the r -process

path from extending to more neutron-rich isotopes. The abundance of a couple

of isotopes will build up for a given isotopic chain until the nuclei can beta decay

to a new isotopic chain. For the new isotopic chain, an equilibrium will again

be established as several isotopic abundances grow. These isotopes are known
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Figure 1.4: Observed r-process abundances show peaks near neutron shell closures
at N = 82 and N = 126. Figure adopted from Reference [Ria00].

as waiting points, where a heavy nucleus must wait for a beta decay to a new

isotopic chain before further neutron captures are possible. Immediately beyond

closed neutron shells, the neutron separation energy is drastically diminished.

Consequently, there will be waiting point nuclei near neutron shell closures. Inter-

estingly, observed r-process abundances indicate peaks corresponding to neutron

shell closures as shown in Figure 1.4.

The path of the r -process depends predominantly on the nuclear masses which

determine the neutron separation energies. Additionally, beta decay half-lives

play an important role in this process. For many nuclei near stability and in

the mid-shell region, the neutron capture is dominated by compound nuclear

neutron capture that proceeds through closely spaced states above the neutron

threshold energy. A statistical model such as the Hauser-Feshbach model can

be used to calculate neutron capture cross sections averaged over closely-spaced
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resonances [Hau52]. A sufficient level density of about 10 states per MeV is

required for this approximation to hold [Rau97]. For light nuclei and isotopes

near closed neutron shells, the level density becomes low and it is expected that

direct neutron capture will dominate over resonant capture [Moh12]. In direct

capture, the neutron populates a discrete bound state with a photon emitted

to conserve energy. In semidirect capture the photon strength is enhanced by

the tail of the giant dipole resonance (GDR) and the system decays by electro-

magnetic transitions through the discrete bound states. The direct-semidirect

capture process is sensitive to the excitation energies, spins, parities, electromag-

netic transition probabilities, and spectroscopic factors of the low-lying states in

the final nucleus [Arb05]. Recent work by Surman and collaborators have shown

that neutron capture at late times in the r -process can significantly impact final

isotopic abundances [Sur01].

1.3 Previous Studies

Studies near 132Sn have been of considerable interest as this nucleus represents

a doubly-magic nucleus away from stability. With Z = 50 protons and N = 82

neutrons, one would naively expect nuclei in this region to exhibit classic features

predicted by the shell model. However, the nuclear shell model was developed for

stable nuclei and thus is not guaranteed to well describe nuclei near 132Sn, eight

units from stability.
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Indeed, there has been great interest in studying nuclei near the double-shell

closure of Z = 50 and N = 82 in the era of radioactive ion beams (RIBs) [Jon04,

Jon10, Jon11, Koz12, All14]. In particular, Jones et al. studied the (d, p) reaction

in inverse kinematics with a RIB of 132Sn [Jon10, Jon11]. The reaction populated

f and p-states in 133Sn above the N = 82 shell gap. The excitation energies, spins,

and parities were determined for the 2f7/2, 3p3/2, 3p1/2, and 2f5/2 expected above

the N = 82 shell closure. Using modern reaction theory, spectroscopic factors

were extracted for each state. The extracted values indicated that these states

were pure single particle states in 133Sn despite being eight units away from sta-

bility. More recently, Allmond et al. populated these same states in 133Sn through

the 132Sn(9Be,8Be γ) reaction in inverse kinematics [All14]. This study confirmed

the work of Jones et al., further supporting the pure single-neutron nature of the

observed states.

Kozub et al. studied the (d, p) reaction in inverse kinematics with a RIB of

130Sn (N = 80) to study states in 131Sn [Koz12]. Excitation energies, spins, and

parities were assigned to the same four states above the N = 82 shell gap ob-

served in the 132Sn(d, p) study. The spectroscopic factors extracted for the states

in 131Sn indicated that these states were largely single-particle in nature despite

the main ground state configuration of 130Sn having two neutron holes below the

N = 82 shell closure.
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Since 124Sn is the heaviest stable tin isotope, there have been several ex-

periments that studied states in 125Sn [Str77, Jon04, Tom11]. Tomandl et al.

studied states in 125Sn through the (n,γ) and (d, p) reactions in normal kinemat-

ics. The normal kinematics (d, p) study yielded energy resolution of less than

10 keV as compared to 200 keV for inverse kinematic studies on neutron-rich tin

isotopes [Jon04, Tom11]. The high energy resolution in the normal kinematics

study allowed the researchers to observe the high degree of fragmentation of the

single-neutron strength present in 125Sn.

1.4 Goals of the Study

The goal of the present work is to provide a systematic study of both the nuclear

structure and the resulting neutron capture cross sections relevant to nuclear as-

trophysics for the neutron-rich tin isotopes from stable 124Sn out to doubly magic

132Sn. The (d, p) reaction was studied in inverse kinematics with a stable beam

of 124Sn and RIBs of 126Sn and 128Sn to study the single-neutron states in 125Sn,

127Sn, and 129Sn where the latter two are being studied for the first time. Mea-

suring reaction protons as a function of angle will provide a Q−value spectrum

for each reaction. Using previously known masses, the Q−value of each state can

be converted into an excitation energy in the final nucleus. The population of

each state can be divided into angular bins to produce a differential cross section.
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Comparing the shape of the experimental differential cross section to that of nu-

clear reaction theory calculations will allow for a determination of, or constraint

on, the transferred orbital angular momentum of the given state. Normalizing the

theoretical differential cross section to the experimental differential cross section

provides an experimental spectroscopic factor. The previous differential cross sec-

tions for 130Sn(d, p), and 132Sn(d, p) will be re-analyzed using the same reaction

theory as used for the present study. The excitation energies, spins, parities, and

spectroscopic factors for each state will be used to calculate the direct-semidirect

neutron capture on 124Sn, 126Sn, 128Sn, 130Sn, and 132Sn.

1.5 Structure of the Dissertation

The structure of the dissertation is presented below.

Chapter 2 provides an introduction to the reaction theory used for calculat-

ing differential cross sections for the (d, p) reaction and cross sections for direct-

semidirect neutron capture. This chapter also describes how experimental spec-

troscopic factors are extracted using reaction theory.

Chapter 3 summarizes all of the relevant technical aspects of the experiment

ranging from beam production and target fabrication to detectors and electronics.

This chapter will be of interest to an experimentalist studying transfer reactions.

Chapter 4 details the data analysis used to extract quantities such as differ-

ential cross sections from the experiments. This chapter includes an explanation
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of the calibrations for energy and solid angle and angle determinations.

Chapter 5 details how the data are used to extract spectroscopic factors and

asymptotic normalization coefficients and calculate neutron capture cross sec-

tions.

Chapter 6 summarizes the work presented in this dissertation and presents

a look at the future of transfer reactions on RIBs using charged particle-gamma

coincidences.
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Chapter 2

Reaction Theory

Transfer reactions provide rich spectroscopic data, but reaction theory is needed

to reliably interpret these results. This chapter will detail the critical theories

necessary to extract excitation energies, spin and parity of states, spectroscopic

factors, and neutron capture cross sections. Special attention will be given to

explaining how computer codes use these theories to calculate meaningful quan-

tities and how these calculations rely on observables from experiments.

2.1 Scattering Theory

2.1.1 Basics

When two nuclei interact a myriad of possible outcomes exist. In this section we

will limit the discussion to include only those interactions for which there are two

particles in the final state. In general, the reaction can be written as

A+ a→ B + b+Q or A(a, b)B, (2.1)
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where A is the target, a is the projectile, B is the recoil, b is the ejectile, and

Q is the energy released during the reaction. Q is often described as the mass

difference between the initial particles and the final particles. Each combination

of particles is called a partition [Sat70]. A partition may be further distinguished

by the quantum state of each particle. A channel is defined as a partition with

the particles in given quantum states [Sat70]. It is useful to refer to the parti-

tion A+ a as the entrance channel when both particles are in their ground state.

The partition B + b may have many different configurations which are known as

the exit channels [Sat70]. This chapter will illuminate two of the possible exit

channels: elastic scattering and direct reactions. In the case of elastic scattering

the internal states are unchanged, so B = A and b = a, and hence Q = 0. The

specific direct reaction of interest is the (d, p) reaction, hence, A + d → B? + p.

B? indicates that the recoiling nucleus may be in an excited state.

The entrance and exit channels can be described as the scattering of waves off

of a potential so that a transition amplitude and cross section can be calculated.

First consider a plane wave scattering off a short range potential, V (r). This

simple case will lay the foundation for more complicated discussion to follow.

Since the incoming plane wave, ψi, must satisfy the Schrödinger equation, it can

be shown that

ψi ∼ eikr, (2.2)



17

where k is the wave number [Sat70]. The outgoing wave, ψf , should be a

spherical wave originating from the scatterer and should demonstrate the asymp-

totic behavior

ψf → eikr + f (Ω)
eikr

r
, (2.3)

for r →∞ where f (Ω) ≡ f (θ, φ) is the scattering amplitude [Sat70]. Once the

wavefunctions are known, it can be shown that the number of scattered particles in

a channel α, Nα, is proportional to the square of the scattering amplitude [Ber04].

Ultimately, the differential cross section can be calculated for a given channel, α,

by

dσα(Ω)

dΩ
=

Nα

∆Ω · n · J
(2.4)

where ∆Ω is the solid angle the particles are scattered into, n is the number of

target particles per unit area in the region of the beam interaction, and J is the in-

cident flux of beam particles [Sat70]. The elastic differential cross section [Ber04]

is

dσel(Ω)

dΩ
= |f (Ω)|2 . (2.5)

The total cross section is found by integrating over all angles, thus the total

elastic cross section is
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σel =

∫
dΩ

[
dσel(Ω)

dΩ

]
= 2π

∫ +1

−1

|f (Ω)|2 d(cos θ). (2.6)

Even for the simple case of a spinless particle scattering on a spherical, struc-

tureless target the importance of the scattering amplitude is evident.

However, it is well-known that for nuclear scattering the potential exhibits

both a short-range attractive nuclear component and a long-range repulsive Coulomb

component. Now the potential can be written as V (r) = VC(r) + VN(r), where

VC(r) is the Coulomb potential and VN(r) is a short-range nuclear potential

that vanishes at large distances. The new scattering amplitude is given by the

sum of the scattering amplitudes for each component of the potential, f(θ) =

fC(θ) + fN(θ). Thus, the Coulomb cross section [Sat70] is given by

dσC(Ω)

dΩ
= |fC (θ) + fN (θ)|2 . (2.7)

Customarily, the short-range potential is the area of interest, so the cross

sections are typically normalized with respect to the Rutherford cross section to

extract the nuclear cross section.
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2.1.2 Formal Scattering Theory

The previous method for calculating cross sections provides a simple approach,

but solving for the scattering amplitude can still be a very complicated task.

Again let us consider the case of A(a, b)B, but this time the wavefunctions de-

scribing the internal states will remain general. The wavefunction for each chan-

nel, ψx(rx), is given by the product of the wavefunctions for each particle in the

partition, ψx, where the internal coordinates are given by rx [Sat83].

ψi(ri) ≡ ψA(rA)ψa(ra) (2.8)

ψi(rf ) ≡ ψB(rB)ψb(rb) (2.9)

The wavefunctions for each channel are the eigenfunction solutions to the

Schrödinger equation for the internal Hamiltonians, Hx, with internal eigenener-

gies εx [Sat83].

Hiψi ≡ (Ha +HA)ψi = εiψi (2.10)

Haψa = εaψa, HAψA = εAψA (2.11)

Hfψf ≡ (Hb +HB)ψf = εfψf (2.12)

Hbψb = εbψb, HBψB = εBψB (2.13)

The total Hamiltonian is given by the sum of the internal Hamiltonians, the
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kinetic energy of the relative motion, and the interaction potential. For example,

H = Ha + HA − ~2/2µi ∇2
i + Vi. The total wavefunction, Ψ, can be written as

the expansion

Ψ =
∑
f

χf (rf )ψi(r
′
f ) (2.14)

where the χf are projections of Ψ onto the exit channel, f , and rf are the

internal coordinates of the exit channel [Sat83]. Using properties of the Green

functions [Ber04] the scattering amplitude can now be written as

f(θ) = −2π2

(
2µ

~2

)〈
φk′ |V |ψ(+)

k

〉
(2.15)

where φk′ is the incoming wave with wave number k′ and ψ
(+)
k is the outgoing

spherical wave with wave number k [Sat83]. In this notation, the (+) indicates

the outgoing nature of the wave. This expression for the scattering amplitude

indicates that it is proportional to the matrix element of the potential between a

final free state and the full scattering state. Since these states do not belong to

the same orthogonal set, it is useful to express the scattering amplitude in terms

of matrix elements between the initial and final free states. The set of matrix

elements between free states is represented as

Tk′,k ≡ 〈φk′ |T |φk〉 =
〈
φk′ |V |ψ(+)

k

〉
(2.16)

also known as the T -matrix [Sat83]. The matrix elements give the probability
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of the transition from a state with initial momentum ~k to a state with final

momentum ~k′, through interaction with the potential V . It is now possible to

write the scattering amplitude in terms of a T -matrix element

f(θ) = −2π2

(
2µ

~2

)
Tk′k. (2.17)

2.2 Distorted Wave Born Approximation

Previously in this chapter the Hamiltonian was written as the sum of the kinetic

energy and interaction potential. In some cases it is advantageous to write the

potential as the sum of two terms, V (r) = V1(r) + V2(r), when the scattering

solution for V1(r) can easily be solved for or is already known and is the dominant

term in the potential. It is then possible to treat the weaker potential of interest,

V2(r), as a perturbation to the solution for V1(r) alone. The T -matrix can now be

written as Tk′,k ≡
〈
φk′ |V1(r) + V2(r)|ψ(+)

k

〉
, which yields the more useful form,

Tk′,k =
〈
χ

(−)
k′ |V1(r)|φ(+)

k

〉
+
〈
χ

(−)
k′ |V2(r)|ψ(+)

k

〉
, (2.18)

where ψ
(+)
k are the exact solutions, φ

(+)
k are the plane waves, and χ

(−)
k are the

distorted waves [Sat83].

The Distorted Wave Born Approximation (DWBA) scattering amplitude can

be derived by combining Equation 2.17 and Equation 2.18 and replacing the exact

solutions, ψ
(+)
k , with the distorted waves, χ

(+)
k . The total amplitude is given by
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fDWBA(θ) = f1(θ)− 2π2

(
2µ

~2

)∫
d3r χ

(−)?
k′ (r)V2(r)χ

(+)
k (r) (2.19)

where f1(θ) is the scattering amplitude due to V1(r) [Sat83].

For this approximation to be valid, V2(r) must be weak compared to V1(r).

The approximation uses distorted waves instead of plane waves, and invokes the

Born approximation because the potential is truncated at the first term which is

linear in V2(r). The scattering amplitude can be written specifically for inelastic

channels. V1(r) is an optical potential chosen to describe the elastic channel and

V2(r) is the potential that induces the inelastic transition. The approximation

remains valid provided that elastic scattering is the dominant interaction and the

inelastic channel can be treated as a perturbation. For the inelastic channel, the

scattering amplitude can be written as

f inel
DWBA(θ) = −2π2

(
2µ

~2

)∫
χ

(−)?
f (kf , rf ) 〈b, B |Vint| a,A〉χ(+)

i (ki, ri)d
3rid

3rf

(2.20)

where the entrance channel i = a + A and exit channel f = b + B both de-

scribe elastic scattering off of optical potentials Vi and Vf respectively [Sat83].

The potential Vint induces the inelastic transitions and depends on the type of

reaction and the model chosen to describe it.
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2.2.1 Optical Model Parameters

The potential V1(r) accounts for the many-body problem of elastically scattering

composite particles. In order to simplify the problem, the potential is customarily

described by an optical model potential. The optical model potentials are in

general complex and use the Woods-Saxon form [Per76],

V2(r) = Vc + Vvol(xV vol) +

(
~
mπc

)2

Vso(l · s)
1

r

d

dr
f(xso)

− i
[
Wvolf(xWvol)− 4WD

d

dxD
f(xD)

]
(2.21)

where,

Vc =


ZZ ′e2/r, if r > Rc

(ZZ ′e2/2Rc)(3− r2/R2
c), if r < Rc

(2.22)

Rc = rcA
1/3, (2.23)

f(xi) = (1 + exi)−1, (2.24)

xi = (r − riA1/3)/ai. (2.25)

In Equation 2.21, the terms represent the Coulomb, Vc; real volume, Vvol;

spin-orbit, Vso; and imaginary volume, Wvol, and surface, WD, potentials in the
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optical model parameterization. For each term, the potential radius and diffuse-

ness parameters are given by ri and ai respectively. The radius is defined as the

distance from at which the potential drops to half of its central value [Kra87].

The diffuseness is defined as the distance over which the central value of the po-

tential drops from 90% to 10% [Kra87]. The real terms are sufficient to describe

the elastic scattering channel, and the imaginary terms are used to incorporate

inelastic channels. Typically, the imaginary volume term is set to zero, and the

imaginary surface term alone accounts for absorption.

Ideally, the optical model parameters for both the entrance and exit channels

would be determined by studying the elastic channel on an isotope by isotope

basis. Simultaneously fitting the parameters to elastic scattering data for a given

isotope over a range of different beam energies would provide a sound parameter-

ization. However, this is not always practical, especially for radioactive isotopes

that would require inverse kinematics studies. Instead, a global parameterization

is performed by studying elastic scattering data on stable isotopes over a large

range of both proton and mass number in addition to a range of beam ener-

gies [Sat83]. It is important to note that the optical model parameters cannot be

reliably extracted from data at a single beam energy. Otherwise, the parameters

could be extracted from elastic scattering data during a transfer reaction experi-

ment.
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The present study employed the optical model parameterizations from Lohr-

Haeberli [Loh74], Koning-Delaroche [Kon03], and Chapel-Hill 89 [Var91]. These

values are summarized in Tables 4.2, 4.3, and 4.4. The Lohr-Haeberli parame-

terization included elastic scattering of polarized deuterons at energies of 9, 11,

and 13 MeV off of eight heavy targets ranging from 27Al to 120Sn. The analysis

also included previous elastic scattering data on 18 isotopes for deuteron energies

between 5 and 12.3 MeV.

Two different optical model parameterizations were used for proton and neu-

tron elastic scattering. The Koning-Delaroche parameterization utilized proton

and neutron elastic scattering data off of heavy targets ranging from 24Mg and

209Bi at proton and neutron energies ranging from 1 keV up to 200 MeV. Among

the targets used in the parameterization were both natural tin and 124Sn. The

other optical model parameterization for proton and neutron elastic scattering

was Chapel-Hill 89. The study included data from over 300 isotopes with mass

numbers ranging from 40 to 209, protons energies of 16 to 65 MeV, and neutron

energies of 10 to 26 MeV.

2.3 Adiabatic Wave Approximation

The DWBA formalism described in the previous section is a powerful tool for cal-

culating certain reaction cross sections. However, it has well-known limitations
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such as neglecting deuteron breakup. For nuclear reactions it is often preferable

to choose beam energies above the Coulomb barrier, so as to probe the surface

and interior of the nucleus. Given that the deuteron binding energy is 2.22 MeV,

for heavy nuclei where the Coulomb barrier is relatively high it is expected that

deuteron breakup will be present.

The ADiabatic Wave Approximation (ADWA) has been introduced as an al-

ternative to DWBA. ADWA explicitly treats the case of deuteron breakup and has

been shown to be very accurate when compared to the exact solution for (d, p) and

(p, d) reactions [Nun11]. Johnson and Soper first proposed the zero-range ADWA

formalism which introduces a three body wavefunction for the channel with a

deuteron [Joh70, Joh72]. The transition matrix, TADWA for the (d, p) reaction is

given by

TADWA =
〈
χ(−)
p (rp)φn(rn) |Vnp|ψ(+)

〉
(2.26)

where χ
(−)
p is the proton distorted wave in the exit channel, φn(rn) is the

bound state of the neutron, Vnp is the neutron-proton interaction, and ψ(+) is the

three body wavefunction in the incident channel that satisfies the equation

[
E − TR − Tr − Vnp − Vn

(
R +

1

2
r

)
− Vp

(
R +

1

2
r

)
− Vc(R)

]
ψ(+)(r,R) = 0.

(2.27)
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The coordinates are given by the vectors R = (rp + rn)/2, the position of the

center of mass of the neutron and proton relative to the target, and r = (rp−rn),

the position of the neutron relative to the proton. The total energy is given by

E = Ed − ε0 where Ed is the incident deuteron kinetic energy and ε0 is the bind-

ing energy of the deuteron. Vn and Vp are the nucleon optical model potentials

taken at half the kinetic energy of the incident deuteron, and Vc is the Coulomb

potential.

In the Adiabatic Approximation the three body wavefunction is written as

ψ(+) = P0ψ
(+) +Q0ψ

(+) (2.28)

where P0 = |φ0〉 〈φ0| and Q0 = 1 − P0 are the projection operators and |φ0〉

is the deuteron ground state. In DWBA the second term in Equation 2.28 is

not included. The projection operators are determined by the deuteron elastic

scattering wavefunction, χ0, which is determined by an optical model potential.

Thus, the operators can be defined by

P0ψ
(+)(r,R) = φ0(r)χ0(R). (2.29)

The Adiabatic Approximation assumes that εk − ε0 ≈ 0, allowing the substi-

tution ε0 → εk in Equation 2.27, where εk represents the internal eigenenergies.
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Because Vnp is zero-range, the approximation requires that the neutron and pro-

ton do not drift apart beyond this range in the time it takes the deuteron to

transit the nucleus. Thus, the term adiabatic indicates that the neutron-proton

internal velocities are slow compared to the relative motion of their center of mass.

Yet another improvement to nuclear reaction theory was made by the Finite-

Range ADWA (FR-ADWA) formalism developed by Johnson and Tandy [Joh74].

Again the proton and neutron optical model parameters are chosen at half the

kinetic energy of the incident deuteron, but now the sum of the potentials is

averaged over the neutron-proton interaction, Vnp. In the finite range case, Equa-

tion 2.27 is now written as

[
E + iε− TR − Tr − Vn

(
R +

1

2
r

)
− Vp

(
R +

1

2
r

)
− Vnp(r)

]
ψ(+)(r,R) =

iεφd(r)eiKd·R). (2.30)

In the finite-range treatment, the goal is to discretize the neutron-proton

spectrum by an expansion of ψ(+) in terms of the Weinberg eigenstates defined

by

[−εd − Tr − αiVnp(r)]φi = 0 i = 1, 2, 3, ... (2.31)

where 〈φi |Vnp|φj〉 = −δij. The first member of the set is the bound state
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of the deuteron, which implies that φ1 ≈ φd and α1 = 1. The expansion of the

wavefunction in terms of Weinberg states is given by

ψ(+)(r,R) =
∞∑
i=1

φi(r)χ
(+)
i (R). (2.32)

Introducing the expansion into Equation 2.30 leads to N coupled-channel two-

body Schrödinger equations. It is assumed that truncating to the first term in

the expansion is accurate, and thus a single equation remains:

[Ed + iε− TR − V11(R)]
∣∣∣χ(+)

1

〉
= iεNd |Kd〉 (2.33)

whereNd = −〈φ1|Vnp |φd〉 and Kd is the momentum operator for the deuteron.

In the FR-ADWA the adiabatic potential used for V11 is given by

VFR−ADWA =
〈φd|Vnp(Vn + Vp) |φd〉
〈φd|Vnp |φd〉

. (2.34)

The neutron and proton optical model potentials are folded with the neutron-

proton interaction and averaged over the deuteron wavefunction.
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2.4 Spectroscopic Factors and Asymptotic Normalization

Coefficients

In Chapter 1 the nuclear shell model was presented with simple single-particle

states. However, in reality, nuclear states will mix producing states with similar

spins and parities. The creation of mixed states with the same spin and parity

as a single-particle state serves to fragment the single-particle strength of a given

state. The fragmentation can be quantified by a spectroscopic factor, defined as

the square of the norm of the overlap function for a transfer reaction A(d, p)B:

SBA`j = |A`j|2 (2.35)

where A`j is the spectroscopic amplitude used to describe the overlap function

given by

φBA`j =
∑
`j

A`jϕ
B
A`j (2.36)

and ϕBA`j is the single-particle wave function [Sat83].

In practice, spectroscopic factors are determined experimentally from reaction

theory. It is common for reaction theory calculations to assume a spectroscopic

factor of 1. Thus, by normalizing the theoretical differential cross section to the

experimental differential cross section it is possible to extract the spectroscopic
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factor (S`j) of a state with orbital angular momentum ` and total angular mo-

mentum j [Tho05, Tho07]:

(
dσ

dΩ

)
exp

= S`j

(
dσ

dΩ

)
rxn theory

(2.37)

Of course, the spectroscopic factor is not an observable and is heavily de-

pendent on reaction theory. Specifically, the choice of optical model parameters,

reaction formalism, and bound state geometry of the neutron will greatly influ-

ence the amplitude of the theoretical differential cross section and, hence, the

spectroscopic factor.

In addition to being model dependent, theoretical spectroscopic factors are

largely determined by the interior of the nucleus, despite low energy transfer

reactions being mostly peripheral [Tho07]. Therefore, it might be dubious to

extract spectroscopic factors from such reactions. Regardless, it is possible to

extract a quantity that is model independent and sensitive to the tails of the

nuclear wave function [Muk01]. The asymptotic normalization coefficient (ANC)

is such a quantity that depends on the radial part of the overlap function,

RB
A`j(r)

r>Rn−→ CB
A`j ik h

(1)
` (ikr) (2.38)

where h
(1)
` (ikr) is a spherical Hankel function of the first kind, k is the

wavenumber, and CB
A`j is the ANC associated with the reaction A(d, p)B [Muk01].
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The ANC is the amplitude of the tail of the bound-state overlap function. For

(d, p) reactions the ANC can be interpreted as the probability of finding the trans-

ferred neutron in the nuclear exterior region of the final nucleus B [Muk01]. The

single-particle bound-state wavefunction can also be expressed in the limit of the

nuclear exterior,

φBA`j(r)
r>Rn−→ bBA`j ik h

(1)
` (ikr) (2.39)

where bBA`j is defined as the single-particle ANC [Muk01]. The single-particle

ANC can be calculated from the bound-state potential, usually a Woods-Saxon

shape with standard radius (r = 1.25 fm) and diffuseness (a = 0.65 fm) [Tho09,

Jon11]. Since the radial part of the overlap function is assumed to be de-

scribed by the single-particle bound-state wavefunction and the spectroscopic

factor [Muk01],

RB
A`j(r) ≈

√
S`j φ

B
A`j(r), (2.40)

the square of the ANC can be written as the product of the spectroscopic

factor and the square of the single-particle ANC,

(
CB
A`j

)2
= S`j

(
bBA`j

)2
. (2.41)

Even though spectroscopic factors are model dependent, they can be used to
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calculate an ANC which is independent of model parameters for peripheral reac-

tions.

2.5 Neutron Capture

Compound nuclear capture is the dominant mode of neutron capture. Cross

sections for this reaction are often calculated using a statistical model such as

Hauser-Feshbach [Hau52]. This approach works well for most heavy nuclei where

the level density is sufficiently high and it is possible to average over many closely

spaced resonances and states. However, near neutron shell closures the level den-

sity near the neutron separation energy decreases and it is expected that direct-

semidirect neutron capture will become the dominant mode [Moh12].

It is possible to describe direct capture (DC) using a formalism similar to that

used in the previous section. The direct capture cross section of a neutron, n, by

a target nucleus, A, to yield nucleus B in state i is given by [Kra96]

σthi =

∫
dΩ dσthi /dΩγ. (2.42)

More formally, the cross section is



34

σthi =

∫
dΩ 2

(
e2

~c

)(
µc2

~c

)(
kγ
kn

)3
1

2IA + 1

1

2Sn + 1
×

∑
MAMnMB ,σ

|TMAMnMB ,σ|
2

(2.43)

where i is the state of the nucleus B, Sn and IA (Mn , MA , and MB ) are

the spins (projections) of the corresponding nuclei, µ is the reduced mass in the

entrance channel, σ is the polarization of the electromagnetic radiation (±1), kγ

is the momentum of the emitted radiation, kn is the entrance channel relative

momentum, and T is the multipole expansion of the electromagnetic transition

amplitude. The total direct neutron capture cross section, σDC can then be

calculated by summing over the product of the individual theoretical capture

cross sections for each state, σth, and the corresponding spectroscopic factors

Silj [Kra96].

σDC =
∑

Siljσ
th
i (2.44)

A more sophisticated formalism is required to describe the direct-semidirect

neutron capture used in modern calculations [Par95, Arb05]. Since E1 transi-

tions are significantly faster than other electromagnetic transitions [Won04], we

will limit further derivations to electric dipole transitions described by the density

form of the electromagnetic operator. We will restrict the calculations to capture

of spin 1/2 nucleons on a spin-0 target. Furthermore, it is assumed that the cap-

ture states are entirely single-particle in nature and characterized by quantum
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numbers nf , lf , and jf .

The density form of the radial electric operator is given by

OL = eeff r
L (2.45)

where eeff is the kinematic effective charge defined as

eeff = (−1)LZ

(
1

A+ 1

)L
+ z

(
1

A+ 1

)L
(2.46)

where Z is the charge of the target, A is the mass of the target, and z is

the charge of the projectile. The direct component just described is akin to a

transfer reaction. However, the semidirect component proceeds by the projectile

exciting the giant dipole resonance. The semidirect component of neutron capture

is included via the operator

ODSD
L =

∑
T

h′LT (r)

(
1

Eγ − ELT + iΓLT/2
− 1

Eγ + ELT

)
(2.47)

where ELT , ΓLT , L, and T are the position, width, multipolarity, and isospin of

the giant dipole resonance, respectively, and hLT is the form factor for describing

isovector excitations due to vibrations of the proton and neutron fluids. Once

the operators are defined, it is possible to calculate the capture amplitudes for

electric dipole transitions, G
nf lf jf
c , for each channel. Then the cross section for

capture to each state is defined as
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σ
nf lf jf
γ = 4πα

µc2

~c
kγ
k3
i

∑
c

(2j + 1)
∣∣∣Gnf lf jf

c

∣∣∣2 (2.48)

where α is the fine structure constant, µ is the reduced mass of the system,

kγ is the gamma-ray wave vector, and ki is the wave vector for the captured

neutron. Finally, the total neutron capture cross section can be written as the

sum of capture cross sections into all available states with quantum numbers nlj,

σγ =
∑
nlj

2Jf + 1

2Ji + 1

Snlj
2j + 1

σnljγ (2.49)

where Snlj is the spectroscopic factor associated with the given state.
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Chapter 3

Experimental Details

3.1 Beam Production

All of the beams in this experiment were produced at the Holifield Radioactive Ion

Beam Facility (HRIBF) at Oak Ridge National Laboratory (ORNL). The HRIBF

produced radioactive ion beams with the isotope separation-online (ISOL) tech-

nique [Str04]. A schematic of the HRIBF is shown in Figure 3.1. A beam of pro-

tons from the Oak Ridge Isochronous Cyclotron (ORIC) impinge upon a thick

uranium carbide (UCx) target inducing fission of the uranium. The target-ion

source where the UCx target is located is on a platform held at -200 kV. The

fission fragments diffuse through the target material and follow a transport line

to an electron-beam-plasma ion source (EBPIS) where they are ionized [Car97].

An extractor held at -40 kV relative to the platform accelerates positive ions

exiting the plasma [HRI14]. A mass analyzing magnet (∆M/M ≈ 1/2500) pu-

rifies the beam for the desired mass. The beam passes through a cesium-vapor

charge-exchange cell producing negative ions as required for injection into the

25 MV tandem electrostatic accelerator. Contaminants are magnetically sepa-

rated (∆M/M ≈ 1/10000 to 1/20000) from the beam after the charge-exchange
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Figure 3.1: Schematic of the HRIBF beam production. Figure taken from
[HRI14].

cell. The negative ions enter the low energy side of the tandem where they are

accelerated to the positively-charged terminal. At the positive terminal the ions

pass through a carbon stripper foil which strips electrons from the ions leaving

them positively-charged. The beam is sent around a 180◦ bending magnet and

accelerated down the high energy side of the tandem. There is an additional car-

bon stripper foil one third of the way down the high energy side of the tandem.

If used, this foil can remove additional electrons to accelerate the beam particles

to higher energies. The beam passes through slits before being delivered to the

experimental room. For this experiment, the positive terminal voltage of the tan-

dem was held at ∼24 MV, and the beam was double stripped to achieve a total

energy of 630 MeV for all beams. For the beams of 124Sn, 126Sn, and 128Sn, the

energies were 5.1 MeV/A, 5.0 MeV/A, and 4.9 MeV/A respectively.
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A technique has been pioneered at the HRIBF to purify beams of group 4A

elements of the periodic table such as Sn and Ge [Str03]. During beam production

for this experiment, hydrogen sulfide (H2S) gas was injected into the ion source

transfer line prior to the EBPIS. The gas binds to Sn ions in the transport line

forming tin-sulfide (SnS) molecules more often than other fission fragments of

similar mass. The SnS molecules are then treated as any other particle. The

mass analyzing magnet was configured to transport A = 156, 158, 160 for the

beams of 124Sn, 126Sn, and 128Sn, respectively. Contaminants with similar mass

are unlikely to form sulfide molecules and, therefore, are removed from the beam.

The SnS molecules are broken up in the charge-exchange cell leaving negative Sn

ions. Beam intensities of about 35,000 pps of 128Sn, 100,000 pps of 126Sn, and

250,000 pps of 124Sn were observed in the present study.

3.2 Targets

Thin foils of deuterated polyethylene (CD2)n were prepared as targets for this

experiment by the author. Powdered deuterated polyethylene is dissolved into

p-xylene. The mass of polyethylene is determined in relation to the surface area

and the desired thickness of the foil. The concentration of the solution should

be approximately 0.5 mg/mL. For instance, to produce a 100 µg/cm2 foil on a

substrate with a surface area of 10 cm2, one would dissolve 1 mg of polyethylene

into 2 mL of p-xylene. The solution is heated in a covered beaker to the boiling
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point (∼ 145◦C) and continues to boil for one hour. Once the boil is complete,

the solution is removed from the heat and allowed to cool to about 125◦ C. Next

the solution is poured into a shallow petri dish. The dish should be mostly cov-

ered in order to slow the evaporation of p-xylene. Once all of the solvent has

evaporated away, a polymerized layer of CD2 will be left on the bottom of the

petri dish. To remove the targets one should first score the edges of the desired

target. Warm water is carefully poured into the petri dish to help separate the

foil from the glass substrate. The foil will float to the surface of the water in

about 5 minutes. The thin foil is then poured into a deep dish with warm water.

The target frame should be submerged below the floating foil and slowly raised

out of the water at a 45◦ angle. The thin foil will adhere to the frame where it

should be allowed to dry. A small amount of liquid adhesive may be applied to the

corners of the foil for thicker targets to ensure a solid bond between frame and foil.

We have found that boiling the solution for a full hour reduces surface fluc-

tuations on the foil. It may also be worthwhile to anneal the target by baking it

for about 5 minutes in an oven at 110◦ C. The annealing process may improve

the polymerization of the CD2 thus making the target less brittle. These points

represent new results that may prove very useful for future experiments. We have

used this technique to develop targets for studying the 86Kr(d, p) reaction in in-

verse kinematics. The author played a central role in these advances.
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Figure 3.2: Deuterated polyethylene targets mounted on target drive for
124,126,128Sn(d, p) reaction measurements at the HRIBF. Below the targets a phos-
phor is mounted for tuning the beam to the target chamber.

Although the foil thickness is estimated by the mass of powdered polyethylene

and the surface area of the petri dish, some of the powder is lost during the

process. The thickness of each foil was verified by examining the energy loss of

α particles passing through the target. A 244Cm source emitted α particles with

an energy of 5.805 MeV. These particles were detected in a silicon detector to

measure the full energy. A single foil was placed in between the source and the

detector, and the energy of the α particles passing through the foil were measured.

The energy loss, ∆E, of charged particles through a material is the product of

the stopping power dE/dx and the thickness x [Kra87]:

∆E = −dE
dx
· x. (3.1)

The stopping powers for α particles through polyethylene are well-known
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within the resolution of the silicon detectors [Ber00]. The foils used in this exper-

iment were measured to be 139±17 µg/cm2 and 242±29 µg/cm2. A photograph

of these targets mounted for the experiment is shown in Figure 3.2.

3.3 Detectors

To study the (d, p) reaction on radioactive nuclei it is necessary to perform the

experiment in inverse-kinematics. For heavy ion beams like those used in this

experiment, beam-like particles will be forward focused and elastically scattered

target particles will be forward of 90◦. Reaction protons will be emitted at all

angles, but the reaction cross section is typically highest near 90◦. Given the

kinematics of this experiment, it is critical to have a large solid angle charged

particle detector array immediately backward of 90◦ where the reaction cross sec-

tion is high and there are no elastically scattered target particles. Near 0◦ in

the center of mass frame the elastic cross section can be described by Rutherford

scattering; thus it is also important to have charged particle detectors just for-

ward of 90◦ in the lab frame so as to detect elastically scattered target particles

for beam normalization. A gas-filled ionization chamber at 0◦ can measure the

heavy beam-like particles in coincidence with light particles in the charged parti-

cle detectors. Figure 3.3 depicts the detector setup used in this experiment.
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Figure 3.3: Schematic of detectors used in 124,126,128Sn(d, p) reactions measured
in inverse kinematics. A gas-filled ionization counter was placed at 0◦ to detect
beam-like particles. Two silicon detectors from the SuperORRUBA array covered
angles from 55◦-89◦, and eight more of these detectors covered angles from 92◦-
125◦. Six silicon detectors from the SIDAR array covered the extreme backward
angles from 125◦-160◦. Figure modified from [Ahn13].

3.3.1 Silicon Detectors

As a charged particle passes through a semiconductor, it ionizes the material

producing many electron-hole pairs along its path. The advantage of using semi-

conductors to detect charged particles is that the energy required to produce a

single electron-hole pair, termed the ionization energy, is about 3 eV as compared

to about 30 eV in gas-filled detectors [Kno10]. Thus, the signal produced by

semiconductors is about one order of magnitude greater than the signal produced

by a gas-filled detector for similar incident radiation. The increased number of

charge carriers for semiconductors provides better signal to noise ratio which is

imperative for detecting low energy radiation.
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It is common to make a charged particle detector by forming a reversed biased

diode from two pieces of doped semiconductor. Charge carriers migrate across

the junction of the n-type semiconductor, with an excess of electrons, and the

p-type semiconductor, with an excess of holes. As electrons move to the p-type

material, a net negative space charge builds up on the p side. Conversely, as holes

move to the n-type material a net positive space charge forms on the n side of the

junction. An electric field is formed between the two net spaces charges slowing

the migration of charge across the junction. The volume of material spanned by

the electric field is known as the depletion region [Kno10]. Applying a reverse

bias to the junction can extend the electric field over the entirety of the material.

Doing so ensures that any electron-hole pairs created by incident radiation will

interact with the electric field. The free electron-hole pairs are swept to anodes

present at the boundaries of the n-type and p-type materials. Measuring the

charge collected on either anode provides a method for determining the energy

deposited by the incident radiation.

SuperORRUBA

The SuperORRUBA (Super Oak Ridge Rutgers University Barrel Array) [Bar13b]

is designed to have 2 rings of the BB15 style non-resistive double-sided silicon

strip detectors as shown in Figure 3.4. Typically one ring each would be posi-

tioned immediately forward and backward of 90◦. Each BB15 style detector has
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Figure 3.4: BB15 style detector used in the SuperORRUBA array. Each detector
has 64 non-resistive silicon strips on the front side and 4 non-resistive silicon strips
on the back side.

an active area 7.5 cm × 4 cm. The front side of the detector is divided into

64 1.2 mm × 4 cm strips, and the back side is divided into 4 7.5 cm × 1 cm

strips. The front side strips were oriented perpendicular to the beam direction

while the back side strips were parallel. For this experiment there were 2 BB15

detectors in the forward ring covering 55◦-89◦ and 8 BB15 detectors in the back-

ward ring covering 92◦-125◦. All of the BB15 detectors were about 1000 µm thick.

SIDAR

The SIDAR (SIlicon Detector ARray) [Bar01] is composed of 6 MSL-type YY1 de-

tectors with 16 annular silicon strips per detector. Figure 3.5 shows the MSL-type

YY1 detectors used in the SIDAR. The SIDAR was configured into its “lamp-

shade” configuration where the 6 detectors were tilted 43◦ from perpendicular

to the beam axis and evenly spaced azimuthally. The SIDAR covered the most
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Figure 3.5: MSL-YY1 style detector used in the SIDAR array. Each detector
has 16 annular non-resistive silicon strips on the front side and the back side is a
single silicon pad.

backward angles from 125◦-160◦. All of the MSL-type YY1 detectors were about

100 µm thick.

3.3.2 Ionization Counter

An ionization counter (IC) was placed at 0◦ immediately downstream of the target

chamber. The IC served several purposes during this experiment. First, it was

used as a beam monitor to count the number of particles on target in real time.

126Sn and 128Sn are both radioactive, and it can be difficult to produce high beam

currents for these nuclei. It was critical to maintain the highest beam current

possible to maximize the yield of reaction protons during the allotted beam time.

Additionally, the IC provides a means for determining the total number of beam

particles on target during the entirety of the experiment. The total number of

beam particles on target is used to calculate absolute normalization for the (d, p)

differential cross sections.
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Secondly, the first anode of the IC provided a timing signal used for estab-

lishing coincidences with protons detected in the silicon detectors. There will be

many random events detected in the silicon detectors, but protons from the (d, p)

reaction detected in the silicon detectors will be time correlated with the heavy

recoil from the reaction detected in the IC.

The third purpose of the IC is to identify tin ions in the beam. Although

the beams for this experiment were nearly 98% pure, any beam contaminants

could produce reactions in the target with kinematics similar to the reaction of

interest [Sha11]. Furthermore, fusion evaporation reactions could occur with the

desired beam, however with different kinematics than transfer reactions. The IC

provides a means for both confirming the purity of the beam and identifying the

reaction of interest. However, for heavy beams with A ∼ 130 the IC is not able

to resolve species that differ in mass by one unit, as is the case for (d, p) reactions.

An IC is a gas-filled chamber that detects ionizing radiation. When a particle

enters the chamber, it loses energy as it interacts with the gas. During this pro-

cess the gas becomes ionized producing electrons and positive ions. An external

electric field is applied between an anode and a cathode. The field sweeps the

electrons to the anode and the positive ions to the cathode where the particles

are collected. Drift times for electrons are typically 1000 times faster than for
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positive ions [Kno10]. For high counting rates it is customary to integrate only

the electron-induced signal collected on the anode, which is proportional to the

energy deposited by the particle.

It is common to configure the IC as a ∆E/E telescope. Several anode signals

can be combined near the front of the detector to measure the energy loss (∆E)

of the particle. The remaining anode signals are then combined to measure the

residual energy (E) of the particle. Bethe’s formula describes the energy loss of

a charged particle passing through a material. The energy loss, dE/dx is given

by [Kno10]

−dE
dx

=
4πe4z2

m0v2
NZ

[
ln

(
2m0v

2

I

)
− ln

(
1− v2

c2

)
− v2

c2

]
(3.2)

where v and ze are the velocity and charge of the primary particle, N and

Z are the number density and atomic number of the absorber atoms, m0 is the

electron rest mass, I is the average excitation and ionization potential of the

absorber, and e is the electronic charge. For nonrelativistic particles (v << c)

Equation 3.2 simplifies [Kno10] to

−dE
dx
∝ mz2

E
(3.3)

where m is the mass of the incident particle. The relation in Equation 3.3 can

be used to identify beam particle and contaminants in an IC.
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Figure 3.6: (a) Schematic of ionization chamber and (b) photograph of tilted
anodes mounted in the chamber. Figure taken from [Cha14].

A new IC for high count rates was constructed and commissioned at the

HRIBF prior to this experiment [Cha14]. A diagram of this design and a photo-

graph are shown in Figure 3.6. To improve the response time of the detector, and

hence the maximum counting rate, a tilted entrance window and tilted grid design

were implemented. The grids are tilted 30◦ from perpendicular to the beam axis,

which ensures the external field is not parallel to the beam path. The electrons

and ions drift away from the beam axis which helps to reduce recombination.

This design followed previous work [Kim05] from a group at RIKEN.

Additionally, to increase the counting rate, the electrodes are separated by

0.72 in. polyoxymethylene spacers. Due to the close proximity of the anode and
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the cathode, the drift distance and time are very short for both electrons and

ions. A short drift time increases the response time of the detector and allows

for higher counting rates. This IC has demonstrated accurate counting up to

∼700,000 pps [Cha14].

For this experiment, the chamber was instrumented with 7 anodes and 8 cath-

odes. The first anode was used as a timing signal. Signals for the next two anodes

were combined to measure the energy loss, ∆E, while the last four anode signals

were combined to measure the residual energy, E of the stopped beam. The cham-

ber was filled with tetrafluromethane (CF4) because the gas has been shown to

have fast relaxation times which allows for higher counting rates [Hun88, Chr79].

The gas pressure in the chamber was ∼75 torr. The timing anode was held at a

voltage of 200 V while the other six anodes were held at 300 V.

3.4 Electronics

The high number of electronics channels in this experiment presented several

challenges. A new analog electronics system using Application Specific Integrated

Circuits (ASICs) [Ahn13] was implemented at the HRIBF before this experiment,

but the present study was the first campaign to rely solely on the new system.

Figure 3.7 shows a typical conventional electronics setup.
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Figure 3.7: Typical conventional electronics setup for transfer reactions. Detec-
tors output current pulses proportional to the energy deposited. Preamplifiers
integrate the charge in the signal and produce a voltage pulse. The voltage pulse
is amplified and shaped before being sent off to logic modules and ADCs. Figure
taken from [Ahn13].

In the conventional electronics setup, an electrical current pulse is produced

by the silicon detectors or ionization counter. A preamplifier integrates the cur-

rent to produce a voltage pulse with amplitude proportional to the charge out of

the detector. The signal out of the pre-amplifiers is only a few hundred mV and

may have a long decay time which could lead to overlap of different signals. A

shaping amplifier increases the amplitude of the voltage signal and ensures the

signal has a quick decay time so that signals are less likely to overlap. The shaped

signal is sent to a discriminator that can be configured to reject low amplitude

signals that are likely to be electronic noise. Signals from the discriminator are

sent to a logical OR module to create a trigger signal. The trigger signal is sent

to a peak-sensing analog-to-digital converter (ADC) to create a gate for the peak-

sensing ADC to read input signals. A copy of the signal from the discriminator is

sent directly to the peak-sensing ADC and is digitized and recorded when a gate

is received from the logical OR module. The peak-sensing ADC outputs a busy

signal while it is reading data so that no other signals are recorded.
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3.4.1 Application Specific Integrated Circuits

The physical space and cost of implementing the conventional electronics setup

just described poses a problem for experiments with a large number of electron-

ics channels. For such an experiment, it is worthwhile to use ASICs that com-

bine the functionality of several modules described above into a single electronics

chip. Each ASICs chip serves as shaping amplifier, discriminator, and peak de-

tector [Ahn13]. Figure 3.8 shows a schematic diagram of the electronics setup

configured with ASICs.

In Figure 3.8, an XLM (Xilinx Logic Module) is shown in the data stream. An

XLM is a programmable logic module used to load DAQ (data acquisition) com-

mands and initial setup parameters onto the ASICs motherboard and the ASICs

chipboards. The XLM commands the ADC to save data when desired triggering

conditions are satisfied. The module contains a field-programmable gate array

(FPGA) allowing for easy modifications. A VME (Versa Module Europa) crate

connects the XLM to the VME I/F module that reads data from the peak-sensing

ADCs and transfers the data to a network connected computer.

Implementing an ASICs system presents many challenges and was part of the

thesis work of Sunghoon Ahn [Ahn13]. A large number of files are required to
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Figure 3.8: Schematic of electronics setup with ASICs implementation. The
ASICs chips take the place of the shaping amplifiers and discriminators used in
the conventional electronics setup. Figure taken from [Ahn13].

allow the data acquisition system to communicate with the ASICs system, the

XLM, and the VME I/F. These files handle the communication between the sys-

tems necessary for triggering and storing data. Additional files are needed to

load parameters into the XLM and ASICs system. Once the system is running

the ASICs chipboards will put off a large amount of heat. It is imperative that

some form of cooling is used. For these experiments fan cooling was used to

maintain safe operating temperatures for the ASICs system. A common failure

mode from overheating was a damaged voltage regulator on the motherboard,

resulting in the loss of power to the board. It was also found that the chip boards

could become damaged resulting in the loss of some channels on that chip. Cool-

ing plates can be attached to the chip boards to reduce the probability of damage.
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Chapter 4

Results

In this chapter we present a complete description of the analysis techniques re-

quired to convert raw particle energies measured in individual silicon strips into

Q-value spectra for each reaction and ultimately differential cross sections for the

observed states. As explained in similar studies [Jon11], the SIDAR was exposed

to a small number of reaction protons due to covering extreme backward angles

in the laboratory frame. Only for ` = 0 transfers would we expect to detect many

reaction protons at these angles. Consequently, the focus of this chapter is on the

measurements with the BB15 SuperORRUBA detectors.

4.1 Silicon Detector Calibrations

Silicon detectors are commonly used for detecting charged particles such as pro-

tons from nuclear reaction experiments [Kno10]. These detectors have good in-

trinsic energy resolution and can be highly segmented to provide excellent angular

resolution. Furthermore, the detectors can be made into arrays that cover large
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solid angles and have high detection efficiencies. The last two points are criti-

cal for experiments with radioactive ion beams where beam intensities are often

quite low. Still, it is critical to have sound calibration techniques to utilize the

effectiveness of these detectors.

4.1.1 Energy Calibrations

Each electronics channel has its own gain and offset due to the preamplifier and

the ADC. To properly measure the gain and offset, each channel must be cali-

brated with inputs of known energy. The ADCs used with the ASICs system have

non-negligible energy offsets, so it is important to have several calibration points

spanning a large range of energies.

Table 4.1: Decay energies and branching ratios for 244Cm, 241Am, and 239Pu.
These nuclei were used for the silicon detector energy calibrations [ENS11].

Isotope Branching Ratio Energy (MeV)

244Cm
76.90%
23.10%

5.805
5.763

241Am
84.80%
13.10%

5.486
5.443

239Pu
70.77%
17.11%

5.157
5.144

A common technique for calibrating silicon detectors is to measure alpha par-

ticles with a known energy in the detector of interest [Kno10]. A metallic disc

electroplated with 244Cm, 241Am, and 239Pu was inserted at the target position

for the energy calibration. The energies and branching ratios of these nuclei are
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shown in Table 4.1. Figure 4.1 shows the raw calibration data for a single front

side strip in a BB15 style detector using the triple-alpha source described above.

Figure 4.1: The alpha energy calibration data for a single front side strip of a BB15
style SuperORRUBA detector prior to the 124Sn(d, p) experiment. The alpha
source contained three different isotopes; 244Cm, 241Am, and 239Pu. Table 4.1
summarizes the characteristics of these nuclei. In this figure the strip has not been
calibrated, therefore, energy of each alpha peak is given by a channel number in
the ADC.

The alpha data provide a nice set of calibration points at energies near the

upper end of the dynamic range of the ADCs, but an electronic pulser is neces-

sary to provide low energy inputs. Figure 4.2 shows data from a pulser. A signal

of known energy is sent directly into the preamplifier and then treated just as a

signal from the detector.
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Figure 4.2: The pulser energy calibration data for a single front side strip of a
BB15 style SuperORRUBA detector prior to the 124Sn(d, p) experiment. The
pulse heights of the three peaks are 115 mV, 225 mV, and 335 mV. The pulser
provides energy calibration at much lower values than alpha sources and is thus
quite valuable. In this figure the strip has not been calibrated so the energy of
each pulser peak is given by a channel number in the ADC.

Combining the pulser and alpha data provide a complete set of calibration

data. A linear regression of the calibration data provides a reliable measure of

the gain and offset of each electronics channel. During our study we found that

the addition of pulser data made little impact on the final gains and offsets when

compared to the values calculated solely from the alpha data. Still, it is recom-

mended to incorporate pulser data to confirm the linearity of the ADCs, and to

ensure the calibration spans the full dynamic range of the ADCs.
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Once the detector has undergone a basic energy calibration, each electronics

channel should have the same input voltage to the ADC for a given signal. Fig-

ure 4.3 shows the results of applying gain calibrations to a BB15 style detector

in the SuperORRUBA at the conclusion of the 124Sn(d, p) experiment. The plots

depict the energy of the incident signal as a function of strip number on the de-

tector. Prior to the gain calibrations, the dominant alpha peaks for each source

shown in Table 4.1 appear at different voltage inputs to the ADC as displayed in

the top panel. However, once the gain calibrations are applied, each alpha peak

manifests at the same voltage input in each electronics channel as seen in the

bottom panel.

4.1.2 Angle Determination

The laboratory polar angle of each silicon strip in the SuperORRUBA can be

determined from the geometry of the array relative to the target position. For

the backward ring of BB15 detectors in the SuperORRUBA, the strip angle is

given by

θbackward = 90◦ + tan−1

[
w ∗ j + d1

r1

]
, (4.1)

where w is the width of the strip, d1 is the projection along the z−axis of the

distance from the target to the nearest front side strip on the detector, j is the

strip number, and r1 is the radius of the array of detectors. Similarly, for the
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Figure 4.3: 2D energy vs detector strip number for a BB15 style detector prior
to the 124Sn(d, p) experiment. The top panel shows a single detector prior to any
energy calibrations. The centroid of each alpha peak varies from strip to strip.
The bottom panel shows the same detector after applying the energy calibration.
All of the alpha peaks line up at the same input voltage to the ADC. Strips
1, 12, and 33 had bad resolution as evidenced by the poor resolution of each
individual alpha peak, and strip 51 has no data. These issues are due to the
ASICs electronics and detector damage, respectively.
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forward ring of BB15 detectors in the SuperORRUBA, the strip angle is given by

θforward = 90◦ − tan−1

[
w ∗ (65− j) + d2

r2

]
, (4.2)

where d2 is the projection along the z−axis of the distance from the tar-

get to the nearest front side strip on the detector, r2 is the radius of the array

of detectors, and all other parameters are the same as for the backward ring

of detectors. The detector strip number, j, is defined so that j = 1 near the

detector mounting screw holes and continues to j = 64. For the BB15 de-

tectors w = 1.2 ± 0.1 mm, and during this experiment d1 = 3.7 ± 1.0 mm,

d2 = −2.0± 1.0 mm, r1 = 127.0± 2.0 mm, and r2 = 113.5± 2.0 mm. The polar

angular range of the SuperORRUBA was θbackward = 92 ± 1◦ to 122 ± 1◦ and

θforward = 56± 1◦ to 90± 1◦.

4.1.3 Energy Straggling

Once each silicon strip has been calibrated, the detectors will provide the angle

and energy of a particle with the assumption it originated at the target position.

However, the target has some non-negligible thickness. When a heavy ion from

the beam passes through the target it will deposit some energy into the material.

It is well-known that for a charged particle moving through matter, the energy de-

position is proportional to the square of the charge of the particle [Jac99]. Thus,

a tin ion with Z = 50 will lose much more energy traversing the target than a
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proton with Z = 1. A tin ion that undergoes a transfer reaction at the front of the

target will have more energy than a tin ion that traverses the extent of the target

before inducing a transfer reaction. Using the energy loss code STOPIT [Mil02]

we calculate the energy loss of a 630 MeV ion of 128Sn passing through a foil of

240 µg/cm2 deuterated polyethylene to be 16.5 MeV. Assuming the interaction

occurs at the center of the target results in a 3% uncertainty in the energy of the

beam.

Correcting for the energy straggling of the protons leaving the target requires

knowing the angle of the emitted particle, as the path length through the material

depends on this angle. Using the code STOPIT, the energy loss of protons passing

through a foil of deuterated polyethylene was calculated for the expected range

of proton energies over the angular range of the SuperORRUBA. The energy

correction must also be valid for the elastically scattered deuterons. Since the

reaction was assumed to be at the center of the target and deuterons and protons

experience roughly the same amount of energy straggling, we need only calculate

energy loss for the backward ring of the SuperORRUBA. The difference in energy

loss for a proton and deuteron passing through a 121µg/cm2 CD2 foil is on the

order of 1% in the energy range of interest. The energy loss for protons and

deuterons will be approximately symmetric about 90◦ in the laboratory frame for

the reasons just listed. The energy loss Eloss(θ, Ep) can be modeled by
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Figure 4.4: Proton energy straggling correction function. Using the code STO-
PIT, the energy loss of a proton with given initial energy and path length travers-
ing through deuterated polyethylene was calculated. This plot was produced for
a proton exiting the center of a 140 µg/cm2 deuterated polyethylene foil. The
z-axis is the difference in energy between the given initial proton energy and the
calculated initial energy. The plot shows that the energy loss equation repro-
duces the actual proton energy to within several keV for most of the range of
interest. At θLAB near 90◦ the calculation begins to diverge from the actual value
by over 10 keV, especially for low energy protons. However, most of this region
is shadowed by the target ladder and is not a concern.

Eloss(θ, Ep) =
a · eb·Ep + c

θ − 90◦
(4.3)

where θ is the laboratory angle of the emitted proton, Ep is the residual energy

of the proton as detected in a silicon detector, and a, b, and c are constants to be

fit. Using the energy loss results from STOPIT, a chi-square fit returned values
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of a = 1.5 MeV, b = −0.6/MeV, and c = 0.2 MeV. Figure 4.4 shows the differ-

ence in MeV between the initial particle energy and the reconstructed energy as

a function of initial energy and laboratory angle.

4.1.4 Solid Angle Calibration

In order to calculate differential cross sections it is necessary to know the solid

angle of each detector. The solid angle of each silicon strip can be calculated

from geometry; however, it is often preferable to measure the solid angle using an

alpha source of known activity. One advantage of this technique is that it does

not compound uncertainties from measuring the geometry of the detector arrays.

Additionally, any intrinsic flaws that might impact the efficiency of a given silicon

strip are folded into the measurement.

For this experiment a 244Cm source was placed at the target position where

it could illuminate half of the SuperORRUBA. Data were collected for a precise

amount of time and then the source was rotated to illuminate the other half of the

array so that data collection could begin again. The source was known to have

an activity of 3006 counts per second into 4π steradians as measured on October

28, 2009. The half-life of 244Cm is known to be 181 years, and the date of the

solid angle calibration was on March 19, 2012. The present activity, A2, can be

determined by



64

A2 = A1e−t·ln(2)/T1/2 , (4.4)

where A1 is the activity at an earlier time, T1/2 is the half-life of the nucleus,

and t is the time duration between the two measurements.

The activity was calculated to be 2740 counts per second at the time of the

calibration. Since the source was mounted on a slide it only illuminated 2π stera-

dians, and thus the activity was 1370 counts per second into the direction the

source was pointing.

Once the activity of the source is known, the solid angle of a given strip Ωi is

calculated by

Ωi =
Ni

A2 · T
(4.5)

where Ni is the number of alpha particles detected in a given silicon strip in a

known amount of time T . As a check, the solid angle of each silicon strip was also

calculated from geometry. The solid angle of a given strip in the SuperORRUBA

can be calculated from the geometrical relation

Ωi =
A

r2
(4.6)

where A is the surface area of the silicon strip and r is the distance from the
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target to the center of the strip. The active area of a silicon strip on a BB15 style

detector is 1.17 mm x 40.3 mm, resulting in an active area of 47.15 mm2. Thus,

only the distance from the target to the strip is needed. A comparison of the two

methods showed agreement to within better than 4%. For the final analysis the

solid angles determined from the alpha source were used as these measurements

also included the efficiency of each strip.

4.2 Particle Identification

Charged particles were detected in the SIDAR and SuperORRUBA in coincidence

with heavy ions in the ionization counter. A time-to-amplitude converter (TAC)

takes two time signals and outputs a voltage pulse with amplitude proportional

to the time difference between the two input signals. Using the silicon trigger as

the start signal for the TAC, and the first anode in the ionization counter (de-

layed by ∼ 4µs) as the stop signal for the TAC, it was possible to identify a peak

corresponding to target induced events. The TAC spectrum shown in Figure 4.5

is from the 128Sn(d, p) reaction. Gating on the events within this peak reduces

the number of random events in the particle spectra, greatly enhancing the (d, p)

reaction protons of interest.

In order to further clarify the silicon spectra, it is useful to gate on heavy

particles detected in the IC. The detector was setup with an energy loss (dE) and

residual energy (E) region, where the incident radiation passed through the dE
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Figure 4.5: TAC spectrum for the 124Sn(d, p) reaction generated by a start signal
from the silicon detectors and a stop signal from the ionization chamber. Both
the transfer and elastic channel are contained in the peak.

depositing some energy before stopping in the E and depositing all of its residual

energy. By plotting the energy deposited in the dE against the sum of the energy

deposited in the dE and E, it is possible to identify different species as based on

their masses and charges as described in Section 3.2.2 of this dissertation. It is

also worth noting that requiring a coincidence between both the dE and the E

helps to reject random noise present in either signal.

It is possible for incident radiation to strike the grid wires of the IC itself.

These events are perfectly fine and should be included in the data analysis. Such

events show up in Figure 4.6 as a series of centroids on both the left and top of

the plot. The strong centroid in the upper right hand corner of the plot is from
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Figure 4.6: A dE vs. dE + E spectrum from the ionization counter during the
124Sn(d, p) experiment. There are centroids along the left and top side of the data
corresponding to the beam particles striking grid wires in one of the anodes. The
intense centroid in the upper right corner is the a combination of the unreacted
124Sn ions and the 125Sn ions from a transfer reaction.

both unreacted beam and heavy residues from the reaction. This figure is taken

from the 124Sn(d, p) experiment, so the focus in the upper right hand corner of

Figure 4.6 are both 124Sn and 125Sn. The mass difference between the two nuclei

is only 0.8%, so the IC is not able to resolve the two species. The focus in the

bottom left corner of the plot is noise from the electronics and should not be

included in the analysis of the silicon detectors. By gating on the counts in the

middle of the triangle it was determined that there were good (d, p) events corre-

lated with many of these counts. The streaks originating from the grid wire foci

are believed to be due to real ions striking grid wires in coincidence with random

signals. Thus, in order to improve the quality of the silicon spectra, a gate was

placed around all events in the IC except for the foci near the origin.
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Figure 4.7: A 2D plot of energy vs strip number for all BB15 style detectors
backwards of θLAB = 90◦ during the 124Sn(d, p) experiment. The top panel shows
the raw data without any gating. The bottom panel shows the same data after
gating on the TAC peak and anti-gating on the noise in the IC.

Gating on the TAC peak and good events in the IC dramatically improved

the quality of the silicon detector data. Figure 4.7 shows a single BB15 detector

from the 124Sn(d, p) experiment without any gates applied, and then with these

gates described above.
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4.3 Beam Normalization

In order to normalize the differential cross sections, it is imperative to understand

the integrated number of beam particles on target and the number of particles

in that target. Ideally, a beam counter at 0◦ in the lab frame would count all

incoming beam particles. The IC in this experiment provides a good tool for this

approach. However, there are several issues that arise using this method. Any

pileup that occurs in the ADC must be accounted for. Pileup is a situation where

nearly simultaneous events are detected, causing an artificially high energy to be

read into the ADC. It is possible to interpret the pileup events and reconstruct

the total number of particles into the IC, but it may be difficult to quantify the

uncertainty.

Another approach is to compare the differential cross section for elastically

scattered deuterons from the target to the well-known Rutherford scattering cross

section [Jon11, Ahn13, Sch12]. By normalizing the elastic cross section to the

Rutherford cross section it is possible to obtain the product of the integrated

number of beam particles and the total number of target particles. Jones et al.

showed that calculated cross section is dominated by the Coulomb potential, thus

the choice of optical model potential is not critical [Jon11]. For this study Lohr-

Haeberli global potentials [Loh74] were used for the deuteron optical potential.

The normalization factor N is given by,
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Figure 4.8: Ratio of measured elastically scattered deuterons to the Rutherford
differential cross section. The deuteron data are scaled to the elastic scattering
calculation (red curve). Blue dots shows the data from the BB15 style detectors.
Statistical uncertainties are the size of the points for the data. Furthermore, a
similar discrepancy has been noted in previous experiments [Jon11, Ahn13].

N ·
(
dσ

dΩ

)
el

=

(
dσ

dΩ

)
Ruth

(4.7)

where
(
dσ
dΩ

)
el

is the unnormalized deuteron elastic cross section and
(
dσ
dΩ

)
Ruth

is the calculated Rutherford scattering cross section. To normalize the (d, p)

reaction cross section one must multiply the unnormalized cross section by the

normalization factor N .

There are two distinct advantages to this approach: it only requires one mea-

surement and it takes into account the actual beam on target interaction. The

rate of particles being measured in the silicon detectors is much lower than the

rate of particles into the IC. Counting in the silicon detectors is more reliable due
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to these decreased rates. As for the target, it is possible that it could degrade

over time. It is also possible that the target density is not uniform. In either of

these cases it would prove difficult to precisely determine the target thickness at

the interaction point, especially if the beam spot drifted during the experiment.

Measuring the elastically scattered deuterons automatically accounts for all of

these complications.

The elastic yield is measured in a region where the scattering is dominated by

Coulomb effects and is independent of the interior of the nuclear wavefunction,

and thus the choice of optical model parameters. Previous studies have shown

that for θCM < 30◦ both the energy and angular resolution quickly degrade be-

cause the lowest energy particles are scattered at the most forward center-of-mass

angles [Jon11, Ahn13, Sch12]. The same effect is observed in the present study,

as shown in Figure 4.8 for 124Sn(d,d). The data were fit to a FRESCO [Tho88]

calculation over the range 30◦ < θCM < 45◦. For the calculation, the poten-

tial included both a Coulomb and nuclear component, where the optical model

parameters for the deuteron wavefunction were taken from Lohr-Haberli global

nuclear potentials [Loh74]. Previous studies [Jon11, Ahn13, Sch12] also indicate

a bump in the data near θCM = 35◦, so this feature is considered to be normal

and the data points were ignored in the fit. The uncertainty in the fit was taken

to be 10% from a chi-square minimization.
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4.4 Single-Neutron States

The primary focus of these experiments is to study single-neutron states above

the N=82 shell gap. The first step is to identify states from the Q-value spectrum

for each reaction. Extracting the centroid of the Q-value for each state enables a

calculation of the excitation energy of this state in the final nucleus. Once a state

has been identified it may be possible to assign a value to the orbital angular mo-

mentum, `, transferred in the reaction. The data for each state are divided into

angular bins and the differential cross section is plotted as a function of center

of mass angle. Comparing reaction theory calculations to the differential cross

section may allow us to determine `. Although the spin is not uniquely defined

by `, it can often be inferred. Finally, a spectroscopic factor is determined by

normalizing the theoretical differential cross section to the measured results. The

extracted spectroscopic factor will depend strongly on the inputs into the theo-

retical calculation.

4.4.1 Reaction Q-values

A separate Q-value spectrum was produced for each radioactive ion beam exper-

iment. The reaction Q-value is the mass difference between the initial reaction

channel and the final channel [Kra87]. For a binary reaction with initial masses

mbeam and mtarget and final masses mejectile and mrecoil, the relativistic Q-value is

given by
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Q = mbeam +mtargetmejectile − [m2
beam +m2

target +m2
ejectile

+ 2mtargetEbeam − 2Eejectile (Eejectile +mtarget) + 2PbeamPejectile cosψ]1/2 (4.8)

where Ebeam is the total beam energy, Eejectile is the total ejectile energy, Pbeam

is the relativistic momentum of the beam, Pejectile is the relativistic momentum

of the ejectile, and ψ is the scattering angle of the ejectile relative to the beam

axis [Mar68].

The beam energy is taken to be the residual energy of the incoming tin ions

halfway through the target. The masses and relativistic momenta of the beam,

target, and ejectile are known. By measuring the energy and angle of each ejectile

it is possible to calculate the relativistic Q-value on an event-by-event basis.

124Sn(d, p)

In the 124Sn(d, p) Q-value spectrum shown in Figure 4.9, there are three promi-

nent states observed near Q = 0 MeV. There appears to be a doublet of states

near Q = 3.25 MeV, and potentially several states below Q = −1 MeV. A Gaus-

sian was fit to the three prominent peaks to extract the centroid of the peak. The

uncertainty in the centroid was determined from the full width at half maximum

(FWHM), since FWHM= 2.354 × σ. Once the Q-value of a state is known, the



74

excitation energy of the state can be determined from the kinematics calculator

CATKIN [Cat04]. For the moment the peaks will be labeled A, B, and C in

order of decreasing Q-value. The extracted values are QA = 0.74 ± 0.04 MeV,

QB = 0.13±0.04 MeV, and QC = −0.49±0.05 MeV. These values correspond to

EA = 2.77± 0.04 MeV, EB = 3.39± 0.04 MeV, and EC = 4.00± 0.05 MeV. The

quality of the lower Q-value peaks appears to deteriorate as the width increases

for these states. The broadening of the peaks is due to the observed fragmentation

of the single-neutron states [Tom11] The fragmentation is further illustrated in

Figure 4.10, a plot of the relative strength (normalized to unity) of each state as a

function of excitation energy. The black curves are Gaussians with centroids and

widths derived from the present study. The amplitude is normalized to the spec-

troscopic factors accepted in Table 5.1. The red lines represent states observed

by Tomandl et al. in the 124Sn(d, p) reaction in normal kinematics [Tom11] with

orbital angular momentum ` = 3, and the blue lines represent states with ` = 1.

The amplitude of each line represents the spectroscopic factor of the state. The

width of the lines represents the energy resolution from the study.

The doublet near Q = 3.25 MeV has been well studied in previous mea-

surements [Jon04, Tom11, Str77]. It is the combination of a 3/2+ state at

Ex = 0.029 MeV, and a 1/2+ state at Ex = 0.219 MeV. In the present mea-

surement the broad peak was fit with two Gaussian peaks near the centroid.

The extracted centroids of the peaks were found to be Q3/2 = 3.17 MeV and

Q1/2 = 3.37 MeV, thus indicating the states are separated by approximately
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Figure 4.9: Q-value spectrum of 124Sn(d, p) in inverse kinematics, summed over
all angles. The uncertainties on the data are purely statistical. Dashed curves
represent the fits to each state and the background. A solid black line represents
the sum of all of the fits and the background. The centroids extracted from
the individual fits are QA = 0.74 ± 0.04 MeV, QB = 0.13 ± 0.04 MeV, and
QC = −0.49± 0.05 MeV. The uncertainties on centroids are calculated from the
error in the fit.
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Figure 4.10: Relative strength of states observed in 124Sn(d, p) as a function of
excitation energy. The black curves are Gaussians with centroids and widths
derived from the present study. The amplitude is normalized to the spectroscopic
factors accepted in Table 5.1. The red lines represent states observed by Tomandl
et al. in the 124Sn(d, p) reaction in normal kinematics [Tom11] with orbital angular
momentum ` = 3, and the blue lines represent states with ` = 1. The width of
the lines represents the energy resolution of each state, and the amplitude is
normalized to the spectroscopic factor deduced by Tomandl.

200 keV, consistent with the adopted excitation energies [Tom11]. The energy

resolution was not sufficient to resolve the states individually, but present work

indicates that the observed doublet is indeed the previously studied states. We

adopt the values Ex = 0.029 MeV and Ex = 0.219 MeV for the excitation ener-

gies [ENS11].

The broad peak below Q = −1.00 MeV did not possess enough structure to

clearly identify individual states. Previous studies [Tom11] suggest that this broad

peak is composed of many small fragments of the 5/2− single-particle strength.

The energy resolution in the present study is not sufficient to resolve these in-

dividual states, and it is not possible to reliably extract spectroscopic information.
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126Sn(d, p)

In the 126Sn(d, p) Q-value spectrum shown in Figure 4.11, there are three promi-

nent states observed near Q = 0 MeV. There appears to be a doublet of states

just above Q = 3.00 MeV, and potentially several weakly populated states be-

low Q = −1 MeV. A Gaussian was fit to the three prominent peaks to extract

the centroids, and the error in the fit provided a measure of the uncertainty in

the centroid. Once the Q-value of a state is known, the excitation energy of

the state can be determined from the kinematics calculator CATKIN. For the

moment the peaks will be labeled A, B, and C in order of decreasing Q-value.

The extracted values are QA = 0.62 ± 0.04 MeV, QB = 0.01 ± 0.05 MeV, and

QC = −0.56 ± 0.05 MeV. These values correspond to EA = 2.71 ± 0.04 MeV,

EB = 3.33± 0.05 MeV, and EC = 3.88± 0.05 MeV.

Due to the poor statistics of the high Q-value region, it was not possible to

extract a clear centroid for any proposed states. These states are likely to be the

3/2+ state at 0.005 MeV and the 1/2+ state at 0.258 MeV as observed in the

decay of the 1/2− isomer in 127In [Gau04].

128Sn(d, p)

In the 128Sn(d, p) Q-value spectrum shown in Figure 4.12, there are three promi-

nent states observed near Q = 0 MeV. There appears to be a doublet of states
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Figure 4.11: Q-value spectrum of 126Sn(d, p) in inverse kinematics, summed over
all angles. The uncertainties on the data are purely statistical. Dashed curves
represent the fits to each state and the background. A solid black line represents
the sum of all of the fits and the background. The centroids extracted from
the individual fits are QA = 0.62 ± 0.04 MeV, QB = 0.01 ± 0.05 MeV, and
QC = −0.56± 0.05 MeV. The uncertainties on centroids are calculated from the
error in the fit.
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near Q = 3.25 MeV, and potentially several states below Q = −1 MeV. A Gaus-

sian was fit to the three prominent peaks to extract the centroids, and the error

in the fit provided a measure of the uncertainty in the centroids. Once the Q-

value of a state is known, the excitation energy of the state can be determined

from the kinematics calculator CATKIN. For the moment the peaks will be la-

beled A, B, and C in order of decreasing Q-value. The extracted values are

QA = 0.40± 0.05 MeV, QB = −0.21± 0.05 MeV, and QC = −0.81± 0.06 MeV.

These values correspond to EA = 2.77 ± 0.05 MeV, EB = 3.39 ± 0.05 MeV, and

EC = 4.00± 0.06 MeV.

Although the statistics of the three prominent peaks were better in the 128Sn(d, p)

experiment than those in the 126Sn(d, p) experiment, the population of the high

Q-value states was actually worse. It was not possible to extract a clear centroid

for any proposed states. These states are likely to be the 3/2+ ground state and

the 1/2+ state at 0.315 MeV observed in the decay of the 9/2+ ground state of

129In [Gau04].

It is often desirable to normalize the Q-value spectrum to previously measured

states with energy centroids known to high precision [Ahn13, Tho07]. However,

the states of interest in 127Sn and 129Sn have not been previously observed. The

prominent states observed in 125Sn agree very well with previous high precision

measurements [Tom11, Str77]. Therefore, we feel that the extracted energies are
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Figure 4.12: Q-value spectrum of 128Sn(d, p) in inverse kinematics, summed over
all angles. The uncertainties on the data are purely statistical. Dashed curves
represent the fits to each state and the background. A solid black line represents
the sum of all of the fits and the background. The centroids extracted from
the individual fits are QA = 0.40 ± 0.05 MeV, QB = −0.21 ± 0.05 MeV, and
QC = −0.81± 0.06 MeV. The uncertainties on centroids are calculated from the
error in the fit.
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reliable for all Q-value spectra in the study since the 124Sn beam measurements

were part of the same campaign as the 126Sn and 128Sn studies.

4.4.2 Reaction Angular Distributions

Absolute differential cross sections were determined for each of the three promi-

nent peaks populated in all three reactions. The cross section was first calculated

in the laboratory system as

dσ(θi)

dΩ
= N · Ni

dΩi

, (4.9)

where θi is the average angle in the laboratory frame of the ith angular bin, N

is the normalization factor determined from elastically scattered deuterons, Ni is

the number of recoil-coincident protons observed in the ith angular bin, and dΩi

is the solid angle subtended by the silicon detectors in the ith angular bin.

The differential cross section must then be converted to center-of-mass coor-

dinates by way of a Jacobian transformation between the two reference frames

for the ith angular bin. The cross section in the center-of-mass frame is given by

(
dσ

dΩ

)
CM

= γ ·
(
dσ

dΩ

)
Lab

(4.10)

where γ is the Jacobian transformation defined as
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Figure 4.13: Absolute differential cross sections from the 124Sn(d, p) reaction with
purely statistical uncertainties. Panel (a) is for state A, panel (b) is for state B,
and panel (c) is for state C. The data are compared to FR-ADWA calculations
for a momentum transfer of ` = 3 transfer (red curves) and ` = 1 (blue curves).
Adopted orbital angular momentum transfer calculations were made using the
Chapel-Hill 89 parameterization (solid curve) and the Koning-Delaroche param-
eterization (dot-dashed curves). The other orbital angular momentum transfer
was only calculated with the Chapel-Hill 89 parameterization (dashed line).
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γ =

∣∣1− ρ cos
(
θCMi

)∣∣
(1 + ρ2 − 2ρ cos (θCMi ))

3/2
(4.11)

and

ρ =
mbeam ·mejectile

mrecoil ·mtarget

(
ECM
ejectile

ECM
ejectile +Q

)
(4.12)

where ECM
ejectile is the center-of-mass kinetic energy of the ejectile, Q is the re-

action Q-value, mbeam, mrecoil, mejectile, and mtarget are the rest mass of the beam,

heavy residue, ejectile, and target respectively and θi is the center-of-mass angle

corresponding to the ith angular bin [Lee10].

The experimental differential cross sections for the three prominent states

populated in 124Sn(d, p)125Sn, 126Sn(d, p)127Sn, and 128Sn(d, p)129Sn were analyzed

with both DWBA and ADWA reaction formalisms [Joh70, Joh72, Joh74] as shown

in Figures 4.13, 4.14, and 4.15. For the DWBA calculation the optical potential

for the deuteron in the incident channel was the same as that used in the elastic

scattering analysis [Loh74]. The proton optical potential for the outgoing chan-

nel was taken from the Chapel-Hill 89 parameterization [Var91]. Two ADWA

calculations were performed using different optical model parameterizations. The

Reid interaction [Rei68] was used to obtain the deuteron wavefunction and in the

transfer operator for both calculations. The deuteron adiabatic potential was con-

structed using the Johnson and Tandy optical parametrization method [Joh74]
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Figure 4.14: Absolute differential cross sections from the 126Sn(d, p) reaction with
purely statistical uncertainties. Panel (a) is for state A, panel (b) is for state B,
and panel (c) is for state C. The data are compared to FR-ADWA calculations
for a momentum transfer of ` = 3 transfer (red curves) and ` = 1 (blue curves).
Adopted orbital angular momentum transfer calculations were made using the
Chapel-Hill 89 parameterization (solid curve) and the Koning-Delaroche param-
eterization (dot-dashed curves). The other orbital angular momentum transfer
was only calculated with the Chapel-Hill 89 parameterization (dashed line).
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using Chapel-Hill 89 [Var91] nucleonic potentials for the neutron and the pro-

ton. The second ADWA calculation was performed in the exact same manner

but with Koning-Delaroche [Kon03] nucleonic potentials for the neutron and pro-

ton. All of the reaction calculations included finite range effects using the code

FRESCO [Tho88]. Standard radius and diffuseness parameters of r = 1.25 fm

and a = 0.65 fm were used for the bound state of the neutron. Tables 4.2, 4.3,

and 4.4 summarize the potentials used for both the DWBA and ADWA calcula-

tions.

The theoretical calculations strongly suggest that state A in 125Sn, 127Sn, and

129Sn are transfers of ` = 3. State B seems to be best described by a transfer of

` = 1 in 125Sn and 127Sn, as well as in 129Sn where the most forward angle data

are best described by an ` = 1 transfer. The transfer for state C in 125Sn is not

clear. The transfer for state C in 127Sn and 129Sn agrees well with ` = 1, with

the forward angle data for the C state in 125Sn also suggesting an ` = 1 transfer.

This pattern of one ` = 3 transfer and two ` = 1 transfers is analogous to that

observed in previous studies of 133Sn [Jon11] and 131Sn [Koz12], and is consistent

with the high resolution studies of 125Sn [Tom11].
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Figure 4.15: Absolute differential cross sections from the 128Sn(d, p) reaction with
purely statistical uncertainties. Panel (a) is for state A, panel (b) is for state B,
and panel (c) is for state C. The data are compared to FR-ADWA calculations
for a momentum transfer of ` = 3 transfer (red curves) and ` = 1 (blue curves).
Adopted orbital angular momentum transfer calculations were made using the
Chapel-Hill 89 parameterization (solid curve) and the Koning-Delaroche param-
eterization (dot-dashed curves). The other orbital angular momentum transfer
was only calculated with the Chapel-Hill 89 parameterization (dashed line).
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Chapter 5

Interpretations

The results presented in this chapter combine the theoretical framework discussed

in Chapter 2 with the experimental quantities from Chapter 4. In addition to an-

alyzing data from the present study of the 124Sn(d, p), 126Sn(d, p), and 128Sn(d, p)

reactions, this chapter provides a re-analysis of previous studies of the 130Sn(d, p)

and 132Sn(d, p) reactions [Koz12, Jon11, Jon10]. The results show systematic

trends that can have broad impacts on both nuclear structure and nuclear astro-

physics.

5.1 Spectroscopic Factors

As discussed in Chapter 2, experimental spectroscopic factors rely heavily on the

reaction theory formalism, choice of optical model parameterization, and bound

state geometry of the neutron. Comparing spectroscopic factors from different

measurements is most meaningful when these theoretical inputs are the same

for all of the reactions. A major focus of this project was creating a system-

atic study of the same single-neutron states in odd-mass tin isotopes from 133Sn
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to 125Sn. Thus, this dissertation includes a re-analysis of the spectroscopic fac-

tors from previous studies of both the 130Sn(d, p) [Koz12] and 132Sn(d, p) reac-

tions [Jon10, Jon11] using the same reaction theory formalism, choice of optical

model parameterization, and bound state geometry of the neutron as used for the

analysis of the 124Sn(d, p), 126Sn(d, p), and 128Sn(d, p) measurements described in

Chapter 4.

Table 5.1: Spectroscopic factors of the three single-neutron states populated by
the (d, p) reaction on neutron-rich tin isotopes. For completeness, the reanalysis of
the candidates for the 2f7/2 states in 131Sn and 133Sn are included. The values were
extracted using the DWBA and FR-ADWA formalisms. The listed uncertainties
include only experimental uncertainties. Values extracted from the FR-ADWA-
CH are considered the most reliable and are listed in boldface.

Spectroscopic Factors
AX Ex (keV) n`j DWBA FR-ADWA-KD FR-ADWA-CH

125Sn 2769 2f7/2 0.40 ± 0.03 0.36 ± 0.03 0.39 ± 0.03
3385 3p3/2 0.37 ± 0.04 0.24 ± 0.02 0.29 ± 0.03
3998 3p1/2 0.55 ± 0.07 0.34 ± 0.04 0.42 ± 0.05

127Sn 2705 2f7/2 0.51 ± 0.07 0.49 ± 0.07 0.54 ± 0.08
3325 3p3/2 0.35 ± 0.04 0.23 ± 0.03 0.27 ± 0.03
3881 3p1/2 0.70 ± 0.06 0.43 ± 0.04 0.49 ± 0.04

129Sn 2705 2f7/2 0.72 ± 0.09 0.67 ± 0.09 0.75 ± 0.10
3317 3p3/2 0.39 ± 0.05 0.24 ± 0.03 0.29 ± 0.04
3913 3p1/2 0.63 ± 0.09 0.44 ± 0.07 0.46 ± 0.07

131Sn 2628 2f7/2 0.75 ± 0.11 0.85 ± 0.11 0.95 ± 0.13
3404 3p3/2 0.75 ± 0.11 0.50 ± 0.11 0.55 ± 0.08
3986 3p1/2 1.00 ± 0.14 0.88 ± 0.14 1.00 ± 0.14
4655 2f5/2 0.89 ± 0.12 0.66 ± 0.12 0.76 ± 0.11

133Sn 0 2f7/2 0.86 ± 0.07 0.90 ± 0.07 1.00 ± 0.08
854 3p3/2 0.92 ± 0.07 0.87 ± 0.07 0.92 ± 0.07
1363 3p1/2 1.1 ± 0.2 1.3 ± 0.3 1.3 ± 0.3
2005 2f5/2 1.5 ± 0.3 1.1 ± 0.3 1.3 ± 0.3

The reaction calculations were performed using the code FRESCO [Tho88],

employing both a Distorted Wave Born Approximation (DWBA) and Finite



92

Range ADiabatic Wave Approximation (FR-ADWA) formalism. For the DWBA

calculations, the Lohr-Haberli optical model parameterization was used for the

deuteron and the Chapel Hill 89 optical model parameterization was for the pro-

ton potential. Two optical model parameterizations were used for the FR-ADWA

calculations in order to estimate the uncertainty in the spectroscopic factors due

to the choice of parameterization. A Reid interaction [Rei68] was used for the

deuteron with the neutron-proton potential. A Koning-Delaroche potential was

used for the proton and neutron, and a Chapel Hill 89 potential was used for

the proton and neutron in a separate calculation. The adiabatic potential of the

deuteron was calculated using the code TWOFNR [Iga08]. A major source of

uncertainty in modeling transfer reactions is the choice of the Woods-Saxon po-

tential parameters for the bound state. Density Functional Theory (DFT) can be

used to predict these parameters, but for the tin isotopes the uncertainties would

still be large [Ter05]. Therefore, we employed a Woods-Saxon shaped potential

with the same radius parameter r = 1.25 fm and diffuseness parameter a = 0.65

fm adopted in previous experiments [Koz12, Ahn13, Jon11, Jon04, Tho07]. The

optical model parameters for these calculations are summarized in Table 4.2,

Table 4.3, and Table 4.4. The results of the spectroscopic factor analysis are

summarized in Table 5.1.

The same global optical model parameters from Strömich et al. [Str77] that

were used in the analysis by Jones et al. [Jon11] were used in a second DWBA
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calculation, but the spectroscopic factor was still large. Regardless, the ADWA

calculation with Chapel Hill parameters is considered the most reliable value and

is used in all future calculations in this study.

Table 5.2: Sources of experimental uncertainty in spectroscopic factors and
asymptotic normalization coefficients. The total uncertainty is calculated by
adding the contributing terms in quadrature.

Percentage Uncertainty
AX Ex (keV) Q-value fitting Normalization Ang. dist. fitting Total

125Sn 2769 4.3 6 3 8
3385 7.2 6 4 10
3998 6.7 6 10 13

127Sn 2705 3.9 6 12 14
3325 4.9 6 8 11
3881 5.4 6 5 9

129Sn 2705 3.5 5 12 13
3317 5.1 5 12 14
3913 4.8 5 13 15

131Sn 2628 N/A1 10 10 14
3404 N/A1 10 10 14
3986 N/A1 10 10 14
4655 N/A1 10 10 14

133Sn 0 4.0 5 5 8
854 3.5 5 5 8
1363 6.4 5 20 22
2005 7 5 20 22

1See text for details.

The uncertainty analysis is summarized in Table 5.2. There are three com-

ponents to the total experimental uncertainty: the uncertainty in fitting states

in the Q-value spectra, the beam normalization, and normalizing the theoretical

differential cross section to the experimental differential cross section. For the
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132Sn(d, p) study, the authors divided each state in the Q-value spectrum into

angular bins, and for each bin the population of a given state was determined by

fitting a Gaussian to the data. The uncertainty presented in Table 5.2 reflects

the average uncertainty from these fits. For both the 130Sn(d, p) analysis and the

present studies of 124,126,128Sn(d, p), the population of each state was determined

by estimating the full range of each peak and taking the total number of counts

within this region. For the present study, the uncertainty listed was estimated by

varying the range of the peak over reasonable values. As this uncertainty is small

in comparison to the normalization uncertainties, the authors of the 130Sn(d, p)

study chose not to report these values since they do not represent a significant

contribution to the total uncertainty. The uncertainties due to the normalizations

were determined on a state-by-state basis using a chi-square fitting routine to find

the optimum value of interest; the beam normalization in the plot of elastically

scattered deuterons and the normalization factor for the theoretical differential

cross section. The listed uncertainties reflect the percentage variation in the chi-

square minimization. The size of these uncertainties for the two normalization

values is determined largely from the number of counts in each angular bin and

how well the shape of the theoretical curves describes the data. The uncertainty

in the Q-value fitting is determined largely by statistics and the resolution that

is dominated by energy straggling of the beam in the target.
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In addition to the experimental uncertainties just described, theoretical un-

certainties must also be considered. Spectroscopic factors were extracted for two

different reaction formalisms, DWBA and FR-ADWA, and two different optical

model parameterizations were used for the FR-ADWA calculations. Table 5.1

shows that the choice of optical model parameterization presents an uncertainty

of up to 20% for the cases studied, whereas the choice of reaction formalism

created a much larger source of uncertainty, varying as much as almost 40%. Fur-

thermore, spectroscopic factors are highly sensitive to the choice of the bound

state geometry of the neutron as reported by previous studies [Jon11]. The same

sensitivity was found to be true in this study, as varying the radius and diffuseness

parameters to r = 1.2 fm and a = 0.6 fm yielded uncertainties of nearly 40% in

some cases.

One of the primary criticisms of spectroscopic factors is that extracted values

depend on the choice of experimental reaction. Kramer et al. reported reduced

spectroscopic factors extracted from the (e,e’p) reaction as compared to those

from transfer reactions [Kra01]. In fact, knockout of deeply bound particles will

in general yield lower spectroscopic factors [Gad08]. Initially it was assumed

that these discrepancies were due to short-range correlations missing from the

shell model. However, large-scale shell model [Bar09] and coupled-cluster calcu-

lations [Jen11] also indicate reduced spectroscopic factors, and hence that short-

range correlations are not the only culprit. Lee et al. showed that spectroscopic
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factors extracted from transfer reactions agree with those from the (e,e’p) reaction

within the uncertainties when constraining the bound-state potential geometry

using radii from Hartree-Fock calculations [Lee06]. It has also been shown that

considering the nonlocal nature of the bound-state interaction can reduce spec-

troscopic factors [Kra01]. In the present study, a Woods-Saxon potential with

standard radius and diffuseness was chosen for the bound state, and non-locality

was not included. Since each set of spectroscopic factors in Table 5.1 were ex-

tracted using consistent theoretical parameters and formalism, it is possible to

make relative comparisons for these values across the tin isotopes in the study.

The single-neutron strength for the 2f7/2 state in 125Sn is consistent with previ-

ous measurements [Jon04, Str77, Tom11] and serves as a benchmark for the study.

The 2f7/2 strength is monotonically decreasing from near the double-shell closure

at 133Sn towards stability at 125Sn. Interestingly, the single-neutron strength of

the 3p3/2 and 3p1/2 states remains high for both 133Sn and 131Sn, but then frag-

ments quickly for the lighter mass tin isotopes in the study. One explanation for

the observed fragmentation is mixing between the single-particle states and core-

coupled states. For spherical nuclei, the single-particle strength is expected to be

concentrated in one state. However, if the level density is sufficiently high, there

will be other states with the same and parity quantum numbers with which the

pure state can mix. The amount of mixing depends upon the energy separation

between the two states and the mixing matrix element [Cas00].
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In 133Sn, the 2f7/2, 3p3/2, 3p1/2, and 2f5/2 strength has been observed to be

concentrated in one state which is consistent with the doubly-magic nature of

132Sn and the associated low level density [Jon11]. In contrast, there is a high

fragmentation of these single-particle strengths in 125Sn [Tom11]. The 124Sn nu-

cleus has eight neutron holes below the N = 82 shell closure and a significantly

higher level density. At 2.6 MeV to 4 MeV in excitation energy, it is relatively easy

to make 3/2−, 5/2−, and 7/2− states in 125Sn by coupling the 1h11/2 neutrons to

the positive-parity states in the 124Sn or the 2d3/2 neutrons to the negative parity

3− and 5− states in the core. However, as N = 82 is approached, the level density

in the even mass tin cores is reduced, giving rise to fewer core-coupled states that

could mix with the single-neutron states above the N = 82 shell gap, and hence

fragmenting their strength.

5.2 Asymptotic Normalization Coefficients

Spectroscopic factors are known to be model dependent, as supported by the re-

sults in Table 5.1. For peripheral reactions, asymptotic normalization coefficients

(ANCs) are relatively model independent and thus are more robust. An ANC,

C2
`j, is the product of the spectroscopic factor and the square of the single-particle

ANC, b`j, as described in section 2.4. The results of the asymptotic normalization

coefficient calculations are summarized in Table 5.3.
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The single particle ANCs were calculated directly in FRESCO and the spec-

troscopic factors were taken from Table 5.1. Single-particle ANCs are sensitive

to the nuclear masses and hence the Q-value of the reaction, the radius and dif-

fuseness of the mean field, and the spin-orbit potential depth. All of these input

values are summarized in Tables 4.2, 4.3, and 4.4. It has been shown that for

peripheral reactions, spectroscopic factors vary as a function of b`j, but C2 is inde-

pendent of this parameter. Reference [Tho07] provides a summary of the analysis

that demonstrates the peripheral nature of the (d, p) reaction at 4 MeV/u and

the dependence of S and C2 on b`j. It bears repeating that the mean field radius

and diffuseness were chosen to be r = 1.25 fm and a = 0.65 fm.

5.3 Neutron Capture Cross Sections

The structure information presented in this chapter can be used to calculate the

Direct-Semi Direct (DSD) component of neutron capture on the tin isotopes in

the present study. In direct capture the captured neutron directly populates a

discrete bound state in the final nucleus. Semi direct capture proceeds by exciting

the Giant Dipole Resonance (GDR), followed by electromagnetic transitions to

the low-lying states in the final nucleus. As the nuclei in the present study are

near a shell closure for both protons and neutrons, it is expected that the level

density is low and the DSD neutron capture will dominate over capture through

resonances above the neutron separation energy [Moh12].
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The calculations were performed with the code CUPIDO under the guidance

of Goran Arbanas [Par95, Arb05]. The excitation energies, spins, parities, and

spectroscopic factors used in the calculations are found in Table 5.1 and the

GDR information was taken from recent data evaluations [Rip14]. At low neu-

tron energies, low-spin states will dominate direct neutron capture as seen in

Figures 5.1, 5.2, 5.3, 5.4, and 5.5. The calculation for neutron capture on 132Sn

at 30 keV agrees with previous calculations [Rau98]. The calculation for neutron

capture on 130Sn at 30 keV is slightly reduced from that of Kozub et al., but

agrees within the listed uncertainties.

Figure 5.6 shows the DSD neutron capture cross sections calculated in this

study compared with recent theoretical calculations [Chi08]. The set of DSD

neutron capture cross section calculations from Reference [Chi08] was made us-

ing theoretical spectroscopic factors, but these calculations overestimate the cross

sections at 30 keV. Additionally, Kozub et al. suggested that this discrepancy for

neutron capture on 130Sn is likely due to using different single particle level ener-

gies or a different single particle bound-state potential by Koura et al. [Kou00].

The Hauser-Feshbach calculations in Figure 5.6 assume a high level density near

the neutron separation energy as mentioned in Section 2.5. An open question is

the role that Hauser-Feshbach statistical neutron capture plays in the tin isotopes

as the level density changes across the neutron-rich tin isotopes.
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Figure 5.1: Calculation of direct-semidirect neutron capture on 124Sn. The teal
band represents the uncertainty in the cross section due to the uncertainties in
the spectroscopic factors. Low spin states dominate the capture at low neutron
energies.

Figure 5.2: Calculation of direct-semidirect neutron capture on 126Sn. The teal
band represents the uncertainty in the cross section due to the uncertainties in
the spectroscopic factors. Low spin states dominate the capture at low neutron
energies.
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Figure 5.3: Calculation of direct-semidirect neutron capture on 128Sn. The teal
band represents the uncertainty in the cross section due to the uncertainties in
the spectroscopic factors. Low spin states dominate the capture at low neutron
energies.

Figure 5.4: Calculation of direct-semidirect neutron capture on 130Sn. The teal
band represents the uncertainty in the cross section due to the uncertainties in
the spectroscopic factors. Low spin states dominate the capture at low neutron
energies.
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Figure 5.5: Calculation of direct-semidirect neutron capture on 132Sn. The teal
band represents the uncertainty in the cross section due to the uncertainties in
the spectroscopic factors. Low spin states dominate the capture at low neutron
energies.

Figure 5.6: Comparison of calculated neutron capture cross sections for tin iso-
topes at 30 keV. Present DSD calculations with experimental spectroscopic factors
(black diamonds), Hauser-Feshbach model calculations [Chi08] (green squares),
direct capture using theoretical spectroscopic factor [Rau98] (black “X”), and
DSD calculations with theoretical spectroscopic factors [Chi08].
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Chapter 6

Summary and Outlook

Radioactive ion beams of 126Sn and 128Sn were used to measure the 126Sn(d, p)

and 128Sn(d, p) reactions for the first time, along with a stable beam of 124Sn to

measure the 124Sn(d, p) reaction. The neutron-rich tin isotopes were produced

through proton-induced fission on a thick uranium carbide target at the Holifield

Radioactive Ion Beam Facility at Oak Ridge National Laboratory, and the desired

isotope was chemically and magnetically separated from contaminants yielding

about 99% beam purity [HRI14, Sha11]. Reaction protons were detected in the

SuperORRUBA silicon detectors and the heavy beam-like particles were detected

in a newly commissioned ionization counter [Bar13b, Cha14]. Due to the large

number of electronics channels used in this experiment, a new Application Spe-

cific Integrated Circuits (ASICs) electronics setup was implemented as a part of

these efforts [Ahn13]. For the present study, excitation energies and proton differ-

ential cross sections were measured for single-neutron states in 125Sn, 127Sn, and

129Sn. Orbital angular momentum transfers, spectroscopic factors, asymptotic

normalization coefficients, and direct-semidirect neutron capture cross sections

were calculated using the same reaction models for the states in the 125Sn, 127Sn,

and 129Sn in addition to the analogous single-neutron states in 131Sn and 133Sn
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from previous studies [Koz12, Jon11, Jon10].

The adopted spins and parities in 127Sn and 129Sn agree with previous studies

of single-neutron states in neighboring tin isotopes. This was the first observa-

tion of single-neutron excitations above the N = 82 shell gap for these isotopes.

The extracted spectroscopic factors indicate a steady increase in the fragmenta-

tion of the 2f7/2 state from 133Sn to 125Sn. For the 3p3/2 and 3p1/2 states, the

fragmentation sets in very suddenly for odd-mass tin isotopes lighter than 131Sn.

Asymptotic normalization coefficients have been extracted for these three states

in 133Sn, 131Sn, 129Sn, 127Sn, and 125Sn. The spectroscopic factors have been used

to calculate the DSD neutron capture on 132Sn, 130Sn, 128Sn, 126Sn, and 124Sn,

and these results have been compared with other recent calculations of these cross

sections. Given that the deduced DSD neutron capture cross sections are rela-

tively small for the N < 82 tin isotopes, it is important to understand the role of

HF statistical neutron capture in this region.

Nuclear states populated in transfer reactions in inverse kinematics with heavy

ion beams near double shell closures can be resolved with silicon detectors alone

due to the low level density of states. For systems just a few nucleons away

from double shell closures, however, the single-particle strength can become frag-

mented very quickly. For example, two protons beyond 133Sn, the single-neutron

strength for states in 135Te is much more fragmented and better energy resolution
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Figure 6.1: CAD drawings of the GODDESS coupling, showing the silicon detec-
tor setup alone on the left and the full setup installed inside of Gammasphere on
the right. It is important to minimize the length of the signal cables between the
detectors and the preamps in order to reduce noise. Special care was taken to
place the preamp boxes near the detectors while limiting the number of gamma-
ray detectors that would need to be removed from Gammasphere. Figure taken
from Reference [Pai14].

is required to resolve these states [Jon08, Ciz09, Pai13].

High-purity germanium (HPGe) detectors have long been used to detect gamma

rays with an energy resolution of 2 keV at 1.33 MeV [Kno10]. The downside is that

the detection efficiency is very low, so large detector arrays are needed. This is

especially true for radioactive ion beam experiments with low beam rates [Kno10].

Fortunately, large arrays of HPGe detectors have been constructed, such as Gam-

masphere [Lee90], and more recently, GRETINA [Lee99, Pas13]. Coupling arrays

of gamma ray detectors and charged particle detectors has long been a powerful
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technique for studying nuclear states (see references found within [All13]). Recent

efforts have been made to couple the Oak Ridge Rutgers University Barrel Ar-

ray (ORRUBA) [Pai07] with Gammasphere and potentially GRETINA to form

the Gammasphere ORRUBA Dual Detectors for Experimental Structure Studies

(GODDESS) [Pai14, Rat13] (see Figure 6.1). GODDESS will have the energy

resolution to study closely spaced nuclear states that will be common in many

of the anticipated beams from the CAlifornium Rare Isotope Breeder Upgrade

(CARIBU) [Sav05] at Argonne National Laboratory (ANL). Figure 6.2 shows the

expected yields for each isotope at CARIBU. The most intense beams will be

centered around the fission fragment peaks of 252Cf. The majority of the isotopes

for which transfer reactions will be possible are mid-shell nuclei with high level

densities. Thus, GODDESS will be a critical spectroscopic tool for the beams at

CARIBU.

The future of radioactive ion beam experiments in the United States will be

the Facility for Rare Isotope Beams (FRIB) at Michigan State University [Wei13].

FRIB will provide greater beam intensities for many isotopes previously studied

in addition to producing many isotopes far from stability that have never been

studied. GODDESS could be used with GRETINA at FRIB to study these new

isotopes as well as improving on previous experiments. Even for nuclei with lower

level densities, GODDESS will provide significant improvements. Specifically, the

present study could be improved using the excellent gamma-ray energy resolution
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Figure 6.2: Chart of the nuclides; an r-process path is depicted by the red line
and a blue line indicates the present limits of studied isotopes. The yield expected
from an ion source system based on a 1 Ci californium fission source is indicated
by the color of each square, as explained in the legend on the right. Figure taken
from Reference [Sav05].

of GODDESS. The increased resolution would not only allow for better determi-

nation of excitation energies, but would also reduce uncertainties in the extracted

spectroscopic factors. The latter is made possible by determining the population

of each state in the Q-value spectrum in coincidence with gamma-rays of interest.

Future systematic studies of spectroscopic factors will be greatly enhanced by

the improved energy resolution capable with GODDESS as well as the additional

information that charged particle-gamma spectroscopy provides [All13].

For stable isotopes, or those with long half-lives, it is possible to make a tar-

get and measure neutron capture directly. Neutron capture on exotic nuclei far

from stability can be an important input to r-process calculations [Sur09], but

for these nuclei it is not possible to directly measure the cross section. There are
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ongoing efforts to validate the (d, pγ) reaction in inverse kinematics as a surrogate

reaction for the (n, γ) reaction [Hat10, Ciz13]. Measuring this surrogate reaction

could provide the Hauser-Feshbach contribution to neutron capture. FRIB will

provide beams of these critical isotopes, and GODDESS will have the resolution

and efficiency to make (d, pγ) reaction studies possible in the near future.
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