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The main focus of this thesis work is computational aspects of discrepancy theory. Discrepancy theory studies how well discrete objects can approximate continuous ones. This question is ubiquitous in mathematics and computer science, and discrepancy theory has found numerous applications. In this thesis work, we (1) initiate the study of the polynomial time approximability of central discrepancy measures: we prove the first hardness of approximation results and design the first polynomial time approximation algorithms for combinatorial and hereditary discrepancy. We also (2) make progress on longstanding open problems in discrepancy theory, using insights from computer science: we give nearly tight hereditary discrepancy lower bounds for axis-aligned boxes in higher dimensions, and for homogeneous arithmetic progressions. Finally, we have (3) found new applications of discrepancy theory to (3a) fundamental questions in private data analysis and to (3b) communication complexity. In particular, we use discrepancy theory to design nearly optimal efficient algorithms for counting queries, in all parameter regimes considered in the literature. We also show that discrepancy lower bounds imply communication lower bounds for approximation problems in the one-way model. Directions for further research and connections to expander graphs, compressed sensing, and the design of approximation algorithms are outlined.
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## Chapter 1

## Introduction

Many questions in combinatorics and computer science can be phrased as questions about how well a "simple" probability measure can approximate a "complex" measure. Discrepancy theory provides useful tools to address such questions. A number of techniques in computer science, often developed independently from discrepancy theory, naturally relate to discrepancy problems: $\epsilon$-nets, expander graphs, randomized and iterative rounding are just a few examples. Understanding these techniques within the framework of discrepancy theory provides context and a fresh viewpoint, which can lead to further progress. On the other hand, discrepancy theory itself raises interesting and under-explored computational questions.

In this thesis we initiate the study of the computational complexity of approximating combinatorial discrepancy measures. We show the first hardness of approximation results and design the first nontrivial polynomial time approximation algorithms. The geometric techniques we develop for our approximation algorithms allow us to resolve a number of important questions in discrepancy theory. They also have further applications in computer science: they allow us to characterize the necessary and sufficient noise required to answer statistical database queries while preserving individual privacy, in all parameter regimes considered in the literature.

We finish the thesis with directions for further research. We sketch connections between discrepancy theory and communication complexity, expander graph constructions, compressed sensing, and the design of approximation algorithms. We hope that investigating these connections further will prove fruitful.

We start this introductory chapter with a brief historical background on discrepancy theory, and an overview of some applications of discrepancy to computer science. Then
we introduce basic measures of discrepancy and provide a more detailed overview of the major results of the thesis.

### 1.1 Historical Background

Discrepancy theory has its origins in number theory and the theory of uniformity of distribution. Central objects of study in the latter area are uniform sequences, i.e. sequences of bounded real numbers that "hit" every interval of the same length equally often in the limit. An early and fundamental result is Weyl's criterion of uniformity [148], which can be used to show, for example, that the sequence $(i \alpha \bmod 1)_{i=1}^{\infty}$, which is fundamental in Diophantine approximation, is uniform in $[0,1)$ for any irrational $\alpha$.

The 1930s saw the emergence of a line of work inquiring into the necessary irregularity of discrete distributions. The uniformity of a sequence shows that the sequence in a sense converges to a uniform distribution. But what if we are interested in more precise information about the speed of convergence or in characterizing the most uniform sequence? The modern formulation of discrepancy grew out of such considerations in the work of van der Corput [143, 144], van Aardenne-Ehrenfest [141, 142], and Roth [126]. The latter paper gave an influential geometric reformulation of the question of quantifying the discrepancy of a sequence. It turns out that this question is equivalent to the problem of determining the smallest absolute deviation of a discrete counting measure supported on $n$ points from the Lebesgue measure in the plane, where deviation is measured with respect to axis aligned rectangles. This reformulation naturally suggests investigating discrepancy with respect to other shapes and essentially started the field of geometric discrepancy theory.

Combinatorial discrepancy also has its origins in number theory, particularly in the study of irregularities with respect to long arithmetic progressions. Recall that the van der Waerden theorem implies that for any $k$ there exists an $n$ such that any bi-chromatic coloring of the integers $\{1, \ldots, n\}$ contains a monochromatic arithmetic progression of length at least $k$. This fundamental result in Ramsey theory is an example of extreme
discrepancy: it shows that for any two-coloring of a large enough set, there exist arithmetic progressions that are extremely imbalanced. But the value of $n$ with respect to $k$ in van der Waerden's theorem is enormous, and a natural question is how well one can simultaneously balance long arithmetic progressions on $\{1, \ldots, n\}$. A beautiful result of Roth from 1964 shows that no matter how we color the positive integers between 1 and $n$ red and blue, some arithmetic progression will have $\Omega\left(n^{1 / 4}\right)$ integers of one color in excess of the other [127. This is a classical problem in combinatorial discrepancy theory, which is generally concerned with simultaneously balancing a collection of sets with respect to a bichromatic coloring of their union.

The modern definition of combinatorial discrepancy and its connection to classical discrepancy (i.e. uniformity of distribution) are due to Beck [19]. Informally, Beck observed that combinatorial discrepancy is equivalent to the discrepancy question of approximating a given counting measure by a counting measure with half the support of the given one. This intuition can be formalized into transference theorems between the two notions of discrepancy.

In a striking result, Beck showed that Roth's lower bound on the discrepancy of arithmetic progressions is nearly tight [20]. Beck's paper introduced the partial coloring method, which still remains one of the most powerful tools for proving discrepancy upper bounds. In another celebrated result (known as the Six Standard Deviations Suffice theorem), Spencer showed a tight upper bound of $O(\sqrt{n})$ on the discrepancy of $O(n)$ subsets of a universe of size $n$, by refining the partial coloring method of Beck [135]. Both Beck's result on arithmetic progressions and Spencer's result show that a careful coloring strategy can achieve much better discrepancy bounds than a simple random coloring.

Geometric vector balancing questions are closely related to combinatorial discrepancy theory. Typically, a vector balancing problem asks to give signs to a sequence of vectors from a normed vector space, so that the signed sum of the vectors is as small as possible in a prescribed norm. Equivalently, the problem is to partition a set of vectors into two sets, so that the sums over each are as close as possible. Such questions were considered by Dvoretzky, Barany and Grinberg [16], Giannopoulos [67]

Banaszczyk [10, 9], among others. Vector balancing problems are naturally related to notions of matrix discrepancy [93]: intuitively, the discrepancy of a matrix measures the minimum possible imbalance between 2-partitions of its columns. Matrix discrepancy generalizes total unimodularity, and like it, it is related to problems of approximating real valued vectors with integral vectors [93].

### 1.2 Connections with Computer Science

The applications of discrepancy theory to computer science are numerous and many of them are beautifully surveyed in the monograph of Chazelle [41. Here we give just a few examples, with no claims to being exhaustive.

The theory of uniformity of distribution and related discrepancy theory questions are intimately connected to quasi-Monte Carlo methods in numerical analysis. A survey of this topic can be found in the monograph by Niederreiter [114], who covers applications to numerical integration (via the Koksma-Hlawka inequality and similar results), optimization, and pseudorandom number generation. Glasserman 69] gives applications of quasi-Monte Carlo methods and low discrepancy constructions in financial engineering. Shirley [134] gives applications to computer graphics.

Discrepancy theory has many important applications in derandomization. Particularly successful has been the use of $\epsilon$-approximations and $\epsilon$-nets in derandomizing algorithms in computational geometry. There has also been considerable interplay between techniques for deterministically constructing low discrepancy colorings and low discrepancy sets, and range searching problems. These connections are surveyed by Matoušek [100] and Chazelle 41.

Alon and Mansour [5] gave a fast deterministic interpolation algorithm for multivariate polynomials which relies on a construction of a low discrepancy set with respect to exponential sums. The results of Alon and Mansour are related to the foundational work of Naor and Naor on $\epsilon$-biased spaces [111], i.e. low-discrepancy sets with respect to Fourier characters. $\epsilon$-biased spaces have numerous applications, since they allow the
construction of very small sample spaces, on which the uniform distribution approximates a $k$-wise independent distribution. For example, $\epsilon$-biased spaces have been used in work on work on property testing [71], color coding in parametrized complexity [7], and the construction of min-wise independent permutations [32], themselves useful in information retrieval and streaming algorithms.

Expander graphs are another classical derandomization tool with deep links to discrepancy theory. Expanders can be characterized as graphs which closely approximate a random graph with respect to cuts. This characterization is captured in the Expander Mixing Lemma, and its converse [25]. For general information on expander graphs see the book of Chung [44]. Linial, and Wigderson [79], and Vadhan [140] survey applications to derandomization and metric embeddings.

Some deterministic algorithms can be interpreted as derandomizations via discrepancy techniques, even though this connection may not be apparent at first. Chazelle 41] discusses such a view of the famous linear time deterministic median algorithm [27]. This interpretation of median finding inspires Chazelle's deterministic near-linear time minimum spanning tree algorithm 43 (the discrepancy theory view of the algorithm can also be found in [41]).

The above examples show that discrepancy is a useful tool for the design of efficient (deterministic) algorithms. It also turns out that both lower bounds on discrepancy and constructions of low-discrepancy sets are useful in understanding the limitations of models of computation. Chazelle [42] used lower bounds from combinatorial discrepancy theory to prove lower bounds on the size of linear circuits with bounded coefficients for geometric range searching problems. More recently, Larsen [89] used discrepancy lower bounds to give update time vs. query time trade-offs for dynamic range searching with bounded coefficients in the group model. Wei and Yi [147] gave lower bounds on the space complexity of approximate range counting data structures. The use of discrepancy for giving lower bounds on randomized communication complexity is classical (see the book [88]). Interestingly, in communication complexity, high complexity is certified by low discrepancy, in contrast to all other examples so far.

A recent line of work in combinatorial optimization connects discrepancy theory
and the design of approximation algorithms for hard combinatorial problems. These applications have a different flavor from the applications to numerical analysis, derandomization, and complexity theory. Recall that the Ghouila-Houri characterization of totally unimodular (TU) matrices [66] shows that a matrix is TU if and only if any subset of its columns can be almost perfectly balanced. This is a low-discrepancy property. TU matrices have considerable significance in combinatorial optimization, since any integer linear program whose constraints can be encoded by a TU matrix can be solved exactly using generic linear programming algorithms. Thus, extremely low discrepancy matrices allow for rounding linear programming solutions without sacrificing the quality of the solution. This is another example of how low-discrepancy objects provide a bridge between the continuous and the discrete. It turns out that a similar property holds in more generality: a solution of a linear program can be rounded to an integer solution, without increasing the cost or violating the constraints by much more than an appropriate discrepancy value associated with the constraint matrix [93]. This connection was recently exploited by Rothvoß [128] to give an improved approximation algorithm for the bin-packing problem. His work circumvents an earlier negative result by Newman, Neiman, and the author [113], also proved via discrepancy.

Despite the numerous applications of discrepancy theory to computer science, until recently relatively little was known about many central computational questions about discrepancy itself. Many non-trivial discrepancy upper bounds were first proved using non-constructive methods: the proofs only showed existence, but did not suggest an efficient algorithm to find a low-discrepancy set or coloring. Some exceptions are the work of Beck and Fiala [18], which is an early example of iterative rounding, and the work of Bohus [28] on the discrepancy of permutations (which uses similar methods). Moreover, simple randomized constructions are efficient, and also can usually be derandomized using standard techniques.

The situation was changed by a breakthrough result of Bansal, who gave a constructive version of Spencer's Six Standard Deviations Suffice theorem, based on semidefinite programming and randomized rounding via discretized Brownian motion [11. Bansal's work still relied on the original partial coloring lemma used by Spencer. Lovett and

Meka gave a new constructive proof of Spencer' partial coloring lemma, with improved parameters 95. An exceptionally simple algorithm which makes a vector balancing result of Giannopolous constructive, and essentially subsumes all of the above algorithmic results, was given recently by Rothvoß [129]. These new algorithms make a number of nontrivial discrepancy constructions efficient, and therefore available as algorithmic tools. Rothvoß's work on the bin-packing problem, for example, relies on Lovett and Meka's algorithm. The recent progress suggests that we can expect more algorithmic applications of deep results in discrepancy theory.

Even less was known until recently about the inherent computational complexity of computing measures of discrepancy itself. The only result we are aware of prior to the work presented in this thesis is Lovász's proof that 2-coloring a hypergraph is NP-hard [92]. As noted by Beck and Sós [21], 2-coloring a hypergraph is a special case of computing combinatorial discrepancy.

### 1.3 Notions of Discrepancy

In this section we introduce the basic notions of discrepancy that will be studied in the rest of the thesis.

### 1.3.1 Lebesgue Measure Discrepancy

Among the most well-studied discrepancy problems is the classical question of uniformity of distribution: how "uniform" can a set of $n$ points in $[0,1]^{d}$ be, i.e. how well can the counting measure on a finite set of $n$ points approximate the Lebesgue measure on $[-1,1]^{d}$ with respect to a family of subsets of $[0,1]^{d}$. Here the "complicated measure" is the continuous Lebesgue measure, and the simple measure is the counting measure on a discrete set. Formally, let $\mathcal{S}$ be a family of measurable subsets of $[0,1]^{d}$. Then the Lebesgue measure discrepancy of a point set $P \subseteq[-1,1]^{d}$ of size $|P|=n$ with respect to $\mathcal{S}$ is defined as

$$
D(P, \mathcal{S}) \triangleq \sup _{S \in \mathcal{S}}|n \nu(S)-|S \cap P||,
$$

where $\nu$ is the Lebesgue measure. More generally, we can define the discrepancy of $P$ with respect to $\mathcal{S}$ in terms of any measure:

$$
D(P, \mathcal{S}, \mu) \triangleq \sup _{S \in \mathcal{S}}|n \mu(S)-|S \cap P|| .
$$

We can now define the discrepancy of $\mathcal{S}$ with respect to the measure $\mu$ as the optimal discrepancy achievable by any $n$-point set $P$ :

$$
D(n, \mathcal{S}, \mu) \triangleq \inf _{P} D(P, \mathcal{S}, \mu)
$$

where the infimum is taken over all subsets $P$ of $[0,1]^{d}$ of size $|P|=n$. When $\mu$ is the Lebesgue measure $\nu$, we simply use the notation $D(n, P)$.

### 1.3.2 Combinatorial Discrepancy

Another well-studied special case of the general question of approximating general measures by simple measure is combinatorial discrepancy. Combinatorial discrepancy studies how well a counting measure on a set of size $n$ can be approximated by a counting measure on a set of size at most $n / 2$. Formally, let $(\mathcal{S}, U)$ be a family of subsets of a set $U$ of size $|U|=n$. We shall call $(\mathcal{S}, U)$ a set system. For $X \subseteq U$, define

$$
\operatorname{disc}(X, \mathcal{S}) \triangleq \max _{S \in \mathcal{S}}| | S|-2| X \cap S \| .
$$

Equivalently (and this is the more common definition), for a function $\chi: U \rightarrow\{-1,1\}$, we can write

$$
\operatorname{disc}(\chi, \mathcal{S}) \triangleq \max _{S \in \mathcal{S}}|\chi(S)|
$$

where $\chi(S) \triangleq \sum_{e \in S} \chi(e)$. Analogously to Lebesgue measure discrepancy, we can define the discrepancy of $\mathcal{S}$ as

$$
\operatorname{disc}(\mathcal{S}) \triangleq \min _{\chi} \operatorname{disc}(\chi, \mathcal{S}),
$$

where the minimum is taken over functions $\chi: U \rightarrow\{-1,1\}$.

### 1.3.3 Hereditary Discrepancy and the Transference Lemma

It is often beneficial to consider the combinatorial discrepancy of restrictions of $\mathcal{S}$, as $\operatorname{disc}(\mathcal{S})$ turns out to be too sensitive to changes in $\mathcal{S}$. In fact, any set system
of any discrepancy can be turned into a set system of discrepancy 0 by adding new elements to the universe. The restriction $\left.\mathcal{S}\right|_{W}$ of a family $\mathcal{S}$ to $W \subseteq U$ is the family $\left.\mathcal{S}\right|_{W} \triangleq\{S \cap W: S \in \mathcal{S}\}$. Then we define

$$
\operatorname{herdisc}(s, \mathcal{S}) \triangleq \max _{W \subseteq U:|W| \leq s} \operatorname{disc}\left(\left.\mathcal{S}\right|_{W}\right),
$$

and we define the hereditary discrepancy of $\mathcal{S}$ as

$$
\operatorname{herdisc}(\mathcal{S}) \triangleq \operatorname{herdisc}(|U|, \mathcal{S})
$$

Note that the definition $\operatorname{herdisc}(s, \mathcal{S})$ makes sense even when $U$ is an infinite set and $\mathcal{S}$ is an infinite family of subsets of $U$, and so does herdisc $(\mathcal{S})$ with the maximum function substituted by the supremum function.

The two notions of discrepancy introduced above - Lebesgue measure discrepancy and combinatorial discrepancy - are related by the transference lemma of Beck.

Lemma 1.1 (19]). Assume that $D(n, \mathcal{S})=o(n)$ and that herdisc $(n, \mathcal{S})$ satisfies herdisc $(2 n, \mathcal{S}) \leq$ $(2-\epsilon) \operatorname{disc}(n, \mathcal{S})$ for some fixed constant $\epsilon$. Then $D(n, \mathcal{S})=O(\operatorname{herdisc}(n, \mathcal{S}))$.

### 1.3.4 Discrepancy of Matrices and Rounding Algorithms

Discrepancy and hereditary discrepancy can be extended in a natural way to matrices. Let $A$ be the the incidence matrix of a set system $(\mathcal{S}, U)$, i.e. a matrix $A \in \mathbb{R}^{\mathcal{S} \times U}$ so that $a_{S, e}=1$ if $e \in S$ and $a_{S, e}=0$ otherwise. The discrepancy and hereditary discrepancy of $\mathcal{S}$ are equal respectively to the discrepancy and hereditary discrepancy of $A$, defined as

$$
\begin{gathered}
\operatorname{disc}(A) \triangleq \min _{x \in\{-1,1\}^{U}}\|A x\|_{\infty} ; \\
\operatorname{herdisc}(s, A) \triangleq \max _{W \subseteq U:|W| \leq s} \operatorname{disc}\left(A_{W}\right) ; \\
\operatorname{herdisc}(A) \triangleq \operatorname{herdisc}(|U|, A)
\end{gathered}
$$

where $A_{W}$ is the submatrix of $A$ consisting of the columns indexed by the set $W$. The above definitions are valid for any matrix $A$, and serve as the definitions of matrix discrepancy and hereditary discrepancy.

An important motivation for the study of the hereditary discrepancy of matrices is that it is related to rounding algorithms, themselves useful in approximation algorithms. This is yet another example of how discrepancy related to questions of approximating continuous quantities by discrete ones.

Theorem 1.1 (93]). For any matrix $A \in \mathbb{R}^{m \times n}$, and any vector $c \in[-1,1]^{n}$, there exists a vector $x \in\{-1,1\}^{n}$ such that

$$
\|A x-A c\|_{\infty} \leq 2 \operatorname{herdisc}(A)
$$

This theorem related the hereditary discrepancy of $A$ to the linear discrepancy, defined as the worst-case error due to rounding:

$$
\operatorname{lindisc}(A) \triangleq \max _{c \in[-1,1]^{n}} \min _{x \in\{-1,1\}^{n}}\|A x-A c\|_{\infty}
$$

In these terms, the theorem shows that $\operatorname{lindisc}(A) \leq 2 \operatorname{herdisc}(A)$.

### 1.3.5 $\quad L_{p}$-Discrepancy

A relaxed, average notion of Lebesgue measure discrepancy has also been extensively studied in the literature, and its importance is comparable to the worst-case discrepancy. Given a collection of measurable subsets $\mathcal{S}$ of $[0,1]^{d}$, and a measure $\mu$ on $\mathcal{S}$, the $L_{p}$ discrepancy of an $n$-points set $P \subseteq U$ is

$$
D_{p, \mu}(P, \mathcal{S}) \triangleq\left(\int_{\mathcal{S}}|n \nu(S)-|S \cap P||^{p} d \mu(S)\right)^{1 / p}
$$

where $\nu$ is the $d$-dimensional Lebesgue measure.
A similar kind of average discrepancy can also be considered in the combinatorial setting. Namely, for a set system $(\mathcal{S}, U)$, we define

$$
\operatorname{disc}_{p}(\mathcal{S}) \triangleq \min _{\chi: U \rightarrow\{-1,1\}}\left(\frac{1}{|\mathcal{S}|} \sum_{S \in \mathcal{S}}|\chi(S)|^{p}\right)^{1 / p}
$$

More generally, for a non-negative weight function $w \mathcal{S} \rightarrow[0, \infty)$, not identically 0 , we similarly define

$$
\operatorname{disc}_{p, w}(\mathcal{S}) \triangleq \min _{\chi: U \rightarrow\{-1,1\}}\left(\frac{1}{w(\mathcal{S})} \sum_{S \in \mathcal{S}} w(S)|\chi(S)|^{p}\right)^{1 / p}
$$

We can define herdisc $\cos _{p, w}(s, \mathcal{S})$ as the maximum of $\operatorname{disc}_{p, w}\left(\left.\mathcal{S}\right|_{W}\right)$ over all restrictions of $\mathcal{S}$ to sets $W$ of size at most $s$, and $\operatorname{herdisc}_{p, w}(\mathcal{S})$ as $\operatorname{herdisc}_{p, w}(|U|, \mathcal{S})$. When $w$ is equal to a constant function, i.e. the weights are uniform over the sets, we use the notation $\operatorname{disc}_{p}(\mathcal{S}), \operatorname{herdisc}_{p}(s, \mathcal{S})$ and $\operatorname{herdisc}_{p}(\mathcal{S})$.

These notions extend to matrices in the natural way.

### 1.4 Main Results of the Thesis

In this thesis we initiate the study of the computational complexity of central measures of combinatorial discrepancy. Prior to our work it was known that computing combinatorial discrepancy exactly is NP-hard. We prove a much stronger statement, which essentially implies that no non-trivial approximation to combinatorial discrepancy is possible, unless $P=N P$. In particular, from the work of Spencer [135], it is known that the discrepancy of a set system of $m$ subsets of a universe of size $n$ is at most $O(\sqrt{n \log (2 m / n)})$. In Chapter 2 we show that it is NP-hard to distinguish between set systems that achieve this maximum attainable discrepancy bound up to constants, and set systems with the minimum possible discrepancy of 0 . Our results come in two regimes: $m=O(n)$, in which it is NP-hard to distinguish between discrepancy 0 and discrepancy $\Omega(\sqrt{n})$, and $m=n^{c}$ for a constant $c>1$, in which it is NP-hard to distinguish between discrepancy 0 and discrepancy $\Omega(\sqrt{n \log n})$. Our main technique is a method of composing set systems achieving asymptotically maximum discrepancy with a set system of constant size sets which either has discrepancy 0 or a constant fraction of the sets have nonzero discrepancy, and it is NP-hard to distinguish between the two cases. The technique is general enough that it allows us to prove optimal hardness results for more restricted set systems: set systems with polynomially bounded primal shatter function, which are a subset of the systems with constant VC-dimension.

We then proceed to study the hardness of computing hereditary discrepancy. Hereditary discrepancy looks superficially harder than discrepancy, since it is the maximum discrepancy over an exponentially large collection of set systems (i.e. all $2^{n}-1$ nontrivial restrictions of the original set system). Moreover, we do not know whether the
problem of deciding herdisc $(\mathcal{S}) \leq t$ is in NP; it does naturally belong to $\Pi_{2}^{\mathrm{P}}$ in the second level of the polynomial hierarchy. Nevertheless, the richer structure of hereditary discrepancy can make it more tractable. A classical example of this is that set systems of the lowest possible hereditary discrepancy 1 are exactly the totally unimodular set systems (by [66]) and can be recognized in polynomial time, as shown by Seymour [133]. This already contrasts with the situation with discrepancy. In Chapter 2 we show that Seymour's result is the best possible, in the sense that it is NP-hard to distinguish between hereditary discrepancy at most 2 and at least 3 ; this also implies that it is NP-hard to approximate hereditary discrepancy by a factor smaller than $3 / 2$ (this was later improved to a factor 2 hardness by Austrin, Guruswami and Håstad [8]).

Then in Chapter 4, we give the first polynomial time approximation algorithm for hereditary discrepancy. Our algorithm approximates the hereditary discrepancy of any $m \times n$ matrix (and therefore any set system of $m$ subsets of a size $n$ universe as well) within a factor of $O\left(\log ^{3 / 2} m\right)$. Our result shows that the robustness of hereditary discrepancy does in fact make it more tractable.

The key to our approximation algorithm is a characterization of herdisc $(A)$ by a geometric quantity associated with the matrix $A$ : the side length of the smallest cube which contains an ellipsoid containing all the columns of $A$, seen as vectors in $\mathbb{R}^{m}$. We call this quantity the ellipsoid-infinity norm of $A$ and denote it $\|A\|_{E \infty}$. We show that it is equal to the optimal value of a convex minimization problem, and therefore can be computed in polynomial time using standard techniques. Because hereditary discrepancy is not an NP optimization problem, coming up with a simple fractional relaxation of it seems impossible. Indeed showing that $\|A\|_{E \infty}$ gives upper and lower bounds on $\operatorname{herdisc}(A)$ is challenging in both directions. We use a known bound by Banaszczyk 9 ] for a vector balancing problem to show that herdisc $(A)=O(\sqrt{\log m}) \cdot\|A\|_{E \infty}$. We use convex programming duality and the Restricted Invertibility Principle of Bourgain and Tzafriri [30] to show that $\|A\|_{E \infty}=O(\log m) \operatorname{herdisc}(A)$. Moreover, we can find in deterministic polynomial time a submatrix of $A$ on which hereditary discrepancy is approximately maximized. An algorithm of Bansal [11 and a vector balancing upper bound we prove in Chapter 3 can be used to find a coloring of discrepancy at most
$O(\log m) \cdot\|A\|_{E \infty}$ for any submatrix of $A$. Here we do not quite match the best upper bound we can prove, because Banaszczyk's bound has so far resisted attempts to find a constructive proof.

In the remainder of the thesis we show a number of applications of the ellipsoidinfinity norm to fundamental questions in discrepancy theory and private data analysis. In Chapter 6 we give new tight upper and lower bounds on the discrepancy of natural set systems. The most prominent examples from geometry are set systems induced by axisaligned boxes in constant dimension, and set systems of subcubes of the Boolean cube (i.e. axis-aligned boxes in high dimension). We also essentially determine the hereditary discrepancy of homogeneous arithmetic progressions; doing the same for the discrepancy remains a challenging open problem, known as the Erdős discrepancy problem. These results use a number of favorable properties of the ellipsoid infinity norm proved in Chapter 55 e.g. that it satisfies the triangle inequality and is multiplicative with respect to tensor products. We use these properties, and the fact that the ellipsoid-infinity norm approximates hereditary discrepancy, to deduce the new upper and lower bounds from bounds for simpler set systems, which are easy to compute.

Then, in Chapter 7 we apply the ellipsoid-infinity norm and discrepancy theory to problems in private data analysis. We study the popular model of differential privacy, which is applicable to computing aggregate queries on databases that contain the personal information of many individuals. Differential privacy requires that the algorithm that computes the query answers behave almost identically after adding or removing individuals to the database. Differential privacy provides strong semantic guarantees: it implies, for instance, that the cost (i.e. any notion of privacy risk measured by a nonnegative utility function) is not increased significantly by participating in the database. These strong guarantees come at the price of sacrificing exact query answers. Indeed, this is inevitable: Dinur and Nissim [48] have shown that answering any large enough set of a simple class of queries, called counting queries, with too much accuracy allows an adversary to recover almost the entire database, clearly violating any sensible notion of privacy. We start our investigation of differential privacy by giving a discrepancy theory viewpoint of this kind of reconstruction attack. We show that any algorithm that
answers a set of counting queries with error less than (an appropriate variant of) the hereditary discrepancy of an associated matrix allows a reconstruction attack. In particular, such an algorithm violates differential privacy, showing that the necessary error for answering counting queries under differential privacy is bounded from below by (a variant of) the hereditary discrepancy. On the other hand, we use the ellipsoid infinity norm to show that there exists a simple efficient differentially private algorithm that answers any set of counting queries with error not much more than the hereditary discrepancy of the associated matrix. This exhibits an interesting threshold phenomenon: on one hand, error less than the discrepancy allows a dramatic breach of privacy in the form of a reconstruction attack; on the other hand, a simple efficient algorithm has error only slightly more than the discrepancy. Our results extend the results of Hardt and Talwar [78, who considered a stronger notion of privacy than we do; more importantly, our algorithms are more efficient and hopefully will be practical. Since we characterize the necessary and sufficient error to achieve differential privacy for any set of counting queries in terms of discrepancy, we can use the results from Chapter 6 to give nearly tight upper and lower error bounds for some natural sets of queries, such as range queries and marginals. We also use the discrepancy-based reconstruction attacks to prove tight lower bounds on error in a stronger model of privacy, pan-privacy, that applies to streaming algorithms and requires that the memory state of the algorithm itself be private. Even for simple queries, the state of the algorithm can be used to answer many counting queries, allowing us to use a reconstruction attack.

Unfortunately, the nearly optimal algorithm from Chapter 7 may not be usable when the database size is much smaller than the number of queries. In this case, the error of our algorithm may exceed the database size, i.e. the algorithm provides only trivial error guarantees. Nevertheless, it has long been known that it is possible to reduce the error under the assumption that the database is small, and in fact non-trivial error is achievable unless the number of queries asked is exponentially large in the size of the database. Indeed, the reconstruction attacks that prove the optimality of our algorithm in Chapter 7 use databases of size at least the number of queries, and are invalid if the database is smaller. In this context, it would be desirable to have an efficient algorithm
whose error is optimal for any pair of query set and database size bound. We achieve such a guarantee, but with respect to a weaker average measure of error. Our main algorithmic tool is sparse regression: we post-process the output of an algorithm very similar to the one in Chapter 7 by performing a regression step to enforce the constraint that the query answers must be consistent with the small database size bound. Via a geometric argument we show that this post-processing step indeed reduces the error. We then show that the reduced error is in fact nearly optimal, by giving a variant of the discrepancy-based reconstruction attacks that only uses small databases. To prove optimality we also need to extend our analysis of the ellipsoid infinity norm from Chapter 4

In Chapter 9 we show an interesting connection between our work on differential privacy and communication complexity. Since we have shown that approximate answers to a set of queries allow a reconstruction attack via discrepancy, we can use Fano's inequality to give a lower bound on the mutual information between a random database and any random variable that allows giving approximate query answers. As an application we give a new proof of Woodruff's one-way distributional communication complexity lower bound for approximating hamming distance under the uniform distribution [151].

We conclude the thesis with directions for future work. We outline some connections between problems in computer science and discrepancy theory that seem promising: in particular we outline a discrepancy theory view of expander graphs, compressed sensing, and rounding algorithms for hard combinatorial optimization problems.

### 1.5 Basic Notation

We use the notation $[n]$ for the set $\{1, \ldots, n\}$.
We denote matrices by capital letters, for example $A \in \mathbb{R}^{m \times n}$ is an $m$ by $n$ real matrix; matrix entries are denoted as lower case letters, for example for the matrix $A$, $a_{i j}$ is understood to be the entry in the $i$-th row and $j$-th column. We use the standard notation $\|x\|_{p}$ for the $\ell_{p}^{n}$ norm of a vector $x \in \mathbb{R}^{n}$, i.e. $\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}$. Moreover, the $\ell_{\infty}^{n}$ norm is, as usual, defined as $\|x\|_{\infty}=\max _{i=1}^{n}\left|x_{i}\right|$.

The tensor product (or Kronecker product) $A \otimes B$ of two matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{p \times q}$ is a matrix whose rows are indexed by $[m] \times[p]$, columns are indexed by $[n] \times[q]$, and the entry corresponding to pairs $(i, k),(j, l)$ is defined as the product $A_{(i, k),(j, l)}=a_{i j} b_{k l}$. This is a matrix representation of the tensor product of the linear operators represented by $A$ and $B$, with the basis of the image and domain of $A \otimes B$ chosen in the natural way using the corresponding bases of the image and domain of $A$ and $B$. In block representation, $A \otimes B$ is

$$
A \otimes B=\left(\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 n} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} B & a_{m 2} B & \cdots & a_{m n} B
\end{array}\right)
$$

For a matrix $A$, we use $\sigma_{i}(A)$ to denote the $i$-th largest singular value of $A$. The notation $X \succeq 0$ (respectively $X \succ 0$ ) means hat $X$ is positive semidefinite (resp. positive definite). The notation $X \succeq Y$ means that $X-Y \succeq 0$, i.e. $X$ dominates $Y$ in the positive semidefinite (PSD) sense.

We will use the term set system for a pair $(\mathcal{S}, U)$, where $\mathcal{S}$ is a family of subsets of the universe $U$. When there is no ambiguity, we will often denote the set system simply by $\mathcal{S}$. The degree $\Delta_{\mathcal{S}}(e)$ of an element $e \in U$ is the maximum number of sets in $\mathcal{S}$ to which $e$ belongs, i.e. $\Delta_{\mathcal{S}}(e)=\|\{S \in \mathcal{S}: e \in S\} \mid$. The maximum degree of the set system $\mathcal{S}$ is $\Delta_{\mathcal{S}}=\max _{e \in U} \Delta_{\mathcal{S}}(e)$.

For a set system $(\mathcal{S}, U)$, where $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ and $U=\left\{e_{1}, \ldots, e_{n}\right\}$, the incidence matrix $A$ of the set system is defined by

$$
A_{i j}=\left\{\begin{array}{ll}
1, & e_{j} \in S_{i} \\
0, & \text { otherwise }
\end{array} .\right.
$$

In other words, the $i$-th row of $A$ is the indicator vector of $S_{i}$.

## Chapter 2

## Computational Hardness

### 2.1 Overview

One of the corner-stone results of combinatorial discrepancy theory is Spencer's Six Standard Deviations Suffice theorem. Using the probabilistic method, it is easy to see that for any set system $\mathcal{S}$ of $m$ subsets of a universe of size $n$, a random coloring $\chi$ achieves $\operatorname{disc}(\chi, \mathcal{S})=O(\sqrt{n \log m})$ with very high probability. Qualitatively, Spencer's theorem shows that when $m=O(n)$ we can do much better, and the $\sqrt{\log m}$ term is unnecessary. We state this result next.

Theorem 2.1 ([135]). For any set system $(\mathcal{S}, U)$ with $|\mathcal{S}|=m$ and $|U|=n$, $\operatorname{disc}(\mathcal{S})=$ $O\left(\sqrt{n \log \frac{2 m}{n}}\right)$.

Moreover, Spencer showed that when $m=n$, the constant in the asymptotic notation is at most 6 , which gives the name of the paper. Besides Spencer's proof, several others are known: an independent geometric proof by Gluskin [70], a simplification of Gluskin's proof by Giannopoulos [67], and a simplification of Spencer's proof using an entropy argument, due to Boppana (see [6, Chap. 13]). However, all of the above mentioned proofs crucially use a pigeonhole argument with an exponential number of pigeons and holes, and therefore they do not easily yield efficient algorithms. Until recently, it was not known whether any efficient algorithm can find a coloring matching Spencer's discrepancy bound, given a set system is input (and in fact Spencer conjectured otherwise). By contrast, the sub-optimal random coloring argument yields a trivial randomized algorithm, and can be derandomized using standard techniques (see e.g. 41] for details). Nevertheless, in a breakthrough paper, Bansal [11 showed that there is an efficient algorithm to find a coloring matching Spencer's bound.

Theorem 2.2 ([11, 13]). There exists a deterministic polynomial time algorithm that, on input a set system $(\mathcal{S}, U)$ with $|\mathcal{S}|=m,|U|=n$, and $m=O(n)$, outputs a coloring $\chi: U \rightarrow\{-1,1\}$ such that $\operatorname{disc}(\chi, \mathcal{S})=O(\sqrt{n})$.

Bansal used the key technical lemma from Spencer's proof as a black box. Following his work, Lovett and Meka [95] and Rothvoß [129] gave completely constructive arguments of Spencer's theorem.

Bansal's algorithm gives a coloring with discrepancy that matches (within constants) the worst case discrepancy for all set systems with $m=O(n)$ sets. This left open the question: Can we achieve discrepancy bounds tailored to the optimal discrepancy of the input instance instead of the worst case discrepancy over all instances? In particular, can we get better guarantees for discrepancy if the optimal discrepancy for the input instance is small? Given that the existence of an efficient algorithm for achieving worst case discrepancy was open until recently, it is not surprising that very little is known about these questions.

In this chapter, we show strong hardness results that rule out any better discrepancy guarantees for efficient algorithms. We show that from the perspective of computational efficiency, Bansal's results are tight for general set systems. Specifically, it is NP-hard to distinguish between set systems of discrepancy 0 , and set systems of discrepancy $\Omega\left(\sqrt{n \log \frac{m}{n}}\right)$. This means that even if the optimal solution has discrepancy zero, we cannot hope to efficiently find a coloring with discrepancy $o(\sqrt{n})$. The proof goes via composing a family of high discrepancy set systems with a family for which it is NPhard to distinguish instances with discrepancy zero from instances in which a constant fraction of the sets have discrepancy $\Omega(1)$. The composition amplifies this zero versus $\Omega(1)$ gap.

The methods are general enough that we also obtain a similar theorem for set systems with bounded shatter function. For such set systems, we show that the upper bounds due to Matoušek 99 are tight. The proof for this latter result involves using high discrepancy set systems that have bounded shatter function in the composition, and proving that the resulting set system also has bounded shatter function. Thus, our methods suggest a general framework where we can obtain computational lower
bounds for computing the discrepancy on other restricted set systems. In particular, our composition consists of two main steps that need to be tailored to a specified type of restricted set system: (i) plug in a lower bound (i.e. high discrepancy) instance for a set system with certain specified properties, and (ii) show that the final set system maintains these specified properties. If these two steps can be carried out, the discrepancy of the lower bound instance will be translated to computational hardness of distinguishing between discrepancy zero and discrepancy equal to that of the lower bound instance.

We finish the chapter with a constant hardness of approximation result for hereditary discrepancy, which complements the approximation algorithm presented in Chapter 4 . Subsequent to publication, this result has been improved by Austrin, Guruswami and Håstad [8].

### 2.2 Preliminaries

In the proof of our hardness result, we show that using a strong discrepancy lower bound, we can amplify a small hardness of approximation gap. The strong discrepancy lower bound is a lower bound on a slight relaxation of discrepancy in which we allow "coloring" with slightly larger numbers than $\pm 1$. The problem that gives a small hardness of approximation gap for discrepancy is the Max-2 - 2-Set-Splitting problem, closely related to NAE-SAT. We introduce both ingredients in this section.

The relaxation of discrepancy we use is called $b$-bounded discrepancy, and is defined for a set system $(\mathcal{S}, U)$ over a universe $U$ and a positive integer $b$ as follows:

$$
\operatorname{disc}_{\phi}^{[b]}(\mathcal{S}) \triangleq \min _{\chi} \max _{S \in \mathcal{S}} \sum_{e \in S} \chi(e),
$$

where $\chi$ ranges over $\chi: U \rightarrow\{-b, \ldots, b\}$ such that $|\{e: \chi(e) \neq 0\}| \geq \phi|U|$. We observe that, similarly to discrepancy, $\operatorname{disc}^{[b]}(\mathcal{S})$ is equal to the quantity

$$
\operatorname{disc}_{\phi}^{[b]}(A) \triangleq \min _{x}\|A x\|_{\infty}
$$

for $A \in \mathbb{R}^{m \times n}$ the incidence matrix of $\mathcal{S}$ and $x$ ranging over vectors in $\{-b, \ldots, b\}^{n}$ such that $\left|\left\{i: x_{i} \neq 0\right\}\right| \geq \phi n$.

Next we define the Max-2-2-Set-Splitting problem.
MAX-2-2-Set-Splitting
Input: A set system $(\mathcal{S}, U)$, where each set $S \in \mathcal{S}$ contains exactly 4 elements.
Output: A coloring $\chi: U \rightarrow\{-1,1\}$ such that $\left|\left\{S \in \mathcal{S}: \sum_{e \in S} \chi(e)=0\right\}\right|$ is maximized.

The following hardness result is due to Guruswami. The observation that we may assume that any universe element in a hard instance belongs to a bounded number of sets was made in [36.

Theorem 2.3 ([75]). There exists a positive integer $B$ such that for any $\phi<\frac{1}{12}$ the following holds. Given an instance $(\mathcal{S}, U)$ of Max-2-2-Set-Splitting with maximum degree $\Delta_{\mathcal{S}} \leq B$, it is NP-hard to distinguish between the following two cases:

Completeness $\operatorname{disc}(\mathcal{S})=0$;
Soundness $\forall \chi: U \rightarrow\{-1,1\} \quad\left|\left\{S \in \mathcal{S}: \sum_{e \in S} \chi(e) \neq 0\right\}\right| \geq \phi m$.
An immediate consequence of Theorem 2.3 is that it is NP-hard to decide whether the discrepancy of a set system is 0 . However, we prove a stronger result in the next section.

For some of our hardness results we need to use the well-known notion of 4 -wise independent sample spaces. We give a definition and a basic existence and construction result next.

Definition 2.1. A set $S \subseteq\{-1,1\}^{n},|S|=m$, is a $k$-wise independent sample space on $\{-1,1\}^{n}$ if for each set $T \subseteq[n]$ of size at most $k$, and each vector $b \in\{-1,1\}^{T}$,

$$
\left|\left\{x \in S: x_{i}=b_{i} \forall i \in T\right\}\right|=m 2^{-k} .
$$

For any constant $k$, $k$-wise independent sample spaces can be constructed in deterministic polynomial time. The following result is due to Alon, Babai, and Itai [3], and an exposition is also given in [6].

Lemma 2.1 ([3]). For any natural number $k$ and any $n=2^{t}-1$, there exists $k$-wise independent sample space $S$ on $\{-1,1\}^{n}$ of size $2(n+1)^{\lfloor k / 2\rfloor}$. $S$ can be constructed in deterministic polynomial time in $n^{k}$.

### 2.3 Hardness for Arbitrary Set Systems

To carry out our NP-hardness reduction, we need to be able to construct instances of set systems with high discrepancy reasonably efficiently. The next two lemmas gives such constructions for the regimes $m=O(n)$ and $m=\omega(n)$.

Lemma 2.2. There exists a deterministic algorithm that, for any $n=2^{k}$ for a positive integer $k$, outputs in time polynomial in $n$ a set system $(\mathcal{S}, U)$ such that $|\mathcal{S}|=|U|=n$ and $\operatorname{disc}_{\phi}^{[b]}(\mathcal{S}) \geq \frac{1}{3} \sqrt{\phi n}$ for any positive integer $b$ and any positive $\phi$.

Proof. Let $H$ be the $n \times n$ Hadamard matrix, i.e. a matrix $H \in\{-1,1\}^{n \times n}$ such that $H^{\top} H=n I$. Such matrices are known to exist for each $n=2^{k}$ and can be constructed in time $O(n \log n)$. We let $U=[n]$ and let $\mathcal{S}$ be the system whose incidence matrix is $A=\frac{1}{2}(H+J)$, where $J$ is the $n \times n$ all-ones matrix. Let us fix an arbitrary $x \in\{-b, \ldots,-1,1, \ldots, b\}^{n}$ such that $\left|\left\{i: x_{i} \neq 0\right\}\right| \geq \phi n$. We have

$$
\|A x\|_{\infty} \geq \frac{1}{2}\|H x\|_{\infty}-\frac{1}{2}\left|\sum_{i=1}^{n} x_{i}\right| \geq \frac{1}{2}\|H x\|_{\infty}-\frac{1}{2}\|A x\|_{\infty}
$$

The first inequality follows from the triangle inequality, and the second from the fact that the all-ones vector is one of the rows of $A$. It follows that $\|A x\|_{\infty} \geq \frac{1}{3}\|H x\|_{\infty}$. Since $H$ is a Hadamard matrix, and using the relationships between the $\ell_{2}$ and $\ell_{\infty}$ norms, we have

$$
\|H x\|_{\infty} \geq \frac{1}{\sqrt{n}}\|H x\|_{2}=\frac{1}{\sqrt{n}} \sqrt{x^{\top} H^{\top} H x}=\|x\|_{2} \geq \sqrt{\phi n} .
$$

The last inequality follows because for at least $\phi$ fraction of the coordinates $i,\left|x_{i}\right| \geq 1$. Because $x$ was arbitrary, we have $\operatorname{disc}_{\phi}^{[b]}(\mathcal{S})=\operatorname{disc}_{\phi}^{[b]}(A) \geq \frac{1}{3} \sqrt{n}$, as desired.

The following lemma is well-known.

Lemma 2.3. Let $s \in\{-1,1\}^{n}$ be picked uniformly from a 4-wise independent sample space. Then, for any vector $x \in \mathbb{R}^{n}$,

$$
\operatorname{Pr}\left[|\langle s, x\rangle| \geq \alpha\|x\|_{2}\right]>\frac{1}{3}\left(1-\alpha^{2}\right)^{2} .
$$

Proof. Let $z=|\langle s, x\rangle|^{2}$. We need to show that $z \geq \alpha^{2}\|x\|_{2}^{2}$ with probability at least $\frac{1}{3}\left(1-\alpha^{2}\right)^{2}$. Because $s$ is sampled from a 4 -wise independent sample space, $\mathbb{E} z=\|x\|_{2}^{2}$. Also, we can upper bound the second moment of $z$ as follows:

$$
\mathbb{E} z^{2}=\sum_{i=1}^{n} x_{i}^{4}+6 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} x_{i}^{2} x_{j}^{2}=3\|x\|_{2}^{4}-2\|x\|_{4}^{4}<3\|x\| 2^{4}
$$

Then, by the Paley-Zygmund inequality,

$$
\operatorname{Pr}\left[z \geq \alpha^{2}\|x\|_{2}^{2}\right]=\operatorname{Pr}\left[z \geq \alpha^{2} \mathbb{E} z\right] \geq\left(1-\alpha^{2}\right)^{2} \frac{(\mathbb{E} z)^{2}}{\mathbb{E} z^{2}} \geq \frac{1}{3}\left(1-\alpha^{2}\right)^{2} .
$$

This completes the proof.

The next lemma (i.e. the bounded discrepancy lower bound for $m=\omega(n)$ ) was (essentially) proved for $b=1$ by Rabani and Shpilka, and it is easy to see that their proof can be adapted to any $b$. We describe their construction and the (modified) analysis here for completeness.

Lemma 2.4 ([121]). There exists a deterministic algorithm that, for any positive integer $k$, outputs in time polynomial in $n=k\left(2^{k}-1\right)$ a set system $(\mathcal{S}, U)$ such that $|U|=n$, $|\mathcal{S}|=O\left(n^{3} / \log ^{3} n\right)$, and $\operatorname{disc}_{\phi}^{[b]}(\mathcal{S})=\Omega\left(\phi^{3 / 2} \sqrt{n \log n}\right)$ for any positive integer $b$.

Proof. Let $S \in\{-1,1\}^{m_{0} \times n_{0}}$ be a matrix whose rows form a 4 -wise independent sample space, and one of the rows is the all-ones row. By Lemma we can take $m_{0} \triangleq 2^{2 k+1}$ and $n_{0} \triangleq 2^{k}-1$. Let $\Sigma$ be the matrix whose rows form the set $\{-1,1\}^{k}$, and define the matrix $M \in\{-1,1\}^{2^{k} m_{0} \times k n_{0}}$ as the tensor product $M \triangleq \Sigma \otimes S$. Moreover, for $\sigma \in\{-1,1\}^{k}$, define the $m_{0} \times k n_{0}$ matrix $M^{\sigma}=\sigma^{\top} \otimes S$. Clearly, the rows of $M$ are the union of the rows of $M^{\sigma}$ over all $\sigma \in\{-1,1\}^{k}$.

Then, the set system $(\mathcal{S}, U)$ is the one with incidence matrix $A=\frac{1}{2}(M+J)$, where $J$ is the $n \times n$ all-ones matrix. By construction, $|U|=k\left(2^{k}-1\right)$ and $|\mathcal{S}|=2^{3 k+1}$, as required.

It remains to verify that $\operatorname{disc}_{\phi}^{[b]}(\mathcal{S})=\operatorname{disc}_{\phi}^{[b]}(A)=\Omega\left(\phi^{3 / 2} \sqrt{n \log n}\right)$. To this end, let us fix an arbitrary $x \in\{-b, \ldots, b\}^{n}$, such that $\left|\left\{i: x_{i} \neq 0\right\}\right| \geq \phi n$. As in the proof of Lemma 2.2, because $A$ contains the all-ones row, it suffices to prove $\|M x\|_{\infty}=$ $\Omega\left(\phi^{3 / 2} \sqrt{n \log n}\right)$. Let us write $x=e_{1} \otimes x^{1}+\ldots+e_{k} \otimes x^{k}$, where $e_{t}$ is the $t$-th standard
basis vector in $\mathbb{R}^{k}$ and each $x^{t}$ is a vector in $\mathbb{R}^{n_{0}}$. Pick $s$ to be a uniformly random row from $S$, and define $X(t)$ to be the indicator random variable for the event $\left\{\left|\left\langle s, x^{t}\right\rangle\right| \geq\right.$ $\left.\frac{1}{3}\left\|x^{t}\right\|_{2}\right\}$. By Lemma 2.3. $\mathbb{E} X(t)>\frac{2^{6}}{3^{5}}$, and, by linearity of expectation,

$$
\mathbb{E}\left[\sum_{t=1}^{k}\left|\left\langle s, x^{t}\right\rangle\right|\right] \geq \sum_{t=1}^{k} \frac{1}{3}\left\|x^{t}\right\|_{2} \mathbb{E} X(t)>\frac{2^{6}}{3^{6}} \sum_{t=1}^{k}\left\|x^{t}\right\|_{2}
$$

Therefore, by averaging, there exists a row $s^{i}=S_{i *}$ of $S$ so that $\sum_{t=1}^{k}\left|\left\langle s^{i}, x^{t}\right\rangle\right|>$ $\frac{2^{6}}{3^{6}} \sum_{t=1}^{k}\left\|x^{t}\right\|_{2}$. Define $\sigma \in\{-1,1\}^{k}$ by $\sigma_{t}=\operatorname{sign}\left(\left\langle s^{i}, x^{t}\right\rangle\right)$. By construction of $M$, we have

$$
\begin{equation*}
\|M x\|_{\infty} \geq\left\|M^{\sigma} x\right\|_{\infty} \geq\left|\sum_{t=1}^{k} \sigma_{t}\left\langle s^{i}, x^{t}\right\rangle\right|=\sum_{t=1}^{k}\left|\left\langle s^{i}, x^{t}\right\rangle\right|>\frac{2^{6}}{3^{6}} \sum_{t=1}^{k}\left\|x^{t}\right\|_{2} \tag{2.1}
\end{equation*}
$$

To complete the proof we need to lower bound $\sum_{t=1}^{k}\left\|x^{t}\right\|_{2}$. Let $T$ be the set of block indexes $t$ such that $\left|\left\{(t-1) n_{0}+1 \leq i \leq t n_{0}: x_{i} \neq 0\right\}\right| \geq \phi n_{0} / 3$. Observe that $|T|>2 \phi k / 3$; indeed, otherwise the number of zero coordinates of $x$ would be at least

$$
\left(1-\frac{2}{3} \phi\right)\left(1-\frac{1}{3} \phi\right) n_{0} k>(1-\phi) n_{0} k=(1-\phi) n,
$$

contradicting our choice of $x$. For any $t \in T,\left\|x^{t}\right\|_{2} \geq \sqrt{\phi n_{0} / 3}$, and

$$
\sum_{t=1}^{k}\left\|x^{t}\right\|_{2} \geq \sum_{t \in T}\left\|x^{t}\right\|_{2} \geq \frac{2 \sqrt{3}}{9} \phi^{3 / 2} k \sqrt{n_{0}}=\frac{2 \sqrt{3}}{9} \phi^{3 / 2} \sqrt{n k} .
$$

Since the choice of $x$ was arbitrary, together with (2.1) this completes the proof.

The following question, which asks for an improvement of the above construction, appears to be open.

Question 1. Is there a deterministic polynomial time algorithm which, for infinitely many $n$ and any constant $c$, constructs a set system $(\mathcal{S},[n])$ such that $|\mathcal{S}|=O\left(n^{1+c}\right)$ and $\operatorname{disc}(\mathcal{S})=\Omega(n \log n)$. Note that such set systems exist, by a randomized construction, and Lemma 2.4 can be modified to give a construction of set systems of size $|\mathcal{S}|=$ $O\left(n^{2+c}\right)$ for any $c$ and $\operatorname{disc}(\mathcal{S})=\Omega(n \log n)$.

As a warm-up, we prove an easier hardness result for discrepancy of matrices with bounded integer entries. An additional trick allows to make the hard matrix binary (and therefore an incidence matrix of a set system) by blowing up the number of rows slightly.

Theorem 2.4. There exists a constant $B$, such that for matrices $A \in\{0, \ldots, B\}^{O(n) \times n}$ it is NP-hard to distinguish between the cases (1) $\operatorname{disc}(A)=0$ and (2) $\operatorname{disc}(A)=$ $\Omega(\sqrt{n})$. Moreover, for matrices $A \in\{0, \ldots, B\}^{O\left(n^{3}\right) \times n}$, it is NP-hard to distinguish between the cases (1) $\operatorname{disc}(A)=0$ and (2) $\operatorname{disc}(A)=\Omega(\sqrt{n \log n})$.

Proof. We prove the theorem by reduction from Max-2-2-Set-Splitting. We give the proof of the first statement, and the second follows analogously. Let $\left(\mathcal{S}_{0}, U\right),|U|=$ $n$, be an instance of Max-2-2-Set-Splitting with maximum degree $\Delta_{\mathcal{S}_{0}} \leq B$; we have $m_{0} \triangleq\left|\mathcal{S}_{0}\right| \leq B n$. Moreover, we can assume that $m_{0}$ is a power of 2 , by adding at most $B n$ new elements, each appearing in a unique singleton set. Let $A_{0}$ be the incidence matrix of the resulting set system. Let $\left(\mathcal{S}_{1}, U_{1}\right)$ be the set system output by the algorithm in Lemma 2.2 for $k=\log _{2}\left|\mathcal{S}_{0}\right|$, and let $A_{1}$ be its incidence matrix. The reduction outputs the matrix $A=A_{1} A_{0}$. It is clear that this is a polynomial time reduction, and that $A$ has $m_{0}=O(n)$ rows. Since each column of $A_{0}$ has at most $B$ ones, the entries of $A$ are non-negative integers bounded by $B$. It remains to analyze $\operatorname{disc}(A)$.

Completeness When $\operatorname{disc}\left(\mathcal{S}_{0}\right)=0$, there exists an $x \in\{-1,1\}^{n}$ such that $A_{0} x=0$, and therefore $A x=A_{1}\left(A_{0} x\right)=0$, and $\operatorname{disc}(A)=0$.

Soundness If for all $\chi: U \rightarrow\{-1,1\},\left|\left\{S \in \mathcal{S}_{0}: \sum_{e \in S} \chi(e) \neq 0\right\}\right| \geq \phi m_{0}$, then for any $x \in\{-1,1\}^{n}, A_{0} x \in\{-4,-2,0,2,4\}^{m_{0}}$, and $\left|\left\{i:\left(A_{0} x\right)_{i} \neq 0\right\}\right| \geq \phi m_{0}$. Then, by the definition of 4 -bounded discrepancy,

$$
\operatorname{disc}(A)=\min _{x \in\{-1,1\}^{n}}\left\|A_{1}\left(A_{0} x\right)\right\|_{\infty} \geq \operatorname{disc}_{\phi}^{[4]}\left(A_{1}\right)=\Omega(\sqrt{n}) .
$$

Since, by Theorem 2.3 it is NP-hard to distinguish between the Completeness and Soundness cases for Max-2-2-Set-Splitting instance with maximum degree $B$, the first part of the theorem follows. The second part is proved analogously, by using the set system from Lemma 2.4 as $\left(\mathcal{S}_{1}, U_{1}\right)$.

To adapt the reduction above to output a set system (or equivalently, a binary matrix), we need a simple technical lemma, stated and proved next.

Lemma 2.5. Let $(\mathcal{S}, U)$ be a set system with maximum degree $\Delta_{\mathcal{S}}$. Then $\mathcal{S}$ can be partitioned in polynomial time into at most $\Delta_{\mathcal{S}}+1$ parts, each of which is a set system with maximum degree 1, i.e. no two sets share an element.

Proof. Construct a graph $G=(V, E)$, where each vertex in $V$ is associated with one set in $\mathcal{S}$ and there is an edge between two vertices in $V$ if the associated pair of sets have a non-empty intersection. Each vertex in $V$ has degree at most $\Delta_{\mathcal{S}}$, and therefore $G$ can be colored with at most $\Delta_{\mathcal{S}}+1$ colors in polynomial time using the standard greedy algorithm. The color classes partition $V$ into $\Delta_{\mathcal{S}}+1$ independent sets, where each independent set is associated with a collection of pairwise disjoint sets from $\mathcal{S}$. Therefore, we can partition $\mathcal{S}$ so that each part is the union of the vertices associated to a color class of vertices in $V$.

We are now ready to prove our main result.
Theorem 2.5. Given a set system $(\mathcal{S}, U)$ with $|\mathcal{S}|=m,|U|=n$ and $m=O(n)$, it is NP-hard to distinguish between the cases (1) $\operatorname{disc}(\mathcal{S})=0$ and (2) $\operatorname{disc}(\mathcal{S})=\Omega(\sqrt{n})$. Moreover, given a set system $(\mathcal{S}, U)$ with $|\mathcal{S}|=m,|U|=n$ and $m=O\left(n^{3}\right)$, it is NPhard to distinguish between the cases (1) $\operatorname{disc}(A)=0$ and (2) $\operatorname{disc}(A)=\Omega(\sqrt{n \log n})$.

Proof. Once again we prove the first statement, and the second statement (after "Moreover") follows analogously. Again, we use a reduction from Max-2-2-Set-Splitting. Let $\left(\mathcal{S}_{0}, U\right),|U|=n$, and $A_{0}$ be as in the proof of Theorem 2.4. Let, furthermore, $\left(\mathcal{S}_{1}, U_{1}\right)$ again be the set system output by the algorithm in Lemma 2.2 for $k=\log _{2}\left|\mathcal{S}_{0}\right|$, and let $A_{1}$ be its incidence matrix. By Lemma 2.5, $\mathcal{S}_{0}$ can be partitioned into $B+1$ parts, each part consisting of disjoint sets; let us call the parts $\mathcal{S}_{0}^{1}, \ldots, \mathcal{S}_{0}^{B+1}$. Let us write $A_{0}=A_{0}^{1}+\ldots+A_{0}^{B+1}$, where $A_{0}^{t}$ is a matrix whose non-zero entries form an incidence matrix for $\mathcal{S}_{0}^{t}$. In other words, $A_{0}^{t}$ is the projection of $A_{0}$ onto the rows corresponding to the sets in $\mathcal{S}_{0}^{t}$. The reduction outputs the union of the set systems $\mathcal{S}^{1}, \ldots, \mathcal{S}^{B+1}$, where $\mathcal{S}^{t}$ is the set system with incidence matrix $A^{t}=A_{1} A_{0}^{t}$.

It is clear that this is a polynomial time reduction, and that $\mathcal{S}$ has $(B+1) m_{0}=O(n)$ sets. Since each column of $A_{0}^{t}$ for each $t$ has at most a single 1 , the entries of each $A^{t}$
are binary, and therefore each $A^{t}$ is indeed an incidence matrix. It remains to analyze $\operatorname{disc}(\mathcal{S})$.

Completeness When $\operatorname{disc}\left(\mathcal{S}_{0}\right)=0$, there exists an $x \in\{-1,1\}^{n}$ such that $A_{0}^{t} x=0$ for all $t$, and therefore $A^{t} x=A_{1}\left(A_{0}^{t} x\right)=0$ for all $t$. Since $\operatorname{disc}(\mathcal{S})=\max _{t=1}^{B+1} \operatorname{disc}\left(\mathcal{S}^{t}\right)=$ $\max _{t=1}^{B+1} \operatorname{disc}\left(A^{t}\right)$, we have $\operatorname{disc}(\mathcal{S})=0$.

Soundness If for all $\chi: U \rightarrow\{-1,1\},\left|\left\{S \in \mathcal{S}_{0}: \sum_{e \in S} \chi(e) \neq 0\right\}\right| \geq \phi m_{0}$, then for any $x \in$ $\{-1,1\}^{n}, A_{0} x \in\{-4,-2,0,2,4\}^{m_{0}}$, and $\left|\left\{i:\left(A_{0} x\right)_{i} \neq 0\right\}\right| \geq \phi m_{0}$. But $A_{0} x=$ $\sum_{t=1}^{B+1} A_{0}^{t} x$, and each $A_{0}^{t} x$ is a projections of $A_{0} x$ onto a coordinate subspace. Therefore, by averaging, there exists a $t$ such that $\left|\left\{i:\left(A_{0}^{t} x\right)_{i} \neq 0\right\}\right| \geq \frac{1}{B+1} \phi m_{0}$. Then, by the definition of 4-bounded discrepancy,

$$
\operatorname{disc}\left(A^{t}\right)=\min _{x \in\{-1,1\}^{n}}\left\|A_{1}\left(A_{0} x\right)\right\|_{\infty} \geq \operatorname{disc}_{\phi /(B+1)}^{[4]}\left(A_{1}\right)=\Omega(\sqrt{n}) .
$$

As noted in the Completeness case, the discrepancy of $\mathcal{S}$ is at least as large as $\operatorname{disc}\left(\mathcal{S}^{t}\right)=\operatorname{disc}\left(A^{t}\right)$, and therefore, $\operatorname{disc}(\mathcal{S})=\Omega(\sqrt{n})$ in this case.

Since, by Theorem 2.3 it is NP-hard to distinguish between the Completeness and Soundness cases for Max-2-2-Set-Splitting instance with maximum degree $B$, the first part of the theorem follows. The second part is again proved analogously, by using the set system from Lemma 2.4 as $\left(\mathcal{S}_{1}, U_{1}\right)$.

### 2.4 Hardness for Set Systems with Bounded Shatter Function

For some special classes of set systems there exist bounds that improve on the guarantees of Spencer's theorem. For example, Matoušek [99] showed improved discrepancy bounds for set systems whose shatter function is polynomially bounded. Such set systems arise frequently in computational geometry and computational learning theory. Moreover, Matoušek's bounds can be made constructive using the work of Lovett and Meka 95. In this section, we show tight inapproximability results for the discrepancy of set systems with polynomially bounded shatter function. They are proved using the same approach that was used for proving Theorem 2.5.

Let $(U, \mathcal{S})$ be a set system on $n=|U|$ elements and $m=|\mathcal{S}|$ sets. Given $W \subseteq U$, recall that the restriction of $\mathcal{S}$ to $W$ is $\left.\mathcal{S}\right|_{W}=\{S \cap W: S \in \mathcal{S}\}$.

Definition 2.2. The primal shatter function $\pi_{\mathcal{S}}(s)$ of $\mathcal{S}$ evaluated at $s$ is equal to the maximum number of distinct sets in any restriction $\left.\mathcal{S}\right|_{W}$ to a set $W$ of size $|W|=s$.

Matoušek [105] proved that for set systems $(U, \mathcal{S})$ such that $\pi_{\mathcal{S}}(s)=O\left(s^{d}\right)$, herdisc $(\mathcal{S})=$ $O\left(n^{1 / 2-1 / 2 d}\right)$. The proof relies on the entropy lemma; since Lovett and Meka 95 gave a constructive version of the lemma, Matoušek's bound can be proved constructively as well. We show that this is essentially best possible.

Theorem 2.6. Given a set system $(U, \mathcal{S})$, with $|U|=n$ and $\pi_{\mathcal{S}}(s)=O\left(s^{d}\right)$, it is $N P$-hard to distinguish between the cases (1) $\operatorname{herdisc}(\mathcal{S})=0$, and (2) herdisc $(\mathcal{S})=$ $\Omega\left(n^{1 / 2-1 / 2 d}\right)$.

### 2.4.1 Generalizing Alexander's Bound

One of the main ingredients in the proof of Theorem 2.5 is a family of high discrepancy set systems: in the $m=O(n)$ regime this was the Hadamard set systems, which are a tight example for Spencer's theorem. Analogously, in the proof of Theorem 2.6 we use a family of high discrepancy set systems with polynomially bounded shatter function. The family consists of systems of sets defined by halfspaces. The discrepancy lower bound for such set systems was proved by Alexander [2]. We present the result as it appears in Chazelle [41]. We need to extend the original result to $b$-bounded discrepancy, which we do via the proof technique introduced in [40].

We first need to introduce a new definition. For a set $P$ of points in $\mathbb{R}^{d}$, let $\Delta(P)=$ $\max _{x, y \in U}\|x-y\|_{2}$, and, similarly, $\delta(P)=\min _{x, y \in P}\|x-y\|_{2}^{2}$. I.e. $\Delta(P)$ is the diameter of $P$ and $\delta(P)$ is the distance between the closest pair of points.

Definition 2.3. $A$ set $P$ of $n$ points in $\mathbb{R}^{d}$ is $c$-spread if $\Delta(P) / \delta(P) \leq c n^{1 / d}$.
Observe that the set of vertices of a regular grid inside a $d$-dimensional cube is 1 -spread.

The following simple fact will be useful in the proof of Theorem 2.6.

Lemma 2.6. Let $P$ be a c-spread set of n points in $\mathbb{R}^{d}$. If $W \subseteq P$ and $|W| \geq \phi n$, then $W$ is $\left(c / \phi^{1 / d}\right)$-spread.

Proof. Since $\Delta(W) \leq \Delta(P)$ and $\delta(W) \geq d_{\min }(P), \Delta(Y) / \delta(Y) \leq \Delta(P) / \delta(P) \leq c n^{1 / d}$. By $|W| \geq \phi n$ we have $c n^{1 / d} \leq \frac{c}{\phi^{1 / d}}|W|^{1 / d}$, and this completes the proof.

We can now state the generalized version of Alexander's lower bound.

Lemma 2.7. Let $P$ be a $O(1)$-spread set of $n$ points in $\mathbb{R}^{d}$, and let $\mathcal{S}$ be the set system induced by closed halfspaces on $P$. Then, $\operatorname{disc}_{\phi}^{[b]}(\mathcal{S})=\Omega\left(n^{1 / 2-1 / 2 d}\right)$ for all constant $b$ and $\phi$.

Proof. First we give a lower bound on $\operatorname{disc}_{1}^{[b]}(\mathcal{S})$ for every constant $b$, and then we deduce the lower bound for every constant $\phi$ via Lemma 2.6. The bound on $\operatorname{disc}_{1}^{[b]}(\mathcal{S})$ follows from a small modification of the argument in 40]. We sketch the modification, following Section 3.3. of Chazelle [41].

First, we introduce notation that closely follows Chazelle's. Let $P$ be a well-spread point set in $\mathbb{R}^{d}$, and let $v=\left(v_{1}, 0, \ldots, 0\right)$ be a vector in $\mathbb{R}^{d}$, where $v_{1}$ is a small real number to be specified later. We consider a union of $P$ with $t=\lceil d / 2\rceil+1$ copies of itself, each translated by a multiple of $v$ :

$$
P_{v}=\bigcup_{j=0}^{t}(P+j v)
$$

Fix an assignment $\chi: P \rightarrow\{ \pm 1, \ldots, \pm b\}$. The coloring is extended to $P_{v}$ as follows:

$$
\chi(p+j v)=(-1)^{j}\binom{t}{j} \chi(p)
$$

For a hyperplane $h$, let $h^{+}$denote the closed halfspace above $h$, i.e. the halfspace bounded by $h$ that does not contain the origin. Let $D(h)$ denote the discrepancy of $h^{+} \cap P$, and let $D_{v}(h)$ denote the discrepancy of $h^{+} \cap P_{v}$ with respect to the extended coloring. Consider a cube that encloses $P$, and pick a random hyperplane through the cube according to the measure on hyperplanes invariant under rigid motion. By averaging, $\mathbb{E}\left[D(h)^{2}\right] \geq \max _{h} D(h)^{2}$, where the expectation is taken over picking a random hyperplane as described above. Chazelle 41] shows that

$$
\mathbb{E}\left[D(h)^{2}\right]=\Omega\left(\mathbb{E}\left[D_{v}(h)^{2}\right]\right)
$$

The next step in the proof is to bound $\mathbb{E}\left[D_{v}(h)^{2}\right]$ from below. Define a weight function $G(p, q)$ as

$$
G(p, q) \triangleq \begin{cases}\sum_{j=-t}^{t}(-1)^{j}\binom{2 t}{t+j}|p-q+j v| & \text { if } p \neq q \\ -\binom{2 t-2}{t-1}\|v\| & \text { if } p=q\end{cases}
$$

Chazelle further proves the following facts:

$$
\begin{gather*}
\mathbb{E}\left[D_{v}(h)^{2}\right]=-\sum_{p, q \in X} \chi(p) \chi(q) G(p, q)  \tag{2.2}\\
\sum_{x \neq y}|G(x, y)|=O\left(\|v\|^{2 t} n^{1+(2 t-1) / d}\right) \tag{2.3}
\end{gather*}
$$

All the statements so far are independent of the range of the assignment function $\chi$. Next we show how to modify the proof in order to accommodate the larger domain of assignments.

We separate the cross terms in the expression (7.2) for $\mathbb{E}\left[D_{v}(h)^{2}\right]$, and show that even if the points in $P$ are assigned colors from $\{ \pm 1, \pm 2, \ldots, \pm b\}$, the cross terms are dominated by the remaining terms. Note that for any $p, q \in X,|\chi(p) \chi(q)| \leq b^{2}$, and $\chi(p)^{2} \geq 1$. Then,

$$
\begin{aligned}
\mathbb{E}\left[D_{v}(H)^{2}\right] & =-\sum_{p} \chi(p)^{2} G(p, p)-\sum_{p \neq q} \chi(p) \chi(q) G(p, q) \\
& \geq-\sum_{p} G(p, p)-b^{2} \sum_{p \neq q}|G(p, q)| .
\end{aligned}
$$

By the definition of $G(p, q)$, and the bound (2.3), we have

$$
\mathbb{E}\left[D_{v}(h)^{2}\right]=\Omega\left(n\|v\|-b^{2}\|v\|^{2 t} n^{1+(2 t-1) / d}\right) .
$$

Setting $\|v\|=c n^{-1 / d}$ gives $\mathbb{E}\left[D_{v}(h)^{2}\right]=\Omega\left(\left(c-b^{2} c^{2 t}\right) n^{1-1 / d}\right)$. Choosing $c$ small enough so that $c>b^{2} c^{2 t}$ completes the proof of $\operatorname{disc}_{1}^{[b]}(\mathcal{S})=\Omega\left(n^{1 / 2-1 / 2 d}\right)$.

It remains to deduce the lower bound for constant $\phi<1$. Observe that $\operatorname{disc}_{\phi}^{[b]}(\mathcal{S})$ is equal to the minimum of $\operatorname{disc}_{1}^{[b]}\left(\left.\mathcal{S}\right|_{W}\right)$ over all $W \subseteq P$ of size $|W| \geq \phi n$. Since every such $W$ is $O(1)$-spread by Lemma 2.6, and $\left.\mathcal{S}\right|_{W}$ is equal to the set system induced by closed halfspaces on $W$, we have $\operatorname{disc}_{1}^{[b]}\left(\left.\mathcal{S}\right|_{W}\right)=\Omega\left(n^{1 / 2-1 / 2 d}\right)$. This completes the proof.

It is a well known fact that a set system $(P, \mathcal{S})$ of halfspaces in $\mathbb{R}^{d}$ has $\pi_{\mathcal{S}}(s)=O\left(s^{d}\right)$ (see e.g. [105]). Thus, such set systems are a tight example for Matoušek's upper bound.

### 2.4.2 The Reduction

Our proof of the hardness of approximating discrepancy on set systems with polynomially bounded shatter function follows the structure of the proof of Theorem 2.5. The two key steps in the proof of Theorem 2.6 are using systems of halfspaces instead of Hadamard set systems, and showing that the shatter function of the final construction is bounded by $O\left(s^{d}\right)$. The following lemma is helpful in achieving this second goal.

Lemma 2.8. Let $\mathcal{S}_{0}$ be a set system of pairwise disjoint sets, with incidence matrix $A_{0} \in \mathbb{R}^{m_{0} \times n}$. Furthermore, let $\mathcal{S}_{1}$ be a set system such that $\pi_{\mathcal{S}_{1}}(s)=O\left(s^{d}\right)$, and let $A_{1} \in \mathbb{R}^{m \times m_{0}}$ be its incidence matrix. Then the set system $\mathcal{S}$ with incidence matrix $A=A_{1} A_{0}$ has shatter function $\pi_{\mathcal{S}}(s) \leq \pi_{\mathcal{S}_{1}}(s)=O\left(s^{d}\right)$.

Proof. Assume without loss of generality that the ground set of $\mathcal{S}_{0}$ is [ $n$ ], and fix $W$ to be an arbitrary subset of $[n]$ of size $s$. Let, furthermore, $X$ be the subset of $\left[m_{0}\right.$ ] indexing the non-zero rows of $A_{0}$. Clearly, $A_{W}=\left(A_{1} A_{0}\right)_{W}=\left(A_{1}\right)_{X}\left(A_{0}\right)_{X, W}$, where $\left(A_{0}\right)_{X, W}$ is the restriction of $A_{0}$ to rows indexed by $X$ and columns indexed by $W$. Moreover, $|X| \leq s$ because each column of $A_{0}$ has at most a single nonzero entry. Then, $\left(A_{1}\right)_{X}$ has at most $\pi_{\mathcal{S}_{1}}(s)$ distinct rows, and, therefore, $A_{W}=\left(A_{1}\right)_{X}\left(A_{0}\right)_{X, W}$ has at most as many distinct rows as well.

Proof of Theorem 2.6. Let $\left(\mathcal{S}_{0}, U\right),|U|=n$, be an instance of Max-2-2-Set-Splitting with maximum degree at most $B$ and $m_{0} \triangleq\left|\mathcal{S}_{0}\right| \leq B n$ sets. Furthermore, let $\left(\mathcal{S}_{1}, P\right)$ be a set system induced by all closed halfspaces on a $O(1)$-spread point set $P$ of size $|P|=m_{0}$. Let $A_{0}$ and $A_{1}$ be the incidence matrices respectively of $\mathcal{S}_{0}$ and $\mathcal{S}_{1}$. Using Lemma 2.5. we partition $\mathcal{S}_{0}$ into $B+1$ set system $\mathcal{S}_{0}^{1}, \ldots, \mathcal{S}_{0}^{B+1}$, each consisting of pairwise disjoint sets. As in the proof of Theorem 2.5. we write $A_{0}=A_{0}^{1}+\ldots+A_{0}^{B+1}$, where $A_{0}^{t}$ is the projection of $A_{0}$ onto the rows corresponding to sets in $\mathcal{S}_{0}^{t}$. Then the reduction outputs the union $\mathcal{S}$ of the set systems $\mathcal{S}^{1}, \ldots, \mathcal{S}^{B+1}$, where $\mathcal{S}^{t}$ is the set system with incidence matrix $A^{t}=A_{1} A_{0}^{t}$.

The analysis of completeness and soundness is analogous to the analysis in Theorem 2.5, but substituting Lemma 2.7 for Lemma 2.2. It remains to prove that $\mathcal{S}$ has shatter function bounded as $\pi_{\mathcal{S}}(s)=O\left(s^{d}\right)$. From the definition of $\pi_{\mathcal{S}}(s)$ and the union bound, it is immediate that

$$
\pi_{\mathcal{S}}(s) \leq \sum_{t=1}^{B+1} \pi_{\mathcal{S}^{t}}(s)
$$

so it suffices to show that for any $t, \pi_{\mathcal{S}^{t}}(s)=O\left(s^{d}\right)$. This last bound follows from Lemma 2.8, and this completes the proof.

### 2.5 Hardness of Approximating Hereditary Discrepancy

While no non-trivial approximation to discrepancy is possible (unless $P=N P$ ), we will see in Chapter 4 that hereditary discrepancy admits a polylogarithmic approximation. Here we show a complementary negative result: approximating herdisc better than a factor of $3 / 2$ is NP-hard.

Theorem 2.7. Given a set system $(\mathcal{S}, U)$, it is NP-hard to distinguish between the two cases (1) $\operatorname{herdisc}(\mathcal{S}) \leq 2$ and (2) herdisc $(\mathcal{S}) \geq \operatorname{disc}(\mathcal{S}) \geq 3$.

Theorem 2.7 implies that it is NP-hard to decide if a set system has hereditary discrepancy 2. By contrast, there exists a polynomial time algorithm that recognizes matrices (and therefore set systems) with hereditary discrepancy 1. Matrices with hereditary discrepancy 1 are exactly the totally unimodular matrices [66], and an efficient algorithm for their recognition was given by Seymour [133].

The proof of Theorem 2.7 is a straight-forward reduction from the 2-colorability problem for 3 -uniform set systems. Recall that a set system is $r$-uniform if all sets in it have size $r$. We also have the following definition.

Definition 2.4. A set system $(\mathcal{S}, U)$, is 2-colorable if and only if there exists a set $T \subseteq U$ such that for all $S \in \mathcal{S}, S \cap T \neq \emptyset$ and $S \cap T \neq S$. The set $T$ is called $a$ transversal of $\mathcal{S}$.

The hardness of deciding whether a 3 -uniform set system is 2 -colorable follows from Schaefer characterization of the hardness of binary constraint satisfaction problems.

Lemma 2.9 ([130]). There exists a family of 3-uniform set systems such that deciding whether a set system in the family is 2-colorable is NP-complete.

Given the lemma, the hardness reduction for hereditary discrepancy is straightforward.

Proof of Theorem 2.7. The proof is a reduction from the problem of deciding if a 3uniform set system is 2 -colorable. We show that a 2 -colorable 3 -uniform set system has hereditary discrepancy at most 2 , while a set system that does not have a transversal has discrepancy at least 3 . Then the theorem follows from Lemma 2.9

Completeness If a 3 -uniform set system $(\mathcal{S}, U)$ is 2-colorable, this is witnessed by a transversal $T \subseteq U$. We define a coloring by $\chi(e)=1$ if $e \in T$, and $\chi(e)=-1$ otherwise. This coloring witnesses $\operatorname{disc}\left(\left.\mathcal{S}\right|_{W}\right) \leq 2$ for any $W \subseteq U$. Indeed, because $T$ is a transversal, any $S \in \mathcal{S}$ has at most two elements given the same color by $\chi$. This clearly holds for any subset of $S$ as well, and, therefore, $|\chi(S \cap W)| \leq 2$.

Soundness If a 3 -uniform set system $(\mathcal{S}, U)$ is not 2-colorable, then for any $\chi: U \rightarrow\{-1,1\}$, $\operatorname{disc}(\mathcal{S}, \chi) \geq 3$. Indeed, if there exists a coloring such that $\operatorname{disc}(\mathcal{S}, \chi) \leq 2$, then $T \triangleq\{e \in U: \chi(e)=1\}$ forms a transversal.

We remark that subsequent to publishing this result, Austrin, Guruswami and Håstad [8] have shown an improved hardness of $2-\varepsilon$ for any $\varepsilon>0$. A factor of two is a natural barrier for techniques used here and in that work, where in the low discrepancy case, the same coloring works for all restrictions of the set system. Giving either a constant factor approximation to hereditary discrepancy or a super-constant hardness result remains an open problem:

Question 2. Can hereditary discrepancy be approximated within some fixed constant in polynomial time?
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## Chapter 3

## Vector Discrepancy and the Komlós Problem

### 3.1 Overview

Vector discrepancy is a convex relaxation of discrepancy, and an important tool in constructive discrepancy minimization. Unlike discrepancy, vector discrepancy is efficiently computable, since it is a convex minimization problem. We shall also see in subsequent chapters that vector discrepancy is key in designing efficient approximation algorithms for hereditary discrepancy, and has an interesting relationship with differential privacy.

In this chapter we lay out the background for these results. We define vector discrepancy and review an important result of Bansal that relates hereditary vector discrepancy and hereditary discrepancy. Bansal's result reduces approximating hereditary discrepancy to approximating hereditary vector discrepancy. However, to have any hope to approximate the latter, we need an upper bound. The main new result of this chapter is a solution to a vector discrepancy analogue of the Komlós problem, which will be used in Chapter 4 to give near tight upper bounds on hereditary vector discrepancy. Our upper bound on vector discrepancy uses strong duality for semi-definite programming.

### 3.2 Definition and Relationship with Hereditary Discrepancy

Let $(\mathcal{S}, U)$ be a set system. Vector discrepancy is defined analogously to discrepancy, but we "color" $U$ with unit $n$-dimensional vectors rather than $\pm 1$ :

$$
\operatorname{vecdisc}(\mathcal{S}) \triangleq \min _{\chi: U \rightarrow \mathbb{S}^{n-1}} \max _{S \in \mathcal{S}}\left\|\sum_{e \in S} \chi(e)\right\|_{2},
$$

where $\mathbb{S}^{n-1}$ is the unit sphere in $\mathbb{R}^{n}$. Hereditary vector discrepancy is also defined analogously, i.e. $\operatorname{hvdisc}(\mathcal{S})=\max _{W \subseteq U} \operatorname{vecdisc}\left(\left.\mathcal{S}\right|_{W}\right)$.

Like discrepancy, vector discrepancy generalizes to matrices $A \in \mathbb{R}^{m \times n}$ :

$$
\operatorname{vecdisc}(A) \triangleq \min _{u_{1}, \ldots, u_{n} \in \mathbb{S}^{n-1}} \max _{i=1}\left\|\sum_{j=1}^{n} A_{i j} u_{j}\right\|_{2} .
$$

Notice that when $A$ is the incidence matrix of $\mathcal{S}$, the definitions agree, i.e. $\operatorname{vecdisc}(\mathcal{S})=$ $\operatorname{vecdisc}(A)$. The corresponding notion of hereditary vector discrepancy of matrices is $\operatorname{hvdisc}(A)=\max _{J \subseteq[n]} \operatorname{hvdisc}\left(A_{J}\right)$. For the rest of the chapter we shall focus on vector discrepancy for matrices, since this is the more general notion.

Vector discrepancy can be equivalently defined as the optimal value of a convex program. In particular, $\operatorname{vecdisc}(A)^{2}$ can be written as the optimal solution to the semidefinite program

$$
\begin{equation*}
\text { Minimize } D \quad \text { s.t. } \tag{3.1}
\end{equation*}
$$

$$
\begin{array}{ll}
\left(A X A^{\top}\right)_{i i} \leq D & \forall 1 \leq i \leq m \\
x_{j j}=1 & \forall 1 \leq j \leq n \\
X \succeq 0 . & \tag{3.4}
\end{array}
$$

To see the equivalence, write the vectors $u_{1}, \ldots, u_{n}$ forming a vector coloring as the columns of the matrix $U$ and set $X=U^{\top} U \succeq 0$. Also, by the Cholesky decomposition of positive semidefinite matrices, any $X \succeq 0$ can be written as $X=U^{\top} U$ where the columns of $U$ are unit vectors and therefore give a vector coloring. Since semidefinite programs can be optimized in polynomial time, $\operatorname{vecdisc}(A)$ can be approximated to within an additive $\epsilon$ in time polynomial in $m, n, \log \epsilon^{-1}$ [72] (see also the book 65]).

Vector discrepancy is a relaxation of discrepancy, i.e. $\operatorname{vecdisc}(A) \leq \operatorname{disc}(A)$ for all matrices $A$ : a coloring $x \in \mathbb{R}^{n}$ achieving disc $(A)$ induces a vector coloring $\left\{u_{i}=x_{i} v\right\}_{i=1}^{n}$ achieving the same value for vector discrepancy, where $v$ is an arbitrary unit vector. An immediate corollary is that $\operatorname{hvdisc}(A) \leq \operatorname{herdisc}(A)$ for all $A$. A partial converse is implied by the following result of Bansal.

Theorem 3.1 ([11]). For any matrix $A \in \mathbb{R}^{m \times n}, \operatorname{disc}(A)=O(\log m) \operatorname{hvdisc}(A)$. Moreover, there exists a polynomial time randomized algorithm that computes a coloring $x \in\{-1,1\}^{n}$ such that, with high probability, $\|A x\|_{\infty}=O(\log m) \operatorname{hvdisc}(A)$.

The converse is the following corollary of Theorem 3.1.
Corollary 3.2. There exists a fixed constant $C$, such that for any matrix $A$,

$$
\operatorname{hvdisc}(A) \leq \operatorname{herdisc}(A) \leq(C \log m) \cdot \operatorname{hvdisc}(A)
$$

Hereditary discrepancy is a maximum over an exponential number of NP-hard problems. Hereditary vector discrepancy is a maximum over an exponential number of convex optimization problems, which is intuitively more tractable. Nevertheless, it is not clear how to give non-trivial upper bounds on hereditary vector discrepancy. In this chapter we develop a tool that will allow us to give such upper bounds.

An interesting question is whether the upper bound in Corollary 3.2 can be improved to $O(\sqrt{\log m})$. This would be tight, since the power set $\left(2^{U}, U\right)$ has discrepancy $\lceil n / 2\rceil=$ $\Omega(\log m)$ and vector discrepancy $\sqrt{n}=O(\sqrt{\log m})$, as witnessed by taking $X=I$ in (3.1)-(3.4).

### 3.3 Relationship with $L_{2}$-discrepancy

In a sense vector discrepancy is a relaxation of average discrepancy. This fact is captured by the following proposition.

Proposition 3.1. For any matrix $A \in \mathbb{R}^{m \times n}$,

$$
\operatorname{vecdisc}(A) \leq \max _{w} \operatorname{disc}_{2, w}(A)
$$

Proof. Let us define $\max _{w} \operatorname{disc}_{2, w}(A)$ as the value of a zero-sum game. The strategy set of the Max player is $[m]$, and the strategy set of the Min player is $\{-1,1\}^{n}$. The pay-off for a pair of strategies $(i, x)$ is $\left(\sum_{j=1}^{n} A_{i j} x_{i}\right)^{2}$. It is easy to verify that $\max _{w} \operatorname{disc}_{2, w}(A)$ is the value of this game. Then, by von Neumann's min-max theorem,

$$
\max _{w} \operatorname{disc}_{2, w}(A)=\min _{\Pi} \max _{i}\left(\mathbb{E}_{x \sim \Pi}\left(\sum_{j=1}^{n} A_{i j} x_{j}\right)^{2}\right)^{1 / 2},
$$

where $\Pi$ ranges over all probability distributions on $\{-1,1\}^{n}$ and $\mathbb{E}_{x \sim \Pi}$ is the expectation operator when $x$ is sampled from $\Pi$. The right hand side is an upper bound on $\operatorname{vecdisc}(A)$, because for each distribution $\Pi$ we can define an assignment of unit vectors
$\chi$ with the same discrepancy. It is more convenient to define the positive semidefinite matrix $X$ in the program (3.1)-3.4). Let $\Pi$ be a distribution on $\{-1,1\}^{n}$, and define $X_{i, j}=\mathbb{E}_{x \sim \Pi}\left[x_{i} x_{j}\right]$, i.e. the correlation matrix of $\Pi$. As a correlation matrix, $X$ is a PSD matrix. Moreover, $X_{j j}=\mathbb{E}\left[x_{j}^{2}\right]=1$, and

$$
A X A^{\top}=A \mathbb{E}\left[x x^{\top}\right] A^{\top}=\mathbb{E}\left[(A x)(A x)^{\top}\right]
$$

so $\left(A X A^{\top}\right)_{i i}$ is equal to $\mathbb{E}\left(\sum_{j=1}^{n} A_{i j} x_{j}\right)^{2}$. Therefore, $X$ for an optimal mixed strategy $\Pi$ for the Min player is a feasible solution to (3.1)-(3.4) with objective value equal to the value of the zero sum game.

Proposition 3.1 and Corollary 3.2 together imply that

$$
\max _{w} \operatorname{herdisc}_{2, w}(A) \leq \operatorname{herdisc}(A) \leq O(\log m) \cdot \max _{w} \operatorname{herdisc}_{2, w}(A) .
$$

There are several natural improvements to these bounds that remain open, and would have interesting consequences. One such improvement is replacing hereditary discrepancy and hereditary $L_{2}$-discrepancy with discrepancy and $L_{2}$-discrepancy. Another is replacing the bond $O(\log m)$ with $O(\sqrt{\log m}$. We are not aware of any counterexamples to either of these strengthenings. On the other hand, the power set example we mentioned in relation to Corollary 3.2 shows that the factor $O(\sqrt{\log m})$ would be tight. Indeed $\left(2^{U}, U\right)$ has discrepancy $\lceil n / 2\rceil$ and $L_{2}$ discrepancy $\sqrt{n}$ for any weights $w: 2^{U} \rightarrow \mathbb{R}$. To show the latter claim, pick a coloring $\chi: U \rightarrow\{-1,1\}$ uniformly at random, and observe that

$$
\mathbb{E}\left[\frac{1}{w\left(2^{U}\right)} \sum_{S \in 2^{U}} w(S) \chi(S)^{2}\right]=\frac{1}{w\left(2^{U}\right)} \sum_{S \in 2^{U}} w(S) \mathbb{E}\left[\chi(S)^{2}\right] \leq \sqrt{n},
$$

where the expectation is taken over the choice of $\chi$. By averaging, there exists some $\chi$ which achieves $L_{2}$ discrepancy bounded above by the expectation.

### 3.4 Duality for Vector Discrepancy

Let us first state the strong duality theorem for general semidefinite programs (SDPs). Consider an SDP in the form:

$$
\begin{array}{ll}
\text { Minimize } & \operatorname{tr}\left(F^{\top} X\right) \quad \text { s.t. } \\
& \\
\operatorname{tr}\left(A_{i}^{\top} X\right)=b_{i} & \forall 1 \leq i \leq k, \\
\operatorname{tr}\left(C_{j}^{\top} X\right) \geq d_{j} & \forall 1 \leq j \leq \ell,  \tag{3.8}\\
X \succeq 0 . &
\end{array}
$$

Above $A_{1}, \ldots, A_{k}$ and $C_{1}, \ldots, C_{\ell}$ are matrices with the appropriate dimension so that the matrix product is well-defined.

The dual SDP is:

$$
\begin{align*}
& \text { Maximize } b^{\top} y+d^{\top} z \quad \text { s.t. }  \tag{3.9}\\
& \qquad \sum_{i=1}^{k} y_{i} A_{i}+\sum_{j=1}^{\ell} z_{j} C_{j} \preceq F,  \tag{3.10}\\
& z_{j} \geq 0
\end{aligned} \quad \forall 1 \leq j \leq \ell . \quad . \quad . \quad . \quad \begin{aligned}
& \tag{3.11}
\end{align*}
$$

The strong duality theorem of semidefinite programming identifies sufficient conditions under which the optimal values of (3.5)-(3.8) is equal to the optimal value of (3.9)(3.11).

Theorem 3.3. If the optimal value of (3.5)-(3.8) is finite, and there is a feasible $X \succ 0$ such that $\operatorname{tr}\left(C_{j}^{\top} X\right)>d_{j}$ for all $j \in[\ell]$, then the optimal value of (3.5)-(3.8) is equal to the optimal value of (3.9)-(3.11).

For a proof see [65, Chap. 4] or [31, Sec. 5.9.1]. This is a special case of the more general duality theory for cone programming.

Theorem 3.3 easily leads to the following dual characterization of vector discrepancy. The dual given below was independently derived by Matoušek in his work on the determinant lower bound [106].

Proposition 3.2. For any matrix $A \in \mathbb{R}^{m \times n}$ :

$$
\begin{align*}
\operatorname{vecdisc}(A)^{2}= & \max \operatorname{tr}(Q) \quad \text { s.t. }  \tag{3.12}\\
& Q \preceq A^{\top} P A,  \tag{3.13}\\
& P \text { diagonal }, P \succeq 0, \operatorname{tr}(P) \leq 1,  \tag{3.14}\\
& Q \text { diagonal } . \tag{3.15}
\end{align*}
$$

Proof. We put (3.1)-(3.4) in the form

$$
\begin{array}{ll}
\text { Minimize } & \operatorname{tr}\left(E_{n+1, n+1} \tilde{X}\right) \quad \text { s.t. } \\
& \operatorname{tr}\left(E_{j, j} \tilde{X}\right)=1 \\
& \forall 1 \leq j \leq n, \\
\operatorname{tr}\left(E_{n+1, n+1} \tilde{X}\right)-\operatorname{tr}\left(A^{\top} E_{i, i} A X\right) \geq 0 & \forall i \leq i \leq m, \\
& X \succeq 0 .
\end{array}
$$

Above we use $E_{i, j}$ to denote a standard basis matrix, i.e. the matrix with $(i, j)$ entry 1 , and all other entries 0 . The new variable $\tilde{X}$ should be thought of as the direct sum of $X$ from (3.1)-(3.4) and the variable $t$. Let $r$ be the maximum $\ell_{2}$ norm of any row of $A$. One can verify that that for an arbitrary $\epsilon>0$,

$$
\tilde{X} \triangleq\left(\begin{array}{cc}
I & 0 \\
0 & r^{2}+\epsilon
\end{array}\right)
$$

is a strictly feasible positive definite solution to the above program. Moreover, the optimal value of the program is bounded in the interval $\left[0, r^{2}\right]$. The proposition then follows directly from Theorem 3.3 if we take $P$ to be the diagonal matrix whose entries are the dual variables corresponding to inequality constraints, and $Q$ to be the diagonal matrix whose entries are the dual variables corresponding to equality constraints.

In the sequel we shall analyze a strengthening of $\operatorname{vecdisc}(A)$, defined by the following SDP:

$$
\begin{align*}
\mu(A)^{2} \triangleq & \max t \text { s.t. }  \tag{3.16}\\
& A X A^{\top} \preceq t I,  \tag{3.17}\\
& x_{j j}=1 \quad \forall 1 \leq j \leq n . \tag{3.18}
\end{align*}
$$

It is not hard to see that $\operatorname{vecdisc}(A) \leq \mu(A)$, since for any matrices $X$ and $X$, and any $i \in[m], A X A^{\top} \preceq t I$ implies $\left(A X A^{\top}\right)_{i i}=e_{i}^{\top} A X A^{\top} e_{i} \leq t$, where $e_{i}$ is the $i$-th standard basis vector, i.e. a vector with 1 in position $i$ and 0 s everywhere else. On the other hand, $\mu(A)$ is more robust with respect to linear transformations of $A$, which will be a crucial for giving a near tight upper bound on herdisc $(A)$.

A derivation very similar to the proof of Proposition 3.2 gives a dual characterization of $\mu(A)$.

Lemma 3.1. For all $A \in \mathbb{R}^{m \times n}$ :

$$
\begin{align*}
\mu(A)^{2}= & \max \operatorname{tr}(Q) \quad \text { s.t. }  \tag{3.19}\\
& Q \preceq A^{\top} P A,  \tag{3.20}\\
& P \succeq 0, \operatorname{tr}(P) \leq 1,  \tag{3.21}\\
& Q \text { diagonal. } \tag{3.22}
\end{align*}
$$

Proof. We can write (3.16-(3.18) in the form

Minimize $t$ s.t.

$$
\begin{aligned}
& t I-A X A^{\top}=Y, \\
& X, Y, t \succeq 0, \\
& x_{j j}=1 \quad \forall 1 \leq j \leq m .
\end{aligned}
$$

The constraint $t I-A X A^{\top}=Y$ can be thought of as $n^{2}$ equality constraints. This program can then be put in standard form analogously to the proof of Proposition 3.2. Setting $X=I, t=\|A\|_{2}^{2}+\epsilon$, and $Y=t I-A A^{\top}$, where $\epsilon>0$ is arbitrary and $\|A\|_{2}$ is the $\ell_{2} \rightarrow \ell_{2}$ operator norm, gives a positive definite feasible solution. The optimal value is bounded in the interval $\left[0,\|A\|_{2}^{2}\right]$. The lemma then follows from Theorem 3.3 after taking $Q$ to be the diagonal matrix whose entries are the dual variables corresponding to the constraints $x_{i i}=1$, and $P$ to be the $n \times n$ matrix whose entries correspond to the constraints $\left(t I-A X A^{\top}\right)_{i, j}=y_{i, j}$.

### 3.5 The Komlós Problem

Recall that we denote the maximum degree of a set system $\mathcal{S}$ by $\Delta_{\mathcal{S}}$. By a classical result of Beck and Fiala [18] $\operatorname{disc}(\mathcal{S}) \leq 2 \Delta_{\mathcal{S}}-1$. Furthermore, Beck and Fiala conjectured that $\operatorname{disc}(\mathcal{S})=O\left(\sqrt{\Delta_{\mathcal{S}}}\right)$. Proving this conjecture remains an elusive open problem in discrepancy theory.

Let $\|A\|_{1 \rightarrow 2}$ be the $\ell_{1} \rightarrow \ell_{2}$ norm of the matrix $A$, equal to the maximum $\ell_{2}$ norm of its columns. If $A$ is the incidence matrix of $\mathcal{S}$, then $\|A\|_{1 \rightarrow 2}=\sqrt{\Delta_{\mathcal{S}}}$. The Komlós conjecture is a strengthening of the Beck-Fiala conjecture, stating that there exists an absolute constant $C$ such that $\operatorname{disc}(A) \leq C \cdot\|A\|_{1 \rightarrow 2}$ for any matrix $A$. While this conjecture also remains open, a partial result due to Banaszczyk [9] shows that $\operatorname{disc}(A) \leq O(\sqrt{\log m}) \cdot\|A\|_{1 \rightarrow 2}$. The Komlós conjecture belongs to a class of vector balancing problems, considered in generality by Bárány and Grinberg [16. These problems ask to determine, given two norms $\|\cdot\|_{K}$ and $\|\cdot\|_{L}$, the supremum of

$$
\min _{x \in\{-1,1\}^{n}}\left\|\sum_{i=1}^{n} x_{i} v_{i}\right\|_{L}
$$

over all $n$ and all sequences $v_{1}, \ldots, v_{n}$ sich that $\left\|v_{i}\right\|_{K} \leq 1$ for all $i$. Beck and Fiala's proof in fact bounds this supremum by 2 when the sequence of vectors have $\ell_{1}$ norm at most 1 , and the goal is to bound the $\ell_{\infty}$ norm of their signed combination.

The Beck-Fiala theorem and Banaszczyk's theorem, and vector balancing upper bounds in general, give upper bounds on hereditary discrepancy without any additional effort. The reason is that the assumptions of such results hold for any restricted set system, or, respectively, submatrix. I.e. $\Delta_{\mathcal{S}^{\prime}} \leq \Delta_{\mathcal{S}}$ for any $\mathcal{S}^{\prime}=\left.\mathcal{S}\right|_{W}$, and $\left\|A_{J}\right\|_{1 \rightarrow 2} \leq$ $\|A\|_{1 \rightarrow 2}$. This makes vector balancing results useful for giving general upper bounds on hereditary discrepancy. In the Chapter 4 we will see an application of this fact to the design of an approximation algorithm for hereditary discrepancy.

Next we state the main new result of this chapter, which resolves a vector discrepancy version of the Komlós problem. Recall the strengthening of vector discrepancy $\mu(A)$, defined in 3.16-(3.18).

Theorem 3.4. For any $m \times n$ real matrix $A$, $\operatorname{vecdisc}(A) \leq \mu(A) \leq\|A\|_{1 \rightarrow 2}$.

This upper bound is the best possible, and is tight, for example, for the identity matrix $I$. Theorem 3.4 implies that if the efficient upper bound in Theorem 3.1 can be strengthened to $O(\sqrt{\log m})$, we would have a new and algorithmic proof of Banaszczyk's result. Banaszczyk's proof itself does not seem to yield an efficient algorithm to find a coloring matching his discrepancy upper bound.

A weaker bound of $\operatorname{vecdisc}(A)=O(\sqrt{\log m}) \cdot\|A\|_{1 \rightarrow 2}$ can be derived in a variety of ways: directly from Banaszczyk's upper bound; from the existence of constant discrepancy partial colorings for the Komlós conjecture; from Matoušek's recent upper bound [106] on vector discrepancy in terms of the determinant lower bound of Lovász, Spencer, and Vesztergombi [93]. An alternative proof giving vecdisc $(A) \leq C\|A\|_{1 \rightarrow 2}$ for a constant $C>1$ was communicated to us by Oded Regev, Raghu Meka, and Shachar Lovett. Such a bound also follows from Proposition 3.1 and a result Matoušek [101]. However, none of these proofs yield the tight constant of 1.

To prove Theorem 3.4, we need a well-known lemma, also known as the Cauchy Interlace Theorem. It follows easily from the variational characterization of eigenvalues, see e.g. [24, Sec. 3.1].

Lemma 3.2. Let $M$ be a symmetric real matrix with eigenvalues $\lambda_{1} \geq \ldots \geq \lambda_{n}$. Let also $U \in \mathbb{R}^{n \times k}$ be a matrix with mutually orthogonal unit columns, and let $\mu_{1} \geq \ldots \geq \mu_{k}$ be the top $k$ eigenvalues of $U^{\top} M U$. Then for any $1 \leq i \leq k, \lambda_{n-k+i} \leq \mu_{i} \leq \lambda_{i}$.

The following is an immediate consequence of Lemma 3.2.
Lemma 3.3. Let $M \in \mathbb{R}^{n \times n}: M \succeq 0$ be a symmetric real matrix with eigenvalues $\lambda_{1} \geq \ldots \geq \lambda_{n} \geq 0$. Let also $U \in \mathbb{R}^{n \times k}$ be a matrix with mutually orthogonal unit columns. Then $\operatorname{det}\left(U^{\top} M U\right) \leq \lambda_{1} \ldots \lambda_{k}$.

The final lemma we need states that if a sequence $x$ of positive reals multiplicatively majorizes a sequence $y$, then the sum of the terms in $y$ dominates the sum of the terms in $x$. We give two proofs: one based on Schur convexity and a self-contained elementary one.

Lemma 3.4. Let $x_{1} \geq \ldots \geq x_{n}>0$ and $y_{1} \geq \ldots \geq y_{n}>0$ such that

$$
\begin{equation*}
\forall k \leq n: x_{1} \ldots x_{k} \geq y_{1} \ldots y_{k} \tag{3.23}
\end{equation*}
$$

Then,

$$
\begin{equation*}
x_{1}+\ldots+x_{n} \geq y_{1}+\ldots+y_{n} \tag{3.24}
\end{equation*}
$$

Proof. First we prove the lemma using the general tool of Schur convexity. Define the new sequence $a_{1} \geq \ldots \geq a_{n}$ by $a_{i}=\ln x_{i}$, and, similarly, $b_{1} \geq \ldots \geq b_{n}$ by $b_{i}=\ln y_{i}$. By assumption and the monotonicity of the logarithm, $a=\left(a_{i}\right)_{i=1}^{n}$ weakly majorizes $b=\left(b_{i}\right)_{i=1}^{n}$ from below, i.e.

$$
\forall 1 \leq k \leq n: \sum_{i=1}^{k} a_{i} \geq \sum_{i=1}^{k} b_{i}
$$

This is written $b \prec_{w} a$. Consider the function $f(a)=\sum_{i=1}^{n} e^{a_{i}}$. Since it is symmetric with respect to permuting the coordinates, convex, and monotonically increasing in each coordinate, $b \prec_{w} a$ implies $f(b) \leq f(a)$ (see 98 , Sec. 3.C]), which proves the lemma.

We now give an alternative self-contained proof using a powering trick. We will show that for all positive integers $L,\left(x_{1}+\ldots+x_{n}\right)^{L} \geq \frac{1}{n!}\left(y_{1}+\ldots+y_{n}\right)^{L}$. Taking $L$-th roots, we get that $x_{1}+\ldots+x_{n} \geq \frac{1}{(n!)^{1 / L}}\left(y_{1}+\ldots+y_{n}\right)$. Letting $L \rightarrow \infty$ and taking limits yields the desired result.

By the multinomial theorem,

$$
\begin{equation*}
\left(x_{1}+\ldots+x_{n}\right)^{L}=\sum_{i_{1}+\ldots+i_{n}=L} \frac{L!}{i_{1}!\ldots i_{n}!} x_{1}^{i_{1}} \ldots x_{n}^{i_{n}} \tag{3.25}
\end{equation*}
$$

The inequalities 3.23 imply that whenever $i_{1} \geq \ldots \geq i_{n}, x_{1}^{i_{1}} \ldots x_{n}^{i_{n}} \geq y_{1}^{i_{1}} \ldots y_{n}^{i_{n}}$. Therefore,

$$
\begin{equation*}
\left(x_{1}+\ldots+x_{n}\right)^{L} \geq \sum_{\substack{i_{1} \geq \ldots \geq i_{n} \\ i_{1}+\ldots+i_{n}=L}} \frac{L!}{i_{1}!\ldots i_{n}!} y_{1}^{i_{1}} \ldots y_{n}^{i_{n}} \tag{3.26}
\end{equation*}
$$

Given a sequence $i_{1}, \ldots, i_{n}$, let $\sigma$ be a permutation on $n$ elements such that $i_{\sigma(1)} \geq$ $\ldots \geq i_{\sigma(n)}$. Since $y_{1} \geq \ldots \geq y_{n}$, we have that $y_{1}^{i_{\sigma(1)}} \ldots y_{n}^{i_{\sigma(n)}} \geq y_{1}^{i_{1}} \ldots y_{n}^{i_{n}}$. Furthermore, there are at most $n$ ! distinct permutations of $i_{1}, \ldots, i_{n}$ (the bound is achieved exactly when all $i_{1}, \ldots, i_{n}$ are distinct). These observations and the multinomial theorem imply that

$$
\begin{equation*}
\left(y_{1}+\ldots+y_{n}\right)^{L} \leq \sum_{\substack{i_{1} \geq \ldots \geq i_{n} \\ i_{1}+\ldots+i_{n}=L}} \frac{n!L!}{i_{1}!\ldots i_{n}!} y_{1}^{i_{1}} \ldots y_{n}^{i_{n}} \tag{3.27}
\end{equation*}
$$

Inequalities (3.26) and (3.27) together imply $\left(x_{1}+\ldots+x_{n}\right)^{L} \geq \frac{1}{n!}\left(y_{1}+\ldots+y_{n}\right)^{L}$ as desired.

Proof of Theorem 3.4. We will show that for any positive semidefinite matrix $P \succeq 0$, and any diagonal matrix $Q$ such that $Q \preceq A^{\top} P A$, we have $\operatorname{tr}(Q) \leq\|A\|_{1 \rightarrow 2}^{2} \operatorname{tr}(P)$. Together with Lemma 3.1, this implies the theorem.

We can assume, by homogeneity, that $\|A\|_{1 \rightarrow 2}=1$; under this assumption, we need to show that for $P$ and $Q$ feasible for 3.19)-3.22), $\operatorname{tr}(Q) \leq \operatorname{tr}(P)$. Let us define $q_{i}=q_{i i}$, and also define $p_{i}=\lambda_{i}(P) \geq 0$ to be the $i$-th largest eigenvalue value of $P$. Let, without loss of generality, $q_{1} \geq \ldots \geq q_{n^{\prime}}>0 \geq q_{n^{\prime}+1} \geq \ldots \geq q_{n}$. Observe that $\sum_{i=1}^{n^{\prime}} q_{i} \geq \sum_{i=1}^{n} q_{i}=\operatorname{tr}(Q)$. Therefore, it suffices to show

$$
\begin{equation*}
\operatorname{tr}(Q) \leq \sum_{i=1}^{n^{\prime}} q_{i} \leq \sum_{i=1}^{n^{\prime}} p_{i} \leq \sum_{i=1}^{m} p_{i}=\operatorname{tr}(P) . \tag{3.28}
\end{equation*}
$$

Denote by $A_{k}$ the matrix consisting of the first $k$ columns of $A$, and by $Q_{k}$ the diagonal matrix with $q_{1}, \ldots, q_{k}$ on the diagonal. We first show that

$$
\begin{equation*}
\forall k \leq n^{\prime}: \operatorname{det}\left(A_{k}^{\top} P A_{k}\right) \leq p_{1} \ldots p_{k} . \tag{3.29}
\end{equation*}
$$

Let $u_{1}, \ldots u_{k}$ be an orthonormal basis for the range of $A_{k}$ and let $U_{k}$ be the matrix $\left(u_{1}, \ldots u_{k}\right)$. Then $A_{k}=U_{k} U_{k}^{\top} A_{k}$, since $U_{k} U_{k}^{\top}$ acts as an orthogonal projection on the range of $A_{k}$, and therefore it leaves the columns of $A_{k}$ invariant. Each column of the square matrix $U_{k}^{\top} A_{k}$ has norm at most $\|A\|_{1 \rightarrow 2}=1$, and, by Hadamard's inequality,

$$
\operatorname{det}\left(A_{k}^{\top} U_{k}\right)=\operatorname{det}\left(U_{k}^{\top} A_{k}\right) \leq 1
$$

Therefore,

$$
\forall k \leq n^{\prime}: \operatorname{det}\left(A_{k}^{\top} P A_{k}\right)=\operatorname{det}\left(U_{k}^{\top} A_{k}\right)^{2} \operatorname{det}\left(U_{k}^{\top} P U_{k}\right) \leq \operatorname{det}\left(U_{k}^{\top} P U_{k}\right) .
$$

By Lemma 3.3, we have that $\operatorname{det}\left(U_{k}^{\top} P U_{k}\right) \leq p_{1} \ldots p_{k}$, which proves (3.29).
By constraint (3.20), we have that for all $k$ and for all $u \in \mathbb{R}^{k}, u^{\top} A_{k}^{\top} P A_{k} u \geq u^{\top} Q_{k} u$. Then, we have that

$$
\begin{equation*}
\forall k \leq n^{\prime}: \operatorname{det}\left(A_{k}^{\top} P A_{k}\right) \geq \operatorname{det}\left(Q_{k}\right)=q_{1} \ldots q_{k} \tag{3.30}
\end{equation*}
$$

Combining (3.29) and (3.30), we have that

$$
\begin{equation*}
\forall k \leq n^{\prime}: p_{1} \ldots p_{k} \geq q_{1} \ldots q_{k} \tag{3.31}
\end{equation*}
$$

By Lemma 3.4, (3.31) implies (3.28), and completes the proof of the theorem.
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## Chapter 4

## Approximating Hereditary Discrepancy

### 4.1 Overview

In Chapter 2 we showed that no non-trivial efficient approximation for discrepancy is possible, unless $\mathrm{P}=\mathrm{NP}$. In this chapter we will see that the robustness of hereditary discrepancy has a computational consequence: there exists a deterministic polynomial time algorithm that approximates the hereditary discrepancy of any given matrix within a polylogarithmic factor. The technical tools we develop to approximate hereditary discrepancy have further applications. In Chapter 7 we will use them to characterize the error of differentially private algorithms for linear queries; in Chapter 6 we give applications to discrepancy theory, most prominently a new and near-tight lower bound for the combinatorial discrepancy of axis-aligned boxes.

Recall that by Corollary 3.2, a factor $\alpha(m, n)$ approximation to hereditary vector discrepancy implies a factor $\alpha(m, n) \log m$ approximation to hereditary discrepancy. In this chapter we do give such an approximation result with $\alpha(m, n)=O(\log m)$.

Theorem 4.1. There exists a polynomial time algorithm that approximates hvdisc( $A$ ) within a factor of $O(\log m)$ for any $m \times n$ matrix $A$. Moreover, the algorithm finds a submatrix $A_{J}$ of $A$, such that $\operatorname{hvdisc}(A)=O(\log m) \operatorname{vecdisc}\left(A_{J}\right)$.

Theorem 4.1 follows from a geometric characterization of hereditary vector discrepancy. We show that, up to a factor of $O(\log m), \operatorname{hvdisc}(A)$ is equal to the smallest value of $\|E\|_{\infty}$ over all 0 -centered ellipsoids that contain the columns of $A$. Here, $\|E\|_{\infty}$ is just the maximum $\ell_{\infty}^{m}$ norm of all points in $E$, or, equivalently, the maximum width of $E$ in the directions of the standard basis vectors $e_{1}, \ldots, e_{m}$. For a given matrix $A$, we denote the minimum achievable value of $\|E\|_{\infty}$ over ellipsoids $E$ containing the columns
of $A$ by $\|A\|_{E \infty}$ and call it the ellipsoid infinity norm of $A$. A priori, it is not clear how to relate this quantity in either direction to the $\operatorname{hvdisc}(A)$, as it is not a fractional "relaxation" in the traditional sense. It is in fact non-trivial to prove either of the two inequalities relating $\|A\|_{E \infty}$ to $\operatorname{hvdisc}(A)$.

Proving that the ellipsoid infinity norm is an upper bound on hereditary vector discrepancy relies on the upper bound for the Komlós problem proved in Theorem 3.4. We apply a linear transformation $T$ to the containing ellipsoid $E$ achieving $\|A\|_{E \infty}$, so that $T E$ is the unit ball. Then Theorem 3.4 applies; because of the transformation, we need to make sure that in the transformed space the vector discrepancy is low in a set of directions different from the standard basis. This is where it is crucial that Theorem 3.4 gives an upper bound on $\mu(A)$, rather than merely on the vector discrepancy. While, on the face of things, this argument only gives an upper bounds on the vector discrepancy of $A$, it in fact also works for any submatrix as well, because if $E$ contains all columns of $A$, it also contains all the columns of any submatrix of $A$. This simple observation is crucial to the success of our arguments.

To show that $\|A\|_{E \infty}$ also gives a lower bound on $\operatorname{hvdisc}(A)$, we analyze the convex dual of the optimization problem defining $\|A\|_{E \infty}$. We can transform dual certificates for this problem to dual certificates for vector discrepancy of some submatrix of $A$. The dual of the problem of minimizing $\|E\|_{\infty}$ over ellipsoids $E$ containing the columns of $A$ is a problem of maximizing the nuclear norm (i.e. the sum of singular values) over re-weightings of the columns and rows of $A$. To get dual certificates for vector discrepancy for some submatrix, we need to be able to extract a submatrix with a large least singular value from a matrix of large nuclear norm. We accomplish this using the restricted invertibility principle of Bourgain and Tzafriri [30]: a powerful theorem from functional analysis which states, roughly, that any matrix with many approximately equal singular values contains a large well-conditioned submatrix. Using a constructive proof of the theorem by Spielman and Srivastava [137, we can also find the wellconditioned submatrix in deterministic polynomial time; this gives us a submatrix of $A$ on which hereditary vector discrepancy is approximately maximized.

Theorem 4.1 immediately implies a $O\left(\log ^{2} m\right)$ approximation of herdisc via Corollary 3.2. However, we can improve this bound to an $O\left(\log ^{3 / 2} m\right)$ approximation:

Theorem 4.2. There exists a polynomial time algorithm that approximates herdisc $(A)$ within a factor of $O\left(\log ^{3 / 2} m\right)$ for any $m \times n$ matrix $A$. Moreover, the algorithm finds a submatrix $A_{J}$ of $A$, such that $\operatorname{herdisc}(A) \leq O\left(\log ^{3 / 2} m\right) \operatorname{vecdisc}\left(A_{J}\right)$.

To prove Theorem 4.2, we retain the same lower bound on hereditary discrepancy, but prove a new upper bound. Rather than bounding vector discrepancy from above in terms of $\|A\|_{E \infty}$, and then bounding discrepancy in terms of vector discrepancy, we give a direct upper bound on discrepancy in terms of $\|A\|_{E \infty}$. For this purpose, we use a general form of Banaszczyk's upper bound for the Komlós problem that we mentioned in Chapter 3. Banaszczyk's general result 9 shows that for any convex body $K$ of large Gaussian volume, and a matrix $A$ with columns of at most unit Euclidean norm, there exists a $x \in\{-1,1\}^{n}$ such that $A x \in C K$ for a constant $C$. We use this theorem analogously to the way we used Theorem [3.4. we find a linear transformation $T$ that maps the ellipsoid $E$ achieving $\|A\|_{E \infty}$ to the unit ball, and we specify a body $K$ such that if some $\pm 1$ combination of the columns of $T A$ is in $K$, then the corresponding combination of the columns of $A$ is in the infinity ball scaled by $O(\sqrt{\log m})$.

Lovász, Spencer and Vesztergombi [93] defined the following quantity, commonly called the determinant lower bound:

$$
\operatorname{detlb}(A)=\max _{k} \max _{B}|\operatorname{det}(B)|^{1 / k}
$$

where for each $k, B$ ranges over $k \times k$ submatrices of $A$. They proved that $\operatorname{detlb}(A)$ gives a lower bound on hereditary discrepancy.

Theorem 4.3 ([93]). For any matrix $A$, $\operatorname{detlb}(A) \leq 2 \operatorname{herdisc}(A)$.
Matoušek [106] showed that this lower bound is tight up to $O\left(\log ^{3 / 2} m\right)$. These results do not immediately yield an approximation algorithm for hereditary discrepancy, as the determinant lower bound is a maximum over exponentially many quantities and not known to be efficiently computable. We show that $\|A\|_{E \infty}$ approximates $\operatorname{detlb}(A)$ up to a factor of $O(\log m)$ via a determinant-based version of the restricted invertibility
principle. We give an elementary self-contained proof of this version of the principle. This provides also an elementary proof (without using the restricted invertibility principle) of the lower bound in Theorem 4.2 .

In Chapter 5 we give some useful properties of the ellipsoid infinity norm, and we prove that there exist examples for which our upper and lower on bounds herdisc $(A)$ in terms of $\|A\|_{E \infty}$ are tight (such examples were discovered independently by Matoušek. The properties of $\|\cdot\|_{E \infty}$ will be later used in Chapter 6 to prove upper and lower bounds on the discrepancy of natural set systems.

### 4.2 Preliminaries

In this section we review the tools that will be needed in the proof of our approximation result.

### 4.2.1 Restricted Invertibility

For a matrix $M$, we denote by $\|M\|_{2}=\|M\|_{2 \rightarrow 2}=\sigma_{\max }(M)$ the spectral norm of $M$ and $\|M\|_{H S}=\sqrt{\sum_{i} \sigma_{i}^{2}(M)}=\sqrt{\sum_{i, j} a_{i, j}^{2}}$ the Hilbert-Schmidt (or Frobenius) norm of $M$. Recall that the $\ell_{1} \rightarrow \ell_{2}$ norm $\|M\|_{1 \rightarrow 2}$ is equal to the maximum Euclidean length of the columns of the matrix $M=\left(a_{i}\right)_{i=1}^{n}$, i.e. $\|M\|_{1 \rightarrow 2}=\max _{x:\|x\|_{1}=1}\|M x\|_{2}=$ $\max _{i \in[n]}\left\|M_{i}\right\|_{2}$.

A matrix $M$ trivially contains an invertible submatrix of $k$ columns as long as $k \leq \operatorname{rank}(M)$. An important result of Bourgain and Tzafriri [30 (later strengthened by Vershynin [146], and Spielman and Srivastava [137]) shows that when $k$ is strictly less than the robust rank $\|M\|_{H S}^{2} /\|M\|_{2}^{2}$ of $M$, we can find $k$ columns of $M$ that form a wellinvertible submatrix. This result is usually called the restricted invertibility principle. Next we state a tight algorithmic version of it, due to Spielman and Srivastava.

Theorem 4.4 ([137]). Let $\epsilon \in(0,1)$, and let $M$ be an $m$ by $n$ real matrix. For any integer $k$ such that $k \leq \epsilon^{2} \frac{\|M\|_{H S}^{2}}{\|M\|_{2}^{2}}$ there exists a subset $J \subseteq[n]$ of size $|J|=k$ such that $\sigma_{\min }\left(M_{J}\right)^{2} \geq(1-\epsilon)^{2} \frac{\|M\|_{H S}^{2}}{n}$. Moreover, $J$ can be computed in deterministic polynomial time.

We will need the following weighted version of Theorem 4.4 which can be proved by a slight modification of the argument of Spielman and Srivastava.

Theorem 4.5. Let $\epsilon \in(0,1)$, let $M$ be an $m \times n$ real matrix, and let $W$ be an $n \times n$ diagonal matrix such that $W \succeq 0$ and $\operatorname{tr}(W)=1$. For any integer $k$ such that $k \leq$ $\epsilon^{2} \frac{\left\|M W^{1 / 2}\right\|_{H S}^{2}}{\left\|M W^{1 / 2}\right\|_{2}^{2}}$ there exists a subset $J \subseteq[n]$ of size $|J|=k$ such that $\sigma_{\min }\left(M_{J}\right)^{2} \geq$ $(1-\epsilon)^{2}\left\|M W^{1 / 2}\right\|_{H S}^{2}$. Moreover, $J$ can be computed in deterministic polynomial time.

For completeness, we also give a reduction from Theorem 4.5 to Theorem 4.4. The reduction is based on the following simple lemma.

Lemma 4.1. Let $W \succeq 0$ be a diagonal matrix with rational entries, such that $\operatorname{tr}(W)=$ 1. Then for any $m$ by $n$ matrix $M$, there exists a $m \times \ell$ matrix $L$ such that $L L^{\top}=$ $\ell M W M^{\top}$. Moreover, all columns of $L$ are columns of $M$.

Proof. Let $\ell$ be the least common denominator of all diagonal entries of $W$, i.e. $\ell W=D$ for an integral diagonal matrix $D$. Denote the $j$-th column of $M$ by $v_{j}$, and let $L$ be a matrix with $d_{j j}$ copies of the $j$-th column of $v_{j}$. Clearly,

$$
L L^{\top}=\sum_{j=1}^{n} d_{j j} v_{j} v_{j}^{\top}=M D M^{\top}=\ell A W A^{\top} .
$$

Observe, finally, that the number of columns of $L$ is equal to $\sum_{j=1}^{n} d_{j j}=\ell \sum_{j=1}^{n} w_{j j}=\ell$, since $\operatorname{tr}(W)=1$ by assumption.

Proof. Proof of Theorem 4.5By introducing a tiny perturbation to $W$, we can make it rational while changing $\left\|M W^{1 / 2}\right\|_{H S}$ and $\left\|M W^{1 / 2}\right\|_{2}$ by an arbitrarily small amount. Therefore, we may assume that $W$ is rational. Then, by Lemma 4.1, there exists a matrix $L$ with $\ell$ columns all of which are columns of $M$, such that $L L^{\top}=\ell M W M^{\top}$. Let $k$ be an integer such that

$$
k \leq \epsilon^{2} \frac{\left\|M W^{1 / 2}\right\|_{H S}^{2}}{\left\|M W^{1 / 2}\right\|_{2}^{2}}=\epsilon^{2} \frac{\operatorname{tr}\left(M W M^{\top}\right)}{\lambda_{\max }\left(M W M^{\top}\right)}=\epsilon^{2} \frac{\ell \operatorname{tr}\left(L L^{\mathrm{\top}}\right)}{\ell \lambda_{\max }\left(L L^{\mathrm{\top}}\right)}=\epsilon^{2} \frac{\|L\|_{H S}^{2}}{\|L\|_{2}^{2}},
$$

where $\lambda_{\max }\left(M W M^{\top}\right.$ is the largest eigenvalue of $M W M^{\top}$. By Theorem4.4, there exists a set $J$ of size $k$, such that

$$
\sigma_{\min }\left(L_{J}\right)^{2} \geq(1-\epsilon)^{2} \frac{\|L\|_{H S}^{2}}{\ell}=(1-\epsilon)^{2} \frac{\operatorname{tr}\left(L L^{\top}\right)}{\ell}=(1-\epsilon)^{2} \operatorname{tr}\left(M W M^{\top}\right)=(1-\epsilon)^{2}\left\|M W^{1 / 2}\right\|_{H S}^{2}
$$

But since all columns of $L$ are also columns of $M$, and no column in $L_{J}$ can be repeated or otherwise $\sigma_{\min }\left(L_{J}\right)=0$, there exists a set $K \subseteq[n]$ of size $k$ such that $\sigma_{\min }\left(M_{K}\right)^{2} \geq$ $(1-\epsilon)^{2}\left\|M W^{1 / 2}\right\|_{H S}^{2}$.

We also use an elementary lemma which can be thought of as a version of the restricted invertibility principle for determinants. This result is much easier to prove. A similar argument was used in 106.

Lemma 4.2. Let $M$ be an $k \times n$ matrix, and let $W$ be an $n \times n$ diagonal matrix such that $W \succeq 0$ and $\operatorname{tr}(W)=1$. Then there exists a $k$-element set $J \subseteq[n]$ such that

$$
\left|\operatorname{det}\left(M_{J}\right)\right|^{1 / k} \geq \sqrt{k / e} \cdot\left|\operatorname{det}\left(M W M^{\top}\right)\right|^{1 / 2 k} .
$$

Proof. Applying the Binet-Cauchy formula to the matrix $M W^{1 / 2}$ and slightly simplifying, we have

$$
\operatorname{det}\left(M W M^{\top}\right)=\sum_{J} \operatorname{det}\left(M_{J}\right)^{2} \prod_{j \in J} w_{j j} .
$$

Now $\sum_{J} \prod_{j \in J} w_{j j} \leq \frac{1}{k!}\left(\sum_{j=1}^{n} w_{j j}\right)^{k}=\frac{1}{k!}$, because each term of the left-hand side appears $k!$-times on the right-hand side (and the weights $w_{j j}$ are nonnegative and sum to 1). Therefore

$$
\begin{aligned}
\operatorname{det}\left(M W M^{\top}\right) & \leq\left(\max _{J} \operatorname{det}\left(M_{J}\right)^{2}\right) \sum_{J} \prod_{j \in J} w_{j j} \\
& \leq \frac{1}{k!} \max _{J} \operatorname{det}\left(M_{J}\right)^{2} .
\end{aligned}
$$

So there exists a $k$-element $J$ with

$$
\left|\operatorname{det}\left(M_{J}\right)\right|^{1 / k} \geq(k!)^{1 / 2 k}\left|\operatorname{det}\left(M W M^{\top}\right)\right|^{1 / 2 k} \geq \sqrt{k / e} \cdot\left|\operatorname{det}\left(M W M^{\top}\right)\right|^{1 / 2 k}
$$

where the last inequality follows from the estimate $k!\geq(k / e)^{k}$.

### 4.2.2 Geometry

We review some basic notions from convex geometry.
A convex body is a convex compact subset of $\mathbb{R}^{m}$. For a convex body $K \subseteq \mathbb{R}^{m}$, the polar body $K^{\circ}$ is defined by $K^{\circ}=\{y:\langle y, x\rangle \leq 1 \forall x \in K\}$. A basic fact about polar
bodies is that for any two convex bodies $K$ and $L, K \subseteq L \Leftrightarrow L^{\circ} \subseteq K^{\circ}$. A related fact is that for any convex bodies $K$ and $L,(K \cap L)^{\circ}=\operatorname{conv}\left\{K^{\circ} \cup L^{\circ}\right\}$. Moreover, a symmetric convex body $K$ and its polar body are dual to each other, in the sense that $\left(K^{\circ}\right)^{\circ}=K$.

A convex body $K$ is (centrally) symmetric if $-K=K$. The Minkowski norm $\|x\|_{K}$ induced by a symmetric convex body $K$ is defined as $\|x\|_{K} \triangleq \min \{r \in \mathbb{R}: x \in r K\}$. The Minkowski norm induced by the polar body $K^{\circ}$ of $K$ is the dual norm of $\|x\|_{K}$ and also has the form $\|y\|_{K^{\circ}}=\max _{x \in K}\langle x, y\rangle$. It follows that we can also write $\|x\|_{K}$ as $\|x\|_{K}=\max _{y \in K^{\circ}}\langle x, y\rangle$. For a vector $y$ of unit Euclidean length, $\|y\|_{K^{\circ}}$ is the width of $K$ in the direction of $y$, i.e. half the Euclidean distance between the two supporting hyperplanes of $K$ orthogonal to $y$. For symmetric body $K$, we denote by $\|K\|=\max _{x \in K}\|x\|$ the radius of $K$ under the norm $\|\cdot\|$.

Of special interest are the $\ell_{p}^{m}$ norms, defined for any $p \geq 1$ and any $x \in \mathbb{R}^{m}$ by $\|x\|_{p}=\left(\sum_{i=1}^{m}|x|^{p}\right)^{1 / p}$. The $\ell_{\infty}^{m}$ norm is defined for as $\|x\|_{\infty}=\max _{i=1}^{m}\left|x_{i}\right|$. The norms $\ell_{p}^{m}$ and $\ell_{q}^{m}$ are dual if and only if $\frac{1}{p}+\frac{1}{q}=1$, and $\ell_{1}^{m}$ is dual to $\ell_{\infty}^{m}$. We denote the unit ball of the $\ell_{p}^{m}$ norm by $B_{p}^{m}=\left\{x:\|x\|_{p} \leq 1\right\}$. As with the unit ball of any norm, $B_{p}^{m}$ is convex and centrally symmetric for $p \in[1, \infty]$.

An ellipsoid in $\mathbb{R}^{m}$ is the image of the ball $B_{2}^{m}$ under an affine map. All ellipsoids we consider are symmetric, and therefore, are equal to an image $F B_{2}^{m}$ of the ball $B_{2}^{m}$ under a linear map $F$. A full dimensional ellipsoid $E=F B_{2}^{d}$ can be equivalently defined as $E=\left\{x: x^{\top}\left(F F^{\top}\right)^{-1} x \leq 1\right\}$. The polar body of a symmetric ellipsoid $E=F B_{2}^{d}$ is the ellipsoid $E^{\circ}=\left\{x: x^{\top} F F^{\top} x \leq 1\right\}$. It follows that for $E=F B_{2}^{m}$ and for any $x$, $\|x\|_{E}=\sqrt{x^{\top}\left(F F^{\top}\right)^{-1} x}$ and for any $y,\|y\|_{E^{\circ}}=\sqrt{y^{\top}\left(F F^{\top}\right) y}$.

### 4.2.3 Convex Duality

Here we review the theory of Lagrange duals for convex optimization problems. Assume we are given the following optimization problem:

$$
\begin{align*}
& \text { Minimize } f_{0}(x)  \tag{4.1}\\
& \text { s.t. } \\
& \forall 1 \leq i \leq m: f_{i}(x) \leq 0 \tag{4.2}
\end{align*}
$$

The Lagrange dual function associated with (4.1)-4.2) is defined as $g(y)=\inf _{x} f_{0}(x)+$ $\sum_{i=1}^{m} y_{i} f_{i}(x)$, where the infimum is over the intersection of the domains of $f_{1}, \ldots, \ldots f_{m}$, and $y \in \mathbb{R}^{m}, y \geq 0$. Since $g(y)$ is the infimum of affine functions, it is a concave uppersemicontinuous function.

For any $x$ which is feasible for 4.1)-4.2 , and any $y \geq 0, g(y) \leq f_{0}(x)$. This fact is known as weak duality. The Lagrange dual problem is defined as

$$
\begin{equation*}
\text { Maximize } g(y) \text { s.t. } y \geq 0 \tag{4.3}
\end{equation*}
$$

Strong duality holds when the optimal value of (4.3) equals the optimal value of (4.1)(4.2). Slater's condition is a commonly used sufficient condition for strong duality. We state it next.

Theorem 4.6 (Slater's Condition). Assume $f_{0}, \ldots, f_{m}$ in the problem (4.1) 4.2) are convex functions over their respective domains, and for some $k \geq 0, f_{1}, \ldots, f_{k}$ are affine functions. Let there be a point $x$ in the relative interior of the domains of $f_{0}, \ldots, f_{m}$, so that $f_{i}(x) \leq 0$ for $1 \leq i \leq k$ and $f_{j}(x)<0$ for $k+1 \leq j \leq m$. Then the minimum of (4.1) (4.2) equals the maximum of (4.3), and the maximum of (4.3) is achieved if it is finite.

For more information on convex programming and duality, we refer the reader to the book by Boyd and Vandenberghe [31].

### 4.3 Ellipsoid Upper Bounds on Discrepancy

In this section we show that ellipsoids of small infinity norm provide upper bounds on both hereditary vector discrepancy and hereditary discrepancy. Giving such an upper
bound is in general challenging because it must hold for all submatrices simultaneously. The proofs use Theorem 3.4, and Banaszczyk's general vector balancing result, stated next.

Theorem 4.7 ( 9 ). There exists a universal constant $C$ such that the following holds. Let $A$ be an $m$ by $n$ real matrix such that $\|A\|_{1 \rightarrow 2}$, and let $K$ be a convex body in $\mathbb{R}^{m}$ such that $\operatorname{Pr}[g \in K] \geq 1 / 2$ where $g \in \mathbb{R}^{m}$ is a standard m-dimensional Gaussian random vector, and the probability is taken over the choice of $g$. Then there exists $x \in\{-1,1\}^{n}$ such that $A x \in C K$.

We start our argument with the main technical lemmas.

Lemma 4.3. Let $A=\left(a_{j}\right)_{j=1}^{n} \in \mathbb{R}^{m \times n}$, and let $F \in \mathbb{R}^{m \times m}$ be a rank $m$ matrix such that $\forall j \in[n]: a_{j} \in E=F B_{2}^{m}$. Then there exists a matrix $X \succeq 0$ such that $\forall j \in[n]: X_{j j}=1$ and $A X A^{\top} \preceq F F^{\top}$.

Proof. Observe that, $a_{j} \in E \Leftrightarrow F^{-1} a_{j} \in B_{2}^{m}$. This implies $\left\|F^{-1} A\right\|_{1 \rightarrow 2} \leq 1$, and, by Theorem 3.4 there exists an $X$ with $X_{j j}=1$ for all $j$ such that $\left(F^{-1} A\right) X\left(F^{-1} A\right)^{\top} \preceq I$. Multiplying on the left by $F$ and on the right by $F^{\top}$, we have $A X A^{\top} \preceq F F^{\top}$, and this completes the proof.

Lemma 4.3 is our main tool for approximating hereditary vector discrepancy. By the relationship between vector discrepancy and discrepancy established by Bansal (Corollary 3.2), this is sufficient for a poly-logarithmic approximation to hereditary discrepancy. However, to get tight upper bounds on discrepancy (and improved approximation ratio), we give a direct argument using Banaszczyk's theorem.

Lemma 4.4. Let $A=\left(a_{j}\right)_{j=1}^{n} \in \mathbb{R}^{m \times n}$, and let $F \in \mathbb{R}^{m \times m}$ be a rank $m$ matrix such that $\forall j \in[n]: a_{j} \in E=F B_{2}^{m}$. Then, for any set of vectors $v_{1}, \ldots, v_{k} \in \mathbb{R}^{m}$, there exists $x \in\{ \pm 1\}^{n}$ such that $\forall i \in[k]:\left|\left\langle A x, v_{i}\right\rangle\right| \leq C \sqrt{\left(v_{i}^{\top} F F^{\top} v_{i}\right) \log k}$ for a universal constant $C$.

Proof. Let $P \triangleq\left\{y:\left|\left\langle y, v_{i}\right\rangle\right| \leq \sqrt{v_{i}^{\top} F F^{\top} v_{i}} \forall i \in[k]\right\}$. We need to prove that there exists an $x \in\{-1,1\}^{n}$ such that $A x \in(C \sqrt{\log k}) P$ for a suitable constant $C$. Set


Figure 4.1: A linear transformation allows to apply Banaszczyk's theorem.
$K \triangleq F^{-1} P$. To show that there exists an $x$ such that $A x \in(C \sqrt{\log k}) P$, we will show that there exists an $x \in\{-1,1\}^{n}$ such that $F^{-1} A x \in(C \sqrt{\log k}) K$. For this, we will use Theorem 4.7. As in the proof of Lemma 4.3, $\left\|F^{-1} A\right\|_{1 \rightarrow 2} \leq 1$. To use Theorem 4.7, we also need to argue that for a standard Gaussian $g, \operatorname{Pr}[g \in(C \sqrt{\log k}) K] \geq \frac{1}{2}$.

For an intuitive explanation of the proof, see Figure 4.1. When the vectors $v_{i}$ are unit length, the quantity $\sqrt{v_{i}^{\top} F F^{\top} v_{i}}$ is just half the width of $E$ in the direction of $v_{i}$, and the bounding halfspaces of the polytope $P$ are supporting hyperplanes of $E$. It follows that $P$ contains $E$, which contains the columns of $A$. The map $F^{-1}$ transforms $E$ to a ball $B_{2}^{m}$, and $P$ to the polytope $K$ which contains $B_{2}^{m}$. The lower bound $\operatorname{Pr}[g \in(C \sqrt{\log k}) K] \geq \frac{1}{2}$ follows from standard facts about Gaussians: either Sidak's lemma, or the Chernoff bound.

Let us first derive a representation of $K$ as the intersection of slabs:

$$
\begin{aligned}
t K=t F^{-1} P & =\left\{t F^{-1} y:\left|\left\langle y, v_{i}\right\rangle\right| \leq \sqrt{v_{i}^{\top} F F^{\top} v_{i}} \forall i \in[k]\right\} \\
& =\left\{z:\left|\left\langle F z, v_{i}\right\rangle\right| \leq t \sqrt{v_{i}^{\top} F F^{\top} v_{i}} \forall i \in[k]\right\} \\
& =\left\{z:\left|\left\langle z, F^{\top} v_{i}\right\rangle\right| \leq t \sqrt{v_{i}^{\top} F F^{\top} v_{i}} \forall i \in[k]\right\} .
\end{aligned}
$$

Let $g$ be a standard $m$-dimensional Gaussian vector. Then $\mathbb{E}_{g}\left|\left\langle g, F^{\top} v_{i}\right\rangle\right|^{2}=v_{i} F F^{\top} v_{i}$; by standard concentration bounds, $\operatorname{Pr}\left[\left|\left\langle g, F^{\top} v_{i}\right\rangle\right|^{2}>t^{2}\left(v_{i} F F^{\top} v_{i}\right)\right]<\exp \left(-t^{2} / 2\right)$. Setting $t=\sqrt{2 \ln 2 k}$ and taking a union bound over all $i \in[k]$ gives us that $\operatorname{Pr}[g \notin \sqrt{2 \ln 2 k} K]<$ $1 / 2$. By Theorem 4.7, this implies that there exists an $x \in\{-1,1\}^{n}$ such that $F^{-1} A x \in$ $C \sqrt{2 \ln 2 k} K$, and, by multiplying on both sides by $F$, it follows that $A x \in C \sqrt{2 \ln 2 k} P$.

The property that all columns of a matrix $A$ are contained in $E$ is hereditary: if it is satisfied for $A$, then it is satisfied for any submatrix of $A$. This elementary fact lends the power of Lemmas 4.3 and 4.4 the bound given by ellipsoids is universal in the sense that the discrepancy bound for any direction $v_{i}$ holds for all submatrices $A_{J}$ of $A$ simultaneously. This fact makes it possible to upper bound hereditary discrepancy in arbitrary norms, and in the rest of the chapter we do this for $\ell_{\infty}^{m}$, which is the norm of interest for standard definitions of discrepancy. We consider ellipsoids $E$ that contain the columns of $A$ and minimize the quantity $\|E\|_{\infty}$ : the largest $\ell_{\infty}$ norm of the points of $E$. Note that $\|E\|_{\infty}$, for an ellipsoid $E=F B_{2}^{m}$, can be written as

$$
\begin{equation*}
\|E\|_{\infty}=\max _{x \in E, y:\|y\|_{1}=1}\langle x, y\rangle=\max _{y:\|y\|_{1}=1}\|y\|_{E^{\circ}}=\max _{i \in[n]} \sqrt{e_{i}^{\top} F F^{\top} e_{i}}, \tag{4.4}
\end{equation*}
$$

where the first identity follows since $\ell_{1}$ is the dual norm to $\ell_{\infty}$, and the final identity follows from the formula for $\|\cdot\|_{E^{\circ}}$ and the fact that a convex function over the $\ell_{1}$ ball is always maximized at a vertex, i.e. a standard basis vector $e_{i}$ ( $e_{i}$ has 1 in the $i$-th coordinate and 0 s everywhere else). The next definition and theorem give our main upper bound on hereditary (vector) discrepancy, which is in terms of $\|E\|_{\infty}$.

Definition 4.1. For a matrix $A=\left(a_{i}\right)_{i=1}^{n} \in \mathbb{R}^{m \times n}$, the ellipsoid-infinity norm of $A$ is defined as

$$
\|A\|_{E \infty}=\min \left\{\|E\|_{\infty}: a_{i} \in E \forall i \in n\right\} .
$$

For a set system $\mathcal{S}$ with incidence matrix $A$, we define $\|\mathcal{S}\|_{E \infty}=\|A\|_{E \infty}$.
Theorem 4.8. For any matrix $A \in \mathbb{R}^{m \times n}, \operatorname{hvdisc}(A) \leq\|A\|_{E \infty}$, and $\operatorname{herdisc}(A)=$ $O(\sqrt{\log m}) \cdot\|A\|_{E \infty}$.

Proof. Let $\epsilon \geq 0$ be arbitrarily small and let $F$ be a rank $m$ matrix such that the ellipsoid $E=F B_{2}^{m}$ contains the columns of $A$ and satisfies $\|E\|_{\infty} \leq\|A\|_{E \infty}+\epsilon$. Let $A_{J}$ be an arbitrary submatrix of $A(J \subseteq[n])$. Since all columns of $A$ are contained in $E$, this holds for all columns of $A_{J}$ as well, and by Lemma 4.3, we have that there exists $X \succeq 0$ with $X_{j j}=1$ for all $j \in J$, and $A_{J} X A_{J}^{\top} \preceq F F^{\top}$. Therefore, for all $i \in[m]$, $e_{i}^{\top} A_{J} X A_{J}^{\top} e_{i} \leq e_{i} F F^{\top} e_{i} \leq\|E\|_{\infty}^{2}$, by (4.4). Since $J$ was arbitrary and $\epsilon$ can be made
as small we as we like, this implies the bound on $\operatorname{hvdisc}(A)$. To bound $\operatorname{herdisc}(A)$, in Lemma 4.4 set $k=m$ and $v_{i}=e_{i}$ for $i \in[m]$ and $e_{i}$ the $i$-th standard basis vector.

### 4.4 Lower Bounds on Discrepancy

In Section 4.3 we showed that the hereditary (vector) discrepancy of a matrix $A$ can be bounded from above in terms of the $\|A\|_{E \infty}$. In this section we define $\|A\|_{E \infty}$ as a convex optimization problem, and show that it provides lower bounds for discrepancy as well. We use convex duality and the restricted invertibility theorem for this purpose. The lower bound we derive is new in discrepancy theory and we give further applications of it in Chapter 6

### 4.4.1 The Ellipsoid Minimization Problem and Its Dual

Recall that for a block matrix

$$
X=\left(\begin{array}{cc}
A & B \\
B^{\top} & C
\end{array}\right)
$$

the Schur complement of an invertible block $C$ in $X$ is $A-B^{\boldsymbol{\top}} C^{-1} B$. When $C \succ 0$, $X \succeq 0$ if and only if $A-B^{\top} C^{-1} B \succeq 0$.

To formulate the problem of minimizing $\|E\|_{\infty}=\max _{x \in E}\|x\|_{\infty}$ as a convex optimization problem we need the following well-known lemma, which shows that the matrix inverse is convex in the PSD sense. We give a proof for completeness.

Lemma 4.5. For any two $m \times m$ matrices $X \succ 0$ and $Y \succ 0$ and any $\alpha \in[0,1]$, $(\alpha X+(1-\alpha) Y)^{-1} \preceq \alpha X^{-1}+(1-\alpha) Y^{-1}$.

Proof. Define the matrices

$$
U=\left(\begin{array}{cc}
X^{-1} & I \\
I & X
\end{array}\right) \quad V=\left(\begin{array}{cc}
Y^{-1} & I \\
I & Y
\end{array}\right)
$$

The Schur complement of $X$ in $U$ is 0 , and therefore $U \succeq 0$, and analogously $V \succeq 0$. Therefore $\alpha U+(1-\alpha) V \succeq 0$, and the Schur complement of $\alpha X+(1-\alpha) Y$ in $\alpha U+$ $(1-\alpha) V$ is also positive semidefinite, i.e. $\alpha X^{-1}+(1-\alpha) Y^{-1}-(\alpha X+(1-\alpha) Y)^{-1} \succeq 0$. This completes the proof, after re-arranging terms.

Consider a matrix $A=\left(a_{j}\right)_{j=1}^{n} \in \mathbb{R}^{m \times n}$ of rank $m$. Let us formulate $\|A\|_{E \infty}$ as a convex minimization problem. The problem is defined as follows

$$
\begin{align*}
& \text { Minimize } t \text { s.t. }  \tag{4.5}\\
& X \succ 0  \tag{4.6}\\
& \forall i \in[m]: e_{i}^{\top} X^{-1} e_{i} \leq t  \tag{4.7}\\
& \forall j \in[n]: a_{j}^{\top} X a_{j} \leq 1 . \tag{4.8}
\end{align*}
$$

Lemma 4.6. For a rank $m$ matrix $A=\left(a_{j}\right)_{j=1}^{n} \in \mathbb{R}^{m \times n}$, the optimal value of the optimization problem (4.5)-(4.8) is equal to $\|A\|_{E \infty}$. Moreover, the objective function (4.5) and constraints (4.7)-(4.8) are convex over $t \in \mathbb{R}$ and $X \succ 0$.

Proof. Let $\lambda$ be the optimal value of (4.5) (4.8). Given a feasible $X$ for (4.5)-(4.8), set $E=X^{-1 / 2} B_{2}^{m}$ (this is well-defined since $\left.X \succ 0\right)$. Then for any $j \in[n],\left\|a_{j}\right\|_{E}=$ $a_{j}^{\top} X a_{j} \leq 1$ by 4.8), and, therefore, $a_{j} \in E$. Also, by 4.4), $\|E\|_{\infty}^{2}=\max _{i=1}^{m} e_{i}^{\top} X e_{i} \leq t$. This shows that $\|A\|_{E \infty} \leq \lambda$. In the reverse direction, let $E=F B_{2}^{m}$ be such that $\forall j \in[n]: a_{j} \in E$. Then, because $A$ is full rank, $F$ is also full rank and invertible, and we can define $X=\left(F F^{\top}\right)^{-1}$ and $t=\|E\|_{\infty}^{2}$. Analogously to the calculations above, we can show that $X$ and $t$ are feasible, and therefore $\lambda \leq\|A\|_{E \infty}$.

The objective function and the constraints (4.8) are affine, and therefore convex. To show (4.7) are also convex, let $X_{1}, t_{1}$ and $X_{2}, t_{2}$ be two feasible solutions and let $\alpha \in[0,1]$. Then, Lemma 4.5 implies that for any $i, e_{i}^{\top}\left(\alpha X_{1}+(1-\alpha) X_{2}\right)^{-1} e_{i} \leq$ $\alpha X_{1}^{-1}+(1-\alpha) X_{2}^{-1} \leq \alpha t_{1}+(1-\alpha) t_{2}$, so constraints 4.7) are convex as well.

The Schatten 1-norm of a matrix $M$, also known as the trace norm or the nuclear norm, is equal to $\|M\|_{S_{1}}=\sum_{i} \sigma_{i}(M)=\operatorname{tr}\left(\left(M M^{\top}\right)^{1 / 2}\right)$, where $X^{1 / 2}$ denotes the positive semidefinite root of the matrix $X \succeq 0$. The dual of (4.5) (4.8) is a problem of maximizing the nuclear norm over re-weightings of the columns and rows of $A$. Before we prove this fact, let us cite a theorem from convex analysis, which will be used in our proof.

Lemma 4.7 (Corollary 7.5.1. in [124]). Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{-\infty\}$ be an uppersemicontinuous concave function. Then for any $x$ and $y$ in the effective domain of

$$
f(\text { i.e. } f(x), f(y)>-\infty) \text {, }
$$

$$
f(x)=\lim _{\lambda \uparrow 1} f(\lambda x+(1-\lambda) y) .
$$

Lemma 4.7 states that an upper semi-continuous concave function is continuous along relative to any segment in its effective domain. More general statements are known, but we will not need them.

We now state the dual characterization of (4.5)-(4.8).
Theorem 4.9. Let $A=\left(a_{j}\right)_{j=1}^{n} \in \mathbb{R}^{m \times n}$ be a rank $m$ matrix, and let $\mu=\min \left\{\|E\|_{\infty}\right.$ : $\left.\forall j \in[n]: a_{j} \in E\right\}$. Then,

$$
\begin{gather*}
\mu^{2}=\max \left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}^{2} \text { s.t. }  \tag{4.9}\\
\operatorname{tr}(P)=\operatorname{tr}(Q)=1  \tag{4.10}\\
P, Q \succeq 0 ; P, Q \text { diagonal. } \tag{4.11}
\end{gather*}
$$

Proof. We shall prove the theorem by showing that the convex optimization problem (4.5)-(4.8) satisfies Slater's condition, and its Lagrange dual is equivalent to (4.9)(4.11). Let us first verify Slater's condition. We define the domain for constraints (4.7) as the open cone $\{X: X \succ 0\}$, which makes the constraint $X \succ 0$ implicit. Let $d=\|A\|_{1 \rightarrow 2}, X=\frac{1}{d} I$, and $t=d+\varepsilon$ for some $\varepsilon>0$. Then the affine constraints (4.8) are satisfied exactly, and the constraints 4.7) are satisfied with slack since $\varepsilon>0$. Moreover, by Lemma 4.6, all the constraints and the objective function are convex. Therefore, (4.5)-4.8) satisfies Slater's condition, and consequently strong duality holds.

The Lagrange dual function for (4.5) - 4.8) is by definition

$$
g(p, r)=\inf _{t, X \succ 0} t+\sum_{i=1}^{m} p_{i}\left(e_{i}^{\top} X^{-1} e_{i}-t\right)+\sum_{j=1}^{n} r_{j}\left(a_{j}^{\top} X a_{j}-1\right),
$$

with dual variables $p \in \mathbb{R}^{m}$ and $r \in \mathbb{R}^{n}, p, r \geq 0$. Equivalently, writing $p$ as a diagonal matrix $P \in \mathbb{R}^{m \times m}, P \succeq 0, r$ as a diagonal matrix $R \in \mathbb{R}^{n \times n}, R \succeq 0$, we have $g(P, R)=\inf _{t, X \succ 0} t+\operatorname{tr}\left(P X^{-1}\right)-\operatorname{tr}(t P)+\operatorname{tr}\left(A R A^{\top} X\right)-\operatorname{tr}(R)$. If $\operatorname{tr}(P) \neq 1$, then $g(P, R)=-\infty$, since we can take $t$ to $-\infty$ while keeping $X$ fixed. On the other hand, for $\operatorname{tr}(P)=1$, the dual function simplifies to

$$
\begin{equation*}
g(P, R)=\inf _{X \succ 0} \operatorname{tr}\left(P X^{-1}\right)+\operatorname{tr}\left(A R A^{\top} X\right)-\operatorname{tr}(R) . \tag{4.12}
\end{equation*}
$$

Since $X \succ 0$ implies $X^{-1} \succ 0, g(P, R) \geq-\operatorname{tr}(R)>-\infty$ whenever $\operatorname{tr}(P)=1$. Therefore, the effective domain $\{(P, R): g(P, R)>-\infty\}$ of $g(P, R)$ is the set of pairs of diagonal non-negative matrices $(P, R)$ such that $\operatorname{tr}(P)=1$.

Let us first consider the case when $P$ and $A R A^{\top}$ are both invertible. After differentiating the right hand side of (4.12) with respect to $X$, we get the first-order optimality condition

$$
\begin{equation*}
X^{-1} P X^{-1}=A R A^{\top} \tag{4.13}
\end{equation*}
$$

Multiplying by $P^{1 / 2}$ on the left and the right and taking square roots gives the equivalent condition $P^{1 / 2} X^{-1} P^{1 / 2}=\left(P^{1 / 2} A R A^{\top} P^{1 / 2}\right)^{1 / 2}$. This equation has a unique solution, since $P$ and $A R A^{\top}$ were both assumed to be invertible. Since $\operatorname{tr}\left(P X^{-1}\right)=$ $\operatorname{tr}\left(P^{1 / 2} X^{-1} P^{1 / 2}\right)$ and also, by 4.13), $\operatorname{tr}\left(A R A^{\top} X\right)=\operatorname{tr}\left(X^{-1} P\right)=\operatorname{tr}\left(P X^{-1}\right)$, we simplify $g(P, R)$ to

$$
\begin{equation*}
g(P, R)=2 \operatorname{tr}\left(\left(P^{1 / 2} A R A^{\top} P^{1 / 2}\right)^{1 / 2}\right)-\operatorname{tr}(R)=2\left\|P^{1 / 2} A R^{1 / 2}\right\|_{S_{1}}-\operatorname{tr}(R) \tag{4.14}
\end{equation*}
$$

We will now use Lemma 4.7 to argue that equation (4.14) holds also when $P$ and and $A R A^{\top}$ are not invertible. Fix any non-negative diagonal matrices $P$ and $R$ such that $\operatorname{tr}(P)=1$ (i.e. any $P$ and $R$ in the domain of $g$ ), and for $\lambda \in[0,1]$ define $P(\lambda) \triangleq$ $\lambda P+(1-\lambda) \frac{1}{m} I$ and $R(\lambda) \triangleq \lambda R+(1-\lambda) I$. Observe that for any $\lambda \in[0,1), P(\lambda)$ is invertible, and, because $A A^{\top} \succ 0$ by the assumption that $A$ is of full row-rank $m$, $A R(\lambda) A^{\top}$ is also invertible. Then, by Lemma 4.7 and 4.14, we have

$$
\begin{aligned}
g(P, R)=\lim _{\lambda \uparrow 1} g(P(\lambda), R(\lambda)) & =\lim _{\lambda \uparrow 1}\left[2\left\|P(\lambda)^{1 / 2} A R(\lambda)^{1 / 2}\right\|_{S_{1}}-\operatorname{tr}(R(\lambda))\right] \\
& =2\left\|P^{1 / 2} A R^{1 / 2}\right\|_{S_{1}}-\operatorname{tr}(R) .
\end{aligned}
$$

where the last equality follows since the nuclear norm and the trace function are continuous.

We showed that (4.5)-4.8) satisfies Slater's condition and therefore strong duality holds, so by Theorem 4.6 and Lemma 4.6, $\mu^{2}=\max \{g(P, R): \operatorname{tr}(P)=1, P, R \succeq$ 0 , diagonal $\}$. Let us define new variables $Q$ and $c$, where $c=\operatorname{tr}(R)$ and $Q=R / c$. Then we can re-write $g(P, R)$ as

$$
g(P, R)=g(P, Q, c)=2\left\|P^{1 / 2} A(c Q)^{1 / 2}\right\|_{S_{1}}-\operatorname{tr}(c Q)=2 \sqrt{c}\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}-c
$$

From the first-order optimality condition $\frac{d g}{d c}=0$, we see that maximum of $g(P, Q, c)$ is achieved when $c=\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}^{2}$ and is equal to $\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}^{2}$. Therefore, maximizing $g(P, R)$ over diagonal positive semidefinite $P$ and $R$ such that $\operatorname{tr}(P)=1$ is equivalent to the optimization problem (4.9)-(4.11). This completes the proof.

### 4.4.2 Spectral Lower Bounds via Restricted Invertibility

In this subsection we relate the dual formulations of the min-ellipsoid problem from Section 4.4.1 to the dual of vector discrepancy. The connection is via the restricted invertibility principle and gives our main lower bounds on hereditary (vector) discrepancy.

Let us first derive a simple lower bound on $\operatorname{vecdisc}(A)$ from the dual (3.12)-(3.15).

Lemma 4.8. For any $m \times n$ matrix $A$, and any $m \times m$ diagonal matrix $P \geq 0$ with $\operatorname{tr}(P)=1$, we have

$$
\operatorname{vecdisc}(A) \geq \sqrt{n} \sigma_{\min }\left(P^{1 / 2} A\right)
$$

Proof. Observe that the solution $(P, Q)$, where $Q \triangleq \sigma_{\min }\left(P^{1 / 2} A\right)^{2} I$, is feasible for (3.12)-(3.15). By Proposition 3.2, vecdisc $(A)^{2} \geq \operatorname{tr}(Q)=n \sigma_{\min }\left(P^{1 / 2} A\right)^{2}$.

We define a spectral lower bound based on Lemma 4.8.

$$
\operatorname{specLB}(A) \triangleq \max _{k=1}^{n} \max _{J \subseteq[n]:|J|=k} \max _{P} \sqrt{k} \sigma_{\min }\left(P^{1 / 2} A_{J}\right)
$$

where $P$ ranges over positive (i.e. $P \succeq 0) m \times m$ diagonal matrices satisfying $\operatorname{tr}(P)=1$. Lemma 4.8 implies immediately that $\operatorname{hvdisc}(A) \geq \operatorname{specLB}(A)$.

The next lemma relates the dual characterization of $\|A\|_{E \infty}$ to the spectral lower bound

Lemma 4.9. Let $M$ be an $m$ by $n$ real matrix, and let $W \succeq 0$ be a diagonal matrix such that $\operatorname{tr}(W)=1$ and $r \triangleq \operatorname{rank} M W^{1 / 2}$. Then there exists a submatrix $M_{J}$ of $M,|J| \leq r$, such that $|J| \sigma_{\min }\left(M_{J}\right)^{2} \geq \frac{c^{2}\left\|M W^{1 / 2}\right\|_{S_{1}}^{2}}{(\log r)^{2}}$, for a universal constant $c>0$. Moreover, given $M$ as input, $J$ can be computed in deterministic polynomial time.

Proof. By homogeneity of the nuclear norm and the smallest singular value, it suffices to show that if $\left\|M W^{1 / 2}\right\|_{S_{1}}^{2}=1$, then $|J| \sigma_{\min }\left(M_{J}\right)^{2} \geq \frac{c^{2}}{(\log r)^{2}}$ for a set $J \subseteq[n]$ of size at most $r$. Let us define $\tilde{M} \triangleq M W^{1 / 2}$.

Let $K_{t} \triangleq\left\{i \in[r]: 2^{-t-1} \leq \sigma_{i}(\tilde{M}) \leq 2^{-t}\right\}$ for an integer $0 \leq t \leq \log _{2} r$, and $T=\left\{i \in[r]: 0<\sigma_{i}(\tilde{M}) \leq \frac{1}{2 r}\right\}$. Then

$$
\sum_{t=0}^{\log _{2} r} \sum_{i \in K_{t}} \sigma_{i}(\tilde{M})=1-\sum_{i \in T} \sigma_{i}(\tilde{M}) \geq 1 / 2
$$

since $|T| \leq r$. Therefore, by averaging, there exists a $t^{*}$ such that $\sum_{i \in K_{t^{*}}} \sigma_{i}(\tilde{M}) \geq$ $\frac{1}{2 \log _{2} r}$; for convenience, let us define $K \triangleq K_{t^{*}}, k \triangleq|K| \leq r$, and $\alpha \triangleq \frac{1}{2 \log _{2} r}$.

Next, we define a suitable $k \times n$ matrix with singular values $\sigma_{i}, i \in K$. Let $\tilde{M}=$ $U \Sigma V^{\top}$ be the singular value decomposition of $\tilde{M}$, with $U$ and $V$ orthogonal, and $\Sigma$ diagonal with $\sigma_{1}(\tilde{M}), \ldots, \sigma_{m}(\tilde{M})$ on the main diagonal. Set $U_{K}$ to be the submatrix of $U$ whose columns are the left singular vectors corresponding to $\sigma_{i}(\tilde{M})$ for $i \in K$, and define the projection matrix $\Pi \triangleq U_{K} U_{K}^{\top}$. The nonzero singular values of $\Pi \tilde{M}=$ $U_{K} \Sigma_{K} V^{\top}$ are exatly those $\sigma_{i}(\tilde{M})$ for which $i \in K$, as desired. We have $\|\Pi \tilde{M}\|_{S_{1}} \geq \alpha$ by the choice of $K$, and $\|\Pi \tilde{M}\|_{2} \leq 2 \alpha / k$ because all values of $\Pi \tilde{M}$ are within a factor of 2 from each other. Finally, applying Cauchy-Schwarz to the singular values of $\Pi \tilde{M}$, we have that $\|\Pi \tilde{M}\|_{H S} \geq \alpha / k^{1 / 2}$. By Theorem 4.5, applied to $M$ and $W$ with $\epsilon=\frac{1}{2}$, there exists a set $J$ of size $r \geq k \geq|J| \geq k / 16$ such that $\sigma_{\min }\left(\Pi M_{J}\right)^{2} \geq \alpha^{2} / 4 k$, implying that

$$
|J| \sigma_{\min }\left(M_{J}\right)^{2} \geq|J| \sigma_{\min }\left(\Pi M_{J}\right)^{2} \geq \frac{1}{64} \alpha^{2}
$$

Finally, $J$ can be computed in deterministic polynomial time, by Theorem 4.5.
Theorem 4.10. For any rank $m$ matrix $A \in \mathbb{R}^{m \times n}$,

$$
\|A\|_{E \infty}=O(\log m) \operatorname{hvdisc}(A) .
$$

Moreover, we can compute in deterministic polynomial time a set $J \subseteq[n]$ such that $\mu=O(\log m) \operatorname{vecdisc}\left(A_{J}\right)$.

Proof. Let $P$ and $Q$ be optimal solutions for (4.9)-4.11). By Theorem 4.9, $\|A\|_{E \infty}=$ $\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}$. Then, by Lemma 4.9, applied to the matrices $M=P^{1 / 2} A$ and $W=Q$,
there exists a set $J \subseteq[n]$, computable in deterministic polynomial time, such that

$$
\begin{equation*}
\operatorname{specLB}(A) \geq \sqrt{|J|} \sigma_{\min }\left(P^{1 / 2} A_{J}\right) \geq \frac{c\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}}{\log m}=\frac{c \mu}{\log m} \tag{4.15}
\end{equation*}
$$

By a similar argument, but using Lemma 4.2 in the place of Theorem 4.5, we show that $\|A\|_{E \infty}$ approximates $\operatorname{detlb}(A)$.

Theorem 4.11. There exists a constant $C$ such that for any $m \times n$ matrix $A$ of rank $r$

$$
\operatorname{detlb}(A) \leq\|A\|_{E \infty}=O(\log r) \cdot \operatorname{detlb}(A) .
$$

Proof. For the inequality $\operatorname{detlb}(A) \leq\|A\|_{E \infty}$, we first observe that if $B$ is a $k \times k$ matrix, then

$$
\begin{equation*}
|\operatorname{det} B|^{1 / k} \leq \frac{1}{k}\|B\|_{S_{1}} \tag{4.16}
\end{equation*}
$$

Indeed, the left-hand side is the geometric mean of the singular values of $B$, while the right-hand side is the arithmetic mean.

Now let $B=A_{I, J}$ be a $k \times k$ submatrix of $A$, with rows indexed by the set $I$ and columns indexed by the set $J$, with $\operatorname{detlb}(A)=|\operatorname{det}(B)|^{1 / k}$. Define $P=\frac{1}{k} \operatorname{diag}\left(1_{I}\right)$ and $Q=\frac{1}{k} \operatorname{diag}\left(1_{J}\right)$, where $1_{I}$ and $1_{J}$ are, respectively, the indicator vectors of the sets $I$ and $J$. By Theorem 4.9,

$$
\operatorname{detlb}(A)=|\operatorname{det}(B)|^{1 / k} \leq \frac{1}{k}\|B\|_{S_{1}}=\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}} \leq\|A\|_{E \infty} .
$$

For the second inequality $\|A\|_{E \infty} \leq O(\log m) \cdot \operatorname{detlb}(A)$, we use a strategy analogous to the proof of Lemma 4.9. By homogeneity, we can again assume, without loss of generality, that $\|A\|_{E \infty}=1$. Let $P$ and $Q$ be optimal solutions to 4.9)-4.11, so that $\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}=1$ by Theorem 4.9. For brevity, let us write $\tilde{A} \triangleq P^{1 / 2} A Q^{1 / 2}$, and let $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>0$ be the nonzero singular values of $\tilde{A}$.

By an argument analogous to the one we used in the proof of Lemma 4.9, there is some integer $t$ such that if we set $K \triangleq\left\{i \in[m]: 2^{-t-1} \leq \sigma_{i}<2^{-t}\right\}$, then

$$
\sum_{i \in K} \sigma_{i} \geq \alpha \triangleq \frac{1}{2 \log _{2} r}
$$

Let us set $k \triangleq|K|$.
As in Lemma 4.9, we define a $k \times n$ matrix with singular values $\sigma_{i}, i \in K$. Let $\tilde{A}=U \Sigma V^{\top}$ be the singular-value decomposition of $\tilde{A}$. Set $U_{K}$ to be the submatrix of $U$ whose columns are the left singular vectors corresponding to $\sigma_{i}$ for $i \in K$. The singular values of $B \triangleq U_{K}^{\top} \tilde{A}=U_{K} \Sigma_{K} V^{\top}$ are exatly those $\sigma_{i}$ for which $i \in K$, as desired. As all $\sigma_{i}$ for $i \in K$ are within a factor of 2 from each other, we have, by the choice of $K$,

$$
\left|\operatorname{det}\left(B B^{\boldsymbol{\top}}\right)\right|^{1 / 2 k}=\left(\prod_{i \in K} \sigma_{i}\right)^{1 / k} \geq \frac{1}{2 k} \sum_{i \in K} \sigma_{i} \geq \frac{1}{2 k} \alpha
$$

It remains to relate $\operatorname{det} B B^{\top}$ to the determinant of a square submatrix of $A$, and this is where Lemma 4.2 is applied - actually applied twice, once for columns, and once for rows.

First we set $C \triangleq U_{K}^{\top} P^{1 / 2} A$; then $B=C Q^{1 / 2}$. Applying Lemma 4.2 with $C$ in the role of $M$ and $Q$ in the role of $W$, we obtain a $k$-element index set $J \subseteq[n]$ such that

$$
\left|\operatorname{det}\left(C_{J}\right)\right|^{1 / k} \geq \sqrt{k / e} \cdot\left|\operatorname{det}\left(B B^{\top}\right)\right|^{1 / 2 k} .
$$

Next, we set $D_{J} \triangleq P^{1 / 2} A_{J}$, and we claim that $\operatorname{det}\left(D_{J}^{\top} D_{J}\right) \geq\left(\operatorname{det} C_{J}\right)^{2}$. Indeed, we have $C_{J}=U_{K}^{\top} D_{J}$, and, since $U$ is an orthogonal transformation, $\left(U^{\top} D_{J}\right)^{\top}\left(U^{\top} D_{J}\right)=D_{J}^{\top} D_{J}$. Then, by the Binet-Cauchy formula,

$$
\begin{aligned}
\operatorname{det}\left(D_{J}^{\top} D_{J}\right)=\operatorname{det}\left(\left(U^{\top} D\right)^{\top}\left(U^{\top} D\right)\right) & =\sum_{L} \operatorname{det}\left(U_{L}^{\top} D_{J}\right)^{2} \\
& \geq \operatorname{det}\left(U_{K}^{\top} D_{J}\right)^{2}=\left(\operatorname{det} C_{J}\right)^{2} .
\end{aligned}
$$

The next (and last) step is analogous. We have $D_{J}^{\top}=A_{J}^{\top} P^{1 / 2}$, and so we apply Lemma 4.2 with $A_{J}^{\top}$ in the role of $M$ and $P$ in the role of $W$, obtaining a $k$-element subset $I \subseteq[m]$ with $\left|\operatorname{det} A_{I, J}\right|^{1 / k} \geq \sqrt{k / e} \cdot\left|\operatorname{det}\left(D_{J}^{\top} D_{J}\right)\right|^{1 / 2 k}$ (where $A_{I, J}$ is the submatrix of $A$ with rows indexed by $I$ and columns by $J$ ).

Following the chain of inequalities backwards, we have

$$
\begin{aligned}
\operatorname{detlb}(A) & \geq\left|\operatorname{det}\left(A_{I, J}\right)\right|^{1 / k} \geq \sqrt{k / e} \cdot\left|\operatorname{det}\left(D_{J}^{\top} D_{J}\right)\right|^{1 / 2 k} \geq \sqrt{k / e} \cdot\left|\operatorname{det}\left(C_{J}\right)\right|^{1 / k} \\
& \geq(k / e)\left|\operatorname{det}\left(B B^{\top}\right)\right|^{1 / 2 k} \geq \frac{1}{2 e} \alpha,
\end{aligned}
$$

and the theorem is proved.

### 4.5 The Approximation Algorithm

We are now ready to give our approximation algorithm for hereditary vector discrepancy and hereditary discrepancy. In fact, the algorithm is a straightforward consequence of the upper and lower bounds we proved in the prior sections.

Theorem 4.12. Given a real matrix $A \in \mathbb{R}^{m \times n},\|A\|_{E \infty}$ can be approximated to within any degree of accuracy in deterministic polynomial time, and satisfies the inequalities

$$
\begin{aligned}
& \frac{1}{O(\log m)}\|A\|_{E \infty} \leq \operatorname{hvdisc}(A) \leq\|A\|_{E \infty}, \\
& \frac{1}{O(\log m)}\|A\|_{E \infty} \leq \operatorname{herdisc}(A) \leq O\left(\log ^{1 / 2} m\right) \cdot\|A\|_{E \infty}, \\
& \frac{1}{O(\log m)}\|A\|_{E \infty} \leq \operatorname{detlb}(A) \leq\|A\|_{E \infty} .
\end{aligned}
$$

Moreover, the algorithm finds a submatrix $A_{J}$ of $A$, such that $\frac{1}{O(\log m)}\|A\|_{E \infty} \leq \operatorname{vecdisc}\left(A_{J}\right)$.
Proof. We first ensure that the matrix $A$ is of rank $m$ by adding a tiny full rank perturbation to it, and adding extra columns if necessary By making the perturbation small enough, we can ensure that it affects herdisc $(A)$ and $\operatorname{hvdisc}(A)$ negligibly. The approximation guarantees follow from Theorems 4.8 and 4.10, and $S$ is computed as in Theorem 4.10

To compute $\|A\|_{E \infty}$ in polynomial time, we solve 4.5)-4.8. By Lemma 4.6, this is a convex minimization problem, and as such can be solved using the ellipsoid method up to an $\epsilon$-approximation in time polynomial in the input size and in $\log \epsilon^{-1}$ [72]. The optimal value is equal to $\|A\|_{E \infty}$ by Lemma 4.6 , and, therefore, we can compute an arbitrarily good approximation to $\|A\|_{E \infty}$ in polynomial time.

Observe that Theorem 4.12 implies Theorems 4.1 and 4.2 .

## Bibliographic Remarks

The first polynomial time approximation algorithm for hereditary discrepancy with a polylogarithmic approximation guarantee was published in [118], and was a corollary

[^0]of work in differential privacy. The approach in the current chapter is more direct, achieves an improved approximation ratio, and make explicit the central quantity of interest: the ellipsoid infinity norm. The material in the chapter is the result of joint work with Kunal Talwar, and a preliminary version appears at [116].

## Chapter 5

## More on the Ellipsoid Infinity Norm

### 5.1 Overview

In this chapter we prove that the ellipsoid infinity norm satisfies a number of nice properties. We show that it is invariant under transposition, satisfies the triangle inequality (and, therefore, is a matrix norm), and is multiplicative with respect to tensor products. Moreover, we prove strengthenings of the triangle inequality in some special cases when the matrices have disjoint support. These properties will be exploited in Chapter 6, where we use them to give remarkably easy proofs of new and classical upper and lower bounds on the discrepancy of natural set systems.

We additionally give examples for which each of the upper and lower bounds in Theorem 4.12 are tight.

### 5.2 Properties of the Ellipsoid-Infinity Norm

Here we give several useful properties of the ellipsoid infinity norm. These properties make it possible to reason about the the ellipsoid infinity norm of a complicated matrix by decomposing it as the sums of simple matrices. Since the ellipsoid infinity norm approximates hereditary discrepancy, the properties hold approximately for herdisc too, and we will see a number of applications of them in Chapter 6 .

### 5.2.1 Transposition and Triangle Inequality

Two properties of $\|A\|_{E \infty}$ that are not obvious from the definition, but follows easily from Theorem 4.9, are that $\left\|A^{\top}\right\|_{E \infty}=\|A\|_{E \infty}$ and $\|A+B\|_{E \infty} \leq\|A\|_{E \infty}+\|B\|_{E \infty}$. We prove both next.

Proposition 5.1. For any real matrix $\|A\|_{E \infty}=\left\|A^{\top}\right\|_{E \infty}$.

Proof. It is easy to see that the nuclear norms $\|M\|_{S_{1}}$ and $\left\|M^{\text {tr }}\right\|_{S_{1}}$ are equal. Indeed, $M$ and $M^{\top}$ have the same nonzero singular values, and, therefore, the respective sums of singular values are also equal. Now, given $A$, let $P$, and $Q$ be such that $\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}$, as in Theorem 4.9. We have

$$
\|A\|_{E \infty}=\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}=\left\|\left(Q^{1 / 2}\right)^{T} A^{T}\left(P^{1 / 2}\right)^{T}\right\|_{S_{1}}=\left\|Q^{1 / 2} A^{T} P^{1 / 2}\right\|_{S_{1}} \leq\left\|A^{T}\right\|_{E \infty}
$$

The opposite inequality follows symmetrically.
Proposition 5.2. For any two $m \times n$ real matrices $A, B,\|A+B\|_{E \infty} \leq\|A\|_{E \infty}+\|B\|_{E \infty}$
Proof. Let $P, Q$ be such that $\left\|P^{1 / 2}(A+B) Q^{1 / 2}\right\|_{S_{1}}=\|A+B\|_{E \infty}$. Since $\|\cdot\|_{S_{1}}$ is a matrix norm and satisfies the triangle inequality (see [24, Sec. IV.2]), we have

$$
\begin{aligned}
\|A+B\|_{E \infty} & =\left\|P^{1 / 2}(A+B) Q^{1 / 2}\right\|_{S_{1}}=\left\|P^{1 / 2} A Q^{1 / 2}+P^{1 / 2} B Q^{1 / 2}\right\|_{S_{1}} \\
& \leq\left\|P^{1 / 2} A Q^{1 / 2}\right\|_{S_{1}}+\left\|P^{1 / 2} B Q^{1 / 2}\right\|_{S_{1}} \leq\|A\|_{E \infty}+\|B\|_{E \infty} .
\end{aligned}
$$

### 5.2.2 Unions and Direct Sums

The next proposition sometimes strengthens the triangle inequality when the ranges of the matrices $A$ and $B$ lie in orthogonal coordinate subspaces. Unlike the previous two propositions, this one appears easier to prove from the definition of $\|\cdot\|_{E \infty}$, rather than the dual characterization. We recall (4.4), which states that for any ellipsoid $E=F B_{2}^{m}$,

$$
\|E\|_{\infty}=\max _{i=1}^{m} \sqrt{e_{i}^{\top} F F^{\top} e_{i}},
$$

where $e_{i}$ is the $i$-th standard basis vector.

Proposition 5.3. Let $A_{1}, \ldots, A_{k}$ be real matrices, each with $n$ columns. For the matrix

$$
A=\left(\begin{array}{c}
A_{1} \\
\vdots \\
A_{k}
\end{array}\right)
$$

we have

$$
\|A\|_{E \infty} \leq \sqrt{k} \max _{i=1}^{k}\left\|A_{i}\right\|_{E \infty}
$$

Proof. Let each $A_{i}$ have $m_{i}$ rows, and let $m \triangleq m_{1}+\ldots+m_{k}$. Let also $E_{i}=F_{i} B_{2}^{m_{i}}$ be the ellipsoid that achieves $\left\|A_{i}\right\|_{E \infty}$. Define a new ellipsoid $E$ as $E \triangleq F B_{2}^{m}$ where

$$
F=\sqrt{k}\left(\begin{array}{cccc}
F_{1} & 0 & \ldots & 0 \\
0 & F_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & F_{k}
\end{array}\right)
$$

I.e., $F$ is the direct sum of $F_{1}, \ldots, F_{k}$. It is clear from (4.4) that $\|E\|_{\infty}=\sqrt{k} \max _{i=1}^{k}\left\|E_{i}\right\|_{\infty}$. To finish the proof, we need to show that any column $a$ of $A$ is contained in $E$. Let $\Pi_{i}$ be the projection onto the coordinate subspace corresponding to the rows of $A_{i}$. Then, $\Pi_{i} a$ is a column of $A_{i}$. Let us write the ellipsoid $E$ in the form $E=\left\{x: x^{\top}\left(F F^{\top}\right)^{-1} x \leq 1\right\}$, where

$$
\left(F F^{\top}\right)^{-1}=\frac{1}{k}\left(\begin{array}{cccc}
\left(F_{1} F_{1}^{\top}\right)^{-1} & 0 & \ldots & 0 \\
0 & \left(F_{2} F_{2}^{\top}\right)^{-1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \left(F_{k} F_{k}^{\top}\right)^{-1}
\end{array}\right)
$$

and, analogously, write $E_{i}=\left\{x: x^{\top}\left(F_{i} F_{i}^{\top}\right)^{-1} x \leq 1\right\}$. By the choice of the $E_{i}, \Pi_{i} a \in E_{i}$, so $a^{\top} \Pi_{i}\left(F_{i} F_{i}^{\top}\right)^{-1} \Pi_{i} a \leq 1$ for all $i$. It follows that,

$$
a^{\top}\left(F F^{\mathrm{\top}}\right)^{-1} a=\frac{1}{k} \sum_{i=1}^{k} a^{\top} \Pi_{i}\left(F_{i} F_{i}^{\top}\right)^{-1} \Pi_{i} a \leq 1,
$$

and, therefore $a \in E$, as desired. This finishes the proof.

We remark that for the setting of Proposition 5.3. Matoušek [107] proved the stronger bound

$$
\|A\|_{E \infty} \leq \sqrt{\left\|A_{1}\right\|_{E \infty}^{2}+\ldots+\left\|A_{k}\right\|_{E \infty}^{2}}
$$

An even stronger bound is possible when we take the direct sum of matrices.
Proposition 5.4. If $A$ is the block-diagonal matrix

$$
A=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)
$$

where $A_{1}$ and $A_{2}$ are real matrices, then then $\|A\|_{E \infty}=\max \left(\left\|A_{1}\right\|_{E \infty},\left\|A_{2}\right\|_{E \infty}\right)$.

Proof. Let, as in the proof of Proposition 5.3, each $A_{i}$ have $m_{i}$ rows, and let $m \triangleq$ $m_{1}+m_{2}$. Let also $E_{i}=F_{i} B_{2}^{m_{i}}$ be the ellipsoid that achieves $\left\|A_{i}\right\|_{E \infty}$. Define a new ellipsoid $E$ as $E \triangleq F B_{2}^{m}$ where

$$
F=\left(\begin{array}{cc}
F_{1} & 0 \\
0 & F_{2}
\end{array}\right)
$$

It is clear from (4.4) that $\|E\|_{\infty}=\max \left\{\left\|E_{1}\right\|_{\infty},\left\|E_{2}\right\|_{\infty}\right\}$. To finish the proof, we need to show that any column $a$ of $A$ is contained in $E$. Let us write the ellipsoid $E$ in the form $E=\left\{x: x^{\top}\left(F F^{\top}\right)^{-1} x \leq 1\right\}$, where

$$
\left(F F^{\mathrm{\top}}\right)^{-1}=\left(\begin{array}{cc}
\left(F_{1} F_{1}^{\mathrm{\top}}\right)^{-1} & \\
0 & \left(F_{2} F_{2}^{\top}\right)^{-1}
\end{array}\right)
$$

and, analogously, write $E_{i}=\left\{x: x^{\top}\left(F_{i} F_{i}^{\top}\right)^{-1} x \leq 1\right\}$. Notice that for any column $a$ of $A, a^{\top}\left(F F^{\top}\right)^{-1} a$ is equal to $b^{\top}\left(F_{i} F_{i}^{\top}\right)^{-1} b$ for some column $b$ of $A_{i}, i \in\{1,2\}$. By the choice of $E_{i}, b \in E_{i}$, and, therefore,

$$
a^{\top}\left(F F^{\top}\right)^{-1} a=b^{\top}\left(F_{i} F_{i}^{\top}\right)^{-1} b \leq 1 .
$$

This finishes the proof.

### 5.3 Tensor product

Here we show that $\|\cdot\|_{E \infty}$ is multiplicative with respect to tensor products. This fact is going to prove very useful in analyzing the combinatorial discrepancy of axis-aligned boxes in Chapter 6.

### 5.3.1 Properties of Tensor Products

The tensor product of matrices (a.k.a. Kronecker product) exhibits a number of useful properties with respect to matrix multiplication and addition. In an abstract setting, these properties are often used as the definition of the tensor product. We list them next. The properties hold for any complex matrices for which the operations make
sense given the dimensions; we write them in terms of matrices, but since they hold for single row or single column matrices, they are valid for vectors as well.

## 1. Bilinearity

$$
\begin{aligned}
& A \otimes B+A \otimes C=A \otimes(B+C) \\
& A \otimes B+C \otimes B=(A+C) \otimes B
\end{aligned}
$$

2. Scaling For any constant $c$ :

$$
c(A \otimes B)=(c A) \otimes B=A \otimes(c B)
$$

## 3. Conjugate Transpose

$$
(A \otimes B)^{*}=A^{*} \otimes B^{*}
$$

## 4. Mixed Products

$$
(A \otimes B)(C \otimes D)=(A C) \otimes(B D)
$$

The following well-known (and simple) lemma characterizes the singular value decomposition of tensor products.

Lemma 5.1. For any two matrices $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{p \times q}$, with singular value decompositions $A=U_{A} \Sigma_{A} V_{A}^{*}$ and $B=U_{B} \Sigma_{B} V_{B}^{*}$, the matrix $A \otimes B$ has singular value decomposition $A \otimes B=\left(U_{A} \otimes U_{B}\right)\left(\Sigma_{A} \otimes \Sigma_{B}\right)\left(V_{A} \otimes V_{B}\right)^{*}$.

Proof. The lemma follows easily from the properties of tensor products. We first verify that the claimed decomposition indeed equals $A \otimes B$ :

$$
\begin{aligned}
\left(U_{A} \otimes U_{B}\right)\left(\Sigma_{A} \otimes \Sigma_{B}\right)\left(V_{A} \otimes V_{B}\right)^{*} & =\left(\left(U_{A} \Sigma_{A}\right) \otimes\left(U_{B} \Sigma_{B}\right)\right) \otimes\left(V_{A} \otimes V_{B}\right)^{*} \\
& =\left(\left(U_{A} \Sigma_{A}\right) \otimes\left(U_{B} \Sigma_{B}\right)\right) \otimes\left(V_{A}^{*} \otimes V_{B}^{*}\right) \\
& =\left(U_{A} \Sigma_{A} V_{A}^{*}\right) \otimes\left(U_{B} \Sigma_{B} V_{B}^{*}\right)=A \otimes B
\end{aligned}
$$

Then it remains to verify that this is indeed a singular value decomposition. The matrix $\Sigma_{A} \otimes \Sigma_{B}$ is easily seen to be diagonal. Also,

$$
\left(U_{A} \otimes U_{B}\right)^{*}\left(U_{A} \otimes U_{B}\right)=\left(U_{A}^{*} \otimes U_{B}^{*}\right)\left(U_{A} \otimes U_{B}\right)=\left(U_{A}^{*} U_{A}\right) \otimes\left(U_{B}^{*} U_{B}\right)=I \otimes I=I,
$$

and, therefore, $U_{A} \otimes U_{B}$ is orthonormal. By an analogous argument, $V_{A} \otimes V_{B}$ is orthonormal, and this completes the proof.

### 5.3.2 Multiplicativity of the Ellipsoid Infinity Norm

Theorem 5.1. For any $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{r \times s},\|A \otimes B\|_{E \infty}=\|A\|_{E \infty}\|B\|_{E \infty}$.

Proof. Let us first prove that $\|A \otimes B\|_{E \infty} \leq\|A\|_{E \infty}\|B\|_{E \infty}$. We can approximate $A$ and $B$ arbitrarily well by matrices with ranks $m$ and $r$, respectively; for the rest of the proof we shall assume that $A$ and $B$ do each have ful row-rank. Let $E_{A}=F_{A} B_{2}^{m}$ achieve $\|A\|_{E \infty}$, and $E_{B}=F_{B} B_{2}^{r}$ achieve $\|B\|_{E \infty}$. Consider the matrix $F=F_{A} \otimes F_{B}$; using the mixed product property of the tensor product, we can verify that $F F^{\top}=$ $\left(F_{A} F_{A}\right) \otimes\left(F_{B} F_{B}\right) .\left(F F^{\mathrm{\top}}\right)^{-1}=\left(F_{A} F_{A}^{\top}\right)^{-1} \otimes\left(F_{B} F_{B}^{\mathrm{\top}}\right)^{-1}$. Then we can write the ellipsoids $E_{A}, E_{B}$, and $E=F B_{2}^{m r}$ as

$$
\begin{aligned}
E_{A} & =\left\{x: x^{\top}\left(F_{A} F_{A}^{\top}\right)^{-1} x \leq 1\right\}, \\
E_{B} & =\left\{x: x^{\top}\left(F_{B} F_{B}^{\top}\right)^{-1} x \leq 1\right\}, \\
E & =\left\{x: x^{\top}\left(F F^{\top}\right)^{-1} x \leq 1\right\} .
\end{aligned}
$$

Each column of $A \otimes B$ is the tensor product $a \otimes b$ of a column $a$ of $A$ and a column $b$ of $B$; then, using the mixed product property again,

$$
(a \otimes b)^{\top}\left(F F^{\top}\right)^{-1}(a \otimes b)=\left(a^{\top}\left(F_{A} F_{A}^{\top}\right)^{-1} a\right)\left(b^{\top}\left(F_{B} F_{B}^{\top}\right)^{-1} b\right) \leq 1,
$$

where the last inequality follows since $a \in E_{A}$ and $b \in E_{B}$. Therefore, the ellipsoid $E$ contains the columns of $A \otimes B$, and has infinity norm, by (4.4),

$$
\begin{aligned}
\|E\|_{\infty} & =\max _{i \in[m], j \in[r]} e_{i, j}^{\top} F F^{\top} e_{i, j} \\
& =\max _{i \in[m], j \in[r]}\left(e_{i} \otimes e_{j}\right)^{\top}\left(F_{A} F_{A}^{\top} \otimes F_{B} F_{B}^{\top}\right)\left(e_{i} \otimes e_{j}\right) \\
& =\left(\max _{i \in[m]} e_{i}^{\top} F_{A} F_{A}^{\top} e_{i}\right)\left(\max _{i \in[r]} e_{i}^{\top} F_{B} F_{B}^{\top} e_{i}\right)=\|A\|_{E \infty}^{2}\|B\|_{E \infty}^{2}
\end{aligned}
$$

Above $e_{i, j}$ is the standard basis vector corresponding to the pair of coordinates $(i, j)$. Taking square roots, this proves that $\|A \otimes B\|_{E \infty} \leq\|A\|_{E \infty}\|B\|_{E \infty}$.

To prove $\|A \otimes B\|_{E \infty} \geq\|A\|_{E \infty}\|B\|_{E \infty}$, we use the dual characterization in Theorem4.9. Let $P_{A}, Q_{A}$ and $P_{B}, Q_{B}$ be such that $\left\|P_{A}^{1 / 2} A Q_{A}^{1 / 2}\right\|_{S_{1}}=\|A\|_{E \infty}$ and $\left\|P_{B}^{1 / 2} A Q_{B}^{1 / 2}\right\|_{S_{1}}=$ $\|B\|_{E \infty}$, as in Theorem 4.9. Then $P_{A} \otimes P_{B}$ is a non-negative diagonal matrix, and

$$
\operatorname{tr}\left(P_{A} \otimes P_{B}\right)=\sum_{i, j}\left(p_{A}\right)_{i i}\left(p_{B}\right)_{j j}=\operatorname{tr}\left(P_{A}\right) \operatorname{tr}\left(P_{B}\right)=1
$$

Analogously, $Q_{A} \otimes Q_{B}$ is a non-negative diagonal matrix and $\operatorname{tr}\left(Q_{A} \otimes Q_{B}\right)=\operatorname{tr}\left(Q_{A}\right) \operatorname{tr}\left(Q_{B}\right)=$ 1. It is also straightforward to verify that

$$
\left(P_{A} \otimes P_{B}\right)^{1 / 2}(A \otimes B)\left(Q_{A} \otimes Q_{B}\right)^{1 / 2}=\left(P_{A}^{1 / 2} A Q_{A}^{1 / 2}\right) \otimes\left(P_{B}^{1 / 2} B Q_{B}^{1 / 2}\right)
$$

Let $C=P_{A}^{1 / 2} A Q_{A}^{1 / 2}$ and $D=P_{B}^{1 / 2} B Q_{B}^{1 / 2}$. Then, to bound $\|A \otimes B\|_{E \infty}$ from below, it is enough to show $\|C \otimes D\|_{S_{1}}=\|C\|_{S_{1}}\|D\|_{S_{1}}$. Given Lemma 5.1, this is shown by the following simple calculation

$$
\begin{aligned}
\|C \otimes D\|_{S_{1}} & =\operatorname{tr}\left(\Sigma_{C} \otimes \Sigma_{D}\right) \\
& =\sum_{i, j} \sigma_{i}(C) \sigma_{j}(D) \\
& =\left(\sum_{i} \sigma_{i}(C)\right)\left(\sum_{i} \sigma_{i}(D)\right) \\
& =\|C\|_{S_{1}}\|D\|_{S_{1}} .
\end{aligned}
$$

The above proves that $\|A \otimes B\|_{E \infty} \geq\|A\|_{E \infty}\|B\|_{E \infty}$, and finished the proof of the theorem.

### 5.4 Tight Examples

In this section we give examples for which our bounds in Theorem 4.12 are tight. Both examples are simple and natural. The lower bounds on discrepancy in terms of the ellipsoid infinity norm are tight for the incidence matrix of prefix intervals of $[n]$. The upper bounds are tight for the incidence matrix of a power set.

### 5.4.1 The Ellipsoid Infinity Norm of Intervals

Let $\mathcal{I}_{n}$ be the set system of all initial intervals $\{1,2, \ldots, i\}, i=1,2, \ldots, n$, of $[n]$. Its incidence matrix is $T_{n}$, the $n \times n$ matrix with 0 s above the main diagonal and 1 s
everywhere else.
It is well known, and easy to see, that $\operatorname{herdisc}\left(T_{n}\right)=\operatorname{herdisc}\left(\mathcal{I}_{n}\right)=1$. Indeed, any restriction of $\mathcal{I}_{n}$ is isomorphic to a subset of $\mathcal{I}_{n}$, and the coloring $\chi(i)=(-1)^{i \bmod 2}$ achieves discrepancy 1 . This implies that $\operatorname{hvdisc}\left(T_{n}\right)=1$, since vector discrepancy is a relaxation of discrepancy. Since the matrices with hereditary discrepancy 1 are exactly the totally unimodular matrices [66], we also have $\operatorname{detlb}\left(T_{n}\right)=1$.

We will prove that $\left\|T_{n}\right\|_{E \infty}$ is of order $\log n$. This shows that the ellipsoid-infinity norm can be $\log n$ times larger than the hereditary discrepancy, as well as the hereditary vector discrepancy and the determinant lower bound.

Moreover, this example and Theorem 5.1 are the key ingredients in our near-tight lower bound for Tusnády's problem in Chapter 6 .

Proposition 5.5. For $T_{n}$ the 0-1 matrix with $1 s$ on the main diagonal and below, we have $\left\|T_{n}\right\|_{E \infty}=\Theta(\log n)$.

The lower bound in Proposition 5.5 can be proved by relating $T_{n}$ to a circulant matrix, whose singular values can be estimated using Fourier analysis. Observe that if we put four copies of $T_{n}$ together in the following way

$$
\left(\begin{array}{cc}
T_{n} & T_{n}^{\top} \\
T_{n}^{T} & T_{n}
\end{array}\right)
$$

we obtain a circulant matrix, which we denote by $C_{n+1,2 n}$; for example, for $n=3$, we have

$$
C_{4,6}=\left(\begin{array}{llllll}
1 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1
\end{array}\right) .
$$

We show the following technical lemma, which will then imply Proposition 5.5.
Lemma 5.2. For natural numbers $s \leq n$, let $c_{s, n}$ be the vector consisting of $s$ ones followed by $n-s$ zeros, and let $C_{s, n}$ be the $n \times n$ circulant matrix whose $j$ th column
is the cyclic shift of $c_{s, n}$ by $j-1$ positions to the right. Then, for $\frac{n}{s} \geq \frac{4}{3}$, we have $\left\|C_{s, n}\right\|_{*}=\Omega(n \log s)$.

Proof. Let $\omega=e^{-i 2 \pi / n}$, where $i=\sqrt{-1}$ is the imaginary unit, and let us write $C:=C_{s, n}$ and $c:=c_{s, n}$. It is well known that the eigenvalues of a circulant matrix with first column $c$ are the Fourier coefficients $\hat{c}_{0}, \ldots, \hat{c}_{n-1}$ of $c$ :

$$
\hat{c}_{j}=\sum_{k=0}^{s-1} \omega^{j k}=\frac{\omega^{j s}-1}{\omega^{j}-1}
$$

Since $C$ is a normal matrix (i.e., $C^{T} C=C C^{T}$ ), its singular values are equal to the absolute values of its eigenvalues. Therefore, $\|C\|_{*}=\sum_{j=0}^{n-1}\left|\hat{c}_{j}\right|$, so we need to bound this sum from below. The sum can be estimated analogously to the well-known estimate of the $L_{1}$ norm of the Dirichlet kernel. We give the details of the computation next.

To give a lower bound for $\left|\hat{c}_{j}\right|$ (for appropriately chosen values of $j$ ), we give a lower bound for $\left|\omega^{j s}-1\right|$ and an upper bound for $\left|\omega^{j}-1\right|$. Let $\{x\}$ be the fractional part of a real number $x$. If $\frac{1}{8} \leq\left\{\frac{j s}{n}\right\} \leq \frac{7}{8}$, then $\Re\left(\omega^{j s}\right) \leq \frac{\sqrt{2}}{2}$, and, therefore, $\left|\omega^{j s}-1\right| \geq \frac{2-\sqrt{2}}{2}$. So, we have the implication

$$
\begin{equation*}
\frac{1}{8} \leq\left\{\frac{j s}{n}\right\} \leq \frac{7}{8} \Longrightarrow\left|\hat{c}_{j}\right| \geq \frac{2-\sqrt{2}}{2\left|\omega^{j}-1\right|} \tag{5.1}
\end{equation*}
$$

We have $\omega^{j}=\cos \left(\frac{2 \pi j}{n}\right)-i \sin \left(\frac{2 \pi j}{n}\right)$, and, therefore,

$$
\begin{aligned}
\left|\omega^{j}-1\right|^{2} & =\left(\cos \left(\frac{2 \pi j}{n}\right)-1\right)^{2}+\sin \left(\frac{2 \pi j}{n}\right)^{2} \\
& =2\left(1-\cos \left(\frac{2 \pi j}{n}\right)\right)
\end{aligned}
$$

From the Taylor approximation of the cosine function, for $-\pi / 2 \leq \phi \leq \pi / 2,1-\cos (\phi) \leq$ $\phi^{2} / 2$. Therefore,

$$
\left|\omega^{j}-1\right| \leq \begin{cases}\frac{2 \pi j}{n}, & 0 \leq j \leq \frac{n}{4}  \tag{5.2}\\ \frac{2 \pi(n-j)}{n}, & \frac{3 n}{4} \leq j \leq n-1\end{cases}
$$

Let $S$ be the set of integers $j$ such that $\frac{1}{8} \leq\left\{\frac{j s}{n}\right\} \leq \frac{7}{8}$. Let further $S_{1}:=S \cap\left[0, \frac{n}{4}\right]$ and $S_{2}=S \cap\left[\frac{3 n}{4}, n-1\right]$. By (5.1) and (5.2),

$$
\sum_{j=1}^{n}\left|\hat{c}_{i}\right| \geq \frac{(2-\sqrt{2}) n}{2 \pi}\left(\sum_{j \in S_{1}} \frac{1}{j}+\sum_{j \in S_{2}} \frac{1}{n-j}\right)
$$

Notice that $S$ is the union of disjoint intervals of size at least $\left\lfloor\frac{3 n}{4 s}\right\rfloor \geq 1$, separated by intervals of size at most $\left\lceil\frac{n}{4 s}\right\rceil$. Therefore, for any interval $[a, b)$ where $b-a \geq\left\lceil\frac{n}{s}\right\rceil+1$, $|S \cap[a, b)|=\Omega(b-a)$. We have the estimate

$$
\begin{aligned}
\sum_{j \in S_{1}} \frac{1}{j} & \geq \sum_{t=\left\lceil\log _{2}(n / s)\right\rceil}^{\left\lfloor\log _{2}(n / 4)\right\rfloor-1} \frac{1}{2^{t}} \cdot\left|S \cap\left[2^{t}, 2^{t+1}\right)\right| \\
& =\Omega(\log (n)-\log (n / s))=\Omega(\log s) .
\end{aligned}
$$

An analogous argument shows that $\sum_{j \in S_{2}} \frac{1}{n-j}=\Omega(\log s)$, and this completes the proof.

Proof of Proposition 5.5. The upper bound $\left\|T_{n}\right\|_{E \infty}=O(\log n)$ can be directly proved in a number of ways. Here we simply observe that it follows from Theorem 4.12 and $\operatorname{herdisc}(A)=1$.

For the lower bound, we can take $P=Q=\frac{1}{n} I$ in Theorem 4.9, and then it suffices to show $\left\|T_{n}\right\|_{S_{1}}=\Omega(n \log n)$. We prove this by relating $\left\|T_{n}\right\|_{S_{1}}$ to $\left\|C_{n+1,2 n}\right\|_{S_{1}}$ : since the nuclear norm is invariant under adding zero rows and columns and transposition, by the triangle inequality we have $\left\|C_{n+1,2 n}\right\|_{S_{1}} \leq 4\left\|T_{n}\right\|_{S_{1}}$. The proposition is then proved by Lemma 5.2.

We remark that the singular values of $T_{n}$ are in fact exactly known and are equal to

$$
\frac{1}{2 \sin \frac{(2 j-1) \pi}{4 n+2}},
$$

for $j \in[n]$. One way to show this is to observe that the inverse of $T_{n} T_{n}^{T}$ is the matrix of the second difference operator with 1 in the lower right corner:

$$
\left(\begin{array}{ccccccccc}
2 & -1 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 \\
-1 & 2 & -1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
0 & -1 & 2 & -1 & 0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \ldots & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & 0 & \ldots & 0 & -1 & 1
\end{array}\right)
$$

The singular values of this matrix can be computed by deriving a recurrence for the characteristic polynomial, and observing that it can be as the difference of Chebyshev polynomials of the second kind.

### 5.4.2 The Ellipsoid Infinity Norm of Power Sets

It is easy to find matrices $A$ for which $\operatorname{detlb}(A)=\operatorname{hvdisc}(A)=\|A\|_{E \infty}$ : for example, take the identity matrix or a Hadamard matrix. The next proposition gives a matrix $A$ for which herdisc $(A) \geq \frac{1}{2} \sqrt{\log _{2}(m+1)}\|A\|_{E \infty}$.

Proposition 5.6. Let $A$ be the incidence matrix of the power set $2^{[n]}$, not including the empty set. Then $\operatorname{herdisc}(A) \geq \frac{n}{2}$, while $\|A\|_{E \infty} \leq \sqrt{n}$.

Proof. By Proposition 5.1. $\|A\|_{E \infty}=\left\|A^{\top}\right\|_{E \infty}$. But every column of $A$ has $\ell_{2}$ norm at most $\sqrt{n}$, so $\left\|A^{\top}\right\|_{E \infty} \leq\left\|\sqrt{n} \cdot B_{2}^{n}\right\|=\sqrt{n}$. On the other hand, for any coloring $x \in\{-1,1\}^{n}$, one of the sets $\left\{i: x_{i}=1\right\}$ and $\left\{i: x_{i}=-1\right\}$ has cardinality at least $\frac{n}{2}$. Let the row $a$ of $A$ be the indicator vector of this set; then $|\langle a, x\rangle| \geq \frac{n}{2}$.

While Propositions 5.5 and 5.6 imply that our analysis of the ellipsoid infinity norm is tight, there are natural strengthenings of this quantity for a better approximation guarantee is plausible. For example, the argument that we used to prove Lemma 4.4 also proves the inequality

$$
\begin{equation*}
\operatorname{herdisc}(A) \leq C \max \left\{\mathbb{E}_{g}\|F g\|_{\infty}: a_{1}, \ldots a_{n} \in F B_{1}^{m}\right\} \tag{5.3}
\end{equation*}
$$

for $C$ an absolute constant, $g$ a standard gaussian in $\mathbb{R}^{m}$, and $A$ the $m \times n$ matrix $A=\left(a_{i}\right)_{i=1}^{n}$. It is also straightforward to see that the right hand side is bounded from above by $O(\sqrt{\log m})\|A\|_{E \infty}$ (by the Chernoff bound) and from below by $\Omega(1)\|A\|_{E \infty}$ (by the Jensen inequality). We leave the following question open.

Question 3. Is the right hand side of (5.3) efficiently computable? Is it approximable up to a fixed constant? Does it provide an assymptotically tighter approximation to herdisc $(A)$ than $\|A\|_{E \infty}$ ?

We remark that any quantity that satisfies Proposition 5.3 (even if the right hand side is multiplied by a constant) cannot approximate hereditary discrepancy better than a factor of $\Omega(\log n)$. The reason is that there exist examples of a pair of set systems $\mathcal{S}_{1}, \mathcal{S}_{2}$ each of hereditary discrepancy 1 , whose union $\mathcal{S}=\mathcal{S}_{1} \cup \mathcal{S}_{2}$ has hereditary discrepancy $\Omega(\log n)$ [113]. The proof of Proposition 5.3 can be adapted for the quantity in (5.3), so the best approximation we can hope for is $O(\log n)$. These observations suggest the natural conjecture that hereditary discrepancy may be hard to approximate within $o(\log n)$.

## Bibliographic Remarks

The results in this chapter come from joint work with Jiří Matoušek. A preliminary version is available as [103]. The Fourier analytic proof of Proposition 5.5 was discovered independently and appears in full for the first time in this thesis.

## Chapter 6

## Applications to Discrepancy Theory

### 6.1 Overview

The properties of the ellipsoid-infinity norm established in Chapter 5 can be seen as "composition theorems". I.e. they show us how we can deduce upper and lower bounds on $\|A\|_{E \infty}$ for some matrix $A$ by decomposing $A$ into simpler matrices for which the ellipsoid-infinity norm can be analyzed directly. Since $\|A\|_{E \infty}$ approximates hereditary discrepancy, in effect we show how to estimate the hereditary discrepancy of a matrix (or set system) in terms of the discrepancies of simpler matrices (resp. set systems). In this chapter we provide a number of examples of this technique. Most prominently, we show a near-tight lower bound on the discrepancy of axis-aligned boxes in $d$ dimensions. This nearly settles the high-dimensional version of the Tusnády problem.

### 6.2 General Results for Discrepancy

The following "composition results" for discrepancy are immediate consequences of the properties established in Chapter 5 and Theorem 4.12.

To state the first general result, let us recall the definition of the dual set system.

Definition 6.1. For a set system $(\mathcal{S}, U)$, the dual set system $\left(\mathcal{S}^{*}, \mathcal{S}\right)$ has a set $S_{e}^{*}$ for each $e \in U$, defined as $S_{e}^{*}=\{S \in \mathcal{S}: e \in S\}$.

An easy observation is that if the incidence matrix of $\mathcal{S}$ is $A$, then $A^{\top}$ is the incidence matrix of $\mathcal{S}^{*}$. It follows from Theorem 4.12 and Proposition 5.1 that the hereditary discrepancy of $\mathcal{S}$ and $\mathcal{S}^{*}$ are the same, up to polylogarithmic factors. We state the result next.

Theorem 6.1. For any set system $\mathcal{S}$ of $m$ sets on a universe of size $n$, and its dual $\mathcal{S}^{*}$,

$$
\operatorname{herdisc}(\mathcal{S})=O\left(\log ^{3 / 2} m n\right) \cdot \operatorname{herdisc}\left(\mathcal{S}^{*}\right)
$$

This theorem also follows from Matoušek's result that the determinant lower bound is nearly tight [106]. There exist set systems for which $\operatorname{disc}(\mathcal{S})=\Omega(\log n) \cdot \operatorname{herdisc}\left(\mathcal{S}^{*}\right)$. For example, for a permutation $\pi$ of $[n]$, let $\mathcal{I}_{\pi}$ be the set system of initial intervals $\left\{\pi_{1}, \ldots, \pi(i)\right\}$ for all $i \in[n]$. There exist three permutations $\pi_{1}, \pi_{2}, \pi_{3}$ such that $\mathcal{S} \triangleq$ $\mathcal{I}_{\pi_{1}} \cup \mathcal{I}_{\pi_{2}} \cup \mathcal{I}_{\pi_{3}}$ has discrepancy $\Omega(\log n)$ [113]. On the other hand, each set in $\mathcal{S}^{*}$ is isomorphic to the disjoint union of three initial segments of the form $\{1, \ldots, i\}$. Since the set system of initial segments $\mathcal{I}$ has hereditary discrepancy 1 (see Section 5.4.1), it follows that $\mathcal{S}^{*}$ has hereditary discrepancy at most 3 .

The following theorem about unions of set systems was also proved by Matoušek via the determinant lower bound [106. Here we give a different proof based on the ellipsoid infinity norm.

Theorem 6.2. Let $\mathcal{S}=\bigcup_{i=1}^{k} \mathcal{S}_{i}$, where $\mathcal{S}$ and $\mathcal{S}_{1}, \ldots, \mathcal{S}_{k}$ are set systems on the same universe, and $|\mathcal{S}|=m$. Then

$$
\operatorname{herdisc}(\mathcal{S}) \leq O\left((\log m)^{3 / 2}\right) \cdot \sqrt{k} \max _{i=1}^{k} \operatorname{herdisc}\left(\mathcal{S}_{i}\right) .
$$

Proof. Follows immediately from Theorem 4.12 and Proposition 5.3 applied to the incidence matrices $A$ of $\mathcal{S}$ and $A_{i}$ of $\mathcal{S}_{i}$, and the observation that $\left|\mathcal{S}_{i}\right| \leq|\mathcal{S}|$ for all $i$.

There is an example of two set systems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ of hereditary discrepancy 1 , such that $\mathcal{S}_{1} \cup \mathcal{S}_{2}$ has discrepancy $\Omega(\log n)$. In fact we can use essentially the same example as the one mentioned above for dual set systems. Let, again $\pi_{1}, \pi_{2}, \pi_{3}$ be three permutations such that the discrepancy of $\mathcal{S} \triangleq \mathcal{I}_{\pi_{1}} \cup \mathcal{I}_{\pi_{2}} \cup \mathcal{I}_{\pi_{3}}$ is $\Omega(\log n)$, and define $\mathcal{S}_{1} \triangleq \mathcal{I}_{\pi_{1}} \cup \mathcal{I}_{\pi_{2}}$ and $\mathcal{S}_{2} \triangleq \mathcal{I}_{\pi_{3}}$. The hereditary discrepancy of $\mathcal{I}_{\pi_{3}}$ is equal to the hereditary discrepancy of the set system $\mathcal{I}$ of initial segments, since the two set systems are isomorphic. As already observed, the hereditary discrepancy of $\mathcal{I}$ is 1 . The hereditary discrepancy of $\mathcal{I}_{\pi_{1}} \cup \mathcal{I}_{\pi_{2}}$ is 1 for any two permutations $\pi_{1}$ and $\pi_{2}$; this was first observed by Beck; see e.g. [136, Lecture 5].

The next general result we state follows from the triangle inequality for the ellipsoidinfinity norm.

Theorem 6.3. Suppose there exist set systems $\mathcal{S}_{1}, \ldots, \mathcal{S}_{k}$ and $\mathcal{T}_{1}, \ldots, \mathcal{T}_{k}$ such that each set $S$ in a set system $\mathcal{S}$ can be written as

$$
\left.\left.\left.S=\left(\left(S_{1} \backslash T_{1}\right) \cup S_{2}\right) \backslash T_{2}\right) \ldots\right) \cup S_{k}\right) \backslash T_{k},
$$

where $S_{i} \in \mathcal{S}_{i}, T_{i} \in \mathcal{T}_{i}$, each set union is on disjoint sets, and each set difference removes a set from a set that contains it. Then

$$
\operatorname{herdisc}(\mathcal{S}) \leq O\left(\log ^{3 / 2} m\right) \cdot \sum_{i=1}^{k}\left(\operatorname{herdisc}\left(\mathcal{S}_{i}\right)+\operatorname{herdisc}\left(\mathcal{T}_{i}\right)\right),
$$

where $m=|\mathcal{S}|$.
Proof. Observe that, since at most one set from each $\mathcal{S}_{i}$ and $\mathcal{T}_{i}$ is used in the expression for each $S \in \mathcal{S}$, we can assume that $\left|\mathcal{S}_{i}\right|,\left|\mathcal{T}_{i}\right| \leq m$, for any $i$. Then, after re-arranging and possibly duplicating or removing some sets, we can write

$$
A=A_{1}-B_{1}+\ldots+A_{k}-B_{k}
$$

where $A$ is the incidence matrix of $\mathcal{S}$ and $A_{i}, B_{i}$ are the incidence matrices of, respectively, $\mathcal{S}_{i}$ and $\mathcal{T}_{i}$. Then the theorem follows from Theorem 4.12, and the triangle inequality in Proposition 5.2.

The final general result we state gives upper and lower bounds on the hereditary discrepancy of products of set systems. Given two set systems $\left(\mathcal{S}_{1}, U_{1}\right.$ and $\left(\mathcal{S}_{2}, U_{2}\right)$, the product set system $\mathcal{S}_{1} \times \mathcal{S}_{2}$ is a set system on the Cartesian product $U_{1} \times U_{2}$ of the universes, and is defined as

$$
\mathcal{S}_{1} \times \mathcal{S}_{2} \triangleq\left\{S_{1} \times S_{2}: S_{1} \in \mathcal{S}_{1}, S_{2} \in \mathcal{S}_{2}\right\}
$$

It is straightforward to verify that the incidence matrix of $\mathcal{S}_{1} \times \mathcal{S}_{2}$ is the tensor (i.e. Kronecker) product $A_{1} \otimes A_{2}$ of the incidence matrices $A_{1}, A_{2}$ of $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$.

Product set systems were considered by Doerr et al. [49], where the authors gave an example in which $\operatorname{disc}\left(\mathcal{S}_{1} \times \mathcal{S}_{2}\right)=0$ for two set systems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ of nonzero discrepancy.

Therefore, no bound of the form $\operatorname{disc}\left(\mathcal{S}_{1} \times \mathcal{S}_{2}\right) \geq \alpha \operatorname{disc}\left(\mathcal{S}_{1}\right) \operatorname{disc}\left(\mathcal{S}_{2}\right)$ is possible in general for $\alpha>0$. By contrast, using the ellipsoid-infinity norm we can show approximate multiplicativity of hereditary discrepancy with respect to the taking products of set systems. The following theorem is an immediate consequence of Theorems 4.12 and 5.1.

Theorem 6.4. For any two set systems $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, we have the inequalities

$$
\operatorname{herdisc}\left(\mathcal{S}_{1} \times \mathcal{S}_{2}\right)=O\left(\log ^{5 / 2} m\right) \cdot \operatorname{herdisc}\left(\mathcal{S}_{1}\right) \operatorname{herdisc}\left(\mathcal{S}_{2}\right),
$$

and

$$
\operatorname{herdisc}\left(\mathcal{S}_{1} \times \mathcal{S}_{2}\right)=\Omega\left(\frac{1}{\log ^{2} m}\right) \cdot \operatorname{herdisc}\left(\mathcal{S}_{1}\right) \operatorname{herdisc}\left(\mathcal{S}_{2}\right)
$$

where $m \triangleq\left|\mathcal{S}_{1}\right| \cdot\left|\mathcal{S}_{2}\right|$.

### 6.3 Tusnády's Problem

In this section we use the ellipsoid infinity norm to give near tight upper and lower bounds for the higher-dimensional Tusnády's Problem, which asks for the discrepancy of axis-aligned boxes in $\mathbb{R}^{d}$.

### 6.3.1 Background

In 1980, Tusnády asked whether every finite set $U$ of points in the plane can be bicolored so that no axis-aligned rectangle contains more than a constant number of points of one color in excess of the other. Let $\mathcal{B}_{2}$ be the set of all axis-aligned rectangles $\left[a_{1}, b_{2}\right) \times\left[a_{2}, b 2\right)$ in the plane, and let $\mathcal{B}_{2}(P) \triangleq\left\{B \cap P: B \in \mathcal{B}_{2}\right\}$, where $P \subset \mathbb{R}^{2}$ is a finite set of points. Let $\operatorname{disc}\left(N, \mathcal{B}_{2}\right)$ be the maximum of $\operatorname{disc}\left(\mathcal{B}_{2}(P)\right)$ over all $n$-point sets $P \subset \mathbb{R}^{2}$. Tusnády's problem then asks whether $\operatorname{disc}\left(N, \mathcal{B}_{2}\right)$ remains bounded as $N$ goes to infinity. In 1981, Beck established the transference lemma (Lemma 1.1, which implies that

$$
\operatorname{disc}\left(N, \mathcal{B}_{2}\right)=O(1) \cdot D\left(N, \mathcal{B}_{2}\right)
$$

where $D\left(N, \mathcal{B}_{2}\right)$ is the Lebesgue-measure discrepancy of $N$-point sets with respect to axis-aligned rectangles. Classical work by Schmidt [131, improving on a result by Roth [126], shows that $D\left(N, \mathcal{B}_{2}\right)=\Omega(\log N)$, which implies that $\operatorname{disc}\left(N, \mathcal{B}_{2}\right)=\Omega(\log N)$
as well. Beck also showed an upper bound of $O\left(\log ^{4} N\right)$, which has subsequently been improved by Srinivasan [138] to $O\left(\log ^{2.5} N\right)$.

There is a natural generalization of Tusnády's question to higher dimensions. Let $\mathcal{B}_{d}$ be the set of all axis-aligned boxes in $\mathbb{R}^{d}$, i.e. all cross products $\left[a_{1}, b_{1}\right), \ldots,\left[a_{d}, b_{d}\right)$, and let $\mathcal{B}_{d}(P)=\left\{B \cap P: B \in \mathcal{B}_{d}\right\}$ be the set system induced by axis aligned boxes on a finite point set $P$. The combinatorial discrepancy of axis-aligned boxes in $\mathbb{R}^{d}$ for size $N$ point sets is denoted $\operatorname{disc}\left(N, \mathcal{B}_{d}\right)$ and is equal to the maximum of $\operatorname{disc}\left(\mathcal{B}_{d}(P)\right)$ over sets $P \subset \mathbb{R}^{d},|P|=N$. The quantitative, higher-dimensional version of Tusnády's problem asks how $\operatorname{disc}\left(N, \mathcal{B}_{d}\right)$ grows as $N \rightarrow \infty$. Using the transference lemma, and the results of Roth and Schmidt, Beck showed that for any constant $d$,

$$
\operatorname{disc}\left(N, \mathcal{B}_{d}\right)=\Omega\left(\max \left\{\log N, \log ^{(d-1) / 2} N\right\}\right),
$$

where the constant hidden in the asymptotic notation depends on $d$.
The problem of determining the worst-case discrepancy of axis-aligned boxes has been one of the central problems of combinatorial discrepancy theory. After a long line of work, the current best upper bound is $O\left(\log ^{d+0.5} N\right)$, due to Larsen [89], using a deep result of Banaszczyk. A slightly weaker bound using Beck's partial coloring lemma [20] was proved previously by Matoušek [102]. Nevertheless, the best known lower bound has remained the one due to Beck cited above, which uses lower bounds on Lebesgue-measure discrepancy. Closing the significant gap between upper and lower bounds has been an open problem dating at least as far back as the foundational work of Beck from 1981.

### 6.3.2 Tight Upper and Lower Bounds

In this paper, we nearly resolve Tusn'ady's problem for any constant dimension $d$, using an argument that applies directly to combinatorial discrepancy.

Theorem 6.5. The discrepancy of axis-aligned boxes in $\mathbb{R}^{d}$ is bounded as

$$
\frac{(\log N)^{d-1}}{(C d)^{d}} \leq \operatorname{disc}\left(N, \mathcal{B}_{d}\right) \leq(C \log N)^{d+1 / 2}
$$

for a large enough constant $C$.

Our proof of the upper bound is somewhat different, and arguably simpler, than the one given by Larsen.

Proof of Theorem 6.5. Let $\mathcal{A}_{d} \subseteq \mathcal{B}_{d}$ be the set of all anchored axis-parallel boxes, i.e. boxes of the form $\left[0, b_{1}\right) \times \cdots \times\left[0, b_{d}\right)$. Clearly $\operatorname{disc}\left(n, \mathcal{A}_{d}\right) \leq \operatorname{disc}\left(n, \mathcal{B}_{d}\right)$, and since every box $R \in \mathcal{B}_{d}$ can be expressed as a signed combination of at most $2^{d}$ anchored boxes, we have $\operatorname{disc}\left(N, \mathcal{B}_{d}\right) \leq 2^{d} \operatorname{disc}\left(n, \mathcal{A}_{d}\right)$.

Let us consider the $d$-dimensional grid $[n]^{d} \subset \mathbb{R}^{d}$ (with $N \triangleq n^{d}$ points), and let $\mathcal{G}_{d, n}=\mathcal{A}_{d}\left([n]^{d}\right)$ be the subsets induced on it by anchored boxes. It suffices to prove that $\operatorname{herdisc}\left(\mathcal{G}_{d, n}\right) \geq \frac{\left(c_{1} \log n\right)^{d}}{C_{1} \log N}$, for absolute constants $c_{1}, C_{1}$. For this, in view of Theorem 4.12, it is enough to show that $\left\|\mathcal{G}_{d, n}\right\|_{E \infty} \geq\left(c_{1} \log n\right)^{d}$.

Now $\mathcal{G}_{d, n}$ is (isomorphic to) the $d$-fold product $\mathcal{I}_{n}^{d}$ of the system of initial segments in $\{1,2, \ldots, n\}$, and so has incidence matrix $T_{n}^{\otimes d}$, where $T_{n}$ is the lower triangular binary matrix with 1 s on and below the main diagonal. Then, by Theorem 5.1 and Proposition 5.5.

$$
\left\|\mathcal{G}_{d, n}\right\|_{E \infty}=\left\|T_{n}^{\otimes d}\right\|_{E \infty}=\left\|T_{n}\right\|_{E \infty}^{d} \geq\left(c_{1} \log n\right)^{d} .
$$

This finishes the proof of the lower bound. To prove the upper bound, we consider an arbitrary $N$-point set $P \subset \mathbb{R}^{d}$. Since the set system $\mathcal{A}_{d}(P)$ is not changed by a monotone transformation of each of the coordinates, we may assume $P \subseteq[N]^{d}$, and $\mathcal{A}_{d}(P)$ is a subset of at most $N$ sets of $\mathcal{G}_{d, N}$. Hence, by Theorems 4.12 and Theorem 5.1, and Proposition 5.5, there exist constants $C_{2}$ and $C_{3}$ such that

$$
\operatorname{disc}\left(\mathcal{A}_{d}(P)\right) \leq C_{2} \sqrt{\log N} \cdot\left\|\mathcal{G}_{d, N}\right\|_{E \infty} \leq C_{2} \sqrt{\log N}\left(C_{3} \log N\right)^{d} .
$$

Taking $C$ suitable large with respect to $\frac{1}{c_{1}}, C_{1}, C_{2}, C_{3}$ finishes the proof.

### 6.4 Discrepancy of Boolean Subcubes

Chazelle and Lvov [39, 38] investigated the hereditary discrepancy of the set system $\mathcal{C}_{d}:=\mathcal{B}_{d}\left(\{0,1\}^{d}\right)$, i.e. the set system induced by axis-parallel boxes on the $d$-dimensional Boolean cube $\{0,1\}^{d}$. In other words, the sets in $\mathcal{C}_{d}$ are subcubes of $\{0,1\}^{d}$. We can
specify each set $C_{v} \in \mathcal{C}_{d}$ by a vector $v \in\{0,1, *\}$, as

$$
C_{v}=\left\{u \in\{0,1\}^{d}: v_{i} \neq * \Rightarrow u_{i}=v_{i}\right\} .
$$

Unlike for Tusnády's problem where $d$ was considered fixed, here one is interested in the asymptotic behavior as $d \rightarrow \infty$.

Chazelle and Lvov proved herdisc $\mathcal{C}_{d}=\Omega\left(2^{c d}\right)$ for an absolute constant $c \approx 0.0477$, which was later improved to $c=0.0625$ in [117] (in relation to the hereditary discrepancy of homogeneous arithmetic progressions). Here we obtain an optimal value of the constant $c$ :

Theorem 6.6. The system $\mathcal{C}_{d}$ of subcubes of the d-dimensional Boolean cube satisfies

$$
\operatorname{herdisc}\left(\mathcal{C}_{d}\right)=2^{c_{0} d+o(d)}
$$

where $c_{0}=\log _{2}(2 / \sqrt{3}) \approx 0.2075$. The same bound holds for the system $\mathcal{A}_{d}\left(\{0,1\}^{d}\right)$ of all subsets of the cube induced by anchored boxes.

Proof. The number of sets in $\mathcal{C}_{d}$ is $3^{d}$, and so, by Theorem 4.12, it suffices to prove $\left\|\mathcal{C}_{d}\right\|_{E \infty}=\left\|\mathcal{A}_{d}\left(\{0,1\}^{d}\right)\right\|_{E \infty}=2^{c_{0} d}$.

The system $\mathcal{C}_{d}$ is the $d$-fold product $\mathcal{C}_{1}^{d}$, and so by Theorem 5.1. $\left\|\mathcal{C}_{d}\right\|_{E \infty}=\left\|\mathcal{C}_{1}\right\|_{E \infty}^{d}$. The incidence matrix of $\mathcal{C}_{1}$ is

$$
A=\left(\begin{array}{ll}
1 & 1 \\
1 & 0 \\
0 & 1
\end{array}\right)
$$

To get an upper bound on $\|A\|_{E \infty}$, we exhibit an appropriate ellipsoid; it is more convenient to do it for $A^{T}$, since this is a planar problem. The optimal ellipse containing the rows of $A$ is $\left\{x \in \mathbb{R}^{2}: x_{1}^{2}+x_{2}^{2}-x_{1} x_{2} \leq 1\right\}$; here is the ellipsoid and the dual matrix:


$$
D=\left(\begin{array}{ll}
\frac{4}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{4}{3}
\end{array}\right) .
$$

Hence $\|A\|_{E \infty} \leq 2 / \sqrt{3}$. The same ellipse also works for the incidence matrix of the system $\mathcal{A}_{1}(\{0,1\})$, which is the familiar lower triangular matrix $T_{2}$.

There are several ways of bounding $\left\|T_{2}\right\|_{E \infty} \leq\|A\|_{E \infty}$ from below. For example, we can use Theorem 4.9 with

$$
P=\left(\begin{array}{cc}
\frac{1}{3} & 0 \\
0 & \frac{2}{3}
\end{array}\right), \quad Q=\left(\begin{array}{cc}
\frac{2}{3} & 0 \\
0 & \frac{1}{3}
\end{array}\right) .
$$

One can compute the characteristic polynomial of $P^{1 / 2} T_{2} Q^{1 / 2}$ and check that the singular values are $\frac{1}{\sqrt{3}} \pm \frac{1}{3}$, and hence the nuclear norm is $2 / \sqrt{3}$ as needed.

Alternatively, one can also check the optimality of the ellipse above by elementary geometry.

### 6.5 Discrepancy of Arithmetic Progressions

In this section we prove several results on the discrepancy of arithmetic progressions. Irregularities of distribution with respect to arithmetic progressions have been the focus of a long line of research dating back at least as far as van der Waerden's famous theorem from 1927. Van der Waerden's theorem implies that for any $k$, any $n$ large enough with respect to $k$, and any coloring $\chi:[n] \rightarrow\{-1,1\}$, there exist an arithmetic progression on $[n]$ of size $k$ which is monochromatic with respect to $\chi$. This is one extreme case of imbalanced arithmetic progressions with respect to colorings: we look for short arithmetic progressions (with respect to $n$ ) with maximum discrepancy. At the other end is the problem of analyzing imbalances in long arithmetic progressions. This direction was started by the beautiful work of Roth [127]. Roth's $1 / 4$-theorem shows that the discrepancy of the set system $\mathcal{A} \mathcal{P}_{n}$ of all arithmetic progressions on $[n]$ is $\operatorname{disc}\left(\mathcal{A} \mathcal{P}_{n}\right)=\Omega\left(n^{1 / 4}\right)$. After pioneering work by Beck [20] and later improvements, Matoušek and Spencer [104] showed that Roth's lower bound is the best possible up to constants.

We complement these classic results and show that $\left\|\mathcal{A} \mathcal{P}_{n}\right\|_{E \infty}=\Theta\left(n^{1 / 4}\right)$. This implies, via Theorem4.12, a discrepancy upper bound that is worse than Matoušek and Spencer's by a factor of $O(\sqrt{\log n})$. Arguably, our proof is simpler. Via Theorem 5.1, we also get upper and lower bounds on the hereditary discrepancy of multidimensional arithmetic progressions, which generalize (at the cost of slightly suboptimal bounds)
results of Doerr et al. 49.
We also consider a subset of $\mathcal{A} \mathcal{P}_{n}$ : the set system $\mathcal{H} \mathcal{A} \mathcal{P}_{n}$ of all homogeneous arithmetic progressions on $[n]$, i.e. all arithmetic progressions of the type $\{a, 2 a, \ldots, k a\}$ for $a \leq n$ and $k \leq\lfloor n / a\rfloor$. Circa 1932, Erdős asked whether $\operatorname{disc}\left(\mathcal{H} \mathcal{A} \mathcal{P}_{n}\right)=\omega(1)$. This problem is now known as the Erdős Discrepancy Problem, and stands as a major open problem in discrepancy theory and combinatorial number theory. Much better discrepancy is possible than for general arithmetic progressions: the coloring $\chi$ which takes value $\chi(i)=-1$ if and only if the last nonzero digit of $i$ in ternary representation is 2 has discrepancy $O(\log n)$. As far as lower bounds are concerned, Konev and Lisitsa recently reported [87] that the discrepancy of $\mathcal{H} \mathcal{A} \mathcal{P}_{n}$ is at least 3 for large enough $n$, and this remains the best known lower bound (a lower bound of 2 for $n \geq 12$ was well known).

Via a reduction from the discrepancy of Boolean subcubes we show that the hereditary discrepancy of $\mathcal{H A} \mathcal{P}_{n}$ is at least $n^{1 / O(\log \log n)}$. This is tight up to the constant in the exponent, as shown by Alon and Kalai [83. For completeness, we reproduce Alon and Kalai's argument, with a slightly different proof using the ellipsoid infinity norm.

In relation to the above mentioned results, it is worth mentioning that arithmetic progressions are not hereditary, i.e. a restriction of an arithmetic progression on [ $n$ ] to some $W \subset[n]$ is not necessarily an arithmetic progression. This makes the Erdős discrepancy problem significantly more challenging than the hereditary discrepancy question that we essentially resolve.

### 6.5.1 General Arithmetic Progressions

We prove the following proposition.
Proposition 6.1. $\|\mathcal{A P}\|_{E \infty}=\Theta\left(n^{1 / 4}\right)$.
Before embarking on a proof, let us recall a basic tool in algorithms and combinatorics: the canonical (dyadic) intervals trick.

Definition 6.2. $A$ canonical interval is an interval of the form $\left(a 2^{i},(a+1) 2^{i}\right] \cap \mathbb{N}$, where $a$ and $i$ are non-negative integers.

The following lemma is easy, well-known, and remarkably useful.

Lemma 6.1. Any initial interval $\{1, \ldots, j\}$, can be written as the disjoint union of at most $1+\left\lceil\log _{2} j\right\rceil$ canonical intervals, each of different size.

Proof. We prove the lemma by induction on $j$. The base case $j=1$ is trivial, since $\{1\}$ is a canonical interval. For the inductive step, assume the lemma is true for all $k \leq j-1$; we will prove that the lemma holds for $j$ under this assumption. Let $i=\left\lfloor\log _{2} j\right\rfloor$. We can write $\{1, \ldots, j\}=\left\{1, \ldots, 2^{i}\right\} \cup\left\{2^{i}+1, \ldots, j\right\}$. Notice that the first set is a canonical interval (for $a=0$ and $i$ as chosen above). The second set is an interval of size less than $2^{i}$, since $i$ was chosen maximal so that $2^{i} \leq j$; it follows that $j-2^{i}<j / 2$. By shifting the integers $\left\{2^{i}+1, \ldots, j\right\}$ left by $2^{i}$, using the inductive hypothesis, and then shifting right by $2^{i}$, we have that $\left\{2^{i}+1, \ldots, j\right\}$ can be written as the disjoint union of at most $1+\left\lceil\log _{2}\left(j-2^{i}\right)\right\rceil<\left\lceil\log _{2} j\right\rceil$ canonical intervals, all of different sizes. Moreover, all these intervals must have sizes less than $2^{i}$. This finishes the inductive step.

With this basic tool in hand, we are ready to prove the proposition.
Proof of Proposition 6.1. The lower bound $\left\|\mathcal{A} \mathcal{P}_{n}\right\|_{E \infty}=\Omega\left(n^{1 / 4}\right)$ is implied by Lovász's proof of Roths's $1 / 4$-theorem via semidefinite programming [94]. Lovász showed that $\operatorname{vecdisc}\left(\mathcal{A} \mathcal{P}_{n}\right)=\Omega\left(n^{1 / 4}\right)$. By Theorem 4.12, $\left\|\mathcal{A} \mathcal{P}_{n}\right\|_{E \infty} \geq \operatorname{hvdisc} \mathcal{A} \mathcal{P}_{n}=\Omega\left(n^{1 / 4}\right)$.

Next, we prove the upper bound. For an interval $I \subseteq[n]$, let $\mathcal{M}$ be the set of all inclusion-maximal arithmetic progressions in $[n]$. We claim that

$$
\begin{equation*}
\left\|\left.\mathcal{M}\right|_{I}\right\|_{E \infty} \leq \sqrt{2}|I|^{1 / 4} \tag{6.1}
\end{equation*}
$$

where $|I| \triangleq|b-a|$ is the size of the interval $I=[a, b)$.
Before proving (6.1), let us see why it implies $\|\mathcal{A} \mathcal{P}\|_{E \infty}=O\left(n^{1 / 4}\right)$. Let $\mathcal{M}_{i}$ be the union of the set systems $\left.\mathcal{M}\right|_{I}$ over all canonical intervals $I$ of size $2^{i}$. Since $\mathcal{M}_{i}$ is a union of set systems with disjoint supports, by Proposition 5.4 and (6.1) $\left\|\mathcal{M}_{i}\right\|_{E \infty} \leq 2^{\frac{i}{4}+\frac{1}{2}}$.

Every arithmetic progression $A$ on [n] can be written as $M \cap J$, where $M$ is a maximal arithmetic progression and $J$ is an interval in $[n] . J$ can be written as the set difference of two nested initial intervals $J_{1} \subset J_{2}$. By Lemma 6.1, $J_{1}$ and $J_{2}$ can each be
written as the disjoint union of canonical intervals of different sizes. Intersecting each of these canonical intervals with $M$, we have that

$$
A=\left(M_{0} \cup \ldots \cup M_{k}\right) \backslash\left(M_{0}^{\prime} \cup \ldots \cup M_{k}^{\prime}\right),
$$

where $k \leq 1+\left\lceil\log _{2} n\right\rceil, M_{i}, M_{i}^{\prime} \in \mathcal{M}_{i} \cup\{\emptyset\}$, all set unions are disjoint, and $M_{0}^{\prime} \cup$ $\ldots \cup M_{k}^{\prime} \subset M_{0} \cup \ldots \cup M_{k}$. The triangle inequality in Proposition 5.2 then gives $\|\mathcal{A P}\|_{E \infty} \leq \sum_{i=0}^{k} 2 \cdot 2^{\frac{i}{4}+\frac{1}{2}}=O\left(n^{1 / 4}\right)$.

It remains to prove 6.1). Let us split $\left.\mathcal{M}\right|_{I}$ as $\mathcal{M}^{\prime} \cup \mathcal{M}^{\prime \prime}$, where the arithmetic progressions in $\mathcal{M}^{\prime}$ have difference at most $|I|^{1 / 2}$, and those in $\mathcal{M}^{\prime \prime}$ have difference larger than $|I|^{1 / 2}$. By Proposition 5.3, $\left\|\left.\mathcal{M}\right|_{I}\right\|_{E \infty} \leq \sqrt{2} \max \left\{\left\|\mathcal{M}^{\prime}\right\|_{E \infty},\left\|\mathcal{M}^{\prime \prime}\right\|_{E \infty}\right\}$, so it suffices to show that $\left\|\mathcal{M}^{\prime}\right\|_{E \infty},\left\|\mathcal{M}^{\prime \prime}\right\|_{E \infty} \leq|I|^{1 / 4}$.

Given a difference $d$, each $c \in I$ belongs to exactly one maximal arithmetic progression with difference $d$, because such an arithmetic progression is entirely determined by the congruence class of $c \bmod d$. Therefore, each integer in $I$ belongs to at most $|I|^{1 / 2}$ arithmetic progressions in $\mathcal{M}^{\prime}$, i.e. $\Delta_{\mathcal{M}^{\prime}} \leq|I|^{1 / 2}$. It follows that each column of the incidence matrix of $\mathcal{M}^{\prime}$ has $\ell_{2}$ norm at most $|I|^{1 / 4}$, and, by the definition of the ellipsoid infinity norm, $\left\|\mathcal{M}^{\prime}\right\|_{E \infty} \leq|I|^{1 / 4}$.

On the other hand, every arithmetic progression in $\mathcal{M}^{\prime \prime}$ has size at most $|I|^{1 / 2}$, so each row of the incidence matrix of $\mathcal{M}^{\prime \prime}$ has $\ell_{2}$ norm at most $|I|^{1 / 4}$. Then, by Proposition 5.1 and the definition of the ellipsoid-infinity norm, we have $\left\|\mathcal{M}^{\prime \prime}\right\|_{E \infty} \leq$ $|I|^{1 / 4}$, as desired. This implies $\left\|\left.\mathcal{M}\right|_{I}\right\|_{E \infty} \leq \sqrt{2}|I|^{1 / 4}$, as we argued above, and finishes the proof.

Proposition 6.1 and Theorem 4.12 imply herdisc $\left(\mathcal{A P}_{n}\right)=O\left(n^{1 / 4} \sqrt{\log n}\right)$, which is a factor $O(\sqrt{\log n})$ larger than the optimal bound.

### 6.5.2 Multidimensional Arithmetic Progressions

Doerr, Srivastav, and Wehr [49] considered the discrepancy of the system $\mathcal{A P}^{d}$ of $d$ dimensional arithmetic progressions in $[n]^{d}$, which are $d$-fold Cartesian products of arithmetic progressions. They showed that $\operatorname{disc} \mathcal{A} \mathcal{P}^{d}=\Theta\left(n^{d / 4}\right)$.

Their upper bound was proved by a simple product coloring argument, which does not apply to hereditary discrepancy (since the restriction of $\mathcal{A P}^{d}$ to a subset of $[n]^{d}$ no longer has the structure of multidimensional arithmetic progressions). By Proposition 6.1 and Theorem 5.1. we have $\left\|\mathcal{A} \mathcal{P}^{d}\right\|_{E \infty}=\Theta\left(n^{d / 4}\right)$ for any constant $d$, and we thus obtain the (probably suboptimal) upper bound $\operatorname{herdisc}\left(\mathcal{A} \mathcal{P}^{d}\right)=O\left(n^{d / 4} \sqrt{\log n}\right)$ by Theorem 4.12.

### 6.5.3 Homogeneous Arithmetic Progressions

In this subsection we characterize the hereditary discrepancy of homogeneous arithmetic progressions.

Theorem 6.7. We have $\operatorname{herdisc}\left(\mathcal{H} \mathcal{A} \mathcal{P}_{n}\right)=n^{1 / \Theta(\log \log n)}$.
We first prove the lower bound. The upper bound in was proved by Alon and Kalai; we reproduce a version of their argument at the end of the section.

Proof of the lower bound in Theorem 6.7. For each positive integer $d$, we will construct a set of integers $J_{d}$ such that the hereditary discrepancy of homogeneous arithmetic progressions restricted to $J_{d}$ is lower bounded by the hereditary discrepancy of $\mathcal{C}_{d}$. Then the lower bound in Theorem 6.7 will follow from Theorem 6.6.

Let $p_{1,0}<p_{1,1}<\ldots<p_{d, 0}<p_{d, 1}$ be the first $2 d$ primes. We define $J_{d}$ to be the following set of square free integers

$$
J_{d}=\left\{\prod_{i=1}^{d} p_{i, u_{i}}: u \in\{0,1\}^{d}\right\} .
$$

In other words, $J_{d}$ is the set of all integers that are divisible by exactly one prime $p_{i, b}$ from each pair ( $p_{i, 0}, p_{i, 1}$ ) and no other primes. By the prime number theorem ${ }^{1}$, the largest of these primes satisfies $p_{d, 1}=\Theta(d \log d)$. Let $n=n(d)$ be the largest integer in $J_{d}$. The crude bound $n(d)=2^{O(d \log d)}$ will suffice for our purposes. Notice that $d=\Omega(\log n / \log \log n)$.

There is a natural one to one correspondence between the set $J_{d}$ and the set $\{0,1\}^{d}$ : to each $u \in\{0,1\}^{d}$ we associate the integer $j_{u}=\prod_{i=1}^{d} p_{i, u_{i}}$. By this correspondence, we

[^1]can think of any coloring $\chi:\{0,1\}^{d} \rightarrow\{-1,+1\}$ as a colorings $\chi: J_{d} \rightarrow\{-1,+1\}$. We also claim that each set in the set system $\mathcal{C}_{d}$ corresponds to a homogeneous arithmetic progression restricted to $J_{d}$. With any $C_{v} \in \mathcal{C}_{d}$ (where $v \in\{0,1, *\}^{d}$ ) associate the integer $a_{v}=\prod_{i: v_{i} \neq *} p_{i, v_{i}}$. Observe that for any $j_{u} \in B_{d}, a_{v}$ divides $j_{u}$ if and only if $u \in C_{v}$. We have the following implication for any coloring $\chi$, any $U \subseteq\{0,1\}^{d}$, and the corresponding $J=\left\{j_{u}: u \in U\right\}$ :
\[

$$
\begin{equation*}
\exists C_{v} \in \mathcal{C}_{d}:\left|\sum_{u \in C_{v} \cap U} \chi(u)\right| \geq D \quad \Leftrightarrow \quad \exists a \in \mathbb{N}:\left|\sum_{\substack{j \in J \\ a \mid j}} \chi(j)\right| \geq D . \tag{6.2}
\end{equation*}
$$

\]

Notice again that we treat $\chi$ as a coloring both of the elements of $\{0,1\}^{d}$ and of the integers in $J_{d}$ by the correspondence $u \leftrightarrow b_{u}$. Theorem 6.6 guarantees the existence of some $U$ such that the left hand side of (6.2) is satisfied with $D=2^{\Omega(d)}=n^{1 / O(\log \log n)}$ for any $\chi$. The lower bound in Theorem 6.7 follows from the right hand side of 6.2).

For completeness, we also give a version of Alon and Kalai's upper bound argument.
Proof of the upper bound in Theorem 6.7. We will represent each set in $\mathcal{H} \mathcal{A} \mathcal{P}_{n}$ as the sum of a logarithmic number of sets from small-degree set systems. The ideas here are similar to the ones used in the proof of the upper bound in Proposition 6.1 and canonical intervals will make an appearance again.

Observe that, by Theorem 4.12, it is sufficient to show that $\left\|\mathcal{H} \mathcal{A} \mathcal{P}_{n}\right\|_{E \infty} \leq n^{C / \log \log n}$ for an absolute constant $C$. Let $\mathcal{M}$ be the set of all inclusion-maximal homogeneous arithmetic progressions on $[n]$. We claim that,

$$
\|\mathcal{M}\|_{E \infty} \leq \sqrt{\Delta_{\mathcal{M}}} \leq n^{C_{0} / 2 \log \log n}
$$

The first inequality is by the definition of $\|\mathcal{M}\|_{E \infty}$. For the second inequality, observe that the degree $\Delta_{\mathcal{M}}(j)$ for any $j \in[n]$ is equal to the number $d(j)$ of distinct integer divisors of $j$. It is well-known that $d(j) \leq n^{C_{0} / \log \log n}$.

Let us define $\mathcal{M}_{i}$, for $i \in\left\{0, \ldots,\left\lceil\log _{2} n\right\rceil\right\}$, as the union of the restrictions $\left.\bigcup_{I} \mathcal{M}\right|_{I}$, where $I$ runs over canonical intervals of size $2^{i}$. Since the ellipsoid-infinity norm is nonincreasing under restrictions, $\left\|\left.\mathcal{M}\right|_{I}\right\|_{E \infty} \leq\|\mathcal{M}\|_{E \infty} \leq n^{C_{0} / 2 \log \log n}$; moreover, $\mathcal{M}_{i}$ is the union of disjoint restrictions, and so, by Proposition 5.4. $\left\|\mathcal{M}_{i}\right\|_{E \infty} \leq n^{C_{0} / 2 \log \log n}$. Each
set $H$ in $\mathcal{H} \mathcal{A} \mathcal{P}_{n}$ can be written as $H \cap J$ for some initial interval $J$. By Lemma 6.1, $J$ can be written as the disjoint union of canonical intervals of different sizes. Intersecting each of these interval with $H$, we have that $H$ can be written as the the disjoint union of at most one set from each $\mathcal{M}_{i}$. Therefore, by the triangle inequality (Proposition 5.2), $\left\|\mathcal{H} \mathcal{A} \mathcal{P}_{n}\right\|_{E \infty} \leq\left(1+\left\lceil\log _{2} n\right\rceil\right) n^{C_{0} / 2 \log \log n}$, which is bounded by $n^{C / \log \log n}$ for a large enough constant $C$.
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## Chapter 7

## Discrepancy and Differential Privacy

### 7.1 Overview

### 7.1.1 The Central Problem of Private Data Analysis

Datasets containing personal information have become common; moreover, as data collection and storage capacity have improved, such datasets have become richer. Some examples include medical studies, census data, marketing or sociological surveys, friendship or followers data from social networking sites. Performing statistical analysis on these datasets holds significant promise: the discovered knowledge can be useful for the life sciences, for policy making, for marketing. Therefore, many such datasets are of interest to the data mining community. However, analyzing them is limited by concerns that private information about individuals represented in the data may be disclosed. Such disclosure can lead to concrete adverse consequences for an individual, for example an increase in insurance premiums, or discriminatory actions. Moreover, the threat of possible disclosure decreases trust in the organization performing the analysis, and discourages participation in studies, thus hurting the validity of the results. Finally, class action law suites prompted by disclosure of private information can pose a legal barrier to conducting further studies. The central question of private data analysis then is whether it is possible to perform a reasonably accurate analysis of sensitive data while meaningfully limiting the disclosure of private information.

Many naive approaches to this problem fail due to the abundance of publicly available information about individuals. For example, declaring a subset of data attributes as "personally identifying" and removing them from the data is vulnerable to linkage attacks. A prominent example is the Netflix de-anonymization attack [112], which showed
that the identities of persons in the anonymized Netflix movie ratings dataset can be recovered by linking the dataset with public Internet Movie Database (IMDb) profiles. Protecting from re-identification itself is not sufficient; for example if we know that our neighbor visited a particular doctor's office, and we receive the anonymized records of visitors for that day, then we have a very short list of possible diseases that our neighbor can be suffering from. Yet we have not identified the neighbor in the records. Finally, restricting analysis to aggregate statistics is also not sufficient, because differencing attacks can be used to infer personal information from simple compositions of aggregate information. These examples illustrate the difficulty of the private data analysis problem and the need for formal definitions, that make guarantees in the face of rich and arbitrary auxiliary information.

Differential privacy [50] is a rigorous mathematical definition introduced to address these issues. The definition requires that the result of the analysis, as a probability distribution on possible outputs, remains almost unchanged if a single individual is added or removed from the data. Semantically, this requirement corresponds to the following guarantee to any participant: regardless of what other studies have been performed, and regardless of what public information is available, participating in the study does not pose a significantly larger privacy threat than not participating. Such a guarantee encourages participation in the data collection process.

### 7.1.2 Characterizing Optimal Error

In a seminal paper, Dinur and Nissim [48] showed that there are limitations to the accuracy of private analyses of statistical databases, even for very weak notions of privacy. Imagine that a database $D$ consists of $n$ private bits, each bit giving information about one individual (e.g. whether the individual tested positive for some disease). Dinur and Nissim showed that answering slightly more than $O(n)$ random subset sum queries on $D$ with additive error $o(\sqrt{n})$ per query allows an attacker to reconstruct an arbitrarily good approximation to $D$. Thus there is an inherent trade-off between privacy and accuracy when answering a large number of queries, and our main contribution in this chapter is a characterization of this trade-off for linear queries, in essentially all regimes
considered in the literature.
The first step towards our characterization is a new view of Dinur and Nissim's reconstruction attack using discrepancy. Assume again that the private database is a vector of $n$ private bits, one per individual. Assume also that we are given a set system $\mathcal{S}$ of subsets of $[n]$, and each set in the system encodes a subset sum (i.e. counting) query on $D$. I.e. for a set $S \in \mathcal{S}$, we want to know how many bits in $\left.D\right|_{S}$ are equal to 1. We will show that if some algorithm answers all queries in $\mathcal{S}$ with additive error per query upper bounded by an appropriate notion of discrepancy, then we can reconstruct an arbitrarily good approximation to $D$. The intuition for why this should be the case is that an adversary can "weed out" databases that are far away from $D$ whenever they give sufficiently different answers from $D$ on the queries in $\mathcal{S}$. Therefore, the only reason why an adversary might fail to reconstruct a good approximation to $D$ is that there is a way for the differences between two far-away databases to balance and cancel each other out; this kind cancellation however is limited by the discrepancy of $\mathcal{S}$. This new approach to reconstruction attacks can be used to re-derive Dinur and Nissim's result as well as a number of other known and new results. But more importantly, it gives a general tool to understand privacy-accuracy trade-offs for arbitrary sets of counting queries.

In order to relate this reconstruction attack to more standard discrepancy notions, we need to give slightly more power to the adversary. Assume that for some set $J \subset[n]$, we give the adversary the bits $D_{j}$ for $j \notin J$. I.e. the adversary is given the knowledge of the private information of a subset of the individuals. Intuitively, under a reasonable notion of privacy, the adversary should not be able to use this auxiliary knowledge to learn the bits $D_{j}$ for $j \in J$ from the output of a private algorithm. An immediate consequence of the discrepancy-based reconstruction attack we introduce is that if an algorithm answers all queries in $\mathcal{S}$ with additive error per query $o(\operatorname{hvdisc}(\mathcal{S}))$, then there exists some set $J$ such that, given $\left.D\right|_{[n] \backslash J}$, the adversary can learn most of $D_{J}$ from the output of the algorithm. Recall that $\operatorname{hvdisc}(\mathcal{S})$ is equal to $\operatorname{herdisc}(\mathcal{S})$ up to polylogarithmic factors (Corollary 3.2).

As a final step, we show that discrepancy in fact characterizes the necessary and
sufficient error to answer queries of the above type. As a motivation, let us consider two edge cases. In one extreme, Dinur and Nissim's argument (strengthened in 52]) shows that error $\Omega(\sqrt{n})$ is necessary for $\Theta(n)$ random subset sum queries in order to achieve any reasonable notion of privacy. This argument is tight, and there are differentially private algorithms that achieve error approximately $O(\sqrt{n \log n})$. As a comparison, the (vector) discrepancy of the corresponding set system of $\Theta(n)$ random sets is $\Omega(\sqrt{n})$. In the other extreme, we can achieve significantly better error guarantees and satisfy the stringent restrictions of differential privacy when the set of queries has a lot of structure. For example, if all our queries ask about the number of bits in $D_{1}, \ldots, D_{j}$ set to 1 for some $j \in[n]$ (also known as range queries), then we know of private algorithms that achieve error $O\left(\log ^{3 / 2} n\right)$ [53, 35, 152]. As a comparison, the corresponding set system has hereditary discrepancy 1 .

The discussion above suggests that hereditary discrepancy may characterize the necessary and sufficient error for privately answering subset sum queries up to polylogarithmic factor. In fact, we are able to show a striking threshold behavior:

- If an algorithm answers subset sum queries $\mathcal{S}$ with error $\tilde{\Omega}(1) \cdot$ herdisc $(\mathcal{S})$, then an adversary can reconstruct most of the private database (given the right auxiliary information).
- There exists an efficient algorithm which answers all queries $\mathcal{S}$ with error $\tilde{O}(1)$. $\operatorname{herdisc}(\mathcal{S})$, and achieves a strong level of privacy (differential privacy).

The notation $\tilde{O}, \tilde{\Omega}$ above hides factors polylogarithmic in the size of a natural representation of the queries and the database. The efficient algorithm mentioned above is based on computing an ellipsoid $E$ achieving $\|\mathcal{S}\|_{E \infty}$. The algorithm simply computes the true answers to the queries and adds Gaussian noise correlated according to $E$.

### 7.2 Preliminaries on Differential Privacy

Here we introduce the basic definitions and results from differential privacy that will be used in the remainder of the chapter.

### 7.2.1 Basic Definitions and Composition

A database is defined as a multiset $D \in U^{n}$ of $n$ rows from the data universe $U$ of size $|U|$. The notation $|D| \triangleq n$ denotes the size of the database. Each row represents the information belonging to a single individual. The universe $U$ depends on the domain; a natural example to keep in mind is $U=\{0,1\}^{d}$, i.e. each row of the database gives the values of $d$ binary attributes for some individual.

Two databases $D$ and $D^{\prime}$ are neighboring if they differ in the data of at most a single individual, i.e. $\left|D \triangle D^{\prime}\right| \leq 1$.

Differential privacy formalizes the notion that an adversary should not learn too much about any individual as a result of a private computation. The formal definition follows.

Definition $7.1([50])$. A randomized algorithm $\mathcal{M}$ satisfies $(\varepsilon, \delta)$-differential privacy if for any two neighboring databases $D$ and $D^{\prime}$ and any measurable event $S$ in the range of $\mathcal{M}$,

$$
\operatorname{Pr}[\mathcal{M}(D) \in S] \leq e^{\varepsilon} \operatorname{Pr}\left[\mathcal{M}\left(D^{\prime}\right) \in S\right]+\delta
$$

Above, probabilities are taken over the internal coin tosses of $\mathcal{M}$.

Differential privacy guarantees to a data owner that allowing her data to be used for analysis does not risk much more than she would if she did not allow her data to be used.

Let us remark on the parameters. Usually, $\varepsilon$ is set to be a small constant so that $e^{\varepsilon} \approx 1+\varepsilon$, and $\delta$ is set to be no bigger than $n^{-2}$ or even $n^{-\omega(1)}$. The case of $\delta=0$ often requires different techniques from the case $\delta>0$; as is common in the literature, we shall call the two cases pure differential privacy and approximate differential privacy.

An important basic property of differential privacy is that the privacy guarantees degrade smoothly under composition and are not affected by post-processing.

Lemma $7.1([50,51])$. Let $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ satisfy $\left(\varepsilon_{1}, \delta_{1}\right)$ - and $\left(\varepsilon_{2}, \delta_{2}\right)$-differential privacy, respectively. Then the algorithm which on input $D$ outputs the tuple $\left(\mathcal{M}_{1}(D), \mathcal{M}_{2}\left(\mathcal{M}_{1}(D), D\right)\right)$ satisfies $\left(\varepsilon_{1}+\varepsilon_{2}, \delta_{1}+\delta_{2}\right)$-differential privacy.

### 7.2.2 Query Release

In the query release problem we are given a set $\mathcal{Q}$ of queries (called a workload), where each $q \in \mathcal{Q}$ is a function $q: U^{n} \rightarrow \mathbb{R}$. Our goal is to design a differentially private algorithm $\mathcal{M}$ which takes as input a database $D$ and outputs a list of answers to the queries in $\mathcal{Q}$. We shall call such an algorithm a (query answering) mechanism; this motivates our choice of the notation $\mathcal{M}$ for differentially private algorithms. Here we treat the important special case of query release for sets of linear queries. A linear query $q$ is specified by a function $q: U \rightarrow[-1,1]$; slightly abusing notation, we define the value of the query as $q(D) \triangleq \sum_{e \in D} q(e)$. When $q: U \rightarrow\{0,1\}$ is a predicate, $q(D)$ is a counting query: it simply counts the number of rows of $D$ that satisfy the predicate.

### 7.2.3 Histograms and Matrix Notation

It will be convenient to encode the query release problem for linear queries using matrix notation. A common and very useful representation of a database $D \in U^{n}$ is the histogram representation: the histogram of $D$ is a vector $x \in \mathrm{P}^{U}$ ( P is the set of nonnegative integers) such that for any $e \in U, x_{e}$ is equal to the number of copies of $e$ in $D$. Notice that $\|x\|_{1}=n$ and also that if $x$ and $x^{\prime}$ are respectively the histograms of two neighboring databases $D$ and $D^{\prime}$, then $\left\|x-x^{\prime}\right\|_{1} \leq 1$ (here $\|x\|_{1}=\sum_{e}\left|x_{e}\right|$ is the standard $\ell_{1}$ norm). Linear queries are a linear transformation of $x$. More concretely, let us define the query matrix $A \in[-1,1]^{\mathcal{Q} \times U}$ associated with a set of linear queries $\mathcal{Q}$ by $a_{q, e}=q(e)$. Then it is easy to see that the vector $A x$ gives the answers to the queries $\mathcal{Q}$ on a database $D$ with histogram $x$. Notice also that when $\mathcal{Q}$ is a set of counting queries, then $A$ is the incidence matrix of the set system containing the sets $S_{q} \triangleq\{e \in U: q(e)=1\}$.

Since this does not lead to any loss in generality, for the remainder of this chapter we will assume that databases are given to mechanisms as histograms, and workloads of linear queries are given as query matrices. We will identify the space of size- $n$ databases with histograms in the scaled $\ell_{1}$ ball $B_{1}^{U}(n) \triangleq\left\{x:\|x\|_{1} \leq n\right\}$, and we will identify neighboring databases with histograms $x, x^{\prime}$ such that $\left\|x-x^{\prime}\right\|_{1} \leq 1$. Definition 7.1 can
be slightly generalized as follows.
Definition 7.2. A randomized algorithm $\mathcal{M}$ satisfies $(\varepsilon, \delta)$-differential privacy if for any two histograms $x, x^{\prime} \in \mathbb{R}^{U}$ such that $\left\|x-x^{\prime}\right\|_{1} \leq 1$, and any measurable event $S$ in the range of $\mathcal{M}$,

$$
\operatorname{Pr}[\mathcal{M}(D) \in S] \leq e^{\varepsilon} \operatorname{Pr}\left[\mathcal{M}\left(D^{\prime}\right) \in S\right]+\delta .
$$

Probabilities are taken over the internal coin tosses of $\mathcal{M}$.
Definition 7.1 and Definition 7.2 are equivalent when all histograms considered are integral and non-negative. While all our algorithms will work in a more general setting in which they can take fractional histograms, all our negative results (i.e. lower bounds on error) will be for histograms whose coordinates are non-negative integers, and can, therefore, be interpreted as regular databases.

### 7.2.4 Measures of Error

In this chapter we study the necessary and sufficient error incurred by differentially private mechanisms for approximating workloads of linear queries. As our basic notions of error, we will consider worst-case and average error. Here we define these notions.

For a mechanism $\mathcal{M}$ and a subset $X \subseteq \mathbb{R}^{U}$, let us define the worst case error with respect to the query matrix $A \in \mathbb{R}^{\mathcal{Q} \times U}$ as

$$
\operatorname{err}(\mathcal{M}, X, A) \triangleq \sup _{x \in X} \mathbb{E}\|A x-\mathcal{M}(A, x)\|_{\infty}
$$

where the expectation is taken over the random coins of $\mathcal{M}$. Another notion of interest is average ( $L_{2}$ )-error, defined as

$$
\operatorname{err}_{2}(\mathcal{M}, X, A) \triangleq \sup _{x \in X}\left(\mathbb{E} \frac{1}{|\mathcal{Q}|}\|A x-\mathcal{M}(A, x)\|_{2}^{2}\right)^{1 / 2}
$$

We also write $\operatorname{err}\left(\mathcal{M}, n B_{1}^{U}, A\right)$ as $\operatorname{err}(\mathcal{M}, n, A)$, and $\operatorname{err}\left(\mathcal{M}, \mathbb{R}^{U}, A\right)$ as $\operatorname{err}(\mathcal{M}, A)$. The optimal error achievable by any $(\varepsilon, \delta)$-differentially private algorithm for queries $A$ and databases of size up to $n$ is

$$
\operatorname{opt}_{\varepsilon, \delta}(n, A) \triangleq \inf _{\mathcal{M}} \operatorname{err}(\mathcal{M}, n, A)
$$

where the infimum is taken over all $(\varepsilon, \delta)$-differentially private mechanisms. When no restrictions are placed on the size $n$ of the database, the appropriate notion of optimal error is

$$
\operatorname{opt}_{\varepsilon, \delta}(A) \triangleq \sup _{n} \operatorname{opt}_{\varepsilon, \delta}(n, A)=\inf _{\mathcal{M}} \operatorname{err}(\mathcal{M}, A)
$$

where the infimum, as before, is over all $(\varepsilon, \delta)$-differentially private mechanisms. The optimal average error opt ${ }_{\varepsilon, \delta}^{(2)}(n, A)$ and opt $_{\varepsilon, \delta}^{(2)}(A)$ are defined analogously using err ${ }_{2}$.

In order to get tight dependence on the privacy parameter $\varepsilon$ in our analyses, we will use the following relationship between $\operatorname{opt}_{\varepsilon, \delta}(n, A)$ and $\operatorname{opt}_{\varepsilon^{\prime}, \delta^{\prime}}(n, A)$.

Lemma 7.2. For any $\varepsilon>0$ and $\delta<1$, any integer $k$, and for all $\delta^{\prime} \geq \frac{e^{k \varepsilon}-1}{e^{\varepsilon}-1} \delta$,

$$
\operatorname{opt}_{\varepsilon, \delta}(k n, A) \geq k \operatorname{opt}_{k \varepsilon, \delta^{\prime}}(n, A)
$$

The same holds for $\mathrm{opt}_{\varepsilon, \delta}^{(2)}$.
Proof. Let $\mathcal{M}$ be an $(\varepsilon, \delta)$-differentially private mechanism. We will use $\mathcal{M}$ as a black box to construct a $\left(k \varepsilon, \delta^{\prime}\right)$-differentially private mechanism $\mathcal{M}^{\prime}$ which satisfies the error guarantee $\operatorname{err}\left(\mathcal{M}^{\prime}, n, A\right) \leq \frac{1}{k} \operatorname{err}(\mathcal{M}, A, k n)$, which proves the lemma.

On input $x$ satisfying $\|x\|_{1} \leq n$, the mechanism $\mathcal{M}^{\prime}$ outputs $\frac{1}{k} \mathcal{M}(k x)$. We need to show that $\mathcal{M}^{\prime}$ satisfies $\left(k \varepsilon, \delta^{\prime}\right)$-differential privacy. Let $x$ and $x^{\prime}$ be two neighboring inputs to $\mathcal{M}^{\prime}$, i.e. $\left\|x-x^{\prime}\right\|_{1} \leq 1$, and let $S$ be a measurable subset of the output $\mathcal{M}^{\prime}$. Denote $p_{1}=\operatorname{Pr}\left[\mathcal{M}^{\prime}(x) \in S\right]$ and $p_{2}=\operatorname{Pr}\left[\mathcal{M}^{\prime}\left(x^{\prime}\right) \in S\right]$. We need to show that $p_{1} \leq e^{k \varepsilon} p_{2}+\delta^{\prime}$. To that end, define $x_{0}=k x, x_{1}=k x+\left(x^{\prime}-x\right), x_{2}=k x+2\left(x^{\prime}-x\right), \ldots$, $x_{k}=k x^{\prime}$. Applying the $(\varepsilon, \delta)$-privacy guarantee of $\mathcal{M}$ to each of the pairs of neighboring inputs $x_{0}, x_{1}, x_{1}, x_{2}, \ldots, x_{k-1}, x_{k}$ in sequence gives us

$$
p_{1} \leq e^{k \varepsilon} p_{2}+\left(1+e^{\varepsilon}+\ldots+e^{(k-1) \varepsilon}\right) \delta=e^{k \varepsilon} p_{2}+\frac{e^{k \varepsilon}-1}{e^{\varepsilon}-1} \delta
$$

This finishes the proof of privacy for $\mathcal{M}^{\prime}$. It is straightforward to verify that the errors of the mechanisms are related as $\operatorname{err}\left(\mathcal{M}^{\prime}, n, A\right) \leq \frac{1}{k^{2}} \operatorname{err}(\mathcal{M}, A, k n)$.

We emphasize again that, while the definitions above are stated for general realvalued histograms, defining err and opt in terms of integer histograms (i.e. taking $\operatorname{err}(\mathcal{M}, n, A) \triangleq \operatorname{err}\left(\mathcal{M}, B_{1}^{U} \cap \mathbb{P}^{U}, A\right)$ and modifying the other definitions accordingly) does not change the asymptotics of our theorems.

### 7.2.5 The Main Result

The following theorem is our main result of this chapter and shows the existence of an efficient nearly optimal differentially private algorithm.

Theorem 7.1. There exists an $(\varepsilon, \delta)$-differentially private algorithm $\mathcal{M}$ that runs in time polynomial in $|D|,|\mathcal{Q}|$, and $|U|$, and has error $\operatorname{err}(\mathcal{M}, A)=O\left(\log ^{3 / 2}|\mathcal{Q}| \sqrt{\log 1 / \delta}\right)$. $\operatorname{opt}_{\varepsilon, \delta}(A)$ for any query matrix $A \in \mathbb{R}^{\mathcal{Q} \times A}$, any small enough $\varepsilon$, and any $\delta$ small enough with respect to $\varepsilon$. Moreover, we have the inequalities

$$
\frac{1}{O(\log |\mathcal{Q}|)} \frac{1}{\varepsilon}\|A\|_{E \infty} \leq \operatorname{opt}_{\varepsilon, \delta}(A) \leq O(\sqrt{(\log |\mathcal{Q}|)(\log 1 / \delta)}) \cdot \frac{1}{\varepsilon}\|A\|_{E \infty}
$$

Hardt and Talwar [78] proved a theorem analogous to Theorem 7.1 in the $\delta=0$ case, which requires somewhat different techniques. Their algorithm is a factor of $O\left(\log ^{3 / 2}|\mathcal{Q}|\right)$ away from optimal, assuming the hyperplane conjecture from convex geometry. Subsequently, Bhaskara et al. [23] improved the competitiveness ratio was to $O(\log |\mathcal{Q}|)$, and made the result unconditional, using Klartag's proof of the isomorphic hyperplane conjecture 86. We note that, at the cost of a small relaxation in the privacy guarantee, the algorithm in Theorem 7.1 is significantly simpler and more efficient than the known nearly optimal algorithms in the $\delta=0$ case. Indeed, our algorithm simply computes an ellipsoid $E$ that approximately achieves $\|A\|_{E \infty}$, and then adds Gaussian noise correlated to have the shape of $E$. By contrast, the algorithms of [78, 23] involve sampling from high-dimensional convex bodies, at a minimum.

### 7.3 Reconstruction Attacks from Discrepancy

In this section we prove a lower bound on opt ${ }_{\varepsilon, \delta}(A)$ in terms of $\operatorname{hvdisc}(A)$. The main result follows.

Theorem 7.2. There exists a constant $c$, such that for any query matrix $A \in \mathbb{R}^{\mathcal{Q} \times U}$ we have

$$
\operatorname{opt}_{\varepsilon, \delta}(A) \geq \frac{c}{\varepsilon} \operatorname{hvdisc}(A),
$$

for all small enough $\varepsilon$ and any $\delta$ sufficiently small with respect to $\varepsilon$.

We prove the theorem in two steps. First we show that the output of any private algorithm must be far away from the input in every coordinate. Then we show that this implies a lower bound on opt ${ }_{\varepsilon, \delta}(A)$ for small constant $\varepsilon$ and $\delta$ via a reconstruction attack. We finish the proof for all $\varepsilon$ and small enough $\delta$ using Lemma 7.2 ,

The first lemma shows that any private algorithm should fail to guess each coordinate of its input with constant probability.

Lemma 7.3. Assume $\mathcal{M}$ is an $(\varepsilon, \delta)$-differentially private algorithm whose output range is $\mathbb{R}^{W}$ for some $W \subseteq U$. Let $x$ be uniformly distributed among vectors in $\{0,1\}^{U}$ supported on $W$, and define $\tilde{x} \triangleq \mathcal{M}(x)$. Then, for every $e \in W$,

$$
\operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e} \neq x_{e}\right] \geq \frac{e^{-\varepsilon}-\delta}{1+e^{-\varepsilon}}
$$

where the probability is taken over the coin tosses of $\mathcal{M}$ and the choice of $x$.
Proof. For each $x \in\{0,1\}^{U}$ and some $e \in U$, define $x^{(e)}$ to by

$$
x_{f}^{(e)} \triangleq \begin{cases}x_{f} \oplus 1 & f=e \\ x_{f} & f \neq e\end{cases}
$$

Let $\tilde{x}^{(e)} \triangleq \mathcal{M}\left(x^{(e)}\right)$. By the definition of $(\varepsilon, \delta)$-differential privacy, since $\left\|x^{(e)}-x\right\|_{1} \leq 1$, for each $x$ we have

$$
\operatorname{Pr}_{\mathcal{M}}\left[\tilde{x}_{e}=x_{e} \otimes 1\right] \geq e^{-\varepsilon} \operatorname{Pr}_{\mathcal{M}}\left[\tilde{x}_{e}^{(e)}=x_{e} \otimes 1\right]-\delta .
$$

Observe that when $x$ is distributed uniformly over the vectors in $\{0,1\}^{U}$ supported on $W$, and $e \in W, x^{(e)}$ is distributed identically to $x$. Then, taking probabilities over the choice of $x$, we have

$$
\begin{aligned}
& \operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e} \neq x_{e}\right]=\operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e}=x_{e} \otimes 1\right] \\
& \operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e}=x_{e}\right]=\operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e}^{(e)}=x_{e}^{(e)}\right]=\operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e}^{(e)}=x_{e} \otimes 1\right]
\end{aligned}
$$

Combining the above equations, by the law of total probability we conclude that

$$
\operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e} \neq x_{e}\right] \geq e^{-\varepsilon}\left(1-\operatorname{Pr}_{\mathcal{M}, x}\left[\tilde{x}_{e} \neq x_{e}\right]\right)-\delta .
$$

Re-arranging the terms gives the claimed bound.

The second lemma is the reconstruction result: it shows that if a mechanism has error substantially less than $\operatorname{hvdisc}(A)$, then it can be used to guess its input accurately.

Lemma 7.4. Let $A \in \mathbb{R}^{\mathcal{Q} \times U}$ be a query matrix, let $W \subseteq U$ be such that $\operatorname{vecdisc}\left(A_{W}\right)=$ $\operatorname{hvdisc}(A)$, and define $X \triangleq\left\{x \in\{0,1\}^{U}: x_{i}=0 \forall e \in U \backslash W\right\}$. Let $\mathcal{M}$ be a mechanism such that $\operatorname{err}(\mathcal{M}, A, X) \leq \alpha \operatorname{hvdisc}(A)$. Then, there exists an assignment $q: W \rightarrow \mathbb{R}$ of non-negative reals to $W$, and a deterministic algorithm $\mathcal{R}$ with range $\{0,1\}^{U}$ such that, for any $x$ supported on $W$

$$
\begin{equation*}
\mathbb{E} \sqrt{\frac{1}{q(W)} \sum_{e \in W} q(e)\left(\tilde{x}_{e}-x_{e}\right)^{2}} \leq 2 \alpha, \tag{7.1}
\end{equation*}
$$

where $\tilde{x} \triangleq \mathcal{R}(\mathcal{M}(x)), q(W) \triangleq \sum_{e \in W} q(e)$, and the expectation is taken over the randomness of $\mathcal{M}$.

Proof. Recall the dual formulation (3.12-3.15) of vector discrepancy. Let $P \in \mathbb{R}^{\mathcal{Q} \times \mathcal{Q}}$ and $Q \in \mathbb{R}^{W \times W}$ give an optimal feasible solution for (3.12)-3.15), i.e. they are diagonal matrices such that $A_{W}^{\top} P A_{W} \succeq Q, P$ is non-negative and satisfies $\operatorname{tr}(P)=1$, and $Q$ satisfies $\operatorname{hvdisc}(A)^{2}=\operatorname{vecdisc}\left(A_{W}\right)^{2}=\operatorname{tr}(Q)$. We claim that $Q$ is non-negative. Indeed, otherwise we can take $W^{\prime}$ to be the set $\left\{e \in U: q_{e e}>0\right\}$, and the solution $P, Q_{W^{\prime}, W^{\prime}}$ (i.e. the submatrix of $Q$ given by the rows and columns in $W^{\prime}$ ) is feasible for (3.12)(3.15) and has strictly higher value than $\operatorname{vecdisc}\left(A_{W}\right)^{2}=\operatorname{hvdisc}(A)^{2}$, a contradiction. Let us then define $q$ to be the function that maps $e$ to $q_{e e}$.

On input $y$, we define $\mathcal{R}(y)$ as

$$
\mathcal{R}(y) \triangleq \arg \min _{\tilde{x} \in X}\|A \tilde{x}-y\|_{\infty}
$$

For any $x \in X$, let $y \triangleq \mathcal{M}(x)$ and $\tilde{x} \triangleq \mathcal{R}(y)$. By the triangle inequality, we have the following guarantee:

$$
\mathbb{E}\|A \tilde{x}-A x\|_{\infty} \leq \mathbb{E}\|A \tilde{x}-y\|_{\infty}+\mathbb{E}\|y-A x\|_{\infty} .
$$

The second term on the right hand side is bounded by assumption by $\operatorname{err}\left(\mathcal{M}, A,\{0,1\}^{U}\right) \leq$ $\alpha \operatorname{hvdisc}(A)$. The first term satisfies

$$
\mathbb{E} \min _{\tilde{x}}\left\|A_{W} \tilde{x}-y\right\|_{\infty} \leq \mathbb{E}\|A x-y\|_{\infty} \leq \operatorname{err}\left(\mathcal{M}, A,\{0,1\}^{U}\right) \leq \alpha \operatorname{hvdisc}(A)
$$

since $x$ is one of the possible values for $\tilde{x}$ that the minimum is taken over. Define $z \triangleq(\tilde{x}-x)_{W}$, and observe that $A \tilde{x}-A x=A_{W} z$ since $\tilde{x}$ and $x$ are supported on $W$. Observe further that for any $v \in \mathbb{R}^{\mathcal{Q}}$, since $\operatorname{tr}(P)=1$ and $P$ is a non-negative diagonal matrix,

$$
\sqrt{v^{\top} P v}=\sqrt{\sum_{q \in \mathcal{Q}} p_{q q} v_{q}^{2}} \leq\|v\|_{\infty} .
$$

Indeed, the left hand side of the inequality is the square root of an average of the values $v_{q}^{2}$, while the right hand side is the square root of the maximum. Then, using this fact and $Q \preceq A_{W}^{\top} P A_{W}$, we have

$$
\mathbb{E} \sqrt{z^{\top} Q z} \leq \mathbb{E} \sqrt{z^{\top} A_{W}^{\top} P A_{W} z} \leq \mathbb{E}\left\|A_{W} z\right\|_{\infty}
$$

Combining the inequalities derived so far, we get $\mathbb{E} \sqrt{z^{\top} Q z} \leq 2 \alpha \operatorname{hvdisc}(A)=2 \alpha \sqrt{\operatorname{tr}(Q)}$. Expanding the terms on both sides of the inequality proves the lemma.

Let us give some interpretation to Lemma 7.4. The right-hand side of (7.1) is an $L_{2}$ distance (with respect to weights proportional to $q(e)$ ) between $x$ and $\tilde{x}$. We have that this $L_{2}$ distances is bounded by $2 \alpha$, so, if the error of $\mathcal{M}$ is much less than $\operatorname{hvdisc}(A)$, then $x$ and $\tilde{x}$ would be proportionally close. In this sense the lemma gives a reconstruction attack. The requirement that $x$ be supported on $W$ can be simulated with unrestricted $x$ by giving the reconstruction algorithm $\mathcal{R}$ the coordinates of $x$ not in $W$.

We are now ready to finish the proof of Theorem 7.2.
Proof of Theorem 7.2. We first show that for $\varepsilon_{0} \leq 1$ and $\delta_{0} \leq \frac{1}{2 e}$, $\operatorname{opt}_{\varepsilon_{0}, \delta_{0}}(A) \geq$ $\frac{1}{2(1+e)} \operatorname{hvdisc}(A)$. The theorem will then follow from Lemma 7.2 .

Let $\mathcal{M}$ be an arbitrary $\left(\varepsilon_{0}, \delta_{0}\right)$-differentially private mechanism with $\operatorname{err}(\mathcal{M}, A) \leq$ $\alpha \operatorname{hvdisc}(A)$. Let $W, q$, and $\mathcal{R}$ be as in Lemma 7.4 , and let $x$ be distributed uniformly among vectors in $\{0,1\}^{U}$ supported on $W$, and define $\tilde{x} \triangleq \mathcal{R}(x)$. Then, by Lemma 7.4,

$$
\mathbb{E}_{\mathcal{M}, x} \frac{1}{q(W)} \sum_{e \in W} q(e)\left|\tilde{x}_{e}-x_{e}\right| \leq \mathbb{E}_{\mathcal{M}, x} \sqrt{\frac{1}{q(W)} \sum_{e \in W} q(e)\left(\tilde{x}_{e}-x_{e}\right)^{2}} \leq 2 \alpha
$$

The first inequality is by the convexity of the square root function (Jensen's inequality). We use the notation $q(W) \triangleq \sum_{e \in W} q(e)$. Because $x$ and $\tilde{x}$ are both binary, $\left|\tilde{x}_{e}-x_{e}\right|$ is

1 if $\tilde{x}_{e}=x_{e}$ and 0 otherwise. By Lemma 7.3 and linearity of expectation,

$$
\mathbb{E}_{\mathcal{M}, x} \frac{1}{q(W)} \sum_{e \in W} q(e)\left|\tilde{x}_{e}-x_{e}\right|=\frac{1}{q(W)} \sum_{e \in W} q(e) \operatorname{Pr}\left[\tilde{x}_{e} \neq x_{e}\right] \geq \frac{e^{-\varepsilon_{0}}-\delta}{1+e^{-\varepsilon_{0}}} \geq \frac{1}{2(1+e)} .
$$

The last inequality is by the choice of $\varepsilon_{0}$ and $\delta_{0}$. It follows that, $\alpha \geq \frac{1}{2(1+e)}$, which implies that $\mathrm{opt}_{\varepsilon_{0}, \delta_{0}} \geq \frac{1}{2(1+e)} \operatorname{hvdisc}(A)$.

To finish the proof observe that, by Lemma $7.2, \operatorname{opt}_{\varepsilon, \delta}(A) \geq\lfloor 1 / \varepsilon\rfloor \operatorname{opt}_{\varepsilon_{0}, \delta_{0}}(A)$, as long as $\varepsilon \leq 1$ and $\delta \leq \frac{e-1}{2\left(e^{1 / \varepsilon}-1\right)}$.

### 7.4 Generalized Gaussian Noise Mechanism

In this section we show an efficient mechanism for answering linear queries with error only a polylogarithmic factor larger than the optimal error. The algorithm is a natural modification of the basic Gaussian noise mechanism, once the latter is viewed in a geometric way. Roughly, our algorithm adds correlated Gaussian noise to the true query answers, where the noise is correlated according to the ellipsoid achieving $\|A\|_{E \infty}$ for the query matrix $A$. The results on $\|A\|_{E \infty}$ from Chapter 4 let us relate the amount of noise added to $\operatorname{hvdisc}(A)$, which is itself related to $\operatorname{opt}_{\varepsilon, \delta}(A)$ via Theorem 7.2 .

### 7.4.1 The Basic Gaussian Mechanism

The Gaussian noise mechanism [48, 57, 50, which adds appropriately scaled independent Gaussian noise to each query answer, is one of the simplest but most useful tools in differential privacy. In this section we recall the formulation of this mechanism and its privacy guarantee. We give a geometric view of the mechanism, which will allow us to generalize it and derive a near-optimal algorithm.

Recall that $\|A\|_{1 \rightarrow 2}$ equals the largest $\ell_{2}$ norm of the matrix $A$. Let us use the notation $N\left(\mu, \sigma^{2}\right)^{\mathcal{Q}}$ for the distribution of a vector of identically distributed independent Gaussian random variables indexed by $\mathcal{Q}$, each with mean $\mu$ and variance $\sigma^{2}$. The mechanism is given as Algorithm 1.

To give some geometric intuition for the Gaussian mechanism, let us consider the following symmetric convex body, defined for any query matrix $A$.

```
Algorithm 1 Gaussian Mechanism
Input: (Public) Query matrix \(A \in \mathbb{R}^{\mathcal{Q} \times U}\);
Input: (Private) Histogram \(x \in \mathbb{R}^{U}\).
    Sample a vector \(w\) from \(N\left(0, c_{\varepsilon, \delta}^{2}\|A\|_{1 \rightarrow 2}^{2}\right)^{\mathcal{Q}}\), where \(c_{\varepsilon, \delta}=\frac{0.5 \sqrt{\varepsilon}+\sqrt{2 \ln (1 / \delta)}}{\varepsilon}\);
Output: Vector of query answers \(A x+w\).
```

Definition 7.3. The sensitivity polytope $K_{A}$ of a query matrix $A \in \mathbb{R}^{\mathcal{Q} \times U}$ is the convex hull of the columns of $A$ and the columns of $-A$. Equivalently, $K_{A} \triangleq A B_{1}^{U}$, i.e. the image of the unit $\ell_{1}$ ball in $\mathbb{R}^{U}$ under multiplication by $A$.

The crucial property of the sensitivity polytope is that if $x$ and $x^{\prime}$ are histograms of neighboring databases, i.e. $\left\|x-x^{\prime}\right\|_{1} \leq 1$, then $A x-A x^{\prime} \in K_{A}$. Moreover, it is easy to see that $K_{A}$ is the smallest convex body with this property. Because a private mechanism must "hide" whether the input is $x$ or $x^{\prime}$, the mechanism's output must not allow an observer to distinguish too accurately between $A x$ and $A x^{\prime}$. So, if a mechanism simply adds noise to the true answers, this noise must be "spread out" over $K_{A}$.

The Gaussian mechanism is one concrete realization of this intuition. The mechanism adds independent Gaussian noise with standard deviation $c_{\varepsilon, \delta} \sigma$ to each query answer, where $\sigma$ is such that $K_{A} \subset B_{2}^{\mathcal{Q}}(\sigma)$ (the ball centered at 0 with radius $\sigma$ ). The following lemma shows that this is sufficient noise in order to preserve $(\varepsilon, \delta)$-differential privacy

Lemma 7.5 ([48, 57, 50]). The Gaussian mechanism in Algorithm 1 is $(\varepsilon, \delta)$-differentially private.

Proof. Let $\sigma \triangleq\|A\|_{1 \rightarrow 2}$, and also let $p$ be the probability density function of $N\left(0, c_{\varepsilon, \delta}^{2} \sigma^{2}\right)^{\mathcal{Q}}$, and $K_{A}$ be the sensitivity polytope of $A$. Define

$$
D_{v}(w) \triangleq \ln \left(\frac{p(w)}{p(w+v)}\right) .
$$

We will prove that when $w \sim N\left(0, c_{\varepsilon, \delta}^{2} \sigma^{2}\right)^{\mathcal{Q}}$, for all $v \in K_{A}, \operatorname{Pr}\left[\left|D_{v}(w)\right|>\varepsilon\right] \leq \delta$. This suffices to prove $(\varepsilon, \delta)$-differential privacy. Indeed, let the algorithm output $A x+w$ and fix any $x^{\prime}$ s.t. $\left\|x-x^{\prime}\right\|_{1} \leq 1$. Let $v=A\left(x-x^{\prime}\right) \in K_{A}$ and $S=\left\{w:\left|D_{v}(w)\right|>\varepsilon\right\}$. For
any measurable $T \subseteq \mathbb{R}^{\mathcal{Q}}$ we have

$$
\begin{aligned}
\operatorname{Pr}[A x+w \in T] & =\operatorname{Pr}[w \in T-A x] \\
& =\operatorname{Pr}[w \in S \cap(T-A x)]+\operatorname{Pr}[w \in \bar{S} \cap(T-A x)] \\
& \leq \delta+e^{\varepsilon} \operatorname{Pr}\left[w \in T-A x^{\prime}\right]=\delta+e^{\varepsilon} \operatorname{Pr}\left[A x^{\prime}+w \in T\right] .
\end{aligned}
$$

We fix an arbitrary $v \in K_{A}$ and proceed to prove that $\left|D_{v}(w)\right| \leq \varepsilon$ with probability at least $1-\delta$. Recall that $p(w) \propto \exp \left(-\frac{1}{2 c_{\varepsilon, \delta}^{2} \sigma^{2}}\|w\|_{2}^{2}\right)$. We have

$$
\begin{equation*}
D_{v}(w)=\frac{\|v+w\|_{2}^{2}-\|w\|_{2}^{2}}{2 c_{\varepsilon, \delta}^{2} \sigma^{2}}=\frac{\|v\|^{2}+2 v^{T} w}{2 c_{\varepsilon, \delta}^{2} \sigma^{2}} . \tag{7.2}
\end{equation*}
$$

To complete the proof, we bound $\left|v^{T} w\right|$, which suffices to bound $\left|D_{v}(w)\right|$. Since $K_{A}$ is the convex hull of the columns of $A$ and $-A$ by definition, and each of these columns has $\ell_{2}$ norm at most $\sigma$, we have $K_{A} \subset \sigma B_{2}^{\mathcal{Q}}$. Because $v \in K_{A}$, it follows that $\|v\|_{2} \leq \sigma$. By standard properties of Gaussian random variables, $v^{T} w \sim N\left(0, c_{\varepsilon, \delta}^{2}\|v\|_{2}^{2} \sigma^{4}\right)$. A Chernoff bound gives us

$$
\operatorname{Pr}\left[\left|v^{T} w\right|>c_{\varepsilon, \delta} \sigma^{2} \sqrt{2 \ln (1 / \delta)}\right]<\delta
$$

Substituting back into 7.2 , we have that with probability at least $1-\delta$ the following bounds hold

$$
-\frac{\sqrt{2 \ln (1 / \delta)}}{c_{\varepsilon, \delta}} \leq D_{v}(w) \leq \frac{1}{2 c_{\varepsilon, \delta}^{2}}+\frac{\sqrt{2 \ln (1 / \delta)}}{c_{\varepsilon, \delta}} .
$$

Substituting $c_{\varepsilon, \delta} \geq \frac{0.5 \sqrt{\varepsilon}+\sqrt{2 \ln (1 / \delta)}}{\varepsilon}$ completes the proof.

For the remainder of the thesis, we fix the notation

$$
c_{\varepsilon, \delta} \triangleq \frac{0.5 \sqrt{\varepsilon}+\sqrt{2 \ln (1 / \delta)}}{\varepsilon} .
$$

### 7.4.2 The Generalization

While a very useful tool, the Gaussian mechanism can, in general, however, be rather wasteful when the sensitivity polytope $K_{A}$ occupies only a small portion of the ball of radius $\sigma$. Consider, for example, the all-ones query matrix $J . K_{J}$ is just a line segment of length $2 \sqrt{|\mathcal{Q}|}$; the Gaussian noise mechanism would add noise roughly $\sqrt{|\mathcal{Q}|}$ in every direction, but it is easy to see that noise $O(1)$ is achievable by outputting $J x+g j$ where
$g \sim N\left(0, c_{\varepsilon, \delta}^{2}\right)$ and $j$ is the all-ones vector. This second mechanism adds Gaussian noise that is still well-spread over $K_{J}$ but fits the shape of the sensitivity polytope much better.

Motivated by this example, our next step is to find a correlated Gaussian distribution which fits $K_{J}$ as tightly as possible. Any correlated Gaussian distribution is "shaped" according to some ellipsoid $E$, in the sense that it is equivalent to the uniform distribution over $E$ scaled by a random value drawn from the chi distribution. This, and the example of the basic Gaussian mechanism, suggest the Generalized Gaussian Mechanism presented in Algorithm 2.

```
Algorithm 2 Generalized Gaussian Mechanism \(\mathcal{M}_{E}\)
Input: (Public) Query matrix \(A\); ellipsoid \(E=F \cdot B_{2}^{\mathcal{Q}}\) such that all columns of \(A\) are contained in \(E\).
Input: (Private) Histogram \(x\).
Sample a vector \(w\) from \(N\left(0, c_{\varepsilon, \delta}^{2}\right)^{\mathcal{Q}}\).
Output: Vector of query answers \(A x+F w\).
```

The following lemma shows that the generalized Gaussian mechanism is $(\varepsilon, \delta)$ differentially private by a simple reduction to the standard Gaussian mechanism.

Lemma 7.6. The generalized Gaussian mechanism $\mathcal{M}_{E}$ in Algorithm ${ }^{2}$ satisfies $(\varepsilon, \delta)$ differential privacy for any ellipsoid $E=F B_{2}^{\mathcal{Q}}$ that contains the columns of $A$.

Proof. Define $\tilde{A}=F^{+} A$, where $F^{+}$is the Moore-Penrose pseudo-inverse of $F$. The columns of $\tilde{A}$ are contained in $F^{+} E=F^{+} F B_{2}^{\mathcal{Q}}=\Pi B_{2}^{\mathcal{Q}}$, where $\Pi$ is the orthogonal projection operator onto the span of the row vectors of $F$. Since $\Pi B_{2}^{\mathcal{Q}}$ is also a ball of radius 1 , this implies $\|\tilde{A}\|_{1 \rightarrow 2} \leq 1$, and, by lemma 7.5 , the mechanism that outputs $\tilde{A} x+w$ for $w \sim N\left(0, c_{\varepsilon, \delta}^{2}\right)^{\mathcal{Q}}$ is $(\varepsilon, \delta)$-differentially private. The output of the generalized mechanism in Algorithm 7.6 is distributed identically to $F(\tilde{A} x+w)$, which is a postprocessing of the basic Gaussian mechanism and is also $(\varepsilon, \delta)$-differentially private by Lemma 7.1 .

An immediate consequence of Lemma 7.6 (and a standard concentration of measure argument) is an upper bound on $\operatorname{opt}_{\varepsilon, \delta}(A)$ in terms of $\|A\|_{E \infty}$. This is excellent news, since $\|A\|_{E \infty}$ approximates $\operatorname{hvdisc}(A)$, which itself gives a lower bound on opt ${ }_{\varepsilon, \delta}(A)$.

Proof of Theorem 7.1. Let $E=F B_{2}^{\mathcal{Q}}$ be an ellipsoid that (approximately) achieves $\|A\|_{E \infty}$. As in the proof of Theorem 4.12, such $E$ can be computed in time polynomial in $|\mathcal{Q}|$ and $|U|$ by solving the convex optimization problem 4.5)-4.8). The generalized Gaussian mechanism $\mathcal{M}_{E}$ instantiated with $E$ is $(\varepsilon, \delta)$-differentially private by Lemma 7.6. Once $E$ is computed, the mechanism only needs to sample $|\mathcal{Q}|$ Gaussian random variables and perform elementary linear algebra operations, so it runs in polynomial time as well. The error of $\mathcal{M}_{E}$ is equal to $\mathbb{E}\|F w\|_{\infty}=\mathbb{E} \max _{q \in \mathcal{Q}}\left|e_{q}^{\top} F w\right|$, where $w \sim N\left(0, c_{\varepsilon, \delta}^{2}\right)^{\mathcal{Q}}$ and $e_{q}$ is the standard basis vector corresponding to query $q$. For any $q, e_{q}^{\top} F w$ is a Gaussian random variable with mean 0 and variance equal to

$$
\mathbb{E}\left(e_{q}^{\boldsymbol{\top}} F w\right)^{2}=\mathbb{E} e_{q}^{\boldsymbol{\top}} F w w^{\boldsymbol{\top}} F^{\boldsymbol{\top}} e_{q}=c_{\varepsilon, \delta}^{2} e_{q}^{\top} F F^{\boldsymbol{\top}} e_{q} .
$$

Therefore, for any $q \in \mathcal{Q}$, the variance of $e_{q}^{\top} F w$ is at $\operatorname{most} c_{\varepsilon, \delta}^{2} \max _{q \in \mathcal{Q}} e_{q}^{\top} F F^{\top} e_{q}=$ $c_{\varepsilon, \delta}^{2}\|E\|_{\infty}^{2}=c_{\varepsilon, \delta}^{2}\|A\|_{E \infty}^{2}$, where the first equality is by (4.4). By a Chernoff bound, for any $q \in \mathcal{Q}$ and any $t>0, \operatorname{Pr}\left[\left(e_{q}^{\top} F w\right)^{2} \geq t c_{\varepsilon, \delta}^{2}\|A\|_{E \infty}^{2}\right] \leq e^{-t / 2}$. By the union bound,

$$
\operatorname{Pr}\left[\max _{q \in \mathcal{Q}}\left(e_{q}^{\top} F w\right)^{2} \geq(t+\ln |\mathcal{Q}|) c_{\varepsilon, \delta}^{2}\|A\|_{E \infty}^{2}\right] \leq e^{-t / 2}
$$

and we can bound the error of $\mathcal{M}_{E}$ as

$$
\begin{aligned}
\operatorname{err}\left(\mathcal{M}_{E}, A\right) & =\mathbb{E} \max _{q \in \mathcal{Q}}\left|e_{q}^{\top} F w\right| \\
& \leq\left(\mathbb{E} \max _{q \in \mathcal{Q}}\left(e_{q}^{\top} F w\right)^{2}\right)^{1 / 2} \\
& =\left(\int_{0}^{\infty} \operatorname{Pr}\left[\max _{q \in \mathcal{Q}}\left(e_{q}^{\top} F w\right)^{2} \geq x\right] d x\right)^{2} \\
& \leq\left((\ln |\mathcal{Q}|) c_{\varepsilon, \delta}^{2}\|A\|_{E \infty}^{2}+\int_{0}^{\infty} \exp \left(-x /\left(2 c_{\varepsilon, \delta}^{2}\|A\|_{E \infty}^{2}\right)\right) d x\right)^{1 / 2} \\
& =O(\sqrt{\log |\mathcal{Q}| \log 1 / \delta}) \cdot \frac{1}{\varepsilon}\|A\|_{E \infty},
\end{aligned}
$$

where the first inequality is by Jensen. On the other hand, by Theorems 4.12 and 7.2 , for all sufficiently small $\varepsilon$ and $\delta$,

$$
\frac{1}{\varepsilon}\|A\|_{E \infty}=O(\log |\mathcal{Q}|) \cdot \frac{1}{\varepsilon} \operatorname{hvdisc}(A)=O(\log |\mathcal{Q}|) \cdot \operatorname{opt}_{\varepsilon, \delta}(A) .
$$

Combining the bounds finishes the proof of the theorem.

We leave the following question open.

Question 4. What is the largest gap between $\frac{1}{\varepsilon} \operatorname{hvdisc}(A)$ and $\operatorname{opt}_{\varepsilon, \delta}(A)$ ?

A particularly interesting question is to develop general lower bound techniques that give bounds which grow with $1 / \delta$. A first step in this direction was taken by Bun, Ullman, and Vadhan [33], who showed that on a natural query matrix $A, \operatorname{opt}_{\varepsilon, \delta}(A)$ is strictly larger for $\delta=o\left(|D|^{-1}\right)$ than for $\delta=\Omega(1)$.

The approach of minimizing error over ellipsoids $E$ to use in the generalized Gaussian mechanism is related to work on the Matrix Mechanism 91. Instead of the geometric presentation we chose, the matrix mechanism is usually given as a matrix factorization: the query matrix $A$ is written as $A=F \tilde{A}$ and the basic Gaussian mechanism is used to compute noisy answers $\tilde{A} x+w$, which are then multiplied by the matrix $F$. An inspection of the proof of Lemma 7.6 shows that this is equivalent to the generalized Gaussian mechanism $\mathcal{M}_{E}$ instantiated with the ellipsoid $E=F B_{2}^{\mathcal{Q}}$. In the matrix mechanism one usually optimizes over factorizations that minimize the $L_{2}$ error, while we analyze the stronger worst-case error guarantee. Nevertheless, we can prove an analogue of Theorem 7.1 for $L_{2}$ error as well. Thus, Theorem 7.1 can be interpreted as showing that (a natural variant of) the matrix mechanism is nearly optimal among all differentially private mechanisms.

### 7.5 Bounds on Optimal Error for Natural Queries

Theorem 7.1 and estimates of the ellipsoid infinity norm from Chapter 6 give near tight bounds on the optimal error for natural sets of linear queries. Here we give the more interesting results.

Geometric range counting queries are a natural class of linear queries. In a range counting query the data universe is $U \subset \mathbb{R}^{d}$, i.e. the database is a multiset of $d$ dimensional points. One may assume, for example that $U=[N]^{d}$ for a large enough $d$. The counting queries are given by a collection $\mathcal{S}$ of subsets of $U$, usually induced by some natural family of geometric sets. Each query $q_{S}$ for $S \in \mathcal{S}$ asks how many points in the database belong to $S$. I.e. $q_{S}(p)$ is the indicator of $p \in S$ for any $p \in U$. For such queries, let us write $\mathcal{Q}_{\mathcal{S}}$ to denote the class of counting queries induced by the set
system $\mathcal{S}$.
For example, when $d$ is fixed, and $U=[N]^{d}$, the queries given by the family $\mathcal{B}_{d}$ of axis-aligned boxes $\left[a_{1}, b_{1}\right), \ldots,\left[a_{d}, b_{d}\right)$ in $\mathbb{R}^{d}$ are known as orthogonal range queries. Using various methods (Haar wavelets, decompositions into canonical boxes), it is known that $\operatorname{opt}_{\varepsilon, \delta}\left(\mathcal{Q}_{\mathcal{B}_{d}}\right)=O\left(c_{\varepsilon, \delta} \log ^{d+1 / 2} N\right)$. In the next theorem gives a different derivation of this upper bound via our more general results, and, more importantly, also shows a nearly-matching lower bound.

Theorem 7.3. For any constant dimension d, the optimal error for d-dimensional orthogonal range queries is bounded as

$$
\frac{\Omega\left((\log N)^{d-1}\right)}{\varepsilon} \leq \operatorname{opt}_{\varepsilon, \delta}\left(Q_{\mathcal{B}_{d}}\right) \leq O\left(c_{\varepsilon, \delta}(\log N)^{d+1 / 2}\right)
$$

for a large enough constant $C$.
Proof. Follows immediately from Theorems 7.1 and the fact that $\left\|\mathcal{B}_{d}\right\|_{E \infty}=\Theta\left((\log N)^{d}\right)$ for any constant $d$. This fact was established in the proof of Theorem 6.5

When instead of $\mathcal{B}_{d}$ we consider the queries induced by the family of boolean subcubes $\mathcal{C}_{d}$, we get another interesting set of queries: the marginal queries $\mathcal{Q}_{\text {marg }}^{d}$. The data universe $U$ for this class of queries is $\{0,1\}^{d}$, i.e. each individual is characterized by $d$ binary attributes. A marginal query $q_{v}$ is specified by a vector $v \in\{1,0, *\}^{d}$, and the result is the count of the number of people in the database whose attributes agree with $v$ except at the $*$ coordinates, where they can be arbitrary. Marginal queries are a ubiquitous and important subclass of queries, constituting contingency tables in statistics and OLAP cubes in databases. Official agencies such as the Census Bureau, the Internal Revenue Service, and the Bureau of Labor Statistics all release certain sets of low dimensional marginals for the data they collect.

From the description above it is clear that the marginal queries are equivalent to the queries $\mathcal{Q}_{\mathcal{C}_{d}}$ induced by boolean subcubes. From prior work it was known that answering all marginal queries requires error on the order of $2^{\Omega(d)}$. Our methods allow us to determine the precise constant in the exponent up to lower order terms. Moreover, we show that the same error bound holds for the more restricted class of conjunction
queries $\mathcal{Q}_{\text {conj }}^{d}$, which are all queries $q_{v}$ for $v \in\{1, *\}^{d}$. Conjunction queries are equivalent to the queries induced by anchored subcubes of the Boolean cube. Our result follows.

Theorem 7.4. The optimal error for d-dimensional conjunction and marginal queries is bounded as

$$
\frac{1}{\varepsilon} 2^{c_{0} d-o(d)} \leq \operatorname{opt}_{\varepsilon, \delta}\left(\mathcal{Q}_{\text {conj }}^{d}\right) \leq \operatorname{opt}_{\varepsilon, \delta}\left(\mathcal{Q}_{\text {marg }}^{d}\right) \leq c_{\varepsilon, \delta} 2^{c_{0} d+o(d)}
$$

where $c_{0}=\log _{2}(2 / \sqrt{3}) \approx 0.2075$.
Proof. Follows from the observations that $\mathcal{Q}_{\mathrm{conj}}^{d}=\mathcal{Q}_{\mathcal{A}_{d}\left(\{0,1\}^{d}\right)}$ and $\mathcal{Q}_{\mathrm{marg}}^{d}=\mathcal{Q}_{\mathcal{C}_{d}}$, Theorems 6.6, 4.12, and 7.1, since $\left|\mathcal{Q}_{\text {conj }}^{d}\right|=3^{d}$. Alternatively to using Theorems 6.6 and 4.12 , observe that in the proof of Theorem 6.6 we showed that $\left\|\mathcal{A}_{d}\left(\{0,1\}^{d}\right)\right\|_{E \infty}=$ $\left\|\mathcal{C}_{d}\right\|_{E \infty}=2^{c_{0} d}$.

### 7.6 Error Lower Bounds for Pan-Privacy

In this section we extend the reconstruction attack-based lower bounds on error to a stronger notion of privacy. We show a strong separation between this stronger notion and ordinary differential privacy.

### 7.6.1 Pan Privacy: Motivation and Definition

The original definition of differential privacy implicitly assumes that the database itself is secured against intrusion, and the privacy risk comes from publishing query answers. This is a reasonable assumption, as it allows us to separate the issues of security, such as access control and protection against tampering with the data, and privacy issues which cannot be addressed with traditional cryptographic tools because an adversary and a legitimate user of the statistical analysis cannot be separated. However, if the security of the system is compromised, and the sensitive data is leaked in the clear, all hope of further privacy protection is lost. This may happen because a malicious intruder hacks the system. But more subtly, this may happen because an insider with access, such as a systems administrator, may turn curious or crooked; data analysis may be outsourced to far away countries where people and laws are less stringent; or
the contents of the registers may be subpoenaed by law or security officials. Traditional encryption will not work in such cases, because a breach will reveal the hash function or the encrypting key.

To protect privacy in the face of this kind of security breach, we need to store the data itself in a privacy-preserving manner. Dwork, Naor, Pitassi, Rothblum, and Yekhanin introduced pan-privacy to formally capture this stronger level of security protection. Intuitively, pan-privacy applies to algorithms that process a stream of data updates, and requires that the pair of internal state of the algorithm and output are jointly differentially private. More formally, we model a streaming algorithm as a pair $\mathcal{M}=(\mathcal{A}, \mathcal{O})$, where $\mathcal{A}$ and $\mathcal{O}$ are each randomized algorithms. Assume that the input sequence $\bar{\sigma} \triangleq\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ arrives online, i.e. at time step $t$ we receive the symbol $\sigma_{t} \in \Sigma$. We can think of each $\sigma_{t}$ as the ID of a user visiting a website, for example. At each time step $t, \mathcal{M}$ is in a state $X_{t} \in \mathcal{X}(\mathcal{X}$ is called the state space $)$; it is initialized to a special initial state $X_{0}$, and after the symbol $\sigma_{t}$ arrives at time $t$, the state is changed to $\mathcal{M}\left(X_{t-1}, \sigma_{t}\right)$. After the input sequence is processed, $\mathcal{M}$ outputs $\mathcal{O}\left(X_{m}\right)$. (It is possible to modify the definitions so that the algorithm produces multiple outputs; we restrict the discussion to a single output produced at the end for simplicity.) We use the shorthand $\mathcal{A}(X, \bar{\sigma})$ for $X_{m}=\mathcal{A}\left(X_{m-1}, \sigma_{m}\right)$ where $X_{m-1}=\mathcal{A}\left(X_{m-2}, \sigma_{m-1}\right)$, $\ldots, X_{1}=\mathcal{A}\left(X, \sigma_{1}\right)$; when $X$ is the initial state $X_{0}$, we just write $\mathcal{A}($ sigma $)$. In this setting, pan privacy is defined as follows:

Definition 7.4 ([54]). Two input sequences $\bar{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{m}\right)$ and $\bar{\sigma}^{\prime}=\left(\sigma_{1}^{\prime}, \ldots, \sigma_{m^{\prime}}^{\prime}\right)$ are neighboring if there exists a symbol $\sigma \in \Sigma$ so that $\bar{\sigma}^{\prime}$ can be derived from $\bar{\sigma}$ by only adding and removing occurrences of $\sigma$. An algorithm $\mathcal{M}=(\mathcal{A}, \mathcal{O})$ with state space $\mathcal{X}$ is $(\varepsilon, \delta)$-pan private against a single intrusion if for

- all pairs of neighboring streams $\bar{\sigma}=\bar{\sigma}_{1} \cdot \bar{\sigma}_{2}$, and $\bar{\sigma}^{\prime}=\bar{\sigma}_{1}^{\prime} \cdot \bar{\sigma}_{t}^{\prime}$ where $\cdot$ is concatenation and $\bar{\sigma}_{1}, \bar{\sigma}_{1}^{\prime}$ are also neighboring and differ on the same symbol as $\bar{\sigma}, \bar{\sigma}^{\prime}$,
- all sets $X \subseteq \mathcal{X}$,
- all subsets $S$ of the range of $\mathcal{O}$,
we have

$$
\operatorname{Pr}\left[\left(\mathcal{A}\left(\bar{\sigma}_{1}\right), \mathcal{O}(\mathcal{A}(\bar{\sigma}))\right) \in X \times S\right] \leq e^{\varepsilon} \operatorname{Pr}\left[\left(\mathcal{A}\left(\bar{\sigma}_{1}^{\prime}\right), \mathcal{O}\left(\mathcal{A}\left(\bar{\sigma}^{\prime}\right)\right)\right) \in X \times S\right]+\delta
$$

where the probability is taken over the randomness of $\mathcal{A}$ and $\mathcal{O}$.
The intention of the definition is that an intrusion occurs after $\sigma_{1}$ has been processed, after which the intruder can wait to also observe the output of the algorithm. The definition can be generalized to multiple intrusions. However if there are more than two unannounced intrusions, Dwork et al. showed that even simple functions of the stream cannot be approximated with any non-trivial error. On the other hand, if the breach is discovered before a second breach occurs, the algorithm's state can be re-randomized at the cost of a slight increase in error.

While the pan-privacy model is very strong, Dwork et al. designed a number of non-trivial pan-private algorithms for statistics on streams. Recall the notion of a frequency vector $f \in \mathbb{N}^{\Sigma}$ associated with a stream $\bar{\sigma}$, and defined by $f_{\sigma} \triangleq \mid\left\{t: \sigma_{t}=\right.$ $\sigma\} \mid$. The $k$-th frequency moment of the stream is defined as $F_{k} \triangleq \sum_{\sigma \in \Sigma} f_{\sigma}^{k}$; the 0-th moment, also known as the distinct count, is equal to the number of distinct symbols in the stream, i.e. $F_{0} \triangleq\left|\left\{\sigma \in \Sigma: f_{\sigma} \neq 0\right\}\right|$. Besides the distinct count, all other frequency moments have unbounded sensitivity, i.e. the value of the moment can differ by an arbitrary amount between two neighboring streams. This easily implies that the worst-case error under differential privacy has to be unbounded. To address this issue, Dwork et al. introduced the cropped moments: the $k$-th moment $F_{k}(\tau)$ is equal to $F_{k}(\tau) \triangleq \sum_{\sigma \in \Sigma} \min \left\{f_{\sigma}^{k}, \tau\right\}$. They gave an $(\varepsilon, 0)$-pan private algorithm for distinct count that achieves additive error $O(\sqrt{|\Sigma| / \varepsilon})$ with constant probability, and an algorithm for $F_{1}(\tau)$ that achieves error $O(\tau \sqrt{|\Sigma| / \varepsilon})$. In this section we use a discrepancy-based reconstruction attack, similar to the one in Section 7.3, to show that these algorithms are optimal:

Theorem 7.5. For any small enough $\varepsilon$ and any $\delta$ small enough with respect to $\varepsilon$, for any $(\varepsilon, \delta)$-pan private algorithm $\mathcal{M}=(\mathcal{A}, \mathcal{O})$, there exists a stream $\bar{\sigma}$ of length $m=\Theta(|\Sigma|)$ such that with probability at least $\alpha,\left|F_{0}-\mathcal{O}(\mathcal{A}(\bar{\sigma}))\right|=\Omega(\sqrt{|\Sigma| \log (1 / \alpha) / \varepsilon})$. Similarly, there exists a stream $\bar{\sigma}$ such that with probability at least $\alpha\left|F_{1}(\tau)-\mathcal{O}(\mathcal{A}(\bar{\sigma}))\right|=$
$\Omega(\tau \sqrt{|\Sigma| \log (1 / \alpha) / \varepsilon})$.

Note that under ( $\varepsilon, 0$ )-differential privacy, $F_{0}$ can be computed with error only $O\left(\frac{1}{\varepsilon}\right)$ and $F_{1}(\tau)$ can be computed with error $O\left(\frac{1}{\varepsilon} \tau\right)$ via the Laplace noise mechanism 50. Theorem 7.5 therefore shows that pan privacy can have significantly larger cost in terms of error compared with differential privacy, even in the presence of only a single unannounced intrusion.

### 7.6.2 Reconstruction Attack against Pan- Privacy

Our lower bound argument is based on the observation that the state of a pan-private algorithm can be used to answer many queries privately, by updating it with different continuations of the stream. If the algorithm is accurate with constant probability for any stream, then most of the query answers we get in this manner will be accurate. We can use this to derive a reconstruction attack via a robust notion of discrepancy. The main ideas of the attack itself, together with Fano's inequality, will also be used in Chapter 9 to prove lower bounds in the one-way communication model, as well as to bound the minimax rate of statistical estimators.

Let us introduce the following "norm" for $x \in \mathbb{R}^{m}:\|x\|_{\alpha, \infty} \triangleq \min \left\{t: \mid\left\{i:\left|x_{i}\right|>\right.\right.$ $t\} \mid \leq \alpha m\}$. Equivalently, if $x_{(1)}, \ldots, x_{(m)}$ are the coordinates of $x$ in non-increasing order with respect to the absolute value, then $\|x\|_{\alpha, \infty} \triangleq\left|x_{(k)}\right|$ where $k \triangleq\lceil\alpha m\rceil$. This quantity can be considered a "robust infinity norm", as it ignores the top $\alpha$ fraction of coordinates, which may be outliers. We call it the $\alpha$-infinity norm. It is not strictly speaking a norm, because, while it is homogeneous, it need not satisfy the triangle inequality. Nevertheless, it satisfies the following relaxed form of the triangle inequality:

$$
\begin{equation*}
\|x+y\|_{2 \alpha, \infty} \leq\|x\|_{\alpha, \infty}+\|y\|_{\alpha, \infty} . \tag{7.3}
\end{equation*}
$$

We base a notion of robust discrepancy of an $m \times n$ matrix on the $\alpha$-infinity norm:

$$
\operatorname{rdisc}_{\alpha, \beta}(A) \triangleq \min _{x \in\{-1,0,1\}^{n}:\|x\|_{1} \geq \beta n}\|A x\|_{\alpha, \infty} .
$$

Notice that robust discrepancy relaxes discrepancy in two ways: it allows for $x$ to have
a constant fraction of zero coordinates, and it also relaxes the infinity norm to the $\alpha$ infinity norm. Nevertheless, the next lemma shows that we can still prove strong lower bounds on robust discrepancy.

Lemma 7.7. Let $A$ be the matrix whose rows are the elements of the set $\{-1,1\}^{n}$. Then $\operatorname{rdisc}_{\alpha, \beta}(A) \geq c \min \{\beta n, \sqrt{\beta n \log (1 / \alpha)}\}$ for an absolute constant $c$.

Proof. Let us fix an arbitrary $x \in\{-1,0,1\}^{n}$ such that $\|x\|_{1} \geq \beta n$. It suffices to show that there exists a constant $c$ such that $\operatorname{Pr}_{a}[|\langle a, x\rangle| \geq c \sqrt{\beta n \log (1 / \alpha)}]>\alpha$, where $a \in\{-1,1\}^{n}$ is picked uniformly at random. Let $\ell \triangleq \beta n$. For a fixed $x$, the random variable $\langle a, x\rangle$ is distributed identically to $\sum_{i=1}^{\ell} s_{i}$ where each $s_{i}$ is uniformly sampled from $\{-1,1\}$. Since $\sum_{i=1}^{\ell} s_{i}=2\left(\left|\left\{i: s_{i}=1\right\}\right|-\ell / 2\right)$, we have

$$
\operatorname{Pr}_{a}[|\langle a, x\rangle| \geq t]=2^{1-n} \sum_{k=1}^{\ell / 2-t / 2}\binom{\ell}{k} \geq 2^{1-n}\binom{\ell}{\ell / 2-t / 2} \geq 2^{\left(H_{2}(p)-1\right) \ell-o(\ell)} .
$$

Above $H_{2}(p) \triangleq-p \log _{2} p-(1-p) \log _{2}(1-p)$ is the binary entropy function, $p \triangleq$ $(1-t / \ell) / 2$, and the final inequality follows from Sterling's approximation. By the Taylor expansion of binary entropy,

$$
H_{2}(p)-1 \geq-\frac{1}{2 \ln 2}(1-2 p)^{2}-\frac{(1-2 p)^{4}}{6 \ln (2) p^{2}}
$$

For $p \geq 1 / 3, \frac{(1-2 p)^{4}}{6 \ln (2) p^{2}} \leq \frac{1}{2 \sqrt{3} \ln 2}(1-2 p)^{2}$, so we have $H_{2}(p)-1 \geq \frac{1+\sqrt{3}}{2 \sqrt{3} \ln 2}(1-2 p)^{2}$. Therefore, for $t \leq \ell / 3$,

$$
\operatorname{Pr}_{a}[|\langle a, x\rangle| \geq t] \geq 2^{-C t^{2} / \ell}
$$

where $C=\frac{1+\sqrt{3}}{2 \sqrt{3} \ln 2}-o(1)$. Choosing $t=\min \left\{\ell / 3, \sqrt{\ell \log _{2}(1 / \alpha) / C}\right\}$ completes the proof.

The lower bound in Lemma 7.7 is optimal up to constants, as shown by a random coloring and Hoeffding's inequality. Armed with this lower bound, and the approximate triangle inequality for the $\alpha$-infinity norm, we are ready to give our reconstruction attack.

Lemma 7.8. There exists a deterministic algorithm $\mathcal{R}$, such that for any $A \in \mathbb{R}^{m \times n}$, any $x \in\{0,1\}^{n}$ and any $y$ such that $\|A x-y\|_{\alpha, \infty}<\frac{1}{2} \operatorname{rdisc}_{2 \alpha, \beta}$, we have $\mathcal{R}(A, y) \in$ $\{0,1\}^{n}$ and $\|\mathcal{R}(A, y)-x\|_{1}<\beta n$.

Proof. On input $y$, we define $\mathcal{R}(A, y)$ as

$$
\mathcal{R}(A, y) \triangleq \arg \min _{\tilde{x} \in\{0,1\}^{n}}\|A \tilde{x}-y\|_{\alpha, \infty} .
$$

Let $\tilde{x} \triangleq \mathcal{R}(A, y)$ and $D \triangleq \operatorname{rdisc}_{2 \alpha, \beta}(A)$. By assumption, $\|A \tilde{x}-y\|_{\alpha, \infty} \leq\|A x-y\|_{\alpha, \infty} \leq$ $D / 2$. By the approximate triangle inequality (7.3), we have the guarantee

$$
\|A \tilde{x}-A x\|_{2 \alpha, \infty} \leq\|A \tilde{x}-y\|_{\alpha, \infty}+\|y-A x\|_{\alpha, \infty} \leq D .
$$

Since $\tilde{x}$ and $x$ are binary, $\tilde{x}-x \in\{-1,0,1\}^{n}$, and by the definition of $\operatorname{rdisc}_{2 \alpha, \beta}(A)$, we have $\|\tilde{x}-x\|_{1}<\beta n$.

We are now ready to prove our lower bound result. Once again, the intuition is that the state of a pan-private algorithm can be used to answer many queries, and if the algorithm is accurate with large constant probability, then a large fraction of the queries will be answered accurately. Then we can invoke the reconstruction result in Lemma 7.8. This idea is inspired by space lower bound arguments for streaming algorithms, in which one argues that the space complexity of the algorithm must be large because it accurately encodes the answers to too many queries.

Proof of Theorem 7.5. Let $\varepsilon_{0}$ be a constant to be determined later, and let $k \triangleq\left\lfloor\varepsilon_{0} / \varepsilon\right\rfloor$, and $n \triangleq\lfloor|\Sigma| / k\rfloor$. Let us associate with each $j \in[n]$ a set $\Sigma_{j} \subseteq \Sigma$ of size $k$, so that $\Sigma_{j} \cap \Sigma_{\ell}=\emptyset$ for $j \neq \ell$. Given a vector $x \in\{0,1\}^{n}$, we construct a stream $\bar{\sigma}(x)$ as follows: for each $j \in[n]$ such that $x_{j}=1$, we insert into $\bar{\sigma}(x)$ all symbols in $\Sigma_{j}$ in any order. We will use the state of a pan-private algorithm for distinct counts after processing $\bar{\sigma}(x)$ to answer counting queries on $x$ under differential privacy.

Let $\beta$ and $c^{\prime}$ be constants to be determined later, and assume for the sake of contradiction that $\mathcal{M}=(\mathcal{A}, \mathcal{O})$ is an $(\varepsilon, \delta)$-pan private algorithm such that for any stream $\bar{\sigma}$, with probability at least $1-\alpha,\left|F_{0}-\mathcal{O}(\mathcal{A}(\bar{\sigma}))\right|<c^{\prime} k \sqrt{\beta n \log (1 / \alpha)}$. By an argument analogous to the proof of Lemma $7.2, X(x) \triangleq \mathcal{A}(\bar{\sigma}(x))$ is an $\left(\varepsilon_{0}, \delta_{0}\right)$ differentially private function of $x$, for any $\delta_{0} \geq \frac{e^{\varepsilon_{0}}-1}{e^{\varepsilon}-1} \delta$. Let $A$ be a matrix whose rows $a^{1}, \ldots, a^{m}, m=2^{n}$, form the set of all binary vectors $\{0,1\}^{n}$. For each row $a^{i}$ we construct a stream $\bar{\sigma}^{i}$ in which we insert all symbols in $\Sigma_{j}$ (in any order)
for each $j$ such that $a_{j}^{i}=a_{i j}=1$. Observe that the distinct count of the stream $\bar{\sigma}(x) \cdot \bar{\sigma}^{i}$ is equal to $\sum_{j=1}^{n} k\left(\left\{a_{i j}=1\right\} \vee\left\{x_{j}=1\right\}\right)$. Substituting $\left\{a_{i j}=1\right\} \vee\left\{x_{j}=1\right\}=$ $\frac{1}{2}\left(a_{i j}+1\right)+x_{j}-\frac{1}{2}\left(a_{i j}+1\right) x_{j}$, re-arranging the terms and simplifying gives us that the distinct count of $\bar{\sigma}(x) \cdot \bar{\sigma}^{i}$ is

$$
-\frac{k}{2}\left\langle a^{i}, x\right\rangle+\frac{k}{2} \sum_{j=1}^{n}\left(x_{j}+a_{i j}\right)+\frac{k n}{2} .
$$

The third term does not depend on $x$ and the second term can be approximated with additive error $\eta \triangleq O\left(k c_{\varepsilon_{0}, \delta_{0}} \sqrt{\log 1 / \alpha}\right)$ with probability $1-\alpha$ under $\left(\varepsilon_{0}, \delta_{0}\right)$-differential privacy using the Gaussian mechanism (Lemma 7.5). Let us call this approximation $w$, and compute a vector $y$ by

$$
y_{i} \triangleq-\frac{2}{k} \mathcal{O}\left(\mathcal{A}\left(X(x), \bar{\sigma}^{i}\right)\right)+\frac{2}{k} w+n
$$

Because $X(x)$ and $w$ are each $\left(\varepsilon_{0}, \delta_{0}\right)$-differentially private functions of $x, y$ is an ( $2 \varepsilon_{0}, 2 \delta_{0}$ )-differentially private function of $x$ by Lemma 7.1. Sample $x$ uniformly at random from $\{0,1\}^{n}$ and define the random variable $\tilde{x} \triangleq \mathcal{R}(A, y)$, where $\mathcal{R}$ is the reconstruction algorithm from Lemma 7.8 . Because $\mathcal{R}$ only accesses the $\left(2 \varepsilon_{0}, 2 \delta_{0}\right)$ differentially private $y, \tilde{x}$ is also ( $2 \varepsilon_{0}, 2 \delta_{0}$ )-differentially private, and by Lemma 7.3 and linearity of expectation, $\mathbb{E}\|\tilde{x}-x\|_{1} \geq \frac{e^{-2 \varepsilon_{0}-2 \delta_{0}}}{1+e^{-2 \varepsilon_{0}} n \text {. On the other hand, by the }}$ accuracy guarantee we assumed for $\mathcal{M}$, for each $i$, with probability at least $1-2 \alpha$, $\left|y_{i}-(A x)_{i}\right|<\frac{2}{k} \eta+2 c^{\prime} \sqrt{\beta n \log (1 / \alpha)} \leq \frac{1}{2} c \sqrt{\beta n \log (1 / 12 \alpha)}$. Since $\frac{2}{k \sqrt{\log (1 / \alpha)}} \eta$ is a constant depending only on $\varepsilon_{0}, \delta_{0}$, setting $c^{\prime}$ small enough ensures that the last inequality holds for $c$ as in Lemma 7.7 and all big enough $n$. Then, by Markov's inequality, with probability at least $2 / 3,\|y-A x\|_{6 \alpha, \infty}<\frac{1}{2} c \sqrt{\beta n \log (1 / 12 \alpha)}$, so, by Lemmas 7.7 and 7.8 , $\|\tilde{x}-x\|_{1}<\beta n$. We can then bound the expected distance of $\tilde{x}$ from $x$ as

$$
\mathbb{E}\|\tilde{x}-x\|_{1}<\frac{2}{3} \beta n+\frac{1}{3} n=\frac{2 \beta+1}{3} n .
$$

Setting $\varepsilon_{0}, \delta_{0}$ and $\beta$ small enough so that $\frac{e^{-2 \varepsilon_{0}}-2 \delta_{0}}{1+e^{-2 \varepsilon_{0}}} \geq \frac{2 \beta+1}{3}$ gives a contradiction and finishes the proof of the lower bound for distinct counts.

The proof for the cropped first moment is analogous, with the modification that any symbol in the streams $\bar{\sigma}(x)$ and $\bar{\sigma}^{i}$ is included $\tau$ times.

## Bibliographic Remarks

The first discrepancy-based reconstruction attack appeared in the paper [110]. In the notation used in this thesis, the result shown there was that $\operatorname{opt}_{\varepsilon_{0}, \delta_{0}}(A)=\Omega(1)$. $\operatorname{rdisc}_{0,1 / 2}(A) \geq \frac{1}{O(\log |U|))}$ for a query matrix $A \in \mathbb{R}^{\mathcal{Q} \times U}$ and all small enough constant $\varepsilon_{0}, \delta_{0}$. Theorem 7.2 appears for the first time in this thesis and is a strengthening of the lower bound in [110]. That paper also observed that this implies interesting error lower bounds for orthogonal range queries, but did not report near-tight bounds, because the corresponding discrepancy lower bound was not known. [110] also used a decomposition of bounded shatter function set systems from discrepancy theory to a differentially private algorithm for halfspace counting with tight error (up to constants). Theorem 7.1 was first proved in [118]. The approach via the ellipsoid infinity norm in this chapter is a simplification of the proofs in [118], which used a recursive construction based on computing approximate John-Löwner ellipsoids. The error lower bound for computing distinct counts and cropped first moment in the pan-privacy model was first published in [108]. The argument is basically the same, but the proof in the paper used the reconstruction attack of 52. Here we instead use a discrepancy-based reconstruction; while our reconstruction algorithm is not efficient, this is not an issue for the lower bound argument, as differential privacy is an information theoretic notion.

## Chapter 8

## Private Mechanisms for Small Databases

### 8.1 Overview

In this chapter we consider a setting in which the database size $n$ is significantly smaller than the number of queries $|\mathcal{Q}|$. Since the seminal work Blum, Ligett and Roth [26], a long line of work [55, [58, 125, 76, 73, 77, 74] has shown that in this regime there exist algorithms with error guarantees superior to the general case. In general, there exist $(\varepsilon, \delta)$-differentially private mechanisms for linear queries that have error $O\left(\frac{1}{\sqrt{\varepsilon}} \sqrt{n \log |\mathcal{Q}|} \log ^{1 / 4}|U|\right)$. Moreover, there exist sets of counting queries for which this bound is tight up to factors polylogarithmic in the size of the database [33].

We extend the results from Chapter 7 and show that there exists an efficient $(\varepsilon, \delta)$ differentially private mechanism whose $L_{2}$ error is not much larger than $\operatorname{opt}_{\varepsilon, \delta}^{(2)}(A, n)$ on any database of size at most $n$. In other words, if we look at $\operatorname{opt}_{\varepsilon, \delta}^{(2)}(A, n)$ as a function of $n$, the error of our algorithm approximates this function pointwise, while the error of the algorithm of Theorem 7.1 is only guaranteed to be approximately bounded by the least upper bound of $\operatorname{opt}_{\varepsilon, \delta}^{(2)}(A, n)$. This improved guarantee is important, since in some cases opt ${ }_{\varepsilon, \delta}^{(2)}(A)$ may be larger than the trivial error $n$. Giving a similar "strongly optimal" guarantee for the worst-case error $\operatorname{opt}_{\varepsilon, \delta}(A, n)$ is an interesting open problem. Our main result for small databases is summarized in the following theorem.

The following theorem is our main result of this chapter and shows the existence of an efficient nearly optimal differentially private algorithm.

Theorem 8.1. There exists an $(\varepsilon, \delta)$-differentially private algorithm $\mathcal{M}$ that runs in time polynomial in $|D|,|\mathcal{Q}|$, and $|U|$, and has error

$$
\operatorname{err}_{2}(\mathcal{M}, n, A)=O\left((\log n)(\log 1 / \delta)^{1 / 4}(\log |U|)^{1 / 4}\right) \cdot \operatorname{opt}_{\varepsilon, \delta}^{(2)}(n, A)
$$

for any $n$, any query matrix $A \in \mathbb{R}^{\mathcal{Q} \times A}$, any small enough $\varepsilon$, and any $\delta=|U|^{-O(1)}$ small enough with respect to $\varepsilon$.

Question 5. Prove an analogoue of Theorem 8.1 for the worst-case error $\operatorname{opt}_{\varepsilon, \delta}(A, n)$.
Our lower bound argument for $\operatorname{opt}_{\varepsilon, \delta}^{(2)}(n, A)$ is analogous to the discrepancy-based reconstruction attack argument from Chapter 7. We simply observe that the hereditary vector discrepancy of any submatrix of $A$ of at most $n$ columns provides a lower bound on the optimal error. The more challenging task is to give an algorithm whose error matches this lower bound. We take the generalized Gaussian mechanism as a basis, and again we instantiate it with a minimal ellipsoid, although with respect to a different objective. By itself this mechanism can have error which is too large when the database is small. Nevertheless, in this case we can use the knowledge that the database is small to reduce the error. Taking an idea from statistics, we perform a regression step: we postprocess the vector $\tilde{y}$ of noisy query answers and find the closest vector that is consistent with the database size bound. This post-processing step is a form of sparse regression, and can be posed as a convex optimization problem using the sensitivity polytope. Indeed, $n K_{A}$ is easily seen to contain the convex hull of the vectors of query answers produced by databases of size at most $n$. So we simply need to project $\tilde{y}$ onto $n K_{A}$. (In fact our estimator is slightly more complicated and related to the hybrid estimator of Li [155]). Intuitively, when $n$ is small compared to the number of queries, $n K_{A}$ is small enough that projection cancels the excess error.

### 8.2 Error Lower Bounds with Small Databases

In this section we discuss how to adapt our lower bounds on the error of differentially private mechanism, so that they hold even when the input is the histogram of a small database. This does not involve any new techniques as much as making observations about the proofs we have already given.

First we give a reformulation of Theorem 7.2 . Recall that we use the notation $\operatorname{herdisc}(s, A)$ to denote the maximum discrepancy of all submatrices of $A$ with at most $s$ columns. In this chapter it will be convenient to consider the vector discrepancy
relaxation of the $L_{2}$ version of this quantity. Define the $L_{2}$ vector discrepancy of a matrix $A \in \mathbb{R}^{m \times n}$ as

$$
\operatorname{vecdisc}_{2}(A) \triangleq \min _{u_{1}, \ldots, u_{n} \in \mathbb{S}^{n-1}}\left(\frac{1}{m} \sum_{i=1}^{m}\left\|\sum_{j=1}^{n} A_{i j} u_{j}\right\|_{2}^{2}\right)^{1 / 2}
$$

An analogous argument to the proof of Proposition 3.2 establishes the dual formulation

$$
\begin{align*}
\operatorname{vecdisc}_{2}(A)^{2} & =\max \operatorname{tr}(Q)  \tag{8.1}\\
& \text { s.t. } \\
& Q \preceq \frac{1}{m} A^{\top} A,  \tag{8.2}\\
& Q \text { diagonal } . \tag{8.3}
\end{align*}
$$

Now we define the $s$-hereditary vector discrepancy of $A$ as

$$
\operatorname{hvdisc}_{2}(n, A) \triangleq \max _{J \subseteq[m]:|J| \leq s} \operatorname{vecdisc}_{2}\left(A_{J}\right)
$$

The reformulation of Theorem 7.2 follows from the following modification of Lemma 7.4 . The proof is exactly analogous to the original proof and we omit it.

Lemma 8.1. Let $A \in \mathbb{R}^{\mathcal{Q} \times U}$ be a query matrix, let $W \subseteq U$, $|W| \leq s$, be such that $\operatorname{vecdisc}_{2}\left(A_{W}\right)=\operatorname{hvdisc}_{2}(s, A)$, and define $X \triangleq\left\{x \in\{0,1\}^{U}: x_{i}=0 \forall e \in U \backslash W\right\}$. Let $\mathcal{M}$ be a mechanism such that $\operatorname{err}_{2}(\mathcal{M}, A, X) \leq \alpha \operatorname{hvdisc}_{2}(s, A)$. Then, there exists an assignment $q: W \rightarrow \mathbb{R}$ of non-negative reals to $W$, and a deterministic algorithm $\mathcal{R}$ with range $\{0,1\}^{U}$ such that, for any $x$ supported on $W$

$$
\mathbb{E} \sqrt{\frac{1}{q(W)} \sum_{e \in W} q(e)\left(\tilde{x}_{e}-x_{e}\right)^{2}} \leq 2 \alpha
$$

where $\tilde{x} \triangleq \mathcal{R}(\mathcal{M}(x)), q(W) \triangleq \sum_{e \in W} q(e)$, and the expectation is taken over the randomness of $\mathcal{M}$.

We can now state the theorem.
Theorem 8.2. There exists a constant $c$, such that for any query matrix $A \in \mathbb{R}^{\mathcal{Q} \times U}$ we have

$$
\operatorname{opt}_{\varepsilon, \delta}^{(2)}(n, A) \geq \frac{c}{\varepsilon} \operatorname{hvdisc}_{2}(\varepsilon n, A)
$$

for all small enough $\varepsilon$ and any $\delta$ sufficiently small with respect to $\varepsilon$.


Figure 8.1: A schematic illustration of the key step of the proof of Lemma 8.2. The vector $p-y$ is proportional in length to $|\langle\hat{y}-y, w\rangle|$ and the vector $\hat{y}-p$ is proportional in length to $|\langle\hat{y}-y, \hat{y}-\tilde{y}\rangle|$. Since the angle $\theta$ is obtuse, $\|p-y\|_{2} \geq\|\hat{y}-p\|_{2}$.

Proof. Observe that $X$ as defined in Lemma 8.1 satisfies $X \subseteq s B_{1}^{U}$, i.e. is a set of databases of size at most $s$. Using Lemma 7.3 and Lemma 8.1 with $s \triangleq \varepsilon n$, we can use an argument analogous to the one in the proof of Theorem 7.2 to conclude that $\operatorname{opt}_{\varepsilon_{0}, \delta_{0}}^{(2)}(\varepsilon n, A) \geq \frac{1}{2(1+e)} \operatorname{hvdisc}_{2}(\varepsilon n, A)$ for small enough $\varepsilon$ and $\delta$. To finish the proof we appeal to Lemma 7.2 to show that $\operatorname{opt}_{\varepsilon, \delta}^{(2)}(n, A) \geq\lfloor 1 / \varepsilon\rfloor \operatorname{opt}_{\varepsilon_{0}, \delta_{0}}^{(2)}(n, A)$.

### 8.3 The Projection Mechanism

A key element in our algorithms for the small database case is the use of least squares estimation to reduce error. In this section we introduce and analyze a mechanism based on least squares estimation, similar to the hybrid estimator of [155].

### 8.3.1 Projection to a Convex Body

Below we present a bound on the error of least squares estimation with respect to symmetric convex bodies. This analysis appears to be standard in the statistics literature; a special case of it appears for example in [123].

For the analysis we will need to recall Hölder's inequality for general norms. If $L$ is a convex body, and $L^{\circ}$ is its polar body, then for any $x$ and $y$ we have $|\langle x, y\rangle| \leq\|x\|_{L}\|y\|_{L^{\circ}}$.

Lemma 8.2. Let $L \subseteq \mathbb{R}^{m}$ be a symmetric convex body, let $y \in L, \tilde{y} \in \mathbb{R}^{m}$, and define $w \triangleq \tilde{y}-y$. Let, finally, $\bar{y} \in L$ be such that $\|\bar{y}-\tilde{y}\|_{2}^{2} \leq \min \left\{\|z-\tilde{y}\|_{2}^{2}: z \in L\right\}+\nu$ for
some $\nu \geq 0$. We have $\|\bar{y}-y\|_{2}^{2} \leq \min \left\{\left(2\|w\|_{2}+\sqrt{\nu}\right)^{2}, 4\|w\|_{L^{\circ}}+\nu\right\}$.
Proof. Let $\hat{y} \triangleq \arg \min \left\{\|z-\tilde{y}\|_{2}^{2}: z \in L\right\}$. First we show the easier bound: by the triangle inequality,

$$
\|\bar{y}-y\|_{2} \leq\|\bar{y}-\tilde{y}\|_{2}+\|\tilde{y}-y\|_{2} \leq 2\|\tilde{y}-y\|_{2}+\sqrt{\nu} .
$$

The last inequality above follows from

$$
\|\bar{y}-\tilde{y}\|_{2} \leq \sqrt{\|\hat{y}-\tilde{y}\|_{2}^{2}+\nu} \leq\|\hat{y}-\tilde{y}\|_{2}+\sqrt{\nu} \leq\|y-\tilde{y}\|_{2}+\sqrt{\nu} .
$$

The bound $\|\bar{y}-y\|_{2}^{2} \leq 4\|w\|_{L^{\circ}}+\nu$ is based on Hölder's inequality and the following simple but very useful fact, illustrated schematically in Figure 8.1.

$$
\begin{align*}
\|\bar{y}-y\|_{2}^{2} & =\langle\bar{y}-y, \tilde{y}-y\rangle+\langle\bar{y}-y, \bar{y}-\tilde{y}\rangle \\
& \leq 2\langle\bar{y}-y, \tilde{y}-y\rangle+\nu . \tag{8.4}
\end{align*}
$$

The inequality (8.4) can be proved algebraically:

$$
\begin{aligned}
\langle\bar{y}-y, \tilde{y}-y\rangle & =\|\tilde{y}-y\|_{2}^{2}+\langle\bar{y}-\tilde{y}, \tilde{y}-y\rangle \\
& \geq\|\bar{y}-\tilde{y}\|_{2}^{2}-\nu+\langle\bar{y}-\tilde{y}, \tilde{y}-y\rangle \\
& =\langle\bar{y}-\tilde{y}, \bar{y}-y\rangle-\nu=\langle\bar{y}-y, \bar{y}-\tilde{y}\rangle-\nu .
\end{aligned}
$$

Inequality (8.4), $w=\tilde{y}-y$, Hölder's inequality and the triangle inequality imply

$$
\|\bar{y}-y\|_{2}^{2} \leq 2\langle\bar{y}-y, w\rangle+\nu \leq 2\|\bar{y}-y\|_{L}\|w\|_{L^{\circ}} \leq 4\|w\|_{L^{\circ}}+\nu,
$$

which completes the proof.

### 8.3.2 The Mechanism

Lemma 8.2 is the key ingredient in the analysis of the Projection Mechanism, presented as Algorithm 3. This mechanism gives improved $L_{2}$ error with respect to the generalized Gaussian mechanism $\mathcal{M}_{E}$ when the the database size $n$ is smaller than the number of queries: the error is bounded from above roughly by the square root of the sum of squared lengths of the $n$ longest major axes of $E$.

Algorithm 3 Projection Mechanism $\mathcal{M}_{E}^{\text {proj }}$
Input: (Public) Query matrix $A$; ellipsoid $E=F \cdot B_{2}^{\mathcal{Q}}$ such that all columns of $A$ are contained in $E$.
Input: (Private) Histogram $x$ of a database of size $\|x\|_{1} \leq n$.
1: Run the generalized Gaussian mechanism (Algorithm 2) to compute $\tilde{y} \triangleq \mathcal{M}_{E}(A, x)$;
2: Let $\Pi$ be the orthogonal projection operator onto the span of the $\lfloor\varepsilon n\rfloor$ largest major axes of $E$ (equivalently the span of leading $\lfloor\varepsilon n\rfloor$ left singular vectors of $F$ );
3: Compute $\bar{y} \in n(I-\Pi) K_{A}$, where $K_{A}$ is the sensitivity polytope of $A$, and $\bar{y}$ satisfies

$$
\|\bar{y}-(I-\Pi) \tilde{y}\|_{2}^{2} \leq \min \left\{\|z-(I-\Pi) \tilde{y}\|_{2}^{2}: z \in n(I-\Pi) K_{A}\right\}+\nu,
$$

and $\nu \leq n c_{\varepsilon, \delta} \sqrt{\log |U|}\|(I-\Pi) A\|_{1 \rightarrow 2}^{2} ;$
Output: Vector of answers $\Pi \tilde{y}+\bar{y}$.

Lemma 8.3. The Projection Mechanism $\mathcal{M}_{E}^{\text {proj }}$ in Algorithm 3 is $(\varepsilon, \delta)$-differentially private for any ellipsoid $E=F B_{2}^{\mathcal{Q}}$ that contains the columns of $A$. Moreover, for $\varepsilon=O(1)$,

$$
\operatorname{err}_{2}\left(\mathcal{M}_{E}^{p r o j}, n, A\right)=O\left(c_{\varepsilon, \delta}\left(1+\frac{\sqrt{\log |U|}}{\sqrt{\log 1 / \delta}}\right)^{1 / 2}\right) \cdot\left(\frac{1}{|\mathcal{Q}|} \sum_{i \leq \varepsilon n} \sigma_{i}^{2}\right)^{1 / 2}
$$

where $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{|\mathcal{Q}|}$ are the singular values of $F$.
Proof. To prove the privacy guarantee, observe that the output of $\mathcal{M}_{E}^{\text {proj }}(A, x)$ is just a post-processing of the output of $\mathcal{M}_{E}(A, x)$, i.e. the algorithm does not access $x$ except to pass it to $\mathcal{M}_{E}(A, x)$. The privacy then follows from Lemmas 7.5 and 7.1 .

Next we bound the error. Let $w \triangleq \tilde{y}-y$ be the random noise introduced by the generalized Gaussian mechanism. Recall that $w$ is distributed identically to $F g$, where $g \sim N\left(0, c_{\varepsilon, \delta}^{2}\right)^{\mathcal{Q}}$. By the Pythagorean theorem and linearity of expectation we have

$$
\mathbb{E}\|\Pi \tilde{y}+\bar{y}-y\|_{2}^{2}=\mathbb{E}\|\Pi \tilde{y}-\Pi y\|_{2}^{2}+\mathbb{E}\|\bar{y}-(I-\Pi) y\|_{2}^{2} .
$$

Above and in the remainder of the proof the expectations are taken is with respect to the randomness of the choice of $w$. We bound the two terms on the right hand side separately. For the first term, observe that $\Pi \tilde{y}-\Pi y=\Pi w$ is distributed identically to $\Pi F g$, with $g$ distributed as above. Since, by the definition of $\Pi$, the non-zero singular values of $\Pi F$ are $\sigma_{1}, \ldots, \sigma_{k}$ where $k \triangleq\lfloor\varepsilon n\rfloor$, we have

$$
\mathbb{E}\|\Pi \tilde{y}-\Pi y\|_{2}^{2}=\mathbb{E} \operatorname{tr}\left(\Pi F g g^{\top} F^{\top} \Pi\right)=c_{\varepsilon, \delta}^{2} \operatorname{tr}\left(\Pi F F^{\top} \Pi\right)=c_{\varepsilon, \delta}^{2} \sum_{i=1}^{k} \sigma_{i}^{2} .
$$

To bound the second term we appeal to Lemma 8.2. Define $\tilde{K} \triangleq(I-\Pi) K_{A}$. With $n \tilde{K}$ in the place of $L$, the lemma implies that

$$
\begin{equation*}
\mathbb{E}\|\bar{y}-(I-\Pi) y\|_{2}^{2} \leq 4 \mathbb{E}\|(I-\Pi) w\|_{(n \tilde{K})^{\circ}}+\nu \leq 4 n \mathbb{E}\|(I-\Pi) w\|_{\tilde{K}^{\circ}}+\nu, \tag{8.5}
\end{equation*}
$$

where we used the simple fact

$$
\|(I-\Pi) w\|_{(n \tilde{K})^{\circ}}=\sup _{z \in n \tilde{K}}\langle(I-\Pi) w, z\rangle=n \sup _{z \in \tilde{K}}\langle(I-\Pi) w, z\rangle=n\|(I-\Pi) w\|_{\tilde{K}^{\circ}} .
$$

Since $\tilde{K} \subseteq(I-\Pi) E$, and $(I-\Pi) E$ is contained in a Euclidean ball of radius bounded above by $\sigma_{k+1} \leq \sigma_{k}$ by the choice of $\Pi$, we have that any point $z \in \tilde{K}$ has length bounded as $\|z\|_{2} \leq \sigma_{k}$. Moreover, $\tilde{K}$ is the convex hull of at most $N \leq 2|U|$ vertices: it is the convex hull of the $2|U|$ vertices of $K_{A}$ (the columns of $A$ and $-A$ ) projected by the operator $I-\Pi$. Call these vertices $z_{1}, \ldots, z_{N}$. Since a linear functional is always maximized at a vertex of a polytope, we have $\|(I-\Pi) w\|_{\tilde{K}^{\circ}}=\sup _{z \in \tilde{K}}\langle(I-\Pi) w, z\rangle=$ $\max _{i=1}^{N}\left\langle(I-\Pi) w, z_{i}\right\rangle$. Each inner product $\left\langle(I-\Pi) w, z_{i}\right\rangle$ is a zero mean Gaussian random variable with variance

$$
\mathbb{E}\left\langle(I-\Pi) w, z_{i}\right\rangle^{2}=z_{i}^{\top}(I-\Pi) \mathbb{E}\left[w w^{\top}\right](I-\Pi) z_{i}=c_{\varepsilon, \delta}^{2} z_{i}^{\top}(I-\Pi) F F^{\top}(I-\Pi) z_{i} .
$$

By the choice of $\Pi$, the largest singular value of $(I-\Pi) F F^{\top}(I-\Pi)$ is $\sigma_{k+1} \leq \sigma_{k}$. Therefore, since the Euclidean norm of $z_{i}$ is also at most $\sigma_{k}$, we have that the variance of $\left\langle(I-\Pi) w, z_{i}\right\rangle$ is at $\operatorname{most} c_{\varepsilon, \delta}^{2} \sigma_{k}^{4}$. By an argument analogous to the one in the proof of Theorem 7.1, we can bound the expectation of the maximum of the inner products as

$$
\mathbb{E}\|(I-\Pi) w\|_{\tilde{K}^{\circ}}=\mathbb{E} \max _{i=1}^{N}\left\langle(I-\Pi) w, z_{i}\right\rangle=O(\sqrt{\log N}) c_{\varepsilon, \delta} \sigma_{k}^{2} .
$$

Plugging this into (8.5) and using that $\|(I-\Pi) A\|_{1 \rightarrow 2}=\max _{i=1}^{N}\left\|z_{i}\right\|_{2} \leq \sigma_{k}$, we get

$$
\mathbb{E}\|\bar{y}-(I-\Pi) y\|_{2}^{2}=O(\sqrt{\log N}) c_{\varepsilon, \delta} n \sigma_{k}^{2} .
$$

Observe that $c_{\varepsilon, \delta} n \sigma_{k}^{2} \leq \frac{c_{\varepsilon, \delta} n}{k} \sum_{i=1}^{k} \sigma_{i}^{2}$. Since $k=\lfloor\varepsilon n\rfloor, \frac{c_{\varepsilon, \delta n}}{k}=O\left(\frac{c_{\varepsilon, \delta}^{2}}{\sqrt{\log 1 / \delta}}\right)$. This finishes the proof.

### 8.3.3 Efficient Implementation: Frank-Wolfe

Computing $\bar{y}$ in Algorithm 3 requires approximately solving a convex optimization problem. Any standard tool for convex optimization, such as the ellipsoid algorithm
can be used. We recall an algorithm of Frank and Wolfe which has slower convergence rate than the ellipsoid method, but may be more practical since we only require a very rough approximation. Moreover, the algorithm allows reducing the problem to solving linear programs over $(I-\Pi) K_{A}$. The algorithm is presented as Algorithm 4 .

```
Algorithm 4 Frank-Wolfe Algorithm
Input: convex body \(L \subseteq \mathbb{R}^{m}\); point \(r \in \mathbb{R}^{m}\); number of iterations \(T\)
    Let \(q^{(0)} \in L\) be arbitrary.
    for \(t=1\) to \(T\) do
        Let \(v^{(t)}=\arg \max _{v \in L}\left\langle r-q^{(t-1)}, v\right\rangle\).
        Let \(\alpha^{(t)}=\arg \min _{\alpha \in[0,1]}\left\|r-\alpha q^{(t-1)}-(1-\alpha) v^{(t)}\right\|_{2}^{2}\).
        Set \(q^{(t)}=\alpha^{(t)} q^{(t-1)}+\left(1-\alpha^{(t)}\right) v^{(t)}\).
    end for
    Output \(q^{(T)}\).
```

The expensive step in each iteration of Algorithm 4 is computing $v^{(t)}$, which requires solving a linear optimization problem over $L$. Computing $\alpha^{(t)}$ is a quadratic optimization problem in a single variable, and has a closed form solution.

We use the following bound on the convergence rate of the Frank-Wolfe algorithm. It is a refinement of the original analysis of Frank and Wolfe, due to Clarkson.

Theorem 8.3 (63, 45). The point $q^{(T)}$ computed by $T$ iterations of Algorithm 4 satisfies

$$
\left\|r-q^{(T)}\right\|_{2}^{2} \leq \min \left\{\|r-q\|_{2}^{2}: q \in L\right\}+\frac{4 \operatorname{diam}(L)^{2}}{T+3}
$$

In Algorithm 3, we can apply the Frank-Wolfe algorithm to the body $L=n(I-$ $\Pi) K_{A}$ and the point $r=(I-\Pi) \tilde{y}$. The diameter of $L$ is at most $n\|(I-\Pi) A\|_{1 \rightarrow 2}$, so to achieve the required approximation $\nu$ we need to set the number of iterations $T$ to $4 \frac{n}{c_{\varepsilon, \delta} \sqrt{\log |U|}}$.

Another useful feature of the Frank-Wolfe algorithm is that $q^{(T)}$ is in the convex hull of $v^{(0)}, \ldots, v^{(T)}$, which allows for a concise representation of its output.

### 8.4 Optimality of the Projection Mechanism

In this section we show that we can choose an ellipsoid $E$ so that $\mathcal{M}_{E}^{\text {proj }}$ has nearly optimal error. Once again we optimize over ellipsoids and use convex duality and
the restricted invertibility principle to relate the optimal ellipsoid to the appropriate notion of discrepancy, which itself bounds from below the error necessary for privacy. The optimization problem over ellipsoids is different, but closely related, to the one used to define the ellipsoid infinity norm.

### 8.4.1 Minimizing Ky Fan Norm over Containing Ellipsoids

Given an ellipsoid $E=F B_{2}^{m}$, define $f_{k}(E)=\left(\sum_{1=1}^{k} \sigma_{i}^{2}\right)^{1 / 2}$, where $\sigma_{1} \geq \ldots \geq \sigma_{m}$ are the singular values of $F$. Define $\|M\|_{(k)}$ to be the Ky Fan $k$-norm, i.e. the sum of the top $k$ singular values of $M$. The already familiar nuclear norm $\|M\|_{S_{1}}$ is equal to $\|M\|_{(r)}$ where $r$ is the rank of $M$. An equivalent way to define $f_{k}(E)$ then is as $f_{k}(E) \triangleq\left\|F F^{\top}\right\|_{k}^{1 / 2}$.

The ellipsoid we use in the projection mechanism will be the one achieving $\min \left\{f_{k}(E)\right.$ : $\left.a_{e} \in E \forall e \in U\right\}$, where $a_{e}$ is the column of the query matrix $A$ associated with the universe element $e$. This choice is directly motivated by Lemma 8.3. We can write this optimization problem in the following way.

$$
\begin{align*}
& \text { Minimize }\left\|X^{-1}\right\|_{(k)} \text { s.t. }  \tag{8.6}\\
& X \succ 0  \tag{8.7}\\
& \forall e \in U: a_{e}^{\top} X a_{e} \leq 1 \tag{8.8}
\end{align*}
$$

To show that the above program is convex we will need the following well-known result of Fan.

Lemma 8.4 ([62]). For any $m \times m$ real symmetric matrix $M$,

$$
\|M\|_{(k)}=\max _{U \in \mathbb{R}^{m \times k}: U^{\top} U=I} \operatorname{tr}\left(U^{\top} M U\right)
$$

With this result in hand, we can prove that (8.6)-(8.8) captures the optimization problem we are after analogously to the proof of Lemma 4.6.

Lemma 8.5. For a rank $|\mathcal{Q}|$ query matrix $A=\left(a_{e}\right)_{e \in U} \in \mathbb{R}^{\mathcal{Q} \times \text { univ }}$, the optimal value of the optimization problem (8.6) (8.8) is equal to $\min \left\{f_{k}(E)^{2}: a_{e} \in E \forall e \in U\right\}$. Moreover, the objective function (8.6) and constraints (8.8) are convex over $X \succ 0$.

Proof. Let $\lambda$ be the optimal value of (8.6 -(8.8) and let $\mu=\min \left\{f_{k}(E)^{2}: a_{e} \in E \forall e \in\right.$ $U\}$. Given a feasible $X$ for 8.6-8.8), set $E=X^{-1 / 2} B_{2}^{\mathcal{Q}}$ (this is well-defined since $X \succ 0$ ). Then for any $j \in[n],\left\|a_{j}\right\|_{E}=a_{j}^{\top} X a_{j} \leq 1$ by 4.8), and, therefore, $a_{j} \in E$. Also, by (4.4), $f_{k}(E)^{2}=\left\|X^{-1}\right\|_{(k)}$ by definition. This shows that $\mu \leq \lambda$. In the reverse direction, let $E=F B_{2}^{\mathcal{Q}}$ be such that $\forall e \in U: a_{e} \in E$. Then, because $A$ is full rank, $F$ is also full rank and invertible, and we can define $X=\left(F F^{\mathrm{T}}\right)^{-1}$. Analogously to the calculations above, we can show that $X$ is feasible, and therefore $\lambda \leq \mu$.

The objective function and the constraints 8.8) are affine, and therefore convex. It remains to show that the objective (8.6) is also convex. Let $X_{1}$ and $X_{2}$ be two feasible solutions and define $Y=\alpha X_{1}+(1-\alpha) X_{2}$ for some $\alpha \in[0,1]$. By Lemma 4.5, $Y^{-1} \preceq \alpha X_{1}^{-1}+(1-\alpha) X_{2}^{-1}$. Let $U$ be such that $\operatorname{tr}\left(U^{\top} Y^{-1} U\right)=\left\|Y^{-1}\right\|_{(k)}$ and $U^{\top} U=I$; then, by Lemma 8.4

$$
\begin{aligned}
\left\|Y^{-1}\right\|_{(k)}=\operatorname{tr}\left(U^{\top} Y^{-1} U\right) & \leq \alpha \operatorname{tr}\left(U^{\top} X_{1}^{-1} U\right)+(1-\alpha) \operatorname{tr}\left(U^{\top} X_{2}^{-1} U\right) \\
& \leq \alpha\left\|X_{1}^{-1}\right\|_{(k)}+(1-\alpha)\left\|X_{2}^{-1}\right\|_{(k)}
\end{aligned}
$$

This finishes the proof.
Since the program (8.6-8.8) is convex, its optimal solution can be approximated to any given degree of accuracy using the ellipsoid algorithm [72]. Analogously to the ellipsoid infinity norm, we can define the ellipsoid Ky Fan $k$ norm of an $m \times n$ matrix $A=\left(a_{i}\right)_{i=1}^{n}$ by $\|A\|_{E(k)} \triangleq \min \left\{f_{k}(E): a_{i} \in E \forall i \in[n]\right\}$. An argument analogous to the one in the proof of Lemma 4.4 using Lemma 8.4 proves that $\operatorname{herdisc}_{2}(s, A) \leq$ $O(1)\|A\|_{E(s)}$. We shall not pursue this direction further here.

### 8.4.2 The Dual of the Ellipsoid Problem

Our next goal is derive a dual characterization of (8.6)-8.8). Before we can do that, we need to define a somewhat complicated function of the singular values of a matrix. The next lemma is needed to argue that this function is well-defined.

Lemma 8.6. Let $\sigma_{1} \geq \ldots \sigma_{m} \geq 0$ be non-negative reals, and let $k \leq m$ be a positive
integer. There exists an integer $t, 0 \leq t \leq k-1$, such that

$$
\begin{equation*}
\sigma_{t}>\frac{\sum_{i>t} \sigma_{i}}{k-t} \geq \sigma_{t+1} \tag{8.9}
\end{equation*}
$$

with the convention $\sigma_{0}=\infty$.

Proof. Define $\sigma_{>t} \triangleq \sum_{i>t} \sigma_{i}$. If $\sigma_{>0} \geq k \sigma_{1}$ holds, then (8.9) is satisfied for $t=0$, and we are done. So let us assume that $\sigma_{>0}<k \sigma_{1}$. Then $\sigma_{>1}=\sigma_{>0}-\sigma_{1}<(k-1) \sigma_{1}$, and the first inequality in 8.9 is satisfied for $t=1$. If the second inequality is also satisfied we are done, so let us assume that $\sigma_{>1}<(k-1) \sigma_{2}$, which implies the first inequality in (8.9) for $t=2$. Continuing in this manner, we see that if the inequalities (8.9) are not satisfied for any $t \in\{0, \ldots, k-2\}$, then we must have $\sigma_{>k-1}<\sigma_{k-1}$. But the second inequality for $t=k-1$, i.e. $\sigma_{>k-1} \geq \sigma_{k}$ is always satisfied because all the $\sigma_{i}$ are non-negative, so we have that if (8.9) does not hold for $t \leq k-2$, then it must hold for $t=k-1$. This finishes the proof.

We now introduce a function which will be used in formulating a dual characterization of (8.6)-8.8).

Definition 8.1. Let $M \succeq 0$ be an $m \times m$ positive semidefinite matrix with singular values $\sigma_{1} \geq \ldots \geq \sigma_{m}$, and let $k \leq m$ be a positive integer. The function $h_{k}(M)$ is defined as

$$
h_{k}(M) \triangleq \sum_{i=1}^{t} \sigma_{i}^{1 / 2}+\sqrt{k-t}\left(\sum_{i>t} \sigma_{i}\right)^{1 / 2}
$$

where $t$ is the smallest integer such that $\sigma_{t}>\frac{\sum_{i>t} \sigma_{i}}{k-t} \geq \sigma_{t+1}$.
Lemma 8.6 guarantees that $h_{k}(M)$ is a well-defined real-valued function. The next lemma shows that it is a continuous function.

Lemma 8.7. The function $h_{k}$ is continuous over positive semidefinite matrices with respect to the operator norm.

Proof. Let $M$ be a $m \times m$ positive semidefinite matrix with singular values $\sigma_{1} \geq \ldots \geq$ $\sigma_{m}$ and let $t$ be the smallest integer so that $\sigma_{t}>\frac{\sum_{i>t} \sigma_{i}}{k-t} \geq \sigma_{t+1}$. If $\frac{\sum_{i \gg} \sigma_{i}}{k-t}>\sigma_{t+1}$, then setting $\delta$ small enough ensures that, for any $M^{\prime}$ such that $\left\|M-M^{\prime}\right\|_{2}<\delta, h_{k}(M)$ and
$h_{k}\left(M^{\prime}\right)$ are computed with the same value of $t$, in which case the proof of continuity follows from the continuity of the square root function. Let us therefore assume that $\frac{\sum_{i>t} \sigma_{i}}{k-t}=\sigma_{t+1}=\ldots=\sigma_{t^{\prime}}>\sigma_{t^{\prime}+1}$ for some $t^{\prime} \geq t+1$. Then for any integer $s \in\left[t, t^{\prime}\right]$,

$$
\sum_{i>s} \sigma_{i}=\sum_{i>t} \sigma_{i}-(s-t) \sigma_{t+1}=(k-s) \sigma_{t+1} .
$$

We then have

$$
\begin{align*}
\sum_{i=1}^{t} \sigma_{i}^{1 / 2}+\sqrt{k-t}\left(\sum_{i>t} \sigma_{i}\right)^{1 / 2} & =\sum_{i=1}^{t} \sigma_{i}^{1 / 2}+(k-t) \sigma_{t+1}^{1 / 2} \\
& =\sum_{i=1}^{s} \sigma_{i}^{1 / 2}+(k-s) \sigma_{t+1}^{1 / 2} \\
& =\sum_{i=1}^{s} \sigma_{i}^{1 / 2}+\sqrt{k-s}\left(\sum_{i>s} \sigma_{i}\right)^{1 / 2} \tag{8.10}
\end{align*}
$$

For any $M^{\prime}$ such that $\left\|M^{\prime}-M\right\|_{2}<\delta$ for a small enough $\delta$, we have

$$
h_{k}\left(M^{\prime}\right)=\sum_{i=1}^{s} \sigma_{i}\left(M^{\prime}\right)^{1 / 2}+\sqrt{k-s}\left(\sum_{i>s} \sigma_{i}\left(M^{\prime}\right)\right)^{1 / 2}
$$

where $s$ is an integer in $\left[t, t^{\prime}\right]$. Continuity then follows from 8.10), and the continuity of the square root function.

Since the objective of (8.6-(8.8) is not necessarily differentiable, in order to analyze the dual we need to recall the concepts of subgradients and subdifferentials. A subgradient of a function $f: S \rightarrow \mathbb{R}$ at $x \in S$, where $S$ is some open subset of $\mathbb{R}^{d}$, is a vector $y \in \mathbb{R}^{d}$ so that for every $z \in S$ we have

$$
f(z) \geq f(x)+\langle x-z, y\rangle .
$$

The set of subgradients of $f$ at $x$ is denoted $\partial f(x)$ and is known as the subdifferential. When $f$ is differentiable at $x$, the subdifferential is a singleton set containing only the gradient $\nabla f(x)$. If $f$ is defined by $f(x)=f_{1}(x)+f_{2}(x)$, where $f_{1}, f_{2}: S \rightarrow \mathbb{R}$, then $\partial f(x)=\partial f_{1}(x)+\partial f_{2}(x)$. A basic fact in convex analysis is that $f$ achieves its minimum at $x$ if and only if $0 \in \partial f(x)$. For more information on subgradients and subdifferentials, see the classical text of Rockafellar [124].

Overton and Womersley [120] analyzed the subgradients of functions which are a composition of a differentiable matrix-valued function with a Ky Fan norm. The special case we need also follows from the results of Lewis [90].

Lemma $8.8\left([120,,[90])\right.$. Let $g_{k}(X) \triangleq\left\|X^{-1}\right\|_{(k)}$ for a positive definite matrix $X \in$ $\mathbb{R}^{m \times m}$. Let $\sigma_{1} \geq \ldots \geq \sigma_{m}$ be the singular values of $X^{-1}$ and let $\Sigma$ be the diagonal matrix with the $\sigma_{i}$ on the diagonal. Assume that for some $r \geq k, \sigma_{k}=\ldots=\sigma_{r}$. Then the subgradients of $g_{k}$ are given by

$$
\partial g_{k}(X)=\operatorname{conv}\left\{U_{S} U_{S}^{\top} X^{-2} U_{S} U_{S}^{\top}: U \text { orthogonal, } U \Sigma U^{\top}=X^{-1}, S \subseteq[r]\right\}
$$

where $U_{S}$ is the submatrix of $U$ indexed by $S$.
We use the following well-known characterization of the convex hull of boolean vectors of Hamming weight $k$.

Lemma 8.9. Let $V_{k, n} \triangleq \operatorname{conv}\left\{v \in\{0,1\}^{n}:\|v\|_{1}=k\right\}$. Then $V_{k, n}=\left\{v:\|v\|_{1}=k, 0 \leq\right.$ $\left.v_{i} \leq 1 \forall i\right\}$.

Proof. Let $P_{k, n}$ be the polytope $\left\{v:\|v\|_{1}=k, 0 \leq v_{i} \leq 1 \forall i\right\}$. We need to show that $V_{k, n}=P_{k, n}$. The containment $V_{k, n} \subseteq P_{k, n}$ is easy to verify, as all extreme points of $V_{k, n}$ satisfy the constraints defining $P_{k, n}$. In the other direction, observe that $P_{k, n}=$ $\{v: b \leq A v \leq c\}$, where $b$ and $c$ are vectors with integer coordinates, and $A$ is a matrix with first row the all ones vector, followed by the $n \times n$ identity matrix $I$. It is easy to verify that $A$ is totally unimodular, either directly or by observing that $\operatorname{herdisc}(A)=1$, which is equivalent to total unimodularity by the Ghouila-Houri characterization [66]. It follows that $P_{k, n}$ is a polytope with integral vertices, and it is easy to verify that any integral point in $P_{k, n}$ is a boolean vector of Hamming weight $k$, and, therefore, lies in $V_{k, n}$. Then $P_{k, n} \subseteq V_{k, n}$, implying $P_{k, n}=V_{k, n}$, as desired.

This characterization of $V_{k, n}$ is a part of the more general theory of basis polytopes of matroids. In particular, $V_{k, n}$ is the basis polytope of the rank $k$ uniform matroid. For more details, see 132 .

Before we give our dual characterization, we need one more technical lemma.

Lemma 8.10. Let $M$ be an $m \times m$ positive semidefinite matrix of rank at least $k$. Then there exists an $m \times m$ positive definite matrix $X$ such that $M \in \partial g_{k}(X)$, and $\left\|X^{-1}\right\|_{(k)}=g_{k}(X)=h_{k}(M)$.

Proof. Let $r=\operatorname{rank} M$, and let $\sigma_{1} \geq \ldots \geq \sigma_{r}$ be the non-zero singular values of $M$. Let $U \Sigma U^{\top}=M$ be some singular value decomposition of $M: U$ is an orthonormal matrix and $\Sigma$ is a diagonal matrix with the $\sigma_{i}$ on the diagonal, followed by 0 s .

Assume that $t$ is the smallest integer such that $\sigma_{t}>\frac{\sum_{i>t} \sigma_{i}}{k-t} \geq \sigma_{t+1}$ and define $\alpha \triangleq \frac{\sum_{i>t} \sigma_{i}}{k-t}$. A choice of $t \leq k-1$ exists by Lemma 8.6. Let the diagonal matrix $\Sigma^{\prime}$ be defined by

$$
\sigma_{i i}^{\prime} \triangleq \begin{cases}\sigma_{i} & i \leq t \\ \alpha & t<i \leq r . \\ \alpha-\epsilon & i>r\end{cases}
$$

We set $\epsilon$ to be an arbitrary number satisfying $\alpha>\epsilon>0$. Let us set $X \triangleq\left(U \Sigma^{\prime} U^{\top}\right)^{-1 / 2}$. By Lemma 8.9 and and the choice of $t$, the vector $\left(\sigma_{t+1}, \ldots, \sigma_{r}\right)$ is an element of the polytope $\alpha V_{k-t, r}$. Then $M$ is an element of $\operatorname{conv}\left\{U_{S} U_{S}^{\top} X^{-2} U_{S} U_{S}^{\top}: S=[t] \cup T, T \subseteq\right.$ $\{t+1, \ldots, r\},|T|=k-t\}$. Since this set is a subset of $\partial g_{k}(X)$, we have $M \in \partial g_{k}(X)$. A calculation shows that $\left\|X^{-1}\right\|_{(k)}=\left\|\left(U \Sigma^{\prime} U^{\top}\right)^{1 / 2}\right\|_{(k)}=\sum_{i \leq t} \sigma_{i}^{1 / 2}+(k-t) \alpha^{1 / 2}=h_{k}(M)$. This completes the proof.

The following theorem is our dual characterization of (8.6)-8.8).
Theorem 8.4. Let $A=\left(a_{e}\right)_{e \in U} \in \mathbb{R}^{\mathcal{Q} \times U}$ be a rank $|\mathcal{Q}|$ matrix, and let $\mu=\min \left\{f_{k}(E)\right.$ : $\left.a_{e} \in E \forall e \in U\right\}$. Then,

$$
\begin{align*}
& \mu^{2}=\max h_{k}\left(A Q A^{\top}\right)^{2} \text { s.t. }  \tag{8.11}\\
& \quad Q \succeq 0, \text { diagonal }, \operatorname{tr}(Q)=1 \tag{8.12}
\end{align*}
$$

Proof. The proof of this theorem is similar to the proof of Theorem 4.9. Let us define $\{X: X \succ 0\}$ to be the domain for the constraints 8.8 and the objective function (8.6). This makes the constraint $X \succ 0$ implicit. The optimization problem is convex
by Lemma 8.5. Is is also always feasible: for example for $r=\|A\|_{1 \rightarrow 2}, \frac{1}{r} I$ is a feasible solution. Slater's condition is therefore satisfied, since the constraints are affine, and strong duality holds.

The Lagrange dual function for (8.6-(8.8) is

$$
g(p)=\inf _{X \succ 0}\left\|X^{-1}\right\|_{(k)}+\sum_{e \in U} p_{e}\left(a_{e}^{\top} X a_{e}-1\right),
$$

with dual variables $p \in \mathbb{R}^{U}, p \geq 0$. Equivalently, writing $p$ as a diagonal matrix $P \in \mathbb{R}^{U \times U}, P \succeq 0$, with entries $p_{e e}=p_{e}$, we have

$$
\begin{equation*}
g(P)=\inf _{X \succ 0}\left\|X^{-1}\right\|_{(k)}+\operatorname{tr}\left(A P A^{\top} X\right)-\operatorname{tr}(P) \tag{8.13}
\end{equation*}
$$

Since $X \succ 0$ implies $X^{-1} \succ 0, g(P) \geq-\operatorname{tr}(P)>-\infty$. Therefore, the effective domain $\{P: g(P)>-\infty\}$ of $g(P)$ is $\{P: P \succeq 0$, diagonal $\}$. Since we have strong duality, and, by Lemma 8.5. $\mu^{2}$ is equal to the optimal value of 8.6 (8.8), we have $\mu^{2}=\max \{g(P)$ : $P \succeq 0$, diagonal $\}$.

By the additivity of subgradients, a matrix $X$ achieves the minimum in 8.13) if and only if $A P A^{\top} \in \partial g_{k}(X)$, where $g_{k}(X)=\left\|X^{-1}\right\|_{(k)}$. Consider first the case in which $A P A^{\top}$ has rank at least $k$. Then, by Lemma 8.10, there exists an $X$ such that $A P A^{\top} \in \partial g_{k}(X)$ and $\left\|X^{-1}\right\|_{(k)}=h_{k}\left(A P A^{\top}\right)$. Observe that, if $U$ is an $m \times k$ matrix such that $U^{\top} U=I$ and $\operatorname{tr}\left(U^{\top} X^{-1} U\right)=\left\|X^{-1}\right\|_{(k)}$, then

$$
\operatorname{tr}\left(U U^{\top} X^{-2} U U^{\top} X\right)=\operatorname{tr}\left(\left(U^{\top} X^{-2} U\right)\left(U^{\top} X U\right)\right)=\operatorname{tr}\left(U^{\top} X^{-1} U\right)=\left\|X^{-1}\right\|_{(k)}
$$

Since $A P A^{\top}$ is a convex combination of matrices $U U^{\top} X^{-2} U U^{\top}$ for $U$ as above, it follows that $\operatorname{tr}\left(A P A^{\top} X\right)=\left\|X^{-1}\right\|_{(k)}$. Then we have

$$
\begin{align*}
g(P) & =\left\|X^{-1}\right\|_{(k)}+\operatorname{tr}\left(A P A^{\top} X\right)-\operatorname{tr}(P) \\
& =2\left\|X^{-1}\right\|_{(k)}-\operatorname{tr}(P)=2 h_{k}\left(A P A^{\top}\right)-\operatorname{tr}(P) \tag{8.14}
\end{align*}
$$

If $P$ is such that $A P A^{\top}$ has rank less than $k$, we can reduce to the rank $k$ case by a continuity argument as in the proof of Theorem 4.9. Fix any non-negative diagonal matrix $P$ and for $\lambda \in[0,1]$ define $P(\lambda) \triangleq \lambda P+(1-\lambda) I$. For any $\lambda \in[0,1), A P(\lambda) A^{\top}$
has rank $|\mathcal{Q}|$, since $A A^{\top}$ has rank $|\mathcal{Q}|$ by assumption, and, therefore, $A P(\lambda) A^{\top} \succeq$ $(1-\lambda) A A^{\top} \succ 0$. Then, by Lemma 4.7 and (8.14), we have

$$
\begin{aligned}
g(P)=\lim _{\lambda \uparrow 1} g(P(\lambda)) & =\lim _{\lambda \uparrow 1}\left[2 h_{k}\left(A P(\lambda)^{\top}\right)-\lambda \operatorname{tr}(P)-(1-\lambda)|U|\right] \\
& =2 h_{k}\left(A P A^{\top}\right)-\operatorname{tr}(P) .
\end{aligned}
$$

The final equality follows from the continuity of $h_{k}$, proved in Lemma 8.7, and standard perturbation bounds.

Defining new variables $Q$ and $c$ with $c=\operatorname{tr}(P), Q=P / c$, and optimizing over $c$ as in Theorem 4.9 finishes the proof.

### 8.4.3 Proof of the Main Theorem

We use the dual formulation in Theorem 8.4 and the restricted invertibility principle to give lower bounds on $\operatorname{hvdisc}_{2}(s, A)$.

Let us first give a variant of the spectral lower bound for $\operatorname{hvdisc}_{2}(s, A)$. We define

$$
\operatorname{specLB}_{2}(s, A) \triangleq \max _{k=1}^{s} \max _{J \subseteq[n]:|J|=k} \sqrt{\frac{k}{m}} \sigma_{\min }\left(A_{J}\right)
$$

Analogously to Lemma 4.8, it follows from (8.1)-8.3) that $\operatorname{lvdisc}_{2}(s, A) \geq \operatorname{specLB}_{2}(s, A)$.

Proof of Theorem 8.1. Given a database size $n$ and a query matrix $A$, the near optimal algorithm is the projection algorithm $\mathcal{M}_{E}^{\text {proj }}$ instantiated with an ellipsoid $E$ that (approximately) achieves $\min \left\{f_{k}(E): a_{e} \in E \forall e \in U\right\}$ for $k \triangleq\lfloor\varepsilon n\rfloor$, where $a_{e}$ is the column of $A$ corresponding to the universe element $e$. By Lemma 8.5, $E$ can be computed by solving the program (8.6)-8.8, which is a convex minimization problem and can be arbitrarily well approximated using the ellipsoid method [72], or the algorithm of Overton and Womersley [120.

By Lemma 8.3 ,

$$
\begin{equation*}
\operatorname{err}_{2}\left(\mathcal{M}_{E}^{\mathrm{proj}}, n, A\right)=O\left(c_{\varepsilon, \delta}\left(1+\frac{\sqrt{\log |U|}}{\sqrt{\log 1 / \delta}}\right)^{1 / 2}\right) \cdot \frac{1}{\sqrt{|\mathcal{Q}|}} f_{k}(E) . \tag{8.15}
\end{equation*}
$$

By Theorem 4.9, the optimal solution $Q$ of (8.11)-(8.12) satisfies

$$
f_{k}(E)=h_{k}\left(A Q A^{\top}\right)=\sum_{i=1}^{t} \sigma_{i}^{1 / 2}+\sqrt{k-t}\left(\sum_{i>t} \sigma_{i}\right)^{1 / 2}
$$

where $\sigma_{1} \geq \ldots \geq \sigma_{m}$ are the singular values of $A Q A^{\top}$ and $t$ is such that $(k-t) \sigma_{t}>$ $\sum_{i>t} \sigma_{i} \geq(k-t) \sigma_{t+1}$. At least one of $\sum_{i=1}^{t} \sigma_{i}^{1 / 2}$ and $\sqrt{k-t}\left(\sum_{i>t} \sigma_{i}\right)^{1 / 2}$ must be bounded from below by $\frac{1}{2} f_{k}(E)$. Next we consider these two cases separately.

Assume first that $\sum_{i=1}^{t} \sigma_{i}^{1 / 2} \geq \frac{1}{2} f_{k}(E)$. Let $\Pi$ be the orthogonal projection operator onto the span of the singular vectors of $A Q A^{\top}$ corresponding to $\sigma_{1}, \ldots, \sigma_{t}$. Then, $\left\|\Pi A Q^{1 / 2}\right\|_{S_{1}}=\sum_{i=1}^{t} \sigma_{i}^{1 / 2}$, and by Lemma 4.9 applied to the matrices $M=\Pi A$ and $W=Q$, there exists a set $S \subseteq U$ of size at most $|S| \leq \operatorname{rank} \Pi A Q^{1 / 2} \leq \varepsilon n$, such that

$$
\begin{align*}
\operatorname{specLB}_{2}(\varepsilon n, A) & \geq \sqrt{\frac{|S|}{|\mathcal{Q}|}} \sigma_{\min }\left(A_{S}\right) \\
& \geq \sqrt{\frac{|S|}{|\mathcal{Q}|}} \sigma_{\min }\left(\Pi A_{S}\right) \geq \frac{c\left\|\Pi A Q^{1 / 2}\right\|_{S_{1}}}{(\log \varepsilon n) \sqrt{|\mathcal{Q}|}}=\frac{c f_{k}(E)}{2(\log \varepsilon n) \sqrt{|\mathcal{Q}|}} \tag{8.16}
\end{align*}
$$

for an absolute constant $c$.
For the second case, assume that $\sqrt{k-t}\left(\sum_{i>t} \sigma_{i}\right)^{1 / 2} \geq \frac{1}{2} f_{k}(E)$. Let $\Pi$ be an orthogonal projection operator onto the span of the singular vectors of $A Q A^{\top}$ corresponding to $\sigma_{t+1}, \ldots, \sigma_{m}$. By the choice of $t$, we have

$$
\frac{\left\|\Pi A Q^{1 / 2}\right\|_{H S}^{2}}{\left\|\Pi A Q^{1 / 2}\right\|_{2}^{2}}=\frac{\sum_{i>t} \sigma_{i}}{\sigma_{t+1}} \geq k-t
$$

By the Restricted Invertibility Principle (Theorem4.5), applied with $M=\Pi A, W=Q$, and $\varepsilon=\frac{1}{2}$, there exists a set $S \subseteq U$ of size $\frac{1}{4}(k-t)$ so that

$$
\begin{align*}
\operatorname{specLB}_{2}(\varepsilon n, A) & \geq \sqrt{\frac{|S|}{|\mathcal{Q}|}} \sigma_{\min }\left(A_{S}\right) \\
& \geq \sqrt{\frac{|S|}{|\mathcal{Q}|}} \sigma_{\min }\left(\Pi A_{S}\right) \geq \frac{\sqrt{k-t}\left(\sum_{i>t} \sigma_{i}\right)^{1 / 2}}{4 \sqrt{|\mathcal{Q}|}} \geq \frac{f_{k}(E)}{8 \sqrt{|\mathcal{Q}|}} \tag{8.17}
\end{align*}
$$

The theorem follows from (8.15), 8.16), 8.17), and Theorem 8.2.

## Bibliographic Remarks

A variant of Theorem 8.1, with a weaker bound, was proved in [118]. The approach there was somewhat different: the main algorithmic tool was again the Projection Mechanism; however, the same recursively computed Gaussian noise was used as in the large database case. Here we take the alternative approach of optimizing the noise distribution with respect to the specific guarantee achieved by the projection mechanism.

With any set of counting queries and IID Gaussian noise (i.e. spherical noise), the projection mechanism achieves average error $O\left(\sqrt{n} \log ^{1 / 4}|U|\right)$ (ignoring the dependence on $\varepsilon$ and $\delta$ ). Moreover, this holds when the average error is computed with respect to any distribution on queries, and via private boosting [58] we can also get a comparable worstcase error guarantee. Using the Frank-Wolfe algorithm, the Projection mechanism can be implemented in time sublinear in the universe size, and polynomial in the number of queries and the database size, if linear programs over the sensitivity polytope can be optimized in time polynomial in the dimension. In fact, it is enough to be able to optimize linear programs over any convex body that contains the sensitivity polytope and is not much wider on average. These observations were used in [56] to give the first algorithm for answering 2 -wise marginal queries that has asymptotically optimal error and runs in polynomial time in the number of attributes.

## Chapter 9

## Reconstruction and Communication Complexity

### 9.1 Overview

In this chapter we give several further applications of reconstruction attacks in the style of Chapter 7 to topics in computer science. The applications combine the reconstruction algorithms with simple arguments from information theory to prove results on communication complexity. To give some intuition for the applications, assume we have a method to produce some data structure $D(x)$ that allows us to compute an accurate approximation of $A x$ for any binary vector $x$. If the additive error of the approximation is less than the appropriate notion of discrepancy, we can nearly reconstruct $x$, so the mutual information between $D(x)$ and $x$ must be large. We then have a lower bound on the expected size of $D(x)$ in terms of the mutual information. We formalize this general argument, and use it to derive a lower bound in the one-way communication model. As applications, we give space lower bounds for density estimation problems and we strengthen a lower bound of Woodruff [151] for approximating the Hamming distance in the one-way communication model. The latter result implies a new proof of Jayram and Woodruff's [82] space lower bound for computing distinct count in the streaming model.

### 9.2 The One-way Communication Model

In Yao's communication model [154], we have two parties, Alice and Bob, respectively holding inputs $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, who want to compute the value of a function $f(x, y)$, while minimizing their communication. More generally, they could also compute a relation $F \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$, in which case any $z$ such that $(x, y, z) \in F$ is an admissible
output. Here we consider the more restricted one-way communication model, in which Alice sends a single message to Bob, who must produce the output.

Definition 9.1. $A$ deterministic one-way protocol is a pair of functions $\Pi=\left(\Pi_{A}, \Pi_{B}\right)$, $\Pi_{A}: \mathcal{X} \rightarrow\{0,1\}^{t}, \Pi_{B}:\{0,1\}^{t} \times \mathcal{Y} \rightarrow \mathcal{Z}$. The cost of $\Pi$ is equal to $t$.

The next definition captures the notion of communication complexity we will be interested in.

Definition 9.2. Let $F \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$ be a relation, and let $\mu$ be a distribution on $\mathcal{X} \times \mathcal{Y}$. The distributional one-way communication complexity $D_{\mu, \delta}^{1-w a y}(F)$ of $F$ for error probability $\delta$ and distribution $\mu$ is equal to the smallest cost of any deterministic one-way protocol $\Pi=\left(\Pi_{A}, \Pi_{B}\right)$ such that $\operatorname{Pr}_{(x, y) \sim \mu}[(x, y, z) \in F] \geq 1-\delta$ for $z \triangleq \Pi_{B}\left(\Pi_{A}(x), y\right)$.

The main application of distributional one-way communication complexity is to prove lower bounds on randomized one-way communication complexity via Yao's minimax principle [153]. While we only work with distributional communication complexity, for completeness we define randomized protocols and randomized communication complexity next.

Definition 9.3. A randomized one-way protocol in the public coin model is a pair of functions $\Pi=\left(\Pi_{A}, \Pi_{B}\right), \Pi_{A}: \mathcal{X} \times\{0,1\}^{r} \rightarrow\{0,1\}^{t}, \Pi_{B}:\{0,1\}^{t} \times \mathcal{Y} \times\{0,1\}^{r} \rightarrow \mathcal{Z}$. The cost of $\Pi$ is equal to $t$, and the randomness complexity is equal to $r$.

Definition 9.4. Let $F \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$ be a relation. The randomized (public coin) one-way communication complexity $R_{\delta}^{1-w a y}(F)$ of $F$ for error probability $\delta$ is equal to the smallest upper bound on the cost of any randomized one-way protocol $\Pi=\left(\Pi_{A}, \Pi_{B}\right)$ such that $\operatorname{Pr}_{b}[(x, y, z) \in F] \geq 1-\delta$ for $z \triangleq \Pi_{B}\left(\Pi_{A}(x, b), y, b\right)$ and probability taken over $b$ sampled uniformly from $\{0,1\}^{r}$.

Yao's minimax principle [153] asserts that $R_{\delta}^{1 \text {-way }}(F)=\max _{\mu} D_{\mu, \delta}^{1 \text {-way }}(F)$, where the maximum is over all probability distributions $\mu$ on $\mathcal{X} \times \mathcal{Y}$. Therefore, any lower bound on $D_{\mu, \delta}^{1 \text {-way }}(F)$ for any $\mu$ is also a lower bound on $R_{\delta}^{1 \text {-way }}(F)$.

### 9.3 Reconstruction and Fano's Inequality

Starting with the pioneering work of Bar-Yossef, Jayram, Kumar, and Sivakumar [14], information theory has proved to be a powerful tool for proving communication complexity lower bounds. Many applications of information theory can be quite sophisticated; here we only use elementary arguments, and all the necessary background can be found in Chapter 2 of Cover and Joy's text [47. We make the connection between reconstruction and information lower bounds precise via Fano's inequality. In the following section, we will use this fact to prove communication lower bounds in the one-way model.

All logarithms in this chapter will be base 2 . We use $H(X) \triangleq-\mathbb{E}[\ln p(X)]$ for the entropy of a random variable $X$ with density function $p$. The conditional entropy of the random variable $Y$ given a random variable $X$ is equal to the expectation of $H(Y \mid X=x)$ over $x$ sampled according to $X$. The binary entropy function $H_{2}(p)$ is equal to the entropy of a Bernoulli random variable with success probability $p$, i.e. $H_{2}(p) \triangleq-p \log p-(1-p) \log (1-p)$.

Lemma 9.1 (Fano's inequality). Let $X$ be a random variable taking values in some finite set $\mathcal{X}$. Let $Y$ be another random variable, and let $\hat{X}=g(Y)$ for a (deterministic) function $g$ with range $\mathcal{X}$. Then, for $p_{e}=\operatorname{Pr}[\hat{X} \neq X]$,

$$
H(X \mid Y) \leq H_{2}\left(p_{e}\right)+p_{e} \log (|X|-1)
$$

Let us use the notation $d_{H}(x, y)=\|x-y\|_{1}$ for the Hamming distance between two vectors $x \in\{0,1\}^{n}$. We will need the definition of the mutual information $I(X ; Y)$ of two random variables:

$$
I(X ; Y) \triangleq H(X)-H(X \mid Y)=H(Y)-H(Y \mid X)
$$

Notice that the mutual information is a lower bound on both $H(X)$ and $H(Y)$, because entropy is non-negative. The conditional mutual information $I(X ; Y \mid Z)$ is equal to the mutual information with all entropy functions conditioned on $Z$, i.e. $H(X \mid Z)-$ $H(X \mid Y, Z)$. The chain rule for entropy implies the chain rule for mutual information, which is $I\left(\left(X_{1}, X_{2}\right) ; Y\right)=I\left(X_{1} ; Y\right)+I\left(X_{2} ; Y \mid X_{1}\right)$.

The following lemma is a relatively easy consequence of Fano's inequality. It can be seen as a version of the inequality for approximate recovery.

Lemma 9.2. Let $X$ be a random vector sampled uniformly from $\{0,1\}^{n}$, and let $Y$ be a random variable. If there exists a deterministic function $\mathcal{R}$ with range $\{0,1\}^{n}$ such that, with probability at least $2 / 3, d_{H}(X, \mathcal{R}(Y)) \leq \beta n$, then $I(X ; Y) \geq(2 / 3-\beta \log (e / \beta)) n-$ $H_{2}(1 / 3)$.

Proof. Let $\tilde{X} \triangleq \mathcal{R}(Y)$ and let us define a new random variable $Z \triangleq(Y, S)$, where $S \triangleq\left\{i: X_{i} \neq \tilde{X}_{i}\right\}$ if $d_{H}(X, \tilde{X}) \leq \beta n$ and $S \triangleq \emptyset$ otherwise. Whenever $d_{H}(X, \tilde{X}) \leq \beta n$, we can recover $X$ from $Z$ exactly by flipping all bits of $Y$ indexed by $S$. So, by Lemma 9.1, $I(X ; Z)=H(X)-H(X \mid Z) \geq 2 n / 3-H_{2}(1 / 3)$. By the chain rule for mutual information, $I(X ; Z)=I(X ; Y)+I(X ; S \mid Y)$. We have

$$
I(X ; S \mid Y) \leq H(S \mid Y) \leq H(S) \leq \log \binom{n}{\beta n}
$$

where the first inequality is by the non-negativity of entropy, the second holds because conditioning does not increase entropy, and the final inequality holds because entropy is always bounded above by the logarithm of the range. Putting everything together and using the estimate $\binom{n}{\beta n} \leq\left(\frac{e}{\beta}\right)^{\beta n}$, we have

$$
I(X ; Y) \geq \frac{2}{3} n-\log \binom{n}{\beta n}-H_{2}(1 / 3) \geq\left(\frac{2}{3}-\beta \log \frac{e}{\beta}\right) n-H_{2}(1 / 3) .
$$

This completes the proof.

### 9.4 Communication Lower Bounds via Robust Discrepancy

Robust discrepancy and the reconstruction algorithm in Lemma 7.8 allow us to prove a lower bound in the one-way communication model for a problem of approximating dot products. Consider a relation $F_{t}(A) \subseteq\{0,1\}^{n} \times \mathbb{Z}^{n} \times \mathbb{Z}$ defined for an integer matrix $A$ to include the tuple $(x, a, z)$ if $a$ is a row of $A$ and $|\langle x, a\rangle-z| \leq t$. The problem of computing $F_{t}(A)$ in the one-way communication model captures the communication complexity of approximating various problems in which Alice holds a set $P$ and Bob holds a set $S$, and their goal is approximate $|P \cap S|$. With $P$ a set of points in $\mathbb{R}^{d}$
and $S$ is a geometric set, we get natural approximate range counting problems, and the communication lower bounds imply lower bounds on the size of data structures. With $P$ and $S$ general, we get a problem equivalent to approximating Hamming distance, for which we prove a lower bound that generalizes a result of Woodruff, arguably with a simpler proof.

Our general result on the one-way communication complexity of $F_{t}(A)$ follows.
Theorem 9.1. For $\mu$ the uniform distribution on $\{0,1\}^{n} \times\left\{a^{1}, \ldots, a^{m}\right\}$, where $a^{i}$ is the $i$-th row of the matrix $A$, and any $t \leq \frac{1}{2} \operatorname{rdisc}_{6 \delta, 1 / 8}(A)$, we have $D_{\mu, \delta}^{1-w a y}\left(F_{t}\right)=\Omega(n)$. Proof. Let $\Pi=\left(\Pi_{A}, \Pi_{B}\right)$ be a one-way deterministic protocol such that, when ( $x, a$ ) is sampled from $\mu$, and $\left.z \triangleq \Pi_{B}\left(\Pi_{A}(x), a\right), \operatorname{Pr}[|\langle x, a\rangle-z|>t] \leq \delta\right]$. Let $w \in \mathbb{Z}^{m}$ be the vector defined by $w_{i} \triangleq \Pi_{B}\left(\Pi_{A}(x), a^{i}\right)$. Then, by Markov's inequality applied to the random variable $\left|\left\{i:\left|\left\langle x, a^{i}\right\rangle-w_{i}\right|>t\right\}\right|$, we have that with probability at least $2 / 3$ over the choice of $x,\|A x-w\|_{3 \delta, \infty} \leq t$. By Lemma 7.8, there is a deterministic procedure $\mathcal{R}$ so that $d_{H}(x, \mathcal{R}(w)) \leq n / 8$. Since $w$ is itself a deterministic function of $\Pi_{A}(x)$, we have a deterministic procedure $\mathcal{R}^{\prime}$ that, with probability at least $2 / 3$ over the random choice of $x$, satisfies $d_{H}\left(x, \mathcal{R}^{\prime}\left(\Pi_{A}(x)\right)\right) \leq n / 8$. By Lemma 9.2 ,

$$
I\left(x ; \Pi_{A}(x)\right) \geq\left(\frac{2}{3}-\frac{1}{8} \log (8 e)\right) n-H_{2}(1 / 3)=\Omega(n)
$$

Since $I\left(x ; \Pi_{A}(x)\right) \leq H\left(\Pi_{A}(x)\right)$, and the entropy $H\left(\Pi_{A}(x)\right)$ is at most the number of bits needed to write $\Pi_{A}(x)$, i.e. the cost of $\Pi$, the theorem is proved.

### 9.5 Density Estimation

Let us define a hereditary version of robust discrepancy as

$$
\operatorname{hrdisc}_{\delta, \beta}(s, A) \triangleq \max _{J \subseteq[n]!|J| \leq s} \operatorname{rdisc}_{\delta, \beta}\left(A_{J}\right),
$$

where $A \in \mathbb{R}^{m \times n}$. We define $\operatorname{hrdisc}_{\delta, \beta}(s, \mathcal{S})$ for a set $\operatorname{system}(\mathcal{S}, U)$ with incidence ma$\operatorname{trix} A$ as $\operatorname{hrdisc}_{\delta, \beta}(s, A)$. We use hereditary robust discrepancy to give lower bounds on the communication complexity of density estimation problems. Let us define a relation $G_{\varepsilon}(\mathcal{S}) \subseteq 2^{U} \times \mathcal{S} \times \mathbb{R}$ which includes $(P, S, \phi)$ if $\left|\frac{|P \cap S|}{|P|}-\phi\right|<\varepsilon$. The classical construction of $\varepsilon$-approximations (see e.g. [105]) shows that for any $P$ we can take a subset
$Q \subseteq P$ of size $O(s)$, where $s$ is the smallest integer such that $\operatorname{hrdisc}_{0,1 / 8}(s, A) \leq \varepsilon s$; then $\left|\frac{|Q \cap S|}{|Q|}-\frac{|P \cap S|}{|P|}\right| \leq \varepsilon$. This gives a data structure of bit size $O(s \log (|P| / s))$ to approximate densities deterministically. The next corollary of Theorem 9.1 shows that the bit size of this construction cannot be improved by more than a factor of $\log (|P| / s)$ even if we allow an arbitrary data structure rather than a subset of $P$.

Corollary 9.2. For any such that $\operatorname{hrdisc}_{6 \delta, 1 / 8}(s, \mathcal{S}) \geq \varepsilon s, D_{\delta}^{1-w a y}\left(G_{\varepsilon}(\mathcal{S})\right)=\Omega(s)$.
In the special case when $(\mathcal{S}, U)$ is the set system $\mathcal{B}_{2}(U)$ induced by axis-aligned rectangles on $U \subseteq \mathbb{R}^{2}$, Wei and Yi [147] showed a nearly tight lower bound of $\Omega\left(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon} \log |P|\right)$. They also used discrepancy theory techniques, but exploited the fact that set systems induced by axis-aligned rectangles have many restrictions with high discrepancy. Giving similarly near-tight space lower bounds for any density estimation problem is an intriguing open problem.

Question 6. Give tight bounds on the smallest bit size of a data structure for any given density estimation problem.

A recent paper by Huang and Yi [80] shows communication lower bounds for computing $\varepsilon$-approximations in a distributed setting, also using discrepancy. The problem the consider is different from ours, even only for two parties: in their setting, the point set $P$ is split between the parties, while in ours Alice holds the entire pointset, while Bob evaluates density queries.

Note that a multiplicative approximation of $|P \cap S|$ within factor (1 $\pm \varepsilon$ ) allows an $\varepsilon$-approximation of the density $\frac{|P \cap S|}{|P|}$, so we can interpret the above corollary as also giving a lower bound for multiplicative approximations.

### 9.6 Approximating Hamming Distance

Let us define the relation $H_{t, n} \subseteq\{0,1\}^{n} \times\{0,1\}^{n} \times \mathbb{N}$ to include $(x, y, z)$ for all $x$, $y$, and $z$ such that $\left|d_{H}(x, y)-z\right| \leq t$. In other words, $H_{t, n}$ captures the problem of approximating the Hamming distance up to additive error $t$ on strings of length $n$. Woodruff [151] proved that $D_{\mu, \delta}^{1 \text {-way }}\left(H_{t, n}\right)=\Omega(n)$ when $t \leq c \sqrt{n}, \mu$ is the uniform
distribution, and $\delta$ is a small enough constant. In fact he showed this lower bound for the promise problem of distinguishing between $d_{H}(x, y)>n / 2+c \sqrt{n}$ and $d_{H}(x, y)<$ $n / 2-c \sqrt{n}$. This is known as the Gap Hamming problem. While our techniques can be adapted to this promise version as well with some additional effort, for simplicity we will focus on the approximation problem directly. The next theorem is our main lower bound for approximating Hamming distance. It extends Woodruff's lower bound to also give a tight dependence on the failure probability $\delta$. The theorem follows easily from Theorem 9.1.

Theorem 9.3. For $\mu$ the uniform distribution on $\{0,1\}^{n} \times\{0,1\}^{n}$ and $t \leq c^{\prime} \sqrt{n \log (1 / \delta)}$ for small enough constant $c^{\prime}, D_{\mu, \delta}^{1 \text {-way }}\left(H_{t, n}\right)=\Omega(n)$.

Proof. Let $A$ be the matrix whose rows are all elements of the set $\{-1,1\}^{n}$. By Theorem 9.1 and Lemma 7.7 . $D_{\mu^{\prime}, \delta}^{1-\text { way }}\left(F_{t}(A)\right)=\Omega(n)$ for $t \leq \frac{1}{2} \operatorname{rdisc}_{6 \delta, 1 / 8}(A) \leq \frac{c}{2} \sqrt{n \log (6 / \delta) / 8}$ and $\mu^{\prime}$ the uniform distribution on $\{0,1\}^{n} \times\{-1,1\}^{n}$. Then the theorem follows from the inequality $D_{\mu, \delta}^{1 \text {-way }}\left(H_{t, n}\right) \geq D_{\mu^{\prime}, \delta}^{1 \text {-way }}\left(F_{t}(A)\right)$, which holds for any any $\delta$ and $t$. Indeed, given an input $(x, a) \in\{0,1\}^{n}, \times\{-1,1\}^{n}$, let us define $y$ by $y_{i}=\left(a_{i}+1\right) / 2$. This transformation is a bijection, so the uniform distribution on $\{0,1\}^{n} \times\{-1,1\}^{n}$ induces the uniform distribution on $\{0,1\}^{n} \times\{0,1\}^{n}$. Then, because $x$ and $y$ are binary,

$$
\begin{aligned}
d_{H}(x, y)=\|x-y\|_{1} & =\|x-y\|_{2}^{2} \\
& =\sum_{i=1}^{n} x_{i}^{2}+\sum_{i=1}^{n} y_{i}^{2}-2\langle x, y\rangle \\
& =\sum_{i=1}^{n} x_{i}+\sum_{i=1}^{n} y_{i}-2\langle x, y\rangle,
\end{aligned}
$$

and $\langle x, a\rangle=2\langle x, y\rangle-\sum_{i=1}^{n} x_{i}$. Therefore, $\langle x, a\rangle=\sum_{i=1}^{n} y_{i}-d_{H}(x, y)$. It follows that Bob can approximate $\langle x, a\rangle$ from an approximation to $d_{H}(x, y)$ only with access to his own input and without degrading the quality of the approximation.

Theorem 9.3 has implications for space complexity lower bounds in the streaming model [109. The model is essentially the same as the pan-privacy model from Chapter 7 , ignoring the privacy guarantees; indeed, the pan-privacy model was inspired by data streams theory. A stream processing algorithm $\mathcal{A}$ is given as input a sequence of symbols
$\bar{\sigma} \triangleq\left(\sigma_{1}, \ldots, \sigma_{m}\right), \sigma_{t} \in \Sigma$, which arrives online. At each time step a symbol arrives and the algorithm updates its memory state. At any point the algorithm is required to be able to output an approximation to some statistic on $\bar{\sigma}$ with high probability. One of the most basic statistics is the distinct count $F_{0}$ : the number of distinct symbols in $\bar{\sigma}$. Kane, Nelson, and Woodruff [84] give an optimal algorithm with space complexity $O\left(\varepsilon^{-2}+\right.$ $\log n)$ that outputs an $(1+\varepsilon)$-approximation to $F_{0}$ with constant probability. By running $O(\log 1 / \delta)$ copies of the algorithm in parallel and taking the median answer from all instances, the error probability can be brought down to $\delta$ at the cost of increasing the space complexity by a factor of $O(\log 1 / \delta)$. Jayram and Woodruff [82] show a lower bound of $\Omega\left(\varepsilon^{-2} \log (1 / \delta)\right)$, which is optimal when $\varepsilon \leq \sqrt{\frac{\log 1 / \delta}{\log n}}$. The same lower bound is implied by Theorem 9.3 via standard reductions [150], which we briefly sketch next. We choose $n=\varepsilon^{-2} \log (1 / \delta)$ so that $D_{\mu, \delta}^{1 \text {-way }}\left(H_{\varepsilon n, n}\right)=\Omega(n)$. Then we argue that we can use a streaming algorithm for the distinct count problem to approximate the Hamming distance between arbitrary $x, y \in\{0,1\}^{n}$; the argument is similar to the proof of Theorem 7.5. The stream is split into two halves, where the first half contains all $j$ so that $x_{j}=1$ and the second half contains all $j$ such that $y_{j}=1$; Alice constructs the first half of the stream from $x$, and after processing the stream sends the memory state of the algorithm to Bob, who finishes the computation with the second half of the stream and computes the output. It is easy to argue that, with a small additional message from Alice, Bob can compute the Hamming distance from the distinct count approximation. See [150, 151] for the detailed argument.

It is an interesting research direction to find other natural problems in the streaming model for which Theorem 9.1 implies tight or near-tight space lower bounds.

## Chapter 10

## Avenues to Further Applications of Discrepancy

### 10.1 Overview

In prior chapter we posed research questions directly related to the material in these chapters. In this chapter we outline some directions for research in other areas where we believe discrepancy theory can be useful in making progress on important questions. We first present a discrepancy theory view of expander graphs. Then we describe a discrepancy-based approach to compressed sensing, motivated by the reconstruction algorithms of prior chapters. We finish with applications of discrepancy theory to the design of approximation algorithms.

### 10.2 Expander Graphs and Sparsification

The impact of expander graphs on mathematics and theoretical computer science can hardly be overstated. Here we we give an interpretation of some basic definitions and facts from the viewpoint of discrepancy theory. Essentially all observations we make are widely known.

### 10.2.1 Spectral Expansion as Discrepancy

We start by recalling several basic definitions from spectral graph theory. All graphs will be simple, unweighted, and undirected. Recall that the adjacency matrix $A \in\{0,1\}^{V \times V}$ of a graph $G=(V, E)$ is defined by $\left.a_{u, v}=1 \Leftrightarrow(u, v) \in E\right\}$. The graph Laplacian $L_{G}$ of $G$ is the matrix $L \triangleq D-A$, where $D \in \mathbb{N}^{V \times V}$ is a diagonal matrix with the degree sequence of $G$ on the main diagonal, i.e. $d_{u u} \triangleq \operatorname{deg}_{G}(u) \triangleq \mid\{v \in V$ : $(u, v) \in E\} \mid$. Equivalently, $L=\sum_{(u, v) \in E}\left(e_{u}-e_{v}\right)\left(e_{u}-e_{v}\right)^{\top}$, where $e_{u} \in \mathbb{R}^{V}$ is the
standard basis vector corresponding to $u$. Therefore, $L$ is positive semidefinite, and $x^{\top} L x=\sum_{(u, v) \in E}\left(x_{u}-x_{v}\right)^{2}$ for every $x \in \mathbb{R}^{V}$. Letting $\lambda_{1} \leq \ldots \leq \lambda_{n}$ be the eigenvalues of $L$ (with multiplicities), we see that $\lambda_{1}=0$ with eigenvector the all-ones vector $e$. The dimension of the nullspace of $L$ is equal to the number of components of $G$.

Recall the Erdős-Renyi random graph model $G_{n, p}$, in which each edge $(u, v) \in\binom{V}{2}$ is sampled independently with probability $p$. The expected Laplacian of a graph $G \sim G_{n, p}$ is

$$
\mathbb{E}_{G \sim G_{n, p}} L_{G}=\sum_{(u, v) \in E} p\left(e_{u}-e_{v}\right)\left(e_{u}-e_{v}\right)^{\top}=p(n-1) I-p(J-I)=p(n I-J),
$$

where $J$ is the all-ones matrix. We define a $(n, p)$-expander as a graph that approximates this expected Laplacian in the spectral norm.

Definition 10.1. A graph $G$ is an $(n, p, \alpha)$-expander if $\left\|L_{G}-p(n I-J)\right\|_{2} \leq \alpha$, where $\|\cdot\|_{2}$ is the spectral norm.

We emphasize that this is not quite the standard definition, but we will soon relate it to more standard ones.

The notion of an expander graphs, as we defined it, is related to linear discrepancy. Let us define a linear operator $T: \mathbb{R}^{\binom{V}{2}} \rightarrow \mathbb{R}^{V \times V}$ by

$$
T x \triangleq \sum_{(u, v) \in\binom{V}{2}} x_{u, v}\left(e_{u}-e_{v}\right)\left(e_{u}-e_{v}\right)^{\top}
$$

Then if $x(G)$ is the indicator vector of the edge set $E(G)$ of a graph $G, G$ is an $(n, p, \alpha)$ expander if and only if $\left\|T x-T\left(p x\left(K_{n}\right)\right)\right\|_{2} \leq \alpha$. Since any finite dimensional norm can be embedded linearly into a finite dimensional subspace of $\ell_{\infty}$ with arbitrarily small distortion, there exists a linear operator $T^{\prime}: \mathbb{R}^{\binom{V}{2}} \rightarrow \mathbb{R}^{N}$ so that we can characterize $(n, p, \alpha)$-expanders as those graphs for which $\left\|T^{\prime} x(G)-T^{\prime}\left(p x\left(K_{n}\right)\right)\right\|_{\infty} \leq \alpha^{\prime}$, for some $\alpha^{\prime}$ arbitrarily close to $\alpha$. Thus the problem of constructing an ( $n, p, \alpha$ )-expander graph is equivalent to minimizing the linear discrepancy of $T^{\prime}$ with respect to a fixed vector $p x\left(K_{n}\right)$, i.e. the all-ones vector scaled by $p$.

Let us clarify the relationship of ( $n, p, \alpha$ )-expanders to more standard definitions. In their survey, Hoory, Linial, and Wigderson [79] define a degree- $d$ regular graph $G$
on $n$ vertices to be an expander with parameter $\sigma$ if $\sigma_{2}(A) \leq \sigma$, where $\sigma_{2}(A)$ is the second largest singular value of the adjacency matrix $A$ of $G$. (Note that, since $A$ is a symmetric matrix, its singular values are equal to the absolute values of the eigenvalues.) This is equivalent to $G$ being an ( $n, p, \alpha$ )-expander for $p=\frac{d}{n}$. To see this, notice that $L_{G}-p(n I-J)=p J-A$. The only non-zero eigenvalue of the matrix $p J$ is $p n=d$ and corresponds to the eigenvector $\frac{1}{\sqrt{n}} e$, for $e$ being the all-ones vector. This vector is also an eigenvector of $A$ with the same eigenvalue, and, therefore, the singular values of $p J-A$ are $\sigma_{2}(A), \ldots, \sigma_{n}(A), 0$. It follows that $\left\|L_{G}-p(n I-J)\right\|_{2}=\|p J-A\|_{2}=\sigma_{2}(A)$, which is what we wanted to show.

An important property of expander graphs is captured by the expander mixing lemma, which states that any $(n, p, \alpha)$-expander graph $G=(V, E)$ satisfies

$$
\begin{equation*}
|E(S, T)-p| S||T|| \leq \alpha \sqrt{|S||T|}, \tag{10.1}
\end{equation*}
$$

for any two disjoint sets $S, T \subseteq V$. Here we use the notation $E(S, T) \triangleq \mid\{(u, v) \in E$ : $u \in S, v \in T\} \mid$ for the size of the cut between $S$ and $T$. This property is fairly easy to verify from our definition. Let $x$ be the indicator vector of the set $S$ and $y$ the indicator of $T$. By the definition of the Laplacian,

$$
-x^{\top} L_{G} y=\sum_{(u, v) \in E}\left(x_{v}-x_{u}\right)\left(y_{u}-y_{v}\right)=E(S, T) .
$$

The last equality follows because each term in the sum is nonzero only if both $\mid\{u, v\} \cap$ $S \mid=1$ and $|\{u, v\} \cap T|=1$, and, because $S$ and $T$ are disjoint, this happens only if $u \in S$ and $v \in T$ or vice versa. On the other hand, by an analogous argument,

$$
-x^{\top} p(n I-J) y=\sum_{(u, v) \in\binom{V}{2}} p\left(x_{v}-x_{u}\right)\left(y_{u}-y_{v}\right)=p|S||T|
$$

It then follows from the definitions of the operator norm and Cauchy-Schwarz that

$$
|E(S, T)-p| S||T||=\left|x^{\top}\left(L_{G}-p(n I-J)\right) y\right| \leq\|x\|_{2}\|y\|_{2}\left\|L_{G}-p(n I-J)\right\|_{2}
$$

(10.1) follows from the inequality above and the definition of an ( $n, p, \alpha$ )-expander.

The bound (10.1) is a typical discrepancy property: it says that the number of edges of any cut in an expander graph is not very different from the expected number
of edges in the same cut in the $G_{n, p}$ model. This property is key in many applications of expanders, e.g. in randomness reduction [1, 46, 81] and hardness of approximation [4]. It resembles, but is different from, another combinatorial notion of discrepancy of graphs, introduced in the work of Erdős and Spencer [60] and Erdős, Goldberg, Pach, and Spencer [61], and more closely related to Ramsey's theorem. That notion compares the density of subgraphs to the expected density in $G_{n, p}$. It would be interesting to explore explicit constructions and algorithmic applications of this notion of low-discrepancy graphs as well.

It turns out that the discrepancy property (10.1) nearly characterizes expanders: Bilu and Linial [25] showed that if a $d$-regular graph $G$ on $n$ vertices satisfies (10.1) for all $S$, then $G$ is an $\left(n, \frac{d}{n}, O(\alpha \log (2 d / \alpha))\right)$-expander. They used this fact to construct infinite families of regular expander graphs of any degree $d$ with nearly optimal parameters. Let us clarify what the optimal parameters are. Alon and Boppana (see [119, 64]) showed that any $d$-regular $\left(n, \frac{d}{n}, \alpha\right)$-expander satisfies $\alpha \geq \sqrt{d-1}-o(1)$, where the asymptotic notation assumes $d$ stays fixed and $n \rightarrow \infty$. Any graph matching this bound is called a Ramanujan graph. Bilu and Linial constructed $d$-regular $\left(n, \frac{d}{n}, O\left(\sqrt{d \log ^{3} d}\right)\right)$ expanders for any integer $d$ and infinitely many $n$. Very recently, Marcus, Spielman and Srivastava [96] showed that there exist infinite families of bipartite Ramanujan graphs of any degree. The analogous result for families of non-bipartite graphs remains open. These advances suggest the following question.

Question 7. Can the definition of ( $n, p, \alpha$ )-expander as a low-discrepancy object be used to construct an infinite family (non-bipartite) Ramanujan graphs of any degree via discrepancy theory techniques? Can this view be used to give deterministic polynomial time constructions of Ramanujan families?

The result of Bilu and Linial is efficient: a graph of size $n$ can be constructed in deterministic polynomial in $n$ time. On the other hand, the result of Marcus, Spielman, and Srivastava is only existential.

The connection between the combinatorial discrepancy property (10.1) and expanders proved by Bilu and Linial is tight. Therefore, in order to make progress on

Question 7, we need to work directly with the more linear-algebraic definition.

### 10.2.2 Sparsification

Marcus, Spielman, and Srivastava's recent resolution of the Kadison-Singer problem 97 makes some progress on Question 7. Their result implies the following discrepancy bound. This observation was made, for example, in the weblog post [139].

Theorem 10.1 ([97]). Let $M=\sum_{i=1}^{m} v_{i} v_{i}^{\top}$, where $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$. If $v_{i}^{\top} M^{+} v_{i} \leq \alpha$ for all $i$ and $M^{+}$denoting the pseudoinverse of $M$, then there exist signs $\varepsilon_{1}, \ldots, \varepsilon_{m} \in$ $\{-1,1\}$ such that for all $x \in \mathbb{R}^{n}$,

$$
\left|\sum_{i=1}^{m} \varepsilon_{i}\left\langle v_{i}, x\right\rangle^{2}\right| \leq 10 \sqrt{\alpha} \sum_{i=1}^{m}\left\langle v_{i}, x\right\rangle^{2}
$$

In particular, $\left\|\sum_{i=1}^{m} \varepsilon_{i} v_{i} v_{i}^{\top}\right\|_{2} \leq 10 \sqrt{\alpha}\|M\|_{2}$, where $\|\cdot\|_{2}$ is the spectral norm.
Theorem 10.1 is a vector-balancing result for "small" rank-1 matrices with respect to the spectral norm. The values $v_{i}^{\top} M^{+} v_{i}$ are known as leverage scores. If $V$ is the matrix whose columns are $v_{1}, \ldots, v_{m}$, and $\Pi$ is the orthogonal projection matrix onto the row-span of $V$, then the leverage scores are equal to the diagonal entries of $\Pi$. The condition that the leverage scores are bounded by $\alpha$ is related to the notion of coherence; when $\alpha$ is small, it implies that no strict subset of $v_{1} v_{1}^{\top}, \ldots, v_{m} v_{m}^{\top}$ has too large of a contribution to the total energy $\operatorname{tr}(M)$.

In the context of expander graph constructions, Theorem 10.1 and the classical "halving" construction in combinatorial discrepancy theory can be applied to construct ( $n, p, \alpha$ )-expanders. The halving construction itself is outlined in [139] and is very closely related to the proof of Beck's transference lemma (Lemma 1.1). Let us take $M \triangleq L_{K_{n}}=\sum_{(u, v) \in\binom{V}{2}}\left(e_{u}-e_{v}\right)\left(e_{u}-e_{v}\right)^{\top}=n I-J$. All leverage scores are equal to $2 / n$, and, by Theorem 10.1, there exist signs $\left\{\varepsilon_{u, v}\right\}_{(u, v) \in\binom{V}{2}}$ such that

$$
\left\|\sum_{(u, v) \in\binom{V}{2}} \varepsilon_{u, v}\left(e_{u}-e_{v}\right)\left(e_{u}-e_{v}\right)^{\top}\right\|_{2}=O(\sqrt{n}) .
$$

We can then take the graph $G=(V, E)$ where $E$ is the smaller of the two edge sets $E_{+}=\left\{(u, v): \varepsilon_{u, v}=+1\right\}$ and $E_{-}=\left\{(u, v): \varepsilon_{u, v}=-1\right\}$. We have

$$
\left\|L_{G}-\frac{1}{2} L_{K_{n}}\right\|_{2}=\left\|L_{G}-\frac{1}{2}(n I-J)\right\| \leq \frac{1}{2} \cdot O(\sqrt{n})
$$

I.e. $G$ is an $\left(n, \frac{1}{2}, \frac{1}{2} \cdot O(\sqrt{n})\right.$-expander. We can then apply the same technique to $M=L_{G}$ to get a $\left(n, \frac{1}{4}, \frac{1}{4} \cdot O(\sqrt{n})\right.$ )-expander, and so on recursively, until we have a $\left(n, \frac{d}{n}, O(\sqrt{d})\right)$-expander. This is close to optimal, but to resolve Question 7 , we would need to get tighter constant factors and adapt the construction to produce regular graphs of any degree. It is also an interesting question whether this construction can be done in polynomial time, as the known proof of Theorem 10.1 is existential.

The "sparsification by halving" argument above can be applied to any graph $H$ in order to derive a sparser spectral approximation $G$. Here, by spectral approximation, we mean that, for some $p<1,\left\|L_{G}-p L_{H}\right\|_{2}$ is bounded. The quality of the sparsification will depend on the leverage scores, which in the case of graph Laplacians are equal to the effective resistances of the graph edges. A similar sparsification result was proved by Batson, Spielman, and Srivastava [17. In the setting of Theorem 10.1, they proved that there exists a set of scalars $x_{1}, \ldots, x_{m}$, at most $d n$ of them nonzero, so that

$$
\left(1-\frac{1}{\sqrt{d}}\right)^{2} M \preceq \sum_{i=1}^{m} x_{i} v_{i} v_{i}^{\top} \preceq\left(1+\frac{1}{\sqrt{d}}\right)^{2} M .
$$

In fact, this result does not require any condition on the leverage scores. It is proved via a deterministic polynomial-time algorithm, but it requires that the sparsified graph be weighted. As there has been substantial recent progress on constructive methods in discrepancy theory, we are prompted to ask the following question.

Question 8. Can constructive discrepancy minimization techniques be applied to efficiently produce, given a graph $H$, an unweighted sparse graph $G$ that is a spectral approximation to $G$ ?

We also note that there are other notions of graph sparsification. For one closely related example, cut sparsifiers [22] relax the spectral approximation requirement and require that $x^{\top}\left(L_{G}-p L_{H}\right) x$ is bounded only for binary vectors $x$. One can also define sparsifiers with respect to a measure approximation based on subgraph densities: $G$ approximates $H$ scaled down by $p$ if the density of any induced subgraph of $G$ is close to the density of the corresponding subgraph of $H$ scaled down by $p$. This approximation notion is closely related to the discrepancy quantity for pairs of graphs defined by Bollobás and Scott [29].

### 10.3 Compressed Sensing

A basic observation in signal processing is that real-life signals are often sparse in some basis, or at least well-approximated by a sparse signal. A popular example is digital images, which tend to be sparse in the wavelet basis. This fact is traditionally exploited for compression: after an image is acquired, only the largest coefficients are retained, while those that fall below some threshold are dropped; once the remaining coefficients are transformed back into an image, we get an image that visually looks very close to the original, but can be stored in smaller space. Compressed sensing is a new framework in which the first two-steps of the traditional approach are combined into one: the measurements are carefully designed so that we directly acquire a compressed image. Moreover, the number of measurements is comparable to the size of the image after compression. Compressed sensing has revolutionized signal processing and is now an active field which has also crossed over into computer science and statistics. For a recent survey of results, we recommend the book [59, and in particular the introductory chapter by Davenport, Duarte, Eldar, and Kutyniok.

In this section we offer a more combinatorial perspective on compressed sensing, inspired by the reconstruction algorithms in Chapter 7. These connections are preliminary, and we do not aim to reconstruct the best results in compressed sensing. Our goal is rather to offer a different perspective, which can hopefully lead to further advances.

We represent a signal as a vector $x \in \mathbb{R}^{n}$. We assume that the vector is $k$-sparse in the standard basis, i.e. has at most $k$ non-zero entries. This comes without loss of generality: if the signal is sparse in another basis, we can perform a change of basis in order to make sure the assumption is satisfied. The goal in compressed sensing is to design a measurement matrix $A \in \mathbb{R}^{m \times n}$, so that any $k$-sparse $x$ can be efficiently reconstructed from $A x$. Moreover, it is desirable that the reconstruction is robust in a number of ways: we would like a good approximation $\tilde{x}$ of $x$ when we only observe noisy measurements, and when $x$ is not exactly $k$-sparse but only close to a $k$-sparse vector. This class of problems are collectively known as sparse recovery.

The following proposition shows a connection between sparse recover and the concept of robust discrepancy defined in Chapter 7. We recall that we use $d_{H}$ as the Hamming distance function.

Proposition 10.1. There exists an algorithm $\mathcal{R}$ such that for any real matrix $A \in$ $\mathbb{R}^{m \times n}$, any $k$-sparse $x \in\{0,1\}^{n}$ and any $y$ such that

$$
\begin{equation*}
\|y-A x\|_{\alpha, \infty} \leq \frac{1}{2} \min _{J \subset[n]:|J|=2 k} \operatorname{rdisc}_{2 \alpha, \beta}\left(A_{J}\right) \tag{10.2}
\end{equation*}
$$

$\tilde{x} \triangleq \mathcal{R}(A, y)$ satisfies $d_{H}(\tilde{x}, x) \leq \beta k$.

Proof. The proof is very similar to that of Lemma 7.8. We define $\mathcal{R}(A, y)$ as

$$
\mathcal{R}(A, y) \triangleq \arg \min _{\tilde{x} \in\{0,1\}^{n}, k \text {-sparse }}\|A \tilde{x}-y\|_{\alpha, \infty}
$$

Let $\tilde{x} \triangleq \mathcal{R}(A, y)$ and $D \triangleq \min _{J \subseteq[n]:|J|=2 k} \operatorname{rdisc}_{\alpha, \beta}\left(A_{J}\right)$. By assumption, $\|A \tilde{x}-y\|_{\alpha, \infty} \leq$ $\|A x-y\|_{\alpha, \infty} \leq D / 2$. By the approximate triangle inequality (7.3), we have the guarantee

$$
\|A \tilde{x}-A x\|_{2 \alpha, \infty} \leq\|A \tilde{x}-y\|_{\alpha, \infty}+\|y-A x\|_{\alpha, \infty} \leq D .
$$

Since $\tilde{x}$ and $x$ are binary, $\tilde{x}-x \in\{-1,0,1\}^{n}$. Moreover, because both vectors are $k$-sparse, the union of their supports is contained in some set $J \subseteq[n]$ of size $2 k$, so $A(\tilde{x}-x)=A_{J}(\tilde{x}-x)$. Then, by the definition of $\operatorname{rdisc}_{\alpha, \beta}(A)$, we have $d_{H}(\tilde{x}, x)=$ $\|\tilde{x}-x\|_{1} \leq \beta k$.

The quantity $\min _{J \subseteq[n]:|J|=k} \operatorname{rdisc}_{\alpha, \beta}\left(A_{J}\right)$ can be seen as a combinatorial analogue of the restricted isometry property (RIP) of order $k$, which requires that for any submatrix $A_{J}$ for $|J|=k$, the ratio between the largest singular value of $A_{J}$ and the smallest nonzero singular value is bounded by $1+\epsilon$. The correspondence would be closer if we were to replace the $\|\cdot\|_{\alpha, \infty}$ norm in the definition of robust discrepancy with the $\ell_{2}^{m}$-norm.

Proposition 10.1 shows that sparse reconstruction is possible in the presence of an $\alpha$-fraction of gross (unbounded) errors, and the other errors bounded as in the right hand side of 10.2 . In this sense it gives a robust reconstruction guarantee. This mixed error setting is similar to the one in [52, 34]. These papers do not consider the
sparse setting but they do propose efficient reconstruction algorithms. We suggest the following question.

Question 9. Under what conditions can the reconstruction algorithm $\mathcal{R}$ in Proposition 10.1 be made efficient?

We have not addressed several other issues which are important in compressed sensing. For example, usually the signal $x$ is arbitrary, rather than binary. This issue can be addressed by appropriately strengthening the definition of discrepancy; we will not pursue this further in this section. A very important issue is the number of measurements $m$. It can be shown that for $m=\Theta(k \log (n / k))$ random linear measurements drawn from the Rademacher distribution, the right hand side of 10.2 is, with overwhelming probability, $\Omega(\sqrt{\beta k})$ for any constant $\alpha$.

Proposition 10.2. Let the matrix $A$ be picked uniformly at random from $\{-1,1\}^{m \times n}$. There exists a constant $C$ such that for $m \geq C k \log (n / k)$, with probability $1-e^{-\Omega(n)}$ we have that for any set $J \subseteq[n]$ of size $|J|=k$, $\operatorname{rdisc}_{\alpha, \text { beta }}\left(A_{J}\right)=\Omega(\sqrt{\beta k \log (1 / \alpha)})$.

Proof. Let $P$ be the matrix whose rows are the set $\{-1,1\}^{n}$. Let $\beta_{0} \triangleq \beta k / n$. For any $J \subseteq[n]$ and any $x \in\{-1,0,1\}^{J}$, we define its extension $x^{\prime} \in\{-1,0,1\}^{n}$ to agree with $x$ on $J$ and have entries 0 everywhere else. Then, there exists a constant $c$ such that for any $\alpha$, any $J \subseteq[n]$ of size $k$, and any $x \in\{-1,0,1\}^{J}$ such that $\|x\|_{1} \geq \beta k$, by Lemma 7.7 ,

$$
\left\|P_{J} x\right\|_{2 \alpha, \infty}=\left\|P x^{\prime}\right\|_{2 \alpha, \infty} \geq \operatorname{rdisc}_{2 \alpha, \beta_{0}}(P) \geq c \sqrt{\beta_{0} n \log \left(1 / 2 \alpha_{0}\right)}=c \sqrt{\beta k \log (1 / 2 \alpha)} .
$$

Let $A$ be the random matrix we get by sampling $m$ rows uniformly and independently from $P$. For any fixed $J$ and $x$ as above, $\mathbb{E}\left[\left|\left\{i:\left|\left(A_{J} x\right)\right|>c \sqrt{\beta k \log (1 / 2 \alpha)}\right\}\right|\right] \geq 2 \alpha m$, and, by the Chernoff bound,

$$
\operatorname{Pr}\left[\left\|A_{J} x\right\|_{\alpha, \infty}<c \sqrt{\beta k \log \left(1 / \alpha_{0}\right)}\right] \leq \exp \left(-c^{\prime} m\right)
$$

for a constant $c^{\prime}$. Setting $m>n+\frac{1}{c^{\prime}} \ln \left(3^{k}\binom{n}{k}\right)$ and taking a union bound over all choices of $J$ and $x$ completes the proof.

The bound in Proposition 10.2 is of the same order of magnitude as the size of random matrices with the restricted isometry property.

An interesting question is whether sparse reconstruction is possible with more restricted measurements. If the measurements have some nice geometric structure, it is possible that designing the sensing hardware would be less costly. Discrepancy theory seems like a well-suited tool to address this problem, since it provides discrepancy estimates for many classes of structured matrices $A$. However, while Proposition 10.2 shows that the quantity on the right hand side of (10.2) can be nicely bounded from below for random matrices, this is in general a very strong property, and it is not clear if it holds for any family of structured matrices. On the other hand, it is natural to also assume that the signal $x$ has some nice structure, and it seems plausible that under such an assumption reconstruction is possible even with restricted measurements. As a motivating example, we have the following proposition.

Proposition 10.3. Let $P \subseteq[n]^{2}$ be a $O(1)$-spread set (see Definition 2.3) of $k$ points in the plane. Let $\mathcal{H}$ be the set of halfplanes that have non-zero intersection with $[n]^{2}$, and let $y \in \mathbb{R}^{\mathcal{H}}$ be such that for any $H \in \mathcal{H},\left|y_{H}-|H \cap P|\right|=o\left(k^{1 / 4}\right)$. There exists an algorithm $\mathcal{R}$ such that $|\mathcal{R}(y) \triangle P|=o(k)$.

Proof Sketch. The reconstruction algorithm $\mathcal{R}$ outputs a $c$-spread point set $\tilde{P}$ that minimizes $\max _{H}\left|y_{H}-|H \cap \tilde{P}|\right|$. Let $A$ be the incidence matrix of the set system induced by $\mathcal{H}$ on $[n]^{2}$, and let $x$ be the indicator vector of $P$. By an argument analogous to the one in Proposition 10.1, it is enough to show that $\|A(x-\tilde{x})\|_{\infty}=\Omega\left(k^{1 / 4}\right)$ for any indicator vector $\tilde{x}$ of a $c$-spread set such that $\|x-\tilde{x}\|_{1}=\Omega(k)$. Notice that a $c$-spread set is contained in a disc of radius $c \sqrt{n}$. Let $\tilde{P}$ be the set of points for which $\tilde{x}$ is an indicator vector. If we can draw two discs of radius $c \sqrt{n}$, one containing $P$ and one containing $\tilde{P}$, such that the discs intersect, then $P \cup \tilde{P}$ is $2 c$-spread and the claim follows from Lemma 2.7. Otherwise, there is a line separating $P$ and $\tilde{P}$, and for any halfplane $H$ bounded by this line, $\left|(A(x-\tilde{x}))_{H}\right|=||P \cap H|-| \tilde{P} \cap H \|=\Omega(k)$. This completes the proof sketch.

Proposition 10.3 bounds the amount of information needed for reconstruction in a
different way from the usual reconstruction results: by putting a restriction on the expressiveness of measurements rather than on their number. Also, the restriction on the signal combines a geometric assumption (well-spreadedness) and a sparsity assumption. This is similar to model-based compressed sensing, see e.g. [15].

Nevertheless, it is interesting to explore whether the number of measurements in Proposition 10.3 (which apriori is $O\left(n^{4}\right)$ since this is the number of distinct sets induced by halfplanes on $[n]^{2}$ ) can be reduced. A possible direction is to consider a limited number of adaptive measurements to "weed out" most of the grid $[n]^{2}$, followed by $O\left(k^{2}\right)$ non-adaptive halfplane measurements. Another important question is whether the reconstruction algorithm can be made to run in polynomial time.

We finish the section with the following general question.

Question 10. Under what natural assumptions on the signal $x$ is reconstruction from a restricted class of structured measurements possible? What structured measurements are important in practice, e.g. for reducing the cost of compressed sensing hardware?

### 10.4 Approximation Algorithms

Many combinatorial optimization problems can be posed as an integer program (IP) $\min \left\{c^{\top} x: A x \geq b, x \in \mathbb{Z}^{n}\right\}$. In general, such formulations are NP-hard, as are many interesting examples. As a basic example, consider the NP-hard SetCover problem, in which we are given $m$ subsets $S_{1}, \ldots, S_{m} \subseteq[n]$, and our goal is to find a set $I \subseteq[m]$ of the smallest size such that $\bigcup_{i \in I} S_{i}=[n]$. As an integer program, SetCover can be formulated as $\min \left\{e^{\top} x: A^{T} x \geq e, x \in\{0,1\}^{m}\right\}$, where $e=(1, \ldots, 1) \in \mathbb{R}^{m}$ and $A$ is the incidence matrix of the input set system $\left\{S_{1}, \ldots, S_{m}\right\}$.

While exactly solving an NP-hard problem in polynomial time is implausible, it is often possible to design an efficient approximation algorithm. One of the most powerful strategies for doing this is to relax an integer programming formulation of an optimization problem to a linear program (LP) by simply dropping the integrality constraints. I.e., in our general formulation above, the LP relaxation would be $\min \left\{c^{\top} x: A x \geq b\right\}$, and for the SetCover problem the relaxation would be $\min \left\{e^{\top} x: A^{T} x \geq e, x \in\right.$
$\left.[0,1]^{m}\right\}$. Clearly, for a minimization problem, the value of the LP relaxation is no larger than the value of the IP. The challenge then is to use the LP to compute a feasible IP solution whose value is not much larger than the optimal value of the LP (and therefore not much larger than the optimal value of the IP as well). One common way to do this is to design a rounding algorithm which takes a feasible LP solution $x$ as input and outputs a feasible IP solution $\bar{x}$ so that $c^{\top} x \geq \alpha c^{\top} \bar{x}$. This guarantee then implies an approximation factor of $\alpha^{-1}$. For general background and more information on the design of approximation algorithms we refer the reader to the books by Williamson and Shmoys [149] and by Vazirani [145].

The connection between rounding algorithms and discrepancy theory is via linear discrepancy. Recall that we define the linear discrepancy $\operatorname{lindisc}(A)$ of a matrix $A$ as

$$
\operatorname{lindisc}(A) \triangleq \max _{c \in[-1,1]^{n}} \min _{x \in\{-1,1\}^{n}}\|A x-A c\|_{\infty}
$$

Recall also that, by Theorem 1.1, lindisc $(A) \leq 2 \operatorname{herdisc}(A)$.
Proposition 10.4. Let $v_{I P} \triangleq \min \left\{c^{\top} x: A x \geq b, x \in \mathbb{Z}^{n}\right\}$ and $v_{L P} \triangleq \min \left\{c^{\top} x: A x \geq\right.$ $b\}$. Define the matrix $D \triangleq\binom{c^{\top}}{A}$. There exists a solution $\bar{x} \in \mathbb{Z}^{n}$ such that

$$
\begin{aligned}
c^{\top} x-v_{L P} & \leq \frac{1}{2} \operatorname{lindisc}(D) \\
\|A x-b\|_{\infty} & \leq \frac{1}{2} \operatorname{lindisc}(D)
\end{aligned}
$$

Proof. Let $x^{*}$ be the optimal solution of the LP $\min \left\{c^{\top} x: A x \geq b\right\}$, and let $x_{0}$ be the vector consisting of the integer parts of each coordinate of $x^{*}$. Let $x_{1} \triangleq$ $\arg \min _{x \in\{-1,1\}^{n}}\|D x-D f\|_{\infty}$ for $f \triangleq e-2\left(x^{*}-x_{0}\right) \in[-1,1]^{n}$ and $e$ the all-ones vector. By the definition of linear discrepancy, $\left\|D x_{1}-D f\right\|_{\infty} \leq \operatorname{lindisc}(D)$. Let $\bar{x} \triangleq x_{0}+\frac{1}{2}\left(e-x_{1}\right)$, and observe that

$$
x^{*}-\bar{x}=x^{*}-x_{0}-\frac{1}{2}\left(e-x_{1}\right)=\frac{1}{2}\left(x_{1}-f\right),
$$

and, therefore, $\left\|D x^{*}-D \bar{x}\right\|_{\infty}=\left\|D x_{1}-D f\right\|_{\infty}$, and the proposition follows.
An important note to make here is that if we can minimize linear discrepancy in polynomial time (for the given matrix), then the integer solution $\bar{x}$ can also be found in
polynomial time. Moreover, the proof of Theorem 1.1 is constructive, in the sense that if we can find a coloring in polynomial time that achieves discrepancy bounded by the hereditary discrepancy, then we can compute a coloring that achieves linear discrepancy bounded by at most twice the hereditary discrepancy. It is also not necessary to exactly minimize discrepancy and linear discrepancy: whatever value we can achieve efficiently will give a corresponding bound in Proposition 10.4 .

Proposition 10.4 does not immediately imply an approximation guarantee, because the integer solution $\bar{x}$ is not necessarily feasible. However, in special cases, it may be possible to "fix" $\bar{x}$ to make it feasible, while incurring only a small cost in terms of the objective value $c^{\top} x$. One simple strategy, which works when $A, b, c$ are non-negative, is to scale the vector $b$ in the linear program by a large enough number $K$ so that $\|K b-b\|_{\infty} \geq \frac{1}{2} \operatorname{lindisc}(D)$. The new linear program $\min \left\{c^{\top} x: A x \geq K b\right\}$ has value at most $K v_{L P}$, and if we apply Proposition 10.4 to it, we get an integral $\bar{x}$ which is feasible for the original IP and has objective function value at most $K v_{L P}+\frac{1}{2 v_{L P}} \operatorname{lindisc}(D)$.

As an example, let us apply the above observation to the SETCOVER problem. It is easy to see that the linear discrepancy of the matrix $\binom{e^{\top}}{A^{\top}}$ is at most the degree $\Delta_{\mathcal{S}}$ of the input set system $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ : any coloring $x \in\{-1,1\}^{m}$ that satisfies $\left|e^{\boldsymbol{\top}} x\right| \leq 1$, for example, achieves this bound. Therefore, we can approximate SEtCover up to a factor of $\left(1+\frac{1}{v_{L P}}\right) \frac{1}{2} \Delta_{\mathcal{S}}+1$. For example, when $\Delta_{\mathcal{S}}=2$, we have the VertexCover problem, and for large enough $v_{L P}$ we nearly recover the best known approximation ratio of 2 . (When the optimal vertex cover is of constant size, it can be found in polynomial time.) This approach is similar to the scaling strategy proposed by Raghavan and Thompson [122] for randomized rounding.

For any particular problem there may be a more efficient way to make the integer solution $\bar{x}$ feasible. Eisenbrand, Pálvölgyi, and Rothvoß showed how to do this for the BinPacking problem. In BinPacking we are given a set of $n$ items with sizes $s_{1}, \ldots, s_{n} \in[0,1]$. The goal is to pack the items into the smallest number of bins, each of size at most 1. BinPacking can be relaxed to the Gilmore-Gomory linear program 68] $\min \left\{e^{\top} x: A^{\top} x \geq e\right\}$, where the rows of the matrix $A$ are the indicator vectors of all ways
to pack the items into a bin of size 1 . In fact, this is a special case of the SetCover problem, but the sets are exponentially many, and are given implicitly. Karmarkar and Karp [85] showed that this linear program can be efficiently approximated to any given degree, and can then be rounded to get a packing that uses at most $O\left(\log ^{2} n\right)$ more bins than the optimal solution. In the interesting special case where all item sizes are bounded from below by a constant, Karmarkar and Karp's algorithm gives additive approximation $O(\log n)$. Eisenbrand et al. presented a discrepancy-based approach to improve on Karmarkar and Karp's algorithm for this special case. Assuming that $s_{1} \geq \ldots \geq s_{n}$, they substitute the constraint $A^{\top} x \geq b$ with $L A^{\top} x \geq L b$, where $L$ is the $n \times n$ lower triangular matrix with 1 s on the main diagonal and below it. Hall's marriage theorem can be used to show that this new constraint is equivalent to the original one. However, the new constraint has the benefit that it allows for an easy method of fixing "slightly infeasible" solutions $\bar{x}$ : if $L b-L A \bar{x} \leq d e$ for some value $d$, then we can make $\bar{x}$ feasible by only opening $d$ new bins. Eisenbrand et al. showed that when the item sizes in the BinPacking instance are bounded below by a constant, the discrepancy of $L A$ is equal, up to constants, to the discrepancy of a set system of initial intervals of $O(1)$ permutations on $[n]$.

Unfortunately [113] proved the existence of 3 permutations on $[n]$ so that the set system of their initial intervals is $\Omega(\log n)$, showing that the original approach of Eisenbrand at al. could not improve on the Karmakar and Karp algorithm ([113) also showed that the same holds for a larger natural class of rounding algorithms). Nevertheless, this does not mean that discrepancy-based rounding, together with other methods, could not lead to an improved approximation gaurantee for the BinPacking problem. A powerful illustration of this argument is the recent work by Rothvoß [128], who improved on Karmakar and Karp's algorithm and showed that for general BinPacking instances, the optimal solution can be approximated to within $O(\log n \log \log n)$ bins. His algorithm, on a very high level, transforms the constraint matrix via gluing and grouping operations (without changing the optimal value of the LP relaxation much) so that the discrepancy becomes very low.

In the reverse direction, assume we have an integer program $\min \left\{c^{\top} x: A x \geq b, x \in\right.$
$\left.\{0,1\}^{n}\right\}$. We have that there exists some vector $x$ so that any integer vector $\bar{x}$ satisfies $\|A x-A \bar{x}\|_{\infty} \geq \operatorname{lindisc}(A)$. While this does not imply a gap between the integer program and its linear relaxation, it is plausible that, for specific problems, such a connection can be made. This is especially interesting for BinPacking, where the largest known additive gap between the Gilmore-Gomory linear program and the smallest achievable number of bins is 1 .

Question 11. Can linear discrepancy be used to prove a super-constant additive integrality gap for the Gilmore-Gomory relaxation of bin packing? For other interesting problems? Can discrepancy-based rounding be used to give improved approximation algorithms for interesting problems.

We note that discrepancy techniques were successfully used to give approximation algorithms and integrality gaps for the broadcast scheduling problem [12].

### 10.5 Conclusion

Many questions in computer science can be phrased as questions about how well a "simple" (discrete) structure can mimic a "complex" (continuous) structure. Techniques to address such problems have been developed in parallel in discrepancy theory and computer science. There have been many interesting examples of interaction between the two fields, some presented in this thesis, and we can expect more such examples in the future. Moreover, while discrepancy theory is already a mature field, we only recently began to understand the computational challenges associated with it. Until a few years ago, many positive results in discrepancy were not constructive, and thus not available for the design of efficient algorithms. Furthermore, prior to the results of this thesis, no efficient non-trivial algorithms were known to accurately estimate the fundamental measures of combinatorial discrepancy. As we understand these computational discrepancy theory questions better, we can expect that the relevance of discrepancy to computer science and related fields will only grow.
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[^0]:    ${ }^{1}$ There are other, more numerically stable ways to reduce to the full rank case, e.g. by projecting $A$ onto its range and modifying the norms we consider accordingly. We choose the perturbation approach for simplicity.

[^1]:    ${ }^{1}$ Chebyshev's assymptotic estimate suffices.

