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ABSTRACT OF THE DISSERTATION

First-principles study of antiferroelectric oxide crystals

by Sebastian E. Reyes Lillo

Dissertation Director: Karin M. Rabe

The fundamental physics of antiferroelectric crystal oxides is studied using first prin-

ciples methods. The microscopic origin of antiferroelectricity in traditional perovskite

antiferroelectrics and other oxide compounds is investigated. The structural and ener-

getic competition between ferroelectricity and antiferroelectricity is explored under the

effect of epitaxial strain and compositional modification. The energy landscape of the

field-induced ferroelectric transition is described with a Landau-Devonshire model. The

work concludes with a search for more antiferroelectric materials. Promising candidates

are identified and the role of tuning parameters is discussed.

ii



Acknowledgements

During these five years of doctoral studies in Rutgers, I have had the pleasure of meeting

a number of wonderful people whose moral support was fundamental for the completion

of this work. First of all, I would like to thank my advisor Karin Rabe, for giving me the

opportunity to work under her supervision, and for all the wonderful opportunities that

she gave me during my thesis work. Among the professors involved in my professional

development I would like to thank David Vanderbilt, Michael Gershenson, Natan An-

drei, Premala Chandra and Lev Ioffee for their scientific guidance and encouragement.

Also, I would to acknowledge the postdocs and group members for their help learning

the code and the theoretical formalism.

The summer internships at the Material Research Institute in Penn State University

were especially important for the progress of my thesis work. I would like to thank

Susan Trolier-McKinstry, Clive Randall and their group for their hospitality during

these internships and for stimulating scientific discussions. I would also like to thank

the members of the thesis committee: Tom Banks, Girsh Blusmberg, Emil Yuzbashyan

as well as my academic advisors Ron Ransome, Ted Williams and Ron Gilman for

their guidance, suggestions, and corrections during this work. Additionally, I would

like acknowledge the support from the Physics and Astronomy Department of Rutgers

University, the Office of Naval Research (ONR), the Consejo Nacional de Ciencia y

Tecnologia (Conicyt) and the Fulbright Foundation.

Finally, I would like to thank Elaina for her love and unconditional support during

my doctorate studies. I would also like to thank my parents and family in Chile as well

as Elaina’s family in New Jersey for their love and encouragement during my doctorate

studies. Also, I would like to thank Eliav Edrey, Brett Manning and Matt Brahlek for

their friendship and kindness.

iii



Dedication

To my son, Benjamin

iv



Table of Contents

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2. First principles methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1. Solid state Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1.1. Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . 4

2.1.2. Hellman-Feynman theorem . . . . . . . . . . . . . . . . . . . . . 5

2.2. Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2.1. Approximate exchange-correlation potential . . . . . . . . . . . . 8

2.2.2. Density functional perturbation theory . . . . . . . . . . . . . . . 9

2.3. Structural and electronic properties . . . . . . . . . . . . . . . . . . . . . 10

2.3.1. Polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3.2. Epitaxial strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4. Practical implementations . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.1. Plane wave basis . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.2. Brillouin grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4.3. Pseudopotentials . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4.4. Space group symmetries . . . . . . . . . . . . . . . . . . . . . . . 16

2.4.5. Software packages . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3. Ferroelectricity and antiferroelectricity . . . . . . . . . . . . . . . . . . 19

3.1. Ferroelectricity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

v



3.1.1. Prototypical example . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2. Microscopic models of ferroelectricity . . . . . . . . . . . . . . . . . . . . 22

3.2.1. Landau-Devonshire . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2.2. Soft mode theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2.3. Effective models . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3. Antiferroelectricity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3.1. Kittel’s model of antiferroelectricity . . . . . . . . . . . . . . . . 28

3.3.2. Definition of antiferroelectricity . . . . . . . . . . . . . . . . . . . 31

3.4. Microscopic model of antiferroelectricity . . . . . . . . . . . . . . . . . . 34

3.5. Antiferroelectric materials . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.5.1. Functional properties . . . . . . . . . . . . . . . . . . . . . . . . . 40

4. Antiferroelectric perovskites . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1. The physics of ABO3 perovskites . . . . . . . . . . . . . . . . . . . . . . 43

4.1.1. Glazer notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1.2. Technical details . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.1.3. Ferroelectric and antiferrodistortive distortions . . . . . . . . . . 46

4.2. Antiferroelectric perovskites . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3. Why are there so few antiferroelectric perovskites? . . . . . . . . . . . . 53

4.3.1. Kittel antiferroelectric phases . . . . . . . . . . . . . . . . . . . . 55

4.3.2. The role of oxygen octahedron rotations . . . . . . . . . . . . . . 57

4.3.3. Antiferroelectric energy barrier . . . . . . . . . . . . . . . . . . . 58

4.3.4. Origin of the small energy difference . . . . . . . . . . . . . . . . 60

4.3.5. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5. Antiferroelectricity and ferroelectricity in epitaxially strained PbZrO3

from first principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.1. Thin film PbZrO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.1.1. Technical details and notations . . . . . . . . . . . . . . . . . . . 65

5.1.2. Bulk results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

vi



5.1.3. Epitaxial strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.1.4. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.2. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6. Nonlinear increase of critical electric-field in doped antiferroelectric

NaNbO3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.1. Field-induced ferroelectric transition in NaNbO3 . . . . . . . . . . . . . 73

6.2. Technical details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.3. First principles results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6.3.1. Energy landscape . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6.3.2. Chemical substitution . . . . . . . . . . . . . . . . . . . . . . . . 79

6.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

7. Antiferroelectricity in thin film ZrO2 from first principles . . . . . . 82

7.1. Thin film ZrO2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

7.2. Technical details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.3. First principles results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.3.1. Energy barrier . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.3.2. Landau-Devonshire model . . . . . . . . . . . . . . . . . . . . . . 88

7.3.3. Epitaxial strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.3.4. Comparison with hafnia (HfO2) . . . . . . . . . . . . . . . . . . . 90

7.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

8. High-throughput search of antiferroelectric oxides . . . . . . . . . . . 93

8.1. Technical details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

8.2. Orthorhombic ABO3 as perovskite antiferroelectrics . . . . . . . . . . . 94

8.2.1. Epitaxial strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

8.2.2. Chemical modification . . . . . . . . . . . . . . . . . . . . . . . . 100

8.3. Ferroic order in orthorhombic AXY compounds . . . . . . . . . . . . . . 102

8.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

vii



9. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

viii



1

Chapter 1

Introduction

Antiferroelectricity was introduced by C. Kittel in 1951 [1] and soon after that was dis-

covered by G. Shirane in the perovskite compound lead zirconate (PbZrO3) [2]. Since

then, and compared to ferroelectricity, the fundamental physics of antiferroelectricity

has received little attention in condensed matter physics [3, 4]. The spurious identi-

fication of local electric dipoles, analogous to magnetic moments, does not allow for

a definition of antiferroelectricity equivalent to the definition of antiferromagnetism

based on complementary sublattices. Furthermore, the complex structures of known

antiferroelectrics have slowed advances in the subject.

Antiferroelectric materials are characterized by a centrosymmetric crystal structure

with an alternative competing low-energy ferroelectric phase [5]. The small free en-

ergy difference between antiferroelectric and ferroelectric structures corresponds to an

intrinsic property of the material and gives rise to a characteristic double hysteresis

loop. The first-order transition that produces the field-induced ferroelectric phase is

the source of promising technological applications.

PbZrO3 has a paraelectric perovskite structure at high temperature and an antifer-

roelectric phase with orthorhombic structure below 505 K [6]. The low-temperature

antiferroelectric phase consists of an antipolar displacement of Pb ions, accompanied by

a rather complex oxygen octahedral rotation pattern. Antiferroelectric double hystere-

sis loops are experimentally observed in PbZrO3 based ceramics, single crystals and thin

films. Optimal functional properties for technological applications are pursued through

a variety of tuning parameters such as compositional modification or size effects [7].

As a result of the great progress in synthesis of materials and first principles methods,

there is a renewed interest in the phenomenon of antiferroelectricity and its potential
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technological applications. The great advances of the modern theory of polarization

stimulate a reexamination of the fundamental physics of antiferroelectricity. Integrated

database and first principles methods suggest a high-throughput search of more anti-

ferroelectric materials with enhanced functionalities and novel properties.

The thesis is divided into chapters, each corresponding to different projects devel-

oped during the doctoral work. Chapter 2 introduces the basic concepts of density

functional theory and first-principles methods. In chapter 3, the physics of ferroelec-

tricity and antiferroelectricity is reviewed. The difficulties arising in the formulation of a

precise definition of antiferroelectricity are discussed. The microscopic origin of macro-

scopic properties observed in antiferroelectrics is investigated with a phenomenological

model.

In chapter 4, first principles methods are used to investigate the scarcity of pure

antiferroelectrics in the perovskite family of compounds. The structural and energetic

conditions required for the stabilization of antiferroelectricity are explored in specific

antiferroelectric perovskites. Chapter 4 has an introductory character and allows the

study of specific antiferroelectric perovskites in subsequent chapters. Chapter 5 studies

the effect of epitaxial strain in the competition of ferroelectric and antiferroelectric

phases of lead zirconate. In chapter 6, recent experimental results obtained for the field-

induced ferroelectric transition in sodium-niobate-based ceramics are examined using

first principles methods. Chapter 7 presents our work on thin-film antiferroelectric

zirconia. The experimental discovery of this new functional property in this extensively

investigated material is supported with first principles methods. Finally, in chapter 8,

a high-throughput search of more antiferroelectric materials is presented in the ABO3

perovskite family and in other families of oxide compounds. Chapter 8 corresponds to

work in progress and therefore can guide future work in the subject.
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Chapter 2

First principles methods

In this chapter the basic concepts of density functional theory and first principles meth-

ods are reviewed. Structural and electronic properties of interest are introduced, as well

as computational techniques used throughout this work.

First principles calculations are fundamental for the prediction and analysis of ma-

terials in solid state physics. The fundamental equations of quantum mechanics and

electromagnetism that describe molecules and crystals are efficiently solved using a few

input parameters, such as the positions of the atoms and the lattice constants.

In the first section of this chapter the crystal Hamiltonian and density functional

theory are introduced, along with the local density approximation and the Kohn-Sham

equations. First principles methods for the calculation of polarization, unstable modes

and epitaxial strain diagrams are described as important applications. Finally, the

third section describes pseudopotentials and practical aspects of the computational

implementation.

2.1 Solid state Hamiltonian

The fundamental equation describing the state of an interacting system of particles

corresponds to the time independent Schroedinger equation [8] given by:

ĤΨ = EΨ, (2.1)

where Ĥ is the Hamiltonian operator, E is the energy and Ψ is the many-body wave

function of the system. In the case of a solid state system, the complete Hamiltonian [9]

is given by:

Ĥ(R, r) = T̂N (R) + T̂e(r) + V̂NN (R) + V̂ee(r) + V̂Ne(R, r), (2.2)
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where R ≡ {RI} labels the set of nuclear positions RI and r ≡ {ri} labels the set of

electronic positions ri. T̂N and T̂e denote the kinetic energy operators for the nuclei

and electrons, and V̂NN , V̂ee and V̂Ne denote the electrostatic potential energy opera-

tors between the nuclei, electrons, and nuclei and electrons, respectively. In the non

relativistic limit, these operators are given by:

T̂N =
∑
I

− ~2

2MI

∂2

∂R2
I

, T̂e =
∑
i

− ~2

2m

∂2

∂r2
i

,

V̂NN =
1

2

∑
I 6=J

e2ZIZJ
||RI −RJ ||

, V̂ee =
1

2

∑
i 6=j

e2

||ri − rj ||
, V̂Ne = −

∑
i,I

e2ZI
||ri −RI ||

,

where MI and ZI correspond to the mass and charge of ion I, and m and −e are the

mass and elementary charge of the electron.

2.1.1 Born-Oppenheimer approximation

The full many-body problem described by Eq. 2.1 and 2.2 includes all the interaction

among electrons and ions. Since the electron/ion mass ratio is very small in a crystal

(m/MI ∼ 0.01), the slow ionic degrees of freedom can be neglected in favor of the much

faster electronic degrees of freedom [10]. If the kinetic energy term TN is neglected, the

nuclei positions are effectively fixed, the electronic degrees of freedom are decoupled

from Eq. 2.2 and the system of electrons is described by the Hamiltonian:

Ĥe(r) = T̂e(r) + V̂ee(r) + V̂ext(r), (2.3)

where the electrostatic potential V̂Ne is interpreted as an external perturbation V̂ext for

the system of electrons. The electronic kinetic energy T̂e and electrostatic potential

energy V̂ee have the same form as before, whereas the ionic kinetic energy T̂N and

electrostatic potential energy V̂NN are constants that shift the reference energy.

The electronic Hamiltonian given by Eq 2.3 correspond to an effective description

of the many-body system. Given the nuclei positions, the total energy, charge density

and set of eigenstates can be obtained by solving a Schroedinger equation for Ĥe.
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2.1.2 Hellman-Feynman theorem

A wide variety of physical properties can be accessed from derivatives of the total

energy. If an external perturbation of the system is denoted with the parameter λ, the

Hellman-Feynman theorem [11] is given by:

dE

dλ
= 〈Ψλ|

dĤλ

dλ
|Ψλ〉,

where the wavefunction Ψλ corresponds to the eigenstate of the perturbed Hamiltonian

Ĥλ.

The Hellman-Feynman theorem allows the calculation of forces and stresses through

first-order derivatives of the total energy. In particular, the optimized equilibrium ionic

structure of the system can be found by minimization of the forces among ions [12].

Higher-order derivatives of the energy can be determined through finite differences

of small perturbations of the Hamiltonian. In the frozen-phonon technique, finite values

of the perturbation are frozen in to the structure and derivatives are extracted from

finite difference formulas.

2.2 Density functional theory

The total energy of the interacting system of electrons and ions is the fundamental

quantity of interest in the description of solid state systems. However, even with the

Born-Oppenheimer approximation, the solution of the many-body system of Ne elec-

trons in a macroscopic solid (Ne ∼ 1023) remains an impossible task. In practice, other

simplifications are required to solve the Schroedinger equation for Ĥe.

Density Functional Theory (DFT) provides an efficient approach to solve the in-

teracting electronic system given by Eq 2.3. The theory is constructed in seminal

publications by Hohenberg and Kohn [13] and Kohn and Sham [14]. In the following

we review the main results of DFT.

The first DFT paper shows that the ground state electronic density n0(r) of a

quantum mechanical many-body system can be considered as a fundamental quantity
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of the problem, so that the total energy of the system can be considered as a functional

of the charge density.

More specifically, Hohenberg and Kohn proved that the external potential Vext of the

system can be uniquely determined from the ground state charge density n0(r) and vice

versa. The proof of the theorem follows from the construction of the Hohenberg-Kohn

energy functional EHK [·] from the space of functions n to the real numbers:

EHK [·]:n −→ R,

which is well defined, and has the functional form given by:

EHK [n] = T [n] + Vee[n] +

∫
Vext(r)n(r)dr. (2.4)

The kinetic energy T [n] and electrostatic potential energy Vee[n] include the inter-

actions among electrons and their functional form is unknown. The exact ground state

energy E0 and the exact ground state many-body wavefunction Ψ0 are uniquely de-

termined by the charge density that minimizes the Hohenberg-Kohn energy functional

EHK . Unfortunately, although the Hohenberg-Kohn theorem proves the existence of

this functional, the theorem does not provide its explicit form.

The second DFT paper proposes an explicit method to solve the interacting many-

body system. As is squematically represented in Fig. 2.1, the interacting system of

electrons moving in the crystal potential is mapped into an equivalent system of non-

interacting fictitious particles.

Figure 2.1: Representation of the DFT mapping from the fully interacting system of
electrons to the non-interacting system of Kohn-Sham particles.

The Kohn-Sham approach replaces the interacting kinetic T [n] and electrostatic

Vee[n] operators with their non-interacting versions and re-writes the Hohenberg-Kohn
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energy functional in the following form [9]:

EHK [n] = T0[n] + VH [n] + Exc[n] +

∫
Vext(r)n(r)dr,

where T0[n] corresponds to the non-interacting kinetic energy operator, VH [n] corre-

sponds to the classical Coulomb electrostatic energy or Hartree term, Exc[n] corresponds

to the exchange and correlation energy between electrons, given by:

Exc[n(r)] = (T [n]− T0[n]) + (Vee[n]− VH [n]),

and Vext is the external electrostatic energy created by the interaction between electrons

and ions.

If {ψi(r)} denotes the set of non-interacting Kohn-Sham particles, the charge density

of the non-interacting system is given by:

n(r) =
∑
i

|ψi(r)|2

and the energy functional given by Eq. 2.4 can be written as:

EHK [ψi] = −1

2

∑
i

〈ψi|∇2|ψi〉+
1

2

∫
n(r)n(r′)

||r − r′||
drdr′ + Exc[n(r)] +

∫
Vext(r)n(r)dr.

(2.5)

With the exception for the exchange-correlation term Exc[n(r)], that contains all the

electronic interactions beyond the classical Coulomb potential, all the terms in Eq. 2.5

are completely determined by the charge density n(r). If the exact functional form of

Exc[n] is known, the exact ground state energy and charge density of the many-body

electron problem is determined.

For a set of atomic positions, the ground state is determined via the minimization

of Eq. 2.5 under the constraint 〈ψi|ψj〉 = δij ; details can be found in [9]. Defining the

Hartree and exchange-correlation potentials as the functional derivatives of the Hartree

and exchange-correlation energies with respect to the density:

VH =
δEH [n]

δn(r)
, Vxc =

δExc[n]

δn(r)
,
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the set of Ne independent Kohn-Sham equations are given by: n =
∑

i ψ
∗
i ψi

[− ~2∇2

2m + VH + Vxc + Vext]ψi(r) = εiψi(r)

where each equation for ψi(r) represents a non-interacting one particle system moving

in a self-consistent effective potential containing the Hartree VH , exchange correlation

Vxc, and external Vext potentials.

This set of equations can be efficiently solved recursively in a self-consistent way.

Given a charge density n(r), a new set of eigenstates can be found by solving the

equation for ψi(r), and a new charge density n′(r) is constructed. This procedure is

repeated until self-consistency is achieved. These equations thus open the door to the

study of solid-state systems with efficient numerical methods.

2.2.1 Approximate exchange-correlation potential

In theory, the Kohn-Sham equations allows an exact calculation of the ground state of

the system. However, the exact functional form of the exchange-correlation potential

is not known and an approximation of Exc[n] is required.

The simplest approximation corresponds to the local density approximation (LDA)

[15] in which the exchange-correlation energy per electron is assumed to depend on the

value of the density and not, for example, on its derivatives:

ELDAxc [n] =

∫
εLDAxc [n(r)]n(r)dr.

Normally, the exchange-correlation density is assumed to be equal to the homo-

geneous electron gas density. The exchange-correlation is divided in two terms. The

exchange part of the homogeneous electron gas can be obtained from the Hartree-Fock

approach, and is given by:

εhomx [n] = − 3

4π
(3π2n)1/3.

The correlation part εhomc [n] is calculated with Quantum Monte-Carlo simulations of

the homogeneous electron gas [16].
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The LDA approximation works remarkably well for a wide variety of compounds,

and is therefore the most commonly used in solid state simulations [17]. Compared

to experimental values, typical systematic errors of LDA are within 1% for atomic

positions and lattice constants, and around 5% for phonon frequencies [4]. The largest

error is normally found in the underestimation of energy band gaps.

Several other approximations beyond LDA are available. For instance, the general-

ized gradient approximation (GGA) [18, 19] is developed to ameliorate the deficiencies

of the LDA approach.

2.2.2 Density functional perturbation theory

Mechanical, dielectric and dynamical properties of the system can be obtained through

first and higher-order derivatives of the total energy. Higher-order derivatives can be ac-

cessed through the frozen-phonon technique or through density functional perturbation

theory (DFPT) [20].

The basic assumption behind DFPT is that quantities such as the wavefunction,

electron density, or the external potential can be written as a perturbation series of the

form:

X(λ) = X(0) +
∑
i

∂X

∂λi
|0λ+

1

2

∑
i,j

∂2X

∂λi∂λj
|0λiλj + . . .

where X(λ) is a generic physical quantity, such as the Kohn-Sham orbitals ψi(λ), the

Kohn-Sham energy E(λ), or the electronic charge density n(λ), and λ is a small per-

turbation parameter. The variation in the Kohn-Sham orbitals may be determined by

solving the so-called Sternheimer equation [21], which is obtained by expanding the

Kohn-Sham equations to first order. In the case of insulators, the computational cost

of determining the first correction to the Kohn-Sham orbitals is comparable to that

required to solve the zero-order Kohn-Sham equations.

First-order derivatives of the total energy with respect to atomic positions, strain

tensor and electric field determine respectively the forces on the atoms, the stress tensor

and the spontaneous polarization. Second-order derivatives of the energy allow access
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to the linear response of the solid through the force constant matrix, the Born effective

charge tensor and the static dielectric tensor.

2.3 Structural and electronic properties

The theoretical background of density functional theory provides access to a number

of experimental and theoretical physical quantities. In this section, structural and

electronic quantities of special relevance for the present work are introduced, including

the calculation of polarization and epitaxial strain diagrams.

Structural transitions from a reference to a distorted structure can be identified by

unstable modes of the reference structure. The complete phonon diagram spectrum can

be computed in the high symmetry phase through the force-constant matrix:

Φiα,jβ =
∂2E

∂uiα∂ujβ
,

where uiα represents the displacement of the i-th atom along the direction α. The

n-th normalized eigenvector is denoted as ξniα and its eigenvalue as ωn. Modes with

real frequency ω2 > 0 are stable and correspond to local energy minimum with respect

to that atomic displacement pattern. Modes with imaginary frequency ω2 < 0 are

unstable and generate low symmetry distortion of the reference structure.

Born effective charges described the response of the charge density to local distor-

tions, particularly those that create electric fields in the material. The Born effective

charge matrix is defined as:

Zi,αβ =
Ω

e

∂Pα
∂uiβ

,

where Pα is the polarization induced in the crystal by the displacement of the i-th atom

in the direction β.

The dielectric susceptibility measures the polarizability of a dielectric medium in

response to an applied electric field. The static dielectric tensor consist of electronic εel

and ionic εion contributions. The electronic contribution is given by:

εelαβ = δαβ + 4π
∂Pα
∂Eβ

∣∣∣∣
u=0

,
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where Pα is the polarization induced by the electric field Eβ with ions fixed. The ionic

contribution εion can be calculated from the force constant matrix Φiα,jβ and the Born

effective charge matrix Zi,αβ as:

εionαβ =
4πe2

Ω

∑
n

1

ωn
QnαQ

n
β,

where the mode effective charge Qnα is defined as Qnα =
∑

iβ Zi,αβξ
n
iβ.

2.3.1 Polarization

The essential quantity in the description of ferroelectricity is the spontaneous polar-

ization. However, given the continuous nature of the electronic charge density, the

microscopic definition of polarization in periodic systems is an ambiguous concept. In

the case of ferroelectric oxides, chemical bonds have a mixed ionic/covalent character,

and therefore it is incorrect to define the polarization via the charge distribution [4].

Figure 2.2: Polarization versus electric field hysteresis loop (left). Schematic represen-
tation of an experimental measurement of polarization (right).

Experimentally, the polarization of a ferroelectric material is computed from dif-

ferences of macroscopic measurements. In a ferroelectric material, the spontaneous

polarization displays the characteristic hysteresis loop shown in Fig. 2.2. If A and B

denote the zero electric field polarizations, the spontaneous polarization is evaluated as

(PA − PB)/2.

Experimentally, the polarization difference corresponds to the measured integrated

macroscopic current j(t) through the sample during a time ∆t:

∆P =

∫ ∆t

0
j(t)dt = P (∆t)− P (0),
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where the initial and final states are normally associated with a centrosymmetric

(P (0) = 0) and polar microscopic structure. Theoretically, the bulk sample between

the conducting electrodes is simulated by a periodic infinite crystal, with zero external

electric field. The total polarization P can be decomposed into ionic Pion and electronic

Pel contributions [4]:

P = Pion + Pel.

The ionic part can be written as:

Pion =
e

Ω

∑
i

ZiRi

where Ω is the volume of the unit cell and Zi is the charge of the ion i at position Ri.

The electronic polarization part can be formulated as a Berry phase of the occupied

bands:

Pel = − 2ie

(2π)3

Nb∑
n=1

∫
BZ
〈unk|∇k|unk〉dk,

where Nb is the number of occupied electronic bands, unk is the lattice periodic part of

the Bloch wavefunction Ψnk(r) = unk(r)e
ikr and BZ denotes the Brillouin zone. This

expression is the central results of the modern theory of polarization developed by King-

Smith and Vanderbilt [22]. The expression is valid for an insulating path connecting

initial and final states of the system and depends only on the final state.

It is very important to note that given that the atomic positions Ri are defined

modulo a lattice vector R, the ionic polarization Pion and total polarization P are

defined modulo a quantum of polarization eR/Ω. However, typical magnitudes of the

spontaneous polarization in ferroelectrics are less than 0.8 C/m2 while the polarization

quantum is on the order of 1 C/m2 and therefore, the reference phase for the phase

branch is usually easy to recognize. When ambiguity appears about the identification

of the quantum factor, polarization can be computed between the nonpolar and polar

structures, in order to identify discontinuous jumps in the path.

2.3.2 Epitaxial strain

The study of the mechanical constraint imposed by the substrate on thin films properties

is an area of intensive research [23]. Complex oxides are strongly sensitive to the effect
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of pressure and mechanical constraints. In particular, epitaxial strain has been shown

to play an important role in the determination of ferroelectric properties of thin films

and superlattices.

As shown in Fig. 2.3(a), experimental realization of epitaxial strain on a thin film or

superlattices is achieved through coherent growth of the sample over a substrate. If the

epitaxial growth is coherent, the in-plane atomic distances and in-plane cell dimensions

are fixed to match the substrate, while the out-of-plane dimensions are free to relax.

The film thickness has an important role on the degree of coherence between thin

film and substrate [24]. If the epitaxial strain is too large, the thin film grow coherently

with the substrate until the elastic energy required to strain the film and match the

substrate plane is equal to the energy required to create random misfit dislocations.

Beyond this threshold thickness, dislocation and defects appear to reduce the strain

and allow the structure to recover the bulk geometry with zero strain.

Figure 2.3: Schematic representation of (a) experimental coherent epitaxial growth of
a material and (b) first principles calculation of an epitaxially strained crystal.

In first principles calculations, epitaxial strain is simulated in a uniform crystal

through mixed mechanical boundary conditions: fixed in-plane strain and fixed out-of-

plane stress. The matching plane, the in-plane lattice vectors as well as the in-plane

unit cell shape are fixed to match the experimental geometry of the substrate, while

the out-of-plane lattice vector is allowed to relax.

Experimental and theoretical studies have shown the important role of epitaxial

strain in the stabilization of ferroelectricity in thin films [24]. In the particular case
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of complex oxides, the magnitude of the thin film polarization can be enhanced or

suppressed with respect to its bulk value depending on the value of the applied strain.

The effect of epitaxial strain on antiferroelectricity will be the subject of chapter 5.

2.4 Practical implementations

Even with the powerful approximations introduced earlier, the Kohn-Sham equations

require a couple more simplifications in order to be tractable numerically. These sim-

plifications are briefly reviewed in this section.

2.4.1 Plane wave basis

The infinite crystal is constructed by imposing Born-Von Karman periodic boundary

conditions:

ψn.k(r +R) = eik·Rψn.k(r)

where R correspond to any vector in the direct space. The Bloch theorem [9] allows to

write any wavefunction as the product of a plane wave and a lattice periodic function

un(k, r):

ψn.k(r) =
1√
Ω
un(k, r)eikr

where Ω is the volume of the cell, k is a wave-vector in reciprocal space, and n is the

energy band index. In practice, the periodic functions un(k, r) are decomposed in a

Fourier series as:

ψn.k(r) =
1√
Ω

∑
G

Cn,k(G)ei(k+G)r

where G represents any vector in reciprocal space.

In theory, the Fourier expansion requires an infinite number of plane waves. In

practice, the plane wave expansion is truncated at a certain cut-off energy value Eecut

so that the kinetic energy satisfies:

~2

2m
|k +G|2 < Eecut.

In order to optimize computational resources, the energy cut-off is chosen through a

convergence test and so that total energy calculations are accurate below 1 meV/f.u.
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2.4.2 Brillouin grid

The calculation of macroscopic quantities such as the energy and polarization involves

the integration of the electronic charge density:

ρ =

Nb∑
n

∫
BZ

d~k|ψn.k(r)|2,

where |ψn.k(r)|2 correspond to modulo squared Bloch functions, Nb is the number of

occupied energy bands and BZ is the Brillouin zone. Integration over reciprocal space

involves the knowledge of the Bloch functions over an infinite number of k points, and

therefore a finite amount of k points must be selected for numerical calculations.

The most extensively used technique correspond to the k point sampling method

developed by H. J. Monkhorst and J. D. Pack [25]. A small number of k points along

lattice vector directions is selected based on symmetries of the system such as time

reversal, inversion and space group symmetries. In practice, convergence studies are

carried out to find the optimal number k points in the grid, so that the a small numerical

error is achieved with a small amount of computational resources.

2.4.3 Pseudopotentials

The core electrons as well as the valence electrons close to the nucleus have rapidly

varying wave functions in the central region of the nuclei. The correct description of

these electrons requires a large number of plane waves, in clear conflict with the plane

wave basis truncation.

The pseudopotential approach was design to solve this problem, for an introductory

review see Ref. [26]. The electronic properties of molecules and solids are governed by

the valence electrons, while the core electrons can be considered chemically inert and

independent of the atomic environment. The pseudopotentials approximation replaces

the core ionic potential with a fictitious potential such that the original potential,

and the valence wave functions, remain unchanged beyond a certain cut-off radius and

the rapidly varying functions inside the core region are replaced by smoothly varying

functions.
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In practice, a reference calculation is performed for the isolated atom including all

the electrons. The analytical pseudotential is then fitted in order to reproduce the

all-electron calculation. The cut-off radius is chosen so that constructed pseudopoten-

tial can be transferred to the solid or any other environment. The pseudopotential

approximation decreases the number of plane waves involved in the Bloch expansion

as well as the number of electrons considered in the Kohn-Sham equations, decreasing

enormously the calculation time.

Different types of pseudotentials have been developed. In this work, norm conserving

pseudopotentials are often adopted. These pseudopotentials are constructed to enforce

the condition that the norm of each pseudo-wavefunction be identical to its correspond-

ing all-electron wavefunction inside the cut-off radius. Another type of pseudopotential

used in this work includes the projected augmented wave (PAW) method [28,29], which

greatly improve the efficiency of the calculation.

2.4.4 Space group symmetries

One of the most important features of density functional implementations is the use of

symmetries and space groups. Geometrical restrictions in the positions of the atoms

and unit cell parameters allow the study of metastable structures, unaccessible experi-

mentally. In this section, the notation for crystal structures and space groups is briefly

reviewed, for details see Ref. [27].

A space group correspond to the group of all isometries under which the lattice

and basis of the crystal are invariant in space. There are 230 space groups in three

dimensions, which can be divided in one of the 7 crystal systems (distributing 32 point

groups) or into 7 lattices systems (distributing 14 Bravais lattices).

The Hermann-Mauguin notation of space groups is the most commonly used. In

this notation, the space group is denoted with a symbol including the lattice type and

the point group. The first letter describes the centering of the Bravais lattice, which is

given by one of the following in three dimensions: (P) primitive, (I) body centered, (F)

face centered, (A) centered on A faces only, (B) centered on B faces only, (C) centered
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on C faces only and (R) rhombohedral.

The next letters describe the point group symmetries, with the addition of glide

planes and screw axis. The first lowercase letter describe the symmetry operation

along the major symmetry axis of the crystal. The second lowercase letter denotes the

symmetry along secondary axes. The third lowercase letter denote the symmetry along

another symmetry axis.

Reflection planes, denoted as m in point group notation, can be replaced by a glide

operation depending on extra symmetries present in the structure. For instance, the

letters a, b, or c denote glide planes with translation along half of the face normal, while

the letter n denotes a plane with translation along half of the face diagonal.

2.4.5 Software packages

All the results reported in this work are based on the theoretical and practical con-

siderations presented in the previous sections. Different software implementations of

density functional theory were used to perform calculations.

Complex oxides calculations were performed using version 7.4.1 of ABINIT pack-

age [30], the local-density approximation (LDA) and norm conserving pseudopotentials.

The ABINIT package is an open source software, made under general public license GNU,

which allows the user to access the source of the program and eventually modify it as

well as to distribute it.

Nudge elastic band calculations, lattice entropy contributions, phonon frequencies

and linear response calculations were performed with version 5.0 of QUANTUM ESPRESSO

[31], the local-density approximation (LDA) and norm conserving pseudopotentials.

High-throughput screening of compounds were performed with version 5.3.2 of VASP

package [32], the local spin density approximation (LSDA) plus Hubbard U method and

projector augmented-wave pseudopotentials [28,29]. The VASP package is very suitable

for database methods, given the extensive library of pseudopotentials provided.

The ISOTROPY [33] software suite is a collection of applications for the analysis
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of phase transitions in crystalline solids, including the identification of space group

symmetries and structural distortions. Structural relationships between structures can

be obtained with The Bilbao Crystallographic Server [34].
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Chapter 3

Ferroelectricity and antiferroelectricity

In this chapter, the physics of ferroelectricity and antiferroelectricity is reviewed. Im-

portant microscopic and phenomenological models as well as important examples of

ferroelectric and antiferroelectric materials are summarized. The relationship between

these ferroic orders is highlighted throughout this chapter, and abridged in the definition

of antiferroelectricity.

3.1 Ferroelectricity

Ferroelectricity is an extensively studied and well understood phenomena [3, 4]. Fer-

roelectric materials are characterized by a spontaneous and switchable polarization.

Under the effect of an external electric field, the macroscopic polarization displays the

characteristic hysteresis loop shown in Fig. 3.1. With increasing temperature, the po-

larization magnitude decreases and disappears at a critical temperature Tc, where the

system undergoes a phase transition to a paraelectric phase. In ferroelectrics, the tran-

sition can be first or second order, producing a continuous or discontinuous transition

at Tc respectively.

Figure 3.1: Characteristic ferroelectric hysteris loop (left). Macroscopic polarization as
a function of temperature (right).

As introduced in section 2.3.1, the modern theory of polarization stipulates that
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only differences of the macroscopic polarizations are physically meaningful. Microscop-

ically, the spontaneous polarization is produced by the atomic arrangement of ions in

the crystal structure, producing an asymmetrical distribution of positive and negative

charges [35]. This charge asymmetry develops below the critical temperature by two

different mechanisms. In some cases, local dipoles already exist at high temperature

in such a way that the net polarization is zero, and the dipoles align below Tc to pro-

duce a net non-zero polarization. This is known as an order-disorder ferroelectric phase

transition. If dipoles are not present at high temperatures and develop below Tc the

ferroelectric phase transition is known as displacive. In general, ferroelectric phase

transitions in oxides correspond to an intermediate case between these two extremes.

From a first-principles point of view, ferroelectric materials are characterized by a

polar crystal structure. In a displacive transition, the polar structure corresponds to

a small and continuous distortion of a reference structure, normally associated with

the high-temperature paraelectric phase. The ferroelectric hysteresis loop is explained

by the energy barrier separating different polarization orientations. Experimentally,

the physics of ferroelectric switching includes extrinsic and macroscopic effects such as

nucleation and domain wall motion [3].

Ferroelectric materials correspond to a subclass in the wider group of piezoelectric

materials. Piezoelectric crystals develop a voltage under the application of an external

stress. Among these, pyroelecric crystals develop a polar structure with a change in

spontaneous polarization with decreasing temperature. Among these, those crystals

that have a switchable polarization correspond to ferroelectric materials.

Ferroelectric and piezoelectric properties can be greatly enhanced by external ef-

fects. Traditional tunable parameters include isovalent substitution and compositional

doping, pressure, epitaxial strain and size effects. The application of these techniques

to antiferroelectrics is discussed in chapters 4 and 8.
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3.1.1 Prototypical example

A large number of ABO3 oxides compounds adopt the cubic perovskite structure shown

in Fig 3.2. Atoms are assigned to high symmetry points of the cubic lattice, with atom

A at the corner, atom B at the center, and oxygen O at the faces of the cube. The

cubic perovskite structure has space group Pm3̄m, and normally corresponds to the

structure of the high-temperature paraelectric phase. When the temperature is low-

ered, perovskites undergo different types of polar and non-polar structural distortions

depending on their chemistry, as discussed in section 4.

Barium titanate (BaTiO3) is a prototypical ferroelectric. At the critical temperature

Tc = 393 K, the cubic perovskite structure undergoes a phase transition to a tetragonal

phase (P4mm) with a non-zero polarization P w 27µC/cm2. Microscopically, the low-

temperature tetragonal phase is originated by the polar displacement of the titanium

Ti+4 ion at the center of the octahedral cage, as shown in Fig 3.5.

Figure 3.2: Cubic to tetragonal phase transition of BaTiO3 as a function of temperature.

The symmetry-breaking relation between the cubic and tetragonal structures is con-

sistent with a second order phase transition. Experimentally, the phase transition is

weakly first order. This apparent inconsistency is resolved by the strong polarization-

strain coupling of the material. Finally, temperature dependent models are able to re-

produce the observed sequence of phase transitions [36,37], as described in section 3.2.3.
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3.2 Microscopic models of ferroelectricity

The description of ferroelectric phase transitions is one of the most traditional fields in

solid-state physics [3]. In this section, different approaches to describe structural phase

transitions are reviewed.

3.2.1 Landau-Devonshire

Ferroelectric phase transitions can be described by Landau theory [35]. The equilibrium

state of the system, at a given pressure and temperature, can be found by minimizing

the free energy:

F = U − TS,

where T is the temperature, S is the entropy and U is the internal energy of the system.

The order parameter that describes the macroscopic state of the ferroelectric transi-

tion corresponds to the macroscopic polarization P . In accordance to Landau Theory,

this physical quantity adopts a zero value in the high-symmetry paraelectric phase and

becomes non-zero below the phase transition temperature.

The hypothesis of the Landau theory is that the free energy can be Taylor expanded

around the transition temperature with respect to the order parameter, where only

symmetry allowed terms are retained, and the expansion is assumed to remain valid

above and below the phase transition temperature. In a simplified Landau-Devonshire

description, the strain degrees of freedom are neglected, and the free energy of the

ferroelectric system is given by:

F =
1

2
α(T − Tc)P 2 +

1

4
βP 4 +

1

6
γP 6,

where T is the temperature, Tc is the transition temperature, α, β and γ are tempera-

ture independent coefficients and the expansion is truncated at sixth order. From this

expression, the internal energy and entropy of the system can be identified as:

U(P ) = −1

2
αTcP

2 +
1

4
βP 4 +

1

6
γP 6 S(P ) = −1

2
αP 2.
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The coefficients of the polynomial expansion can be fitted to experiments or temperature

dependent models.

In this Landau model, the coefficients α and γ are always positive, and the sign of

the coefficient β determine the nature of the phase transition. As shown in Fig. 3.3, at

T > Tc the system is paraelectric, the free energy has a single well as a function of the

polarization with solution P = 0.

Figure 3.3: Evolution of the free energy (left) and polarization (right) as a function of
temperature in a second-order transition.

If β > 0, the paraelectric to ferroelectric transition is second order. The free energy

evolve continuously from a single well to a double well at T = Tc, and the spontaneous

polarization P0 of the material is given by the conditions:

∂F

∂P
= 0 ∧ ∂2F

∂P 2
< 0 =⇒ P0 = ±

√
a

b
(Tc − T ).

The spontaneous polarization increases with decreasing temperature and vanish for

T > Tc as plotted is Fig 3.3(right). Furthermore, the dielectric susceptibility χ =

(1/ε0)∂P/∂E|P0 follows the Curie-Weiss behavior, given by:

χ =

 (a(T − Tc))−1 T > Tc

(2a(T − Tc))−1 T < Tc,

and diverges at T = Tc, consistent with the soft mode theory of ferroelectric transitions

of section 3.2.2.

If β < 0, the paraelectric to ferroelectric transition is first order. The free energy

develops two local minima at non-zero polarization values at a certain temperature T0.
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Figure 3.4: Evolution of the free energy (left) and polarization (right) as a function of
temperature in a first-order transition.

Between T0 and Tc (T0 > Tc), the paraelelctric phase corresponds to the global minimum

of the free energy. When the temperature is reduced, the polar phase become the most

favorable phase below Tc. As a function of temperature, the polarization will display a

discontinuous jump from the paralectric to the polar phase at Tc, as shown in Fig. 3.4.

3.2.2 Soft mode theory

The microscopic origin of ferroelectricity was the subject of intense investigation in

solid-state physics. An important stimiluos for the theory of ferroelectricity came from

the observation that ferroelectric transitions can be described in the framework of un-

stable modes.

In 1959, Cochran pointed out that at the second order ferroelectric transition there

must be a transverse optical lattice vibration mode whose frequency goes to zero as the

temperature is decreased. The soft mode freezes-in below the critical temperature and

gives rise to a dipolar moment in the unit cell [38].

In the soft mode theory, a ferroelectric transition is characterized by a linear soft-

ening of the primary unstable mode with decreasing temperature. In the case of polar

crystals, the frequencies ωLO and ωTO of the longitudinal and transverse optical phonons

are different. The divergence of the dielectric susceptibility at the ferroelectric transi-

tion, predicted by the Landau theory, is related to the soft mode theory through the
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Lyddane-Sachs-Teller relation [39]:

ω2
LO

ω2
TO

=
ε

ε∞

where ε = ε0χ is the static dielectric constant and ε∞ is the high-frequency dielectric

constant. In ferroelectric materials, ωTO is anomalously small and ε anomalously large

close to the transition temperature.

From a microscopic point of view, the temperature dependence of the soft mode

arises from anharmonic couplings with other structural modes, giving rise to a renor-

malization of the harmonic frequency [3]:

ω2 = ω2
0 +

kBT

2

∑ α4
i

ω2
i

(3.1)

where ω0 is the harmonic frequency of the soft mode at T = 0, kB is the Boltzmann

constant and αi is the anharmonic coupling coefficient of the soft mode with the mode i

of frequency ωi. The transition temperature Tc is the temperature where the frequency

of the soft mode ω reaches zero. From Eq. 3.1 we deduce that:

TC = − 2ω2
0

kBα
,

where α =
∑

i
α4
i

ω2
i
. The temperature dependence of ω can be rewritten in the following

way:

ω2 = ω2
0 −

ω2
0

TC
T = −ω

2
0

TC
(T − TC), (3.2)

explicitly showing the linear relationship between the soft mode frequency and temper-

ature, consistent with experiments.

3.2.3 Effective models

The functional properties of ferroelectrics are strongly dependent on temperature. The

most accurate first-principles treatment of temperature is obtained with molecular dy-

namics simulations [12]. However, such approaches are computationally demanding and

restricted to relatively small systems and time scales.

At the microscopic level, the effect of temperature can also be described by the first-

principles effective Hamiltonian approach [40]. In this approach, a low order expansion
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of the internal energy U(ξ) is performed with respect to the most important degrees of

freedom ξ governing the phase transition. Neglecting the effect of strain interactions,

the internal energy has a typical double well shape:

U(ξ) =
1

2
a
∑
i

ξ2
i +

1

4
b
∑
i

ξ4
i +

1

4
c
∑
ij

ξ2
i ξ

2
j +O(|ξ|6), (3.3)

where the coefficients a, b and c are determined from DFT calculations.

Figure 3.5: Doubel well potential describing the stabilization of the soft polar mode in
a ferroelectric phase transition.

The connection between the microscopic and macroscopic descriptions is made by

noticing that the coefficient a is proportional to the soft mode frequency ω2 of Eq. 3.2.

As shown in Fig. 3.5, the two stable states can be related to the equivalent up and

down states of a polar mode or to the equivalent clockwise and counterclockwise angle

of rotations in a antiferrodistortive mode. Assuming a uniform polar distortion, the

free energy of Eq. 3.3 can be written as:

F (P ) = −1

2

ω2
0

TC
(T − TC)P 2 +

1

4
b′P 4 +O(|P |6),

consistent with the Landau-Devonshire model of ferroelectric phase transitions.

Monte Carlo simulations of effective Hamiltonians have been successfully applied to

the study of ferroelectric perovskites oxides [36, 37]. The model is normally extended
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to include the effect of strain η in the system U(ξ, η), reproducing the right sequence

and type of phase transitions.

Another important approach for the construction of effective Hamiltonians corre-

spond to lattice Wannier functions [41]. In this approach the energy is again described

as a Taylor expansion of the reference structure in term of selected degrees of freedom.

However, in this case, the structural variable ξ is allowed to fluctuate between different

unit cells. The decomposition of the system is not given by a homogeneous distortion

throughout the entire crystal but by a local mode ξ associated to each unit cell. The

parameters are fitted to the full unstable phonon branch and the local degree of freedom

in each unit cell is interpreted as the lattice Wannier function associated to the unstable

phonon branch. This method was applied to the case of antiferroelectric PbZrO3 in

Ref. [42].

3.3 Antiferroelectricity

Antiferroelectricity was introduced by Charles Kittel in 1951 [1]. In this work, Kittel

proposed a material with chains of ions spontaneously polarized in opposite directions

under no external field. As is schematically shown in Fig. 3.6, dipoles are formed

below a certain critical temperature Tc, where two (or more) sublattices with equal and

opposite polarization form, so that the total net polarization of the system is zero.

Figure 3.6: (a) Schematic representation of an antiferroelectric crystal. (b) Behavior of
the macroscopic sublattices polarizations as a function of temperature.

As shown in Fig. 3.7, the application of an external field E align the dipoles and
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increases the magnitude of the total polarization of the system. Dipoles pointing along

the field increase their size, while dipoles pointing in the opposite direction decrease

their size. At a certain critical field, one of the sublattices flips and aligns to the other,

creating a uniform polar state.

Figure 3.7: Behavior of the antiferroelectric system as a function of an electric field E.
The initial (a), final (d) and intermediate states (b) and (c) of a field-induced transition
are sketch with subllatices.

3.3.1 Kittel’s model of antiferroelectricity

The macroscopic behavior of the antiferroelectric crystal is described by the Kittel

model [1]. Assuming sublattices polarization P1 and P2, the free energy of the system

shown in Fig. 3.6(a) is given by:

F = f(T )(P 2
1 + P 2

2 ) + h(P 4
1 + P 4

2 ) + gP1P2 − E(P1 + P2), (3.4)

where f(T ) = g/2 + λ(T − Tc), Tc is the critical temperature, E is the external electric

field and the coefficients g and h are positive constants. The coupling term gP1P2 favors

the antipolar alignment of the sublattices polarizations. Other symmetry-allowed terms

such as (P1P
3
2 + P 3

1P2) and P 2
1P

2
2 are neglected for simplicity.

The macroscopic variables P1 and P2 are not thermodynamical quantities. There-

fore, the Kittel model is mapped into a Landau-Devonshire functional using polar and

antipolar variables P = (P1 + P2)/
√

2 and Q = (−P1 + P2)/
√

2 [43]. In these rotated
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variables, Eq. 3.4 is written as:

F = (g + λ(T − Tc))P 2 + λ(T − Tc)Q2 +
h

2
(P 4 + 6P 2Q2 +Q4)−

√
2EP.

From here it is clear that the temperature dependent form of f(T ) ensures the

condensation of the variable Q below the critical temperature Tc. Similar to the case

of ferroelectrics, the coefficients in the free energy can be fitted to experiments. In

order to study the general behavior of the free energy, the following dimensionless

variables [44,45] are considered:

a =
h

2g2
F t =

λ

g
(T − Tc) p2 =

h

2g
P 2 q2 =

h

2g
Q2 e2 =

h

g3
E2,

where a, t, p, q and e are the normalized free energy, temperature difference, polar-

ization, staggered polarization, and electric field. Using these new variables, Eq. 3.4 is

written as:

a = (1 + t)p2 + tq2 + p4 + q4 + 6p2q2 − ep. (3.5)

Figure 3.8: Paraelectric to antiferroelectric transition of the Kittel model. The orange
point denote the global minimum. Above Tc the solution P = 0 and Q = 0 corresponds
to the paraelectric phase, below Tc the solution P = 0 and Q 6= 0 corresponds to the
antiferroelectric phase.

The state of the system can be described by contour energy profiles of the dimen-

sionless free energy given by Eq. 3.5. Above the critical temperature (t > 0), the unique

solution P = 0 and Q = 0 describes the paraelectric phase. Below the critical tem-

perature (t < 0), Eq. 3.5 develops two solutions at P = 0 and Q = ±Q0, describing

the antiferroelectric phase. As shown in Fig. 3.8, the sublattice polarization becomes
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continuously non-zero (Q 6= 0 and P = 0) below Tc, increasing their magnitude with

decreasing temperature.

Figure 3.9: Field-induced transition from the antiferroelectric phase (Q 6= 0 and P = 0),
to the ferroelectric phase (Q = 0 and P 6= 0). The energy profiles (a)-(d) correspond
to the sequence of states shown in Fig. 3.8 (a)-(c). The global minimum is described
by the orange point, while the ferroelectric metastable state is described by the green
point. As described in the text, P0 corresponds to the saturated induced polarization
and Pb corresponds to the polarization at the back-switching point.

The effect of an external electric field is shown in Fig. 3.9. As the field is increased,

the global minimum at P = 0 and Q 6= 0 becomes shallower and the local minimum

at P = Pa and Q = 0 becomes deeper. At the critical external field Ec, the minimum

at P = 0 and Q 6= 0 disappear and the local minimum at P = Pa and Q = 0 becomes

the global minimum of the system. As the electric field is increased, the system reaches

the saturation polarization at P0. When the electric field is decreased, the system

transforms back to the antipolar state at a different electric field E. The local polar

minimum dissapear at P = Pb and Q = 0, and the antipolar solution P = 0 and Q 6= 0

becomes the global minimum again. Integrating out Q from Eq. 3.5 shows that the

discontinuous first-order transition originates from a renormalized negative coefficient

in front of the P 2 term.

The Kittel model can be extended to first order transitions. Similar to the case of
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ferroelectrics, the free energy expansion reads:

F = f(T )(P 2
1 + P 2

2 ) + h(P 4
1 + P 4

2 ) + j(P 6
1 + P 6

2 ) + gP1P2 − E(P1 + P2),

where h < 0 and j > 0 are temperature independent coefficients. The most important

characteristics of a first order antiferroelectric transition correspond to the discontin-

uous jump of the sublattice polarizations at the critical temperature Tc. Finally, the

Kittel model can be extended to include the effect of strain in the staggered polariza-

tion. A simple model including hydrostatic pressure and volume change was introduced

in Ref. [46].

3.3.2 Definition of antiferroelectricity

The macroscopic model introduced by Kittel established important characteristics of

antiferroelectric crystals such as their electrical behavior and response to mechanical

effects. However, the identification of antiferroelectricity in real materials is more subtle

and require further discussion. In this section, the difficulties in formulating a precise

definition of antiferroelectricity are reviewed.

Antiferroelectricity is traditionally defined as a nonpolar phase obtained by the con-

densation of an antipolar lattice mode, which exhibits a large dielectric anomaly near

the transition temperature and is transformed to an induced ferroelectric phase by the

application of an electric field [3]. In practice, the identification of antiferroelectric

materials through structural and dielectric measurements is challenging. The charac-

teristic double hysteresis loops are typically observable in a narrow temperature range

or under particular chemical and mechanical conditions.

Other approaches define antiferroelectricity based on the microscopic analogy to an-

tiferromagnetism. In this case, the formulation of the staggered polarization require the

identification of localized polarized ions on two or more symmetry-related sublattices.

In this case, the modern theory of polarization arises the issue of the identification

of local electric dipoles. These microscopic models tend emphasize the role of elec-

trostatic dipole-dipole interactions and neglect short-range interactions, which have a
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dominant role in the case of antiferrodistorted perovskites with centrosymmetric crystal

structures [37]. As is discussed in section 3.4, a simple antipolar interaction between

dipoles does not produce the characteristic double hysteresis. Polar intra-sublattice

interactions are necessary to stabilize the sublattice polarization and produce the field-

induced first-order transition.

The importance of an energetic criterion between the competing antiferroelectric

and ferroelectric phases was first pointed out by G. Shirane [2, 47]. Antiferroelectric

materials are defined as an antipolar crystal whose free energy is comparable to that

of the polar crystal obtained by aligning the sublattice polarizations. The importance

of both structural and energetic aspects in the definition are made clear by the Kittel

model, where particular values of the parameter are required to obtain a structural

transition with a low energy ferroelectric phase.

However, as pointed out by Levanyuk [48], the Landau functional derived from

Kittel model is not specific to an antiferroelectric, and describes any system with a

nonpolar structural transition. More specifically, any system with a nonpolar structural

transition, described by a order parameter η, will have the generic coupling term η2P 2

that gives rise the double hysteresis loop and the dielectric anomalies of the Kittel

model.

A precise definition can be proposed on the basis of soft mode theory. The con-

nection between the microscopic and macroscopic behavior of antiferroelectrics starts

with the identification of unstable modes in the relevant high symmetry reference struc-

ture. In the simple case, a Kittel type antiferroelectric has a single antipolar lattice

mode, in which the atoms are divided in symmetry-related lattices with equal and op-

posite displacements. In the general case, other structural modes can be induced in

the antiferroelectric phase through anharmonic couplings, producing more than two

sublattices and either collinear or noncollinear sublattice polarizations. As is discussed

in chapter 4, this is the situation observed in antiferroelectric perovskites, where the

ground state is characterized by complex patterns of oxygen octahedron rotations and

a cell-quadrupling antipolar modes.
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The other key ingredient is the existence of a low-energy alternative ferroelectric

phase, which is assumed to be obtained from the same reference structure. In the case

of a simple Kittel type of antiferroelectric, this is described by including in the model

the single polar mode, obtained by reversing the local dipole moments. In the general

case, the ferroelectric phase could be generated by a general zone-center polar mode,

and can be accompanied by other coupled modes either present or not present in the

antiferroelectric phase. The relation between the polar mode and the primary unstable

antipolar mode can be more complex than the simple alignment of ionic displacements.

In particular, the direction of the polar mode could be independent of the directions of

the sublattice polarizations.

Figure 3.10: (a) Diagrammatic definition of an antiferroelectric crystal. (b) Character-
istic antiferroelectric double-hysteresis loop.

The schematic definition in Fig. 3.10 (a) [4] recognizes the antipolar character of

materials as a continuum. Kittel type two sublattice systems correspond to an ex-

treme where polar and antipolar instabilities are related or belong to the same phonon

branch. At the other extreme are cases where the relation between nonpolar and polar

structures is not clear, and the two competing structures are merely distortions of the

same reference structure with a small energy difference between them. All the cases

in between display macroscopic properties characteristic of antiferroelectrics and are

therefore included.

An antiferroelectric [5] is like a ferroelectric in that its structure is obtained through

distortion of a nonpolar high-symmetry reference structure; for ferroelectrics the dis-

tortion is polar, while for antiferroelectrics it is nonpolar. However, not all nonpolar
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phases thus obtained are antiferroelectric; in addition, there must be an alternative

ferroelectric phase obtained by a polar distortion of the same reference structure, close

enough in free energy so that an applied electric field can induce a first-order phase tran-

sition from the antiferroelectric to the ferroelectric phase, producing the characteristic

polarization-electric field double-hysteresis loop shown in Fig. 3.10 (b).

This definition does not emphasize the structural conditions among the competing

structures, but rather the small energy difference between them. This definition of

antiferroelectricity can be used to search for new antiferroelectric materials through

high-throughput methods. Simingly unrelated nonpolar and polar structures can be

identified through the unstable modes of high-symmetry structures. First principles

calculations can then be used to calculate the energy difference between these structure

and select specific candidates for further experimental investigation.

3.4 Microscopic model of antiferroelectricity

In this section, a microscopic model of antiferroelectricity is constructed. Assuming

an identification of local dipoles and sublattices polarization, the antipolar and polar

interactions within the crystal are studied. The neccesary conditions that give rise to

the field-induced first-order transition and the double hysteresis loops are investigated.

An array of electric dipoles labeled by pi at site i is considered. As shown in

Fig. 3.11, each dipole is characterized by an internal potential energy U(pi) associated

with flipping the dipole between the up and down states and an interacting energy Jij

with a neighboring dipole pj . The Ising-type Hamiltonian of the system can be written

as:

H =
∑
ij

Jijpipj +
∑
i

U(pi),

where the first sum will run over the nearest and next nearest neighbors, and the

second sum will run over all sites of the lattice. The array of microscopic dipoles

in the material is further assumed to be decomposed into two sublattices, and define

macroscopic polarizations P1 and P2 for each of them.
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Figure 3.11: Weiss molecular model of antiferroelectricity. (a) On-site potential energy
U(p) of the dipole. (b) Antipolar JAFE and polar JFE couplings coefficients for nearest
and next-nearest neighbor interaction.

Given a dipole p, the nearest neighbor and next nearest neighborgh interactions

define two sublattices in the system. Including an applied electric field E, the energy

of a single dipole in each sublattice is given by:

H1(p) = U(p) + JAFEP2p+ JFEP1p− Ep

H2(p) = U(p) + JAFEP1p+ JFEP2p− Ep

where JAFE > 0 represents the antipolar interaction between the dipole and the com-

plementary sublattice and JFE < 0 represents the polar interaction of the dipole with

the sublattice that contains it. The simplest model is obtained by assuming a double

well potential energy for the flipping of the dipole: U(p) = ap2 + bp4, where the coeffi-

cients a < 0 and b > 0 are temperature independent constants. The collective quantum

interaction of all the dipoles within one sublattice are modeled by constructing the free

energies of each sublattice:

Fi = − log

(∫ ∞
−∞

e−βHi(p)dp

)
i ∈ {1, 2},

where β = (kBT )−1, T is the temperature and kB is the Boltzmann constant. From

here, the macroscopic polarization field of each sublattice is recovered through the self

consistent equations:

P1 =
1

β

∂F1

∂E
P2 =

1

β

∂F2

∂E
, (3.6)

where the total macroscopic free energy of the system is given by F = (F1 + F2)/2

and the total polarization is obtained as P = ∂F/∂E. For convenience, we define the

function:

G(x) =

∫∞
−∞ pe

β(U(p)−xp)dp∫∞
−∞ e

β(U(p)−xp)dp
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so that the set of equations 3.6 describing the system can be written in a compact form

as:

P1 = G(−JAFEP2 + JFEP1 + E) P2 = G(−JAFEP1 + JFEP2 + E) (3.7)

First, the behavior of the system is studied at high temperature and under no ex-

ternal field E = 0. In this case, P1 = P2 and the system of equations 3.7 reduces to

the fix-point equation P = G(−(JFE + JAFE)P ), which can be solved graphically by

intersecting P2 = G(P1) with the straight line of equation P2 = P1. At high tempera-

tures there is only one solution P1 = P2 = 0, representing the paraelectric phase. As

the temperature is decreased, two additional solutions appear below a certain critical

temperature Tc, as shown in Fig. 3.13 (a). These two new solutions are equivalent and

represent the antiferroelectric phase with P1 = −P2. In the antiferroelectric state the

net polarization is P = 0 and Q = (P1−P2)/2 measures the magnitude of the staggered

polarization. The magnitude of the sublattice polarizations and critical electric field as

a function of temperature are shown in Fig. 3.12 (a) and (b), respectively.

Figure 3.12: Paraelectric to antiferroelectric transition as function of temperature. Sub-
lattice polarizations are denoted P1 and P2.

Next, the behavior of the system is considered under an external electric field E. In

this case, Eqs. 3.7 are solved at a fixed temperature T . The magnitude of the sublattice

polarizations as a function of the electric field E are shown in Fig. 3.13 (a)-(f). For

typical values of JAFE = 0.1 and JFE = 1.0, the two equations intersect at multiple

points depending on the value of the electric field. These points represent different

phases and can be classified as: paraelectric at P1 = P2 = 0, ferroelectric P1 = P2,

antiferroelectric P1 = −P2 and uncompensated antiferroelectric P1 6= −P2 6= 0. These

solutions are separated by unstable saddle points. At zero external electric field, the
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paraelectric (PE), ferroelectric (FE) and antiferroelectric (AFE) solutions are shown

in Fig. 3.13 (a). When an external electric field is applied, one sublattice polarization

increases while the other decreases, giving rise to uncompensated antiferroelectric so-

lutions, denoted as U-AFE in Fig. 3.13 (b). At a critical electric field EC w 1.2, the

uncompensated antiferroelectric solution disappear and the system transforms to the

ferroelectric solution shown in Fig. 3.13 (e).

Figure 3.13: Field induced transition from the antiferroelectric (AFE) phase to the
ferroelectric (FE) phase. The blue and orange line correspond to Eqs. 3.7, while the
green line corresponds to P1 = −P2. Panels (a)-(f) show the evolution of the sublattice
polarizations as a function of the electric field (E), the intersection of the blue and
orange lines corresponds to the different paraelectric, ferroelectric, ferrielectric and
antiferroelectric states of the field-induced transition.

The magnitude of the polarization P as a function of the external electric field E

is shown in Fig. 3.14 (a). The antiferroelectric solution is depicted in red (squares)

and the ferroelectric solution is depicted in blue (circles). The transformation from the

uncompensated antiferroelectric solution to the polar solution at the critical electric field

EC is depicted by the jump in polarization ∆P . The state of the system is determined

by the state with minimum free energy as a function of the external electric field, as

shown in Fig. 3.14 (b).
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The magnitude of the polarization discontinuity ∆P at the critical field depends on

the magnitude of the coefficients J1 and J2. As the ferroelectric interaction within the

same sublattice is decreased J2 � J1, the transition becomes smooth and ∆P = 0. If

the ferroelectric and antiferroelectric interactions have a similar magnitude J2 ∼ J1,

the transition becomes discontinuous and ∆P 6= 0.

Figure 3.14: Field induced antiferroelectric to ferroelectric transition. (a) Polarization
and (b) free energy versus electric field. The blue and red doted lines correspond to the
ferroelectric (P1 = P2) and antiferroelectric (P1 = −P2) solutions of Eqs. 3.7.

Therefore, the absence of polar interactions between the complementary sublattice

is an important condition for the appearance of the double hysteresis and the first

order transition at the critical electric field. This result highlights the importance of

the alternative competing ferroelectric phase in any antiferroelectric crystal. Finally,

it is noticed that hysteresis is obtained in the polarization versus electric field graph if

a triple well potential is used for the internal energy instead of the double well shown

in Fig. 3.11 (a). The discontinuous first order transition at the critical electric field

is therefore a consequence of polar and antipolar interactions and not of the potential

energy used in the model.
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3.5 Antiferroelectric materials

Perovskites antiferroelectrics

Pure antiferroelectric perovskites are rare but well documented [7]. As opposed to

ferroelectric perovskites, antiferroelectric perovskites consists of rather complex struc-

tures with simultaneous distortions of the reference cubic structure. Typically, the

antiferroelectric ground state structure is formed by a combination of oxygen octahe-

dral rotations and antipolar displacements of the A-site cations. The structural and

energetic origin of antiferroelectricity in pure perovskites is investigated in chapter 4

The compositional-substitution phase diagrams of PbZrO3 and lead-free antiferro-

elecrtics has been the subject of intensive research for piezoelectric applications. The

competition between ferroelectricity and antiferroelectricity has been studied in the

(Pb,Sr)ZrO3 [47] and (Sr,Ca)TiO3 [49] systems.

More recently, antiferroelectric double hysteresis loops have been observed in rare-

earth substituted (RExBi1−x)FeO3, with RE: Sm, Gd, Dy [50]. At room temperature,

a structural transition from the rhombohedral ferroelectric phase of BiFeO3 to an or-

thorhombic phase is observed with decreasing average ionic radii of the A-site cation.

At the phase boundary, the orthorhombic phase exhibits double hysteresis loops and en-

hancement of electromechanical properties independent of the rare earth dopant species.

Double perovskites

Antiferroelectricity has been identified in several double perovskite compounds. The

degree of cation disorder is a characteristic feature of double perovskites [51]. Cation

disorder generally leads to relaxor behavior, while ordered system display normal fer-

roelectric or antiferroelectric behavior depending on the degree of coherence. An anti-

ferroelectric phase, isostructural to the low-temperature ground state of PbZrO3, has

been observed in Pb(In1/2Nb1/2)O3 [52]. A phase sequence from paraelecric to anti-

ferroelectric and to a low-temperature ferroelectric has been observed for a number of
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double perovskites such as Pb(Co1/2W1/2)O3 and Pb(Sc1/2Ta1/2)O3 [53] and in non-

lead containing compounds [7].

Other antiferroelectrics

For completeness, a couple of other oxides are mention where antiferroelectricity has

been proposed. Indium manganese oxide (InMnO3) has a paraelectric phase at high

temperature, an antipolar structure between 950oC and 750oC and a ferroelectric phase

below 550oC [54]. The intermediate antipolar structure consists of antipolar displace-

ments of In ions and small octahedral rotations. Antiferroelectricity in this compound

can be presumed due to its proximity to the low-temperature ferroelectric phase. First

principles calculations show a small energy difference between the polar and antipolar

structures of InMnO3, characteristic of antiferroelectricity [55].

Double hysteresis loops have been observed in thin-film zirconia (ZrO2) [56]. Zirco-

nia and Hafnia correspond to extensively investigated high-k dielectric materials with a

wide range of technological applications. Surface effects inhibits the monoclinic ground

state of ZrO2 and promotes the competition between the intermediate tetragonal struc-

ture and a metastable orthorhombic ferroelectric phase. The new functionality dis-

played by ZrO2 is the subject of first principles investigations in chapter 7.

3.5.1 Functional properties

Traditional functional properties such as ferromagnetism, ferroelectricity and piezoelec-

tricity arise from a coupling between the relevant order parameter and its conjugated

macroscopic field. Potential applications of antiferroelectric materials are less clear,

because the antiferroic order parameter does not couple directly to a macroscopic field,

but rather to a microscopic staggered field.

However, the field-induced antiferroelectric transition is a source of promising tech-

nological applications. In systems where the antiferroelectric and ferroelectric phases

have different volumes, the abrupt change in polarization at the first order transition

can be accompanied by a large nonlinear strain response [57]. The intensive research
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interest on lead-free piezoelectric ceramics, has motivated the search of lead-free anti-

ferroelectrics.

The large piezoelectric effect at the field-induced transition enable applications in

high-strain actuators and transducers, force generators and electrostrictors. One ap-

plication corresponds to the piezoelectronic transistor [58] shown in Fig. 3.15 (a). The

application of an eternal voltage produces a large expansion of the piezoelectric mate-

rial, compressing a piezoresistor against the high strength medium. The piezoresistor

undergoes a metal-insulator transition, allowing a current through the device. The ideal

antiferroelectric material requires a small critical electric field, large stain variation and

large dielectric constant. The absence of depolarization fields in antiferroelectrics sug-

gest a better performance in scaled devices compared to traditional ferroelectric based

piezoelectric materials.

Figure 3.15: (a) Schematic of the piezo-electronic transistor. (b) Characteristic D-E
measurements for a normal dielectric, ferroelectric and antiferroelectric. Figures from
Refs. [58] and [6], respectively.

Other properties of antiferroelectric materials include large dielectric anomalies at

the antiferroelectric-paraelectric transition temperature, large electrostriction coeffi-

cients and a giant electrocaloric effect [59]. Proposed applications include sensors,

energy and charge storage devices, voltage regulators and electro optic devices.

The relevance to high-density energy storage applications comes from the shape

of the double hysteresis. Antiferroelectrics are characterized by a small dielectric

constant below Tc and a large capacitance response at high electric fields, suggest-

ing a large energy density W = (1/2)
∫
~E · ~DdD. In this case, the use of ceram-

ics requires small hysteresis and small volume variations at the transition. Large
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values of energy densities have been obtained for La doped Pb(Zr,Sn)O3 ceramics

W = 13.7 J/cm3 [60], equivalent to the best performance obtained with linear dielectric

such as PVDF W = 19 J/cm3 [61].

The application of antiferroelectric materials in real devices requires the optimiza-

tion of a number of properties such as the operating temperature, critical field, strain

change, switching time and reversibility. Tuning of functional properties has been

explored extensively studied in La and Nb doped Pb(Ti,Zr,Sn)O3 and in lead-free an-

tiferroelectrics systems such as (K,Ag)NbO3 and (K,Na)NbO3 [7].
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Chapter 4

Antiferroelectric perovskites

In this chapter, the physics of antiferroelectricity is reviewed in the perovskite fam-

ily of compounds. The structures of specific antiferroelectric materials are described,

emphasizing the differences between antiferroelectricity and antiferrodistortive phases

with linear dielectric behavior.

The scarcity of pure perovskites compounds displaying antiferroelectricity leads to

the natural question of why are there so few antiferroelectric perovskites? Based on

first principles calculations, the microscopic structural origin of antiferroelectricity is

investigated in the perovskite family of compounds. The search of more antiferroelectric

perovskites is left for chapter 8.

4.1 The physics of ABO3 perovskites

A large number of ABO3 oxides compounds adopt the cubic perovskite structure shown

in Fig 4.1 (left). The wide range of phenomena displayed by these compounds includes

ferroelectricity, ferromagnetism, piezoelectricity, colossal magnetoresistance, supercon-

ductivity and metal-insulator transitions. The versatility of the ABO3 perovskite struc-

ture is characterized by a high tunability of the ground state. Mechanical, electrical

and chemical perturbations have a strong effect in the perovskite structure producing

a rich variety of structural phase diagrams with important functional properties.

Ferroelectricity has been widely studied in perovskite oxides [3, 4]. Perovskite have

a well known tendency to form polar distortions originated by the zone center po-

lar mode shown in Fig. 4.1 (right). For example, BaTiO3 undergoes a sequence of

ferroelectric phase transitions with decreasing temperature, from cubic to successively:
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Figure 4.1: (left) Cubic perovskite structure. ((right) Representation of the zone-
center Γ−4 mode. This polar mode originates ferroelectricity in the perovskite family of
compounds.

tetragonal (TCw130oC), orthorhombic (TCw0oC) and rhombohedral (TCw−80oC). The

microscopic origin of the structural transition can be explained by the displacement of

the titanium Ti atom against the oxygen cage along the 〈001〉, 〈011〉 and 〈111〉 cubic

directions, and a small change of shape of the unit cell.

Antiferrodistortive distortions consist of nonpolar displacements of the oxygen atoms

in the perovskite structure. These distortions leave the shape and volume of the octahe-

dron unchanged, and are interpreted as oxygen octahedron tilting. The simplest exam-

ple corresponds to strontium titanate (SrTiO3). SrTiO3 has a single phase transition

from the paraelectric cubic perovskite phase to a non-polar antiferrodistortive ground

state (TCw100 K). The low temperature phase of SrTiO3 has a nonpolar tetragonal

structure, which arises via oxygen octahedron rotations around the tetragonal axis. Di-

electric measurements suggest a ferroelectric phase transition at very low temperatures.

It has been demostrated that the metastable ferroelectric phase of SrTiO3 is suppressed

by quantum fluctuations [62], and therefore SrTiO3 is an incipient ferroelectric.

The competition between polar and antiferrodistortive modes is explained by a

delicate balance between short-range and long-range interactiones. While short-range

ionic interactions tend to keep the atoms in their high-symmetry positions, long-range

dipolar forces tend to destabilize the cubic structure and form polar structures [63].

The tendency of ABO3 perovskites to be either ferroelectric or antiferrodistortive can

be estimated using the Goldsmith tolerance factor:

τ =
RA +RO√
2(Rb +RA)

,
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where RA, RB and RO correspond to the ionic radii of the A, B and oxygen ions in

the cubic structure. Perovskites with tolerance factor > 1 tend to be ferroelectric (e.g.

BaTiO3), while a tolerance factor < 1 usually implies an antiferrodistorive phase with

oxygen octahedron tiltings (e.g. SrTiO3). However, this two type of distortions are not

neccessarily exclusive and some perovskite compounds combine both of them.

Antiferroelectrc perovskites are characterized by an antipolar displacement of A-site

cations, accompanied by a rather complex antiferrodistortive structures. As it is shown

later, the antipolar zone-boundary mode is typically unstable in the cubic reference

structure and have a strong coupling with oxygen octahedron rotations. As opposed

to the case of SrTiO3 and as is emphasized in section 4.3, antiferroelectric perovskites

such as PbZrO3 and NaNbO3, have a very small energy difference between the nonpolar

and mestastable polar phase, which is the key requirement of antiferroelectricity.

4.1.1 Glazer notation

In order to describe the structure of antiferroelectric perovskites, a special notation for

oxygen octahedron rotations is introduced. Octahedral rotations are the most com-

mon antiferrodistortive distortions among perovskites. As shown in Fig. 4.2, oxygen

octahedron rotations are classified according to their different tilting patterns [64–67].

Figure 4.2: Group subgroup relationsip between the 15 possible octahedral tilting pat-
terns. Solid lines represent second order transitions, while dashed lines represent first
order transitions. From Ref. [65].

In Glazer notation [64], octahedral tilting is reported around each of the three axis
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describing the array of octahedra. If succesive oxygen octahedron planes rotate in the

same direction (in-phase) along a certain axis, a + sign is assigned to that axis. If

succesive oxygen octahedra planes rotate in opposite directions (out-of-phase) along a

certain axis, a − sign is assigned to that axis. If no rotation is present, the number 0

is assigned. The relative magnitude of the rotation is denoted by the letters a, b or c.

The same letter is assigned for rotations axis with equal rotation ampltiudes.

4.1.2 Technical details

In this section, density-functional theory (DFT) calculations are performed using ver-

sion 7.4.1 of ABINIT [30] package. The local-density approximation (LDA), a plane-

wave energy cutoff of 680 eV, and a Monkhorst-Pack sampling of the Brillouin zone [25]

are used for all structural optimizations. Norm-conserving pseudopotentials from the

Bennett-Rappe library [68] are used, generated by the OPIUM code [108].

For selected compounds, phonon calculations and nudged elastic-band calculations

were performed with QUANTUM ESPRESSO. The local-density approximation (LDA), a

plane-wave energy cutoff of 680 eV and norm-conserving pseudopotentials are used

in these calculations. Accurate energy differences are compared to density-functional

theory (DFT) calculations performed using version 5.2 of VASP [32] package. The local-

density approximation (LDA) and the generalized gradient approximation (GGA) are

applied with the projected augmented wave (PAW) pseudpotentials provided by VASP.

4.1.3 Ferroelectric and antiferrodistortive distortions

In this section, the most common structural distortions displayed by perovskites are

described. The phonon dispersion diagrams of relevant perovskites in their high temper-

ature cubic perovskite structure are calculated. The results are in qualitative agreement

with previous calculations [4, 69,70].
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Barium titanate BaTiO3

The well known instabiltity at the Γ point [69] corresponds to vibrations of the Ti

titanium against oxygen atoms. The associated polar displacement pattern, shown in

Fig. 4.1, has Γ−4 symmetry and originates the experimental ferroelectric phases: tetrag-

onal (P4mm), orthorhombic (Amm2) and rhombohedral (R3c), mentioned earlier.

Figure 4.3: Phonon diagram for the cubic perovskite structure of BaTiO3 with reference
lattice constant a0 = 3.94 Å.

The ferroelectric unstable mode remains unstable along the Γ-M path of the Bril-

louin zone. The small dispersion of the phonon branch suggests that zone-boundary

modes can be stabilized through epitaxial strain or another external effect. The pos-

sibility of stabilizing Kittel-type of antiferroelectric phases is explored in section 4.3.1.

Strontium titanate SrTiO3

The low-temperature phase of strontium titanate (SrTiO3) corresponds to an antifer-

rodistortive phase. The ground state has a tetragonal (I4/mcm) structure correspond-

ing to an a0a0c− oxygen octahedron rotation pattern, as shown in Fig. 4.4. The phonon

diagram of SrTiO3 has a weak ferroelectric instability at the Γ point as well as anti-

ferrodistortive instabilites at the M and R points. These instabilities produce a0a0a+

and a0a0c− oxygen octahedron rotations patterns, respectively.

In the case of SrTiO3, antiferrodistortive and ferroelectric instabilities are present

in the cubic reference phase, and each of them individually leads to a decrease of
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Figure 4.4: Represenation of the oxygen octahedron rotation pattern of the ground
state of SrTiO3.

energy. However, the final ground state involves the condensation of only one mode:

the R point instability. This is interpreted as a competition between ferroelectric and

antiferrodistorive instabilities [71], where the stabilization of one instability inhibits the

stabilization of the other.

Calcium titanate CaTiO3

As shown in Fig. 4.5, similar instabilities are present in the reference structure of calcium

titanate (CaTiO3). In the case of bulk CaTiO3, these instabiltities are stronger and give

rise to a more complex sequence of phase transitions with decreasing temperature [72].

Figure 4.5: Phonon diagram for the cubic perovskite structure of CaTiO3 with reference
lattice constant a0 = 3.80 Å.

The ground state structure of CaTiO3 has an orthorhombic Pnma GdFeO3-structure

type, which is the most common ground state structure among distorted perovskites [73].
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The orthorhombic Pnma structure is derived from the reference unit cell through ro-

tations of the oxygen octahedron cage, denoted as a−a−c+ in Glazer notation, and

allows an antipolar displacement of the Ca atoms along the 〈110〉 cubic direction. In

this case, despite the presence of ferroelectric instabilities, the ground state has only

antiferrodistortive distortions.

4.2 Antiferroelectric perovskites

In this section, the experimental literature of antiferroelectric perovskites is reviewed.

The phase transition sequence, dielectric and structural properties are described, as

well as their potential technological applications. In chapter 5, the effect of epitaxial

strain is investigated on the competition between ferroelectriciy and antiferroelectricity

in PbZrO3. In chapter 6, the field-induced antiferroelectric transition is studied in

NaNbO3 based ceramics.

Lead zirconate PbZrO3

Lead zirconate (PbZrO3) was the first material identified as antiferroelectric [2]. PbZrO3

is by far the most extensively studied among the antiferroelectric perovskites [6]. In

addition to the abrupt change in polarization, the antiferroelectric transition of PbZrO3

has a large volume expansion. Optimal functional properties for transducers and actu-

ators is an active area of research [57].

In bulk form, PbZrO3 has a cubic perovskite structure at high temperatures and a

nonpolar orthorhombic ground state below Tc ∼ 505 K. Under an applied electric field,

PbZrO3 single crystals undergo a sequence of first-order phase transitions to rhombohe-

dral ferroelectric phases [74]. In bulk polycrystalline ceramics, double hsyteresis loops

are only observed in a narrow temperature window below the critical temperature [2].

The ground state has an orthorhombic Pbam structure with unit cell dimensions
√

2a0 × 2
√

2a0 × 2a0 with respect to the pseudocubic lattice constant a0 [75, 76]. Its

distorted perovskite structure is derived from the cubic perovskite phase through oxygen

octahedron rotation around the 〈110〉 cubic axis, denoted as a−a−c0 in Glazer notation.
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The rotation pattern allows an antipolar displacement of Pb+2 ions along the 〈110〉 cubic

direction, as shown in Fig. 4.6.

Figure 4.6: Crystal structure of the Pbam ground state of PbZrO3. (a) and (b) corre-
spond to the plane views with x̂ and ẑ as normal vectors.

PbZrO3 is the end point member of the technologically important Pb(ZrxTi1−x)O3

(PZT) system [77, 112]. The morphotropic phase boundary at Ti/Zr ∼ 52/48 isova-

lent substitution separates a tetragonal ferroelectric phase in the Ti rich side, from a

rhombohedral ferroelectric phase in Zr rich side of the boundary. The large polarizabil-

ity change at the phase boundary has important applications in piezoelectric ceramic

devices such as transducers and actuators.

Lead hafnate PbHfO3

Lead Hafnate (PbHfO3) display a similar sequence of phase transitions as PbZrO3 [78,

79]. The structural similarities between these two compounds originate from the similar

properties of the Hf and Zr atoms. The lanthanide contraction, which occurs because

of poor shielding of the core by f electrons, results in a large decrease of ionic radii.

Thus Hf+4 and Zr+4 are of similar size.

The ground state of PbHfO3 has an orthorhombic Pbam structure, isostructural

to the ground state of PbZrO3. Between 163oC and 215oC, dielectric and structural

studies report a tetragonal antiferroelectric phase. This antiferroelectric phase coexists
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with a ferroelectric phase, similar in structure than the high-temperature rhombohedral

ferroelectric phase observed in the PZT system.

Sodium niobate NaNbO3

Sodium niobate (NaNbO3) is a well known lead-free antiferroelectric material [80, 81].

NaNbO3 has a low dielectric constant, large band gap, and a large capacitance at

high DC bias, and is therefore the most promising candidate for high-temperature and

high-voltage high energy density energy storage devices.

In bulk form, NaNbO3 has a cubic perovskite structure at high temperature (> 640oC)

and a rather complex sequence of antiferrodistortive and antiferroelectric phase transi-

tions at low temperatures [82,83], shown in Table 4.1. The ground state of NaNbO3 is

ferroelectric (< −100oC) and has a rhombohedral structure.

Table 4.1: Experimental phases of NaNbO3. Table reproduced from Ref. [7].

Phase Space Group Temp.(oC)

Cubic
Tetragonal
Orthorhombic
Orthorhombic
Orthorhombic
Orthorhombic
Rhombohedral

Pm3̄m
P4/mbm
Ccmm
Pnmm
Pmmm
Pbcm
R3c

>640
575-640
520-575
480-520
360-480
−100-360
<−100

Extensive structural analysis have established an antiferroelectric phase of NaNbO3

between -100oC and 360oC [7]. The antiferroelectric phase has an orthorhombic Pbcm

structure and unit cell dimensions
√

2a0 ×
√

2a0 × 4a0 with respect to the cubic lattice

constant a0. Its distorted structure consists of a layered tilting of oxygen octahedrons

with in-phase and out-of-phase rotations along the c axis, denoted as (a−b−c+)/(a−b−c−)

in Glazer notation. This octahedral rotation pattern allows for an antipolar displace-

ment of the Na cations in the 〈110〉 cubic direction, as shown in Fig 4.7 (a).

Double hysteresis loops, characteristic of antiferroelectricity, have been observed

in single crystal NaNbO3 [84]. A critical electric field of ∼90 kV/cm is observed at
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Figure 4.7: Crystal structure of the Pbcm ground state of NaNbO3. (a), (b) and (c)
correspond to the x̂, ŷ and ẑ lattice vectors.

room temperature, and increases with decreasing temperature. The field induced ferro-

electric phase has a polar orthorhombic Pmc21 structure [85, 86] between −100oC and

257oC [87]. Its distorted structure has an a−a−c+ rotation pattern that couples to a

polar displacement of Na cations along the 〈110〉 cubic direction.

Al low temperatures (< −100oC), NaNbO3 transforms to a different structure under

an applied electric field. In this case, the field-induced ferroelectric phase has a rhom-

bohedral R3c LiNbO3-structure type, isostructural to the ground state of the system.

This structure corresponds to a polar displacement of the Na and Nb atoms in the

〈111〉 cubic direction, accompanied by oxygen octahedral rotations denoted as a−a−a−

in Glazer notation.

Silver niobate AgNbO3

Silver niobate (AgNbO3) has been widely studied as a microwave ceramic and photo-

catalytic antiferroelectric material [7]. In bulk form, AgNbO3 has a similar sequence

of antiferrodistortive and antiferroelectric phase transitions as NaNbO3, shown in Ta-

ble 4.2. First reports of antiferroelectricity in AgNbO3 at room temperature were

contradictory. Hysteresis measurements indicated weak ferroelectricity based on rema-

nent polarization. Dielectric and structural similarities with NaNbO3 suggested the
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centrosymmetric orthorhombic Pbcm structure for the ground state.

Table 4.2: Experimental phases of AgNbO3. Table reproduced from Ref. [7].

Phase Space Group Temp.(oC)

Cubic
Tetragonal
Orthorhombic
Orthorhombic
Orthorhombic
Orthorhombic
Orthorhombic

Pm3̄m
P4/mbm
Cmcm
-
Pbcm
Pbcm
Pmc21

>579
387-579
361-387
353-361
267-353
67-267
<67

However, detailed structural analysis revealed an uncompensated antiferroelectric,

or ferrielectric, ground state of AgNbO3 [7]. The ferrielectric structure has a polar

orthorhombic Pmc21 space group and unit cell dimensions
√

2a0 ×
√

2a0 × 4a0 with

respect to the cubic lattice constant a0. Similar to the case of NaNbO3, its distorted

structure has a (a−b−c+)/(a−b−c−) layered tilting of oxygen octahedrons rotations

along the c axis. Unlike the case of NaNbO3, the antipolar displacement of the Ag

cations in the 〈110〉 cubic direction are uncompensated and produce a small but non-

zero polarization.

High quality ceramic samples showed double-hysteresis loops, characteristic of an-

tiferroelectricity. A critical electric field of 110 kV/cm and a saturation polarization

52 µC/cm2 were observed, along with a small but nonzero remanent polarization under

no external field. The remanent polarization is understood from the ferrielecric phase

but the structure of the field induced ferroelectric phase remains unknown. As it is

shown in section 4.3, the small energy difference between the ferrielectric ground state

and the R3c LiNbO3-structure suggest this phase as the most likely candidate for the

field-induced ferroelectric transition.

4.3 Why are there so few antiferroelectric perovskites?

Since the discovery of PbZrO3 by G. Shirane in 1951, only a few more examples have

been added to the short list of pure antiferroelectric perovskites. The vast majority of
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the perovskite compounds have an antiferrodistortive ground state with normal dielec-

tric behavior. However, as is discussed earlier, the cubic perovskite reference structure

has a strong tendency to form polar distortions. Compounds that exhibit a polar

instability have metastable polar phases, which is a necessary condition for antiferro-

electricity. This important insight from first principles, raises the question of: why are

these non-polar materials not antiferroelectric?

As pointed out by G. Shirane [2, 47] and empashized in this work, antiferroelectric

double hysteresis loops originate due to a small free energy difference between antiferro-

electric and ferroelectric phases. Recent first principles results [88,89] suggest that this

energy difference is remarkably small, on the order of 1 meV/f.u. Table 4.3 summarizes

first principles results for perovskite antiferroelectrics.

Table 4.3: Energy difference ∆E = Enonpolar−Epolar (meV/f.u.) between the nonpolar
and polar structures of known perovskites antiferroelectrics. Energy differences are
calculated with: ABINIT, norm-conserving pseupodpotentials and LDA (∆E(a)), and
with VASP, the projected augmented method and LDA (∆E(b)) or GGA (∆E(c)).

Compound Ground state Polar phase ∆E(a) ∆E(b) ∆E(c)

PbZrO3

PbHfO3

NaNbO3

AgNbO3

Pbam
Pbam
Pbcm
Pbcm

R3c
R3c

Pmc21

R3c

−1
0
−1

1

−5
−4

1
−2

9
6
2
1

Although this energy difference can in principle be engineered through chemical

modification or other effects, it is remarkable that pure compounds display such a small

energy difference with no tuning parameter. This small energy difference, originated

from a delicate balance between short-range and long-range Coulomb interactions, is

even smaller than the order of magnitude of the superconducting energy gap (w10 meV).

In this section, first principles are used to investigate the microscopic structural

origin of the small energy difference observed in antiferroelectric perovskites. The

stability of Kittel type of antiferroelectrics is studied, along with the role of oxygen

octahedral rotations in the stabilization of antiferroelectricity. The search for more
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antiferroelectric in the perovskites and other families of compounds is left to chapter 8.

4.3.1 Kittel antiferroelectric phases

As a starting point, the stability of Kittel type of antiferroelectric phases is considered

in the prototypical perovskite BaTiO3. As mentioned earlier ans shown in Fig. 4.3,

the unstable ferroelectric phonon branch of BaTiO3 remains unstable along the Γ-X-

M path of the Brillouin zone. The small dispersion of the unstable phonon branch

suggests the stabilization of Kittel type antiferroelectric phases in pure BaTiO3, under

an external effect such as epitaxial strain, pressure or size effect.

Figure 4.8: Antipolar structures with X point symmetry. The Ti ions are displaced in
the 〈001〉 and 〈011〉 cubic directions.

Our first principles calculations show that highly-distorted structures such as the

Pnma GdFeO3-structure type reduce to more symmetrical structures due to the absence

of antiferrodistortive instabilities in the reference cubic phase. Kittel type antiferroelec-

tric phases, which entail antiparallel displacement of linear chains of ions, are generated

by freezing-in the zone-boundary X and/or M modes, as depicted in Fig 4.8. The en-

ergy difference and relevant structural parameters of these structures are reported in

Table 4.4.

The effect of epitaxial strain on polar and antipolar phases is reported in Fig. 4.9.

At any epitaxial strain value, the ground state of BaTiO3 is ferroelectric. The structure

transforms from tetragonal to rhombohedral at compressive strains, and from rhom-

bohedral to orthorhombic at tensile strains, in agreement with previous results [90].

The energy of antipolar phases with X point symmetry is lowered at compressive and



56

Table 4.4: Energy difference ∆E = Ecubic−Ephase (meV/f.u.), polarization P (µC/cm2)
and volume expansion ∆V/V (%) for polar and antipolar structures of BaTiO3.

Phase ∆E P ∆V/V .

Pm3̄m
Pmma
Cmcm
P4mm
Amm2
R3m

0
-1.7
-2.3
-7.2
-9.5
-10.3

0
0
0
29
32
33

0
0.30
0.38
0.59
0.76
0.83

tensile strains, but the energy gain is not enough to stabilize the structure. The energy

of antipolar phases with M point symmetry is small and therefore are not shown.

Figure 4.9: Epitaxial strain effect on polar structures (left) and antipolar structures
(right) of BaTiO3.

In antiferroelectric perovskites, hydrostatic pressure tends to stabilize the nonpolar

ground state [7]. In the case of Kittel antiferroelectric phases, Fig. 4.10 shows that

application of positive and negative pressure suppress the antipolar displacement of the

ions.

From these results, it is concluded that Kittel type antiferroelectric phases are not

stabilized in pure BaTiO3 through epitaxial strain or pressure. The highly symmetric

perovskite structure readily allows for a reorientation of the polarization, favoring the

experimentally observed ferroelectric phases.

Finally, it is briefly mentioned that superlattices of BaTiO3 and BaO have shown

antipolar distortions [91]. Where the stabilization of antipolar states is originated by the
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Figure 4.10: Effect of hydrostatic (left) and uniaxial (right) pressure on the polar and
antipolar structures of BaTiO3.

inhibition of the ferroelectric phase through the depolarization field of the paraelectric

superlattice.

4.3.2 The role of oxygen octahedron rotations

Perovskites compounds are capable of lowering their total energy through simultaneous

freezing of structural modes. As mentioned earlier, oxygen octahedral rotations play

a dominant role in antiferroelectric perovskites. As shown in Table 4.5, first princi-

ples calculations show that artificial suppression of oxygen rotations in antiferroelectric

perovskites favors the competing ferroelectric structure.

Table 4.5: Energy difference ∆E = Eantipolar−Epolar (meV/f.u.) and volume difference
∆V/V (%) between antipolar and polar structures under artificial supresion of oxygen
octahedron rotations.

Compound Antipolar Polar ∆E ∆V/V

PbZrO3

PbHfO3

NaNbO3

AgNbO3

Pbam
Pbam
Cmcm
Cmcm

R3m
R3m
Amm2
R3m

11
13
29
24

0.6
0.3
0.2
0.6

The absence of antiferrodistorive instabilities in BaTiO3 results from the strong B-

site character of the polar instability. The B-site character of the polar instability is

incompatible with oxygen octahedral tiltings and originates competition between polar

and antiferrodistortive distortions. It is concluded that in order to stabilize a Kittel
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type antiferroelectric phase, perovskites with strong polar and antiferrodistortive A-site

instabilitities must be consider.

In close analogy to the case of antiferroelectric perovskites, it is noticed that sta-

bilization of the antipolar X mode is commonly observed in the case of orthorhombic

Pnma perovskites with the GdFeO3-structure type. As mentioned in section 4.1.3, the

Pnma structure corresponds to the most common ground state among distorted per-

ovskites [73]. The search for antiferroelectric compounds in this subclass of compounds

is investigated in chapter 8.

Kittel type antiferroelectric phases and antiferrodistortive structures can be thought

of two opposite extremes cases of the phase diagram. Antiferroelectric perovskites

are therefore an intermediate case, where oxygen octahedron rotations stabilize the

antipolar displacements of atoms in such a way that the energy difference between

nonpolar and polar phases is negligibly small, on the order of 1 meV/f.u, right at the

phase boundary.

4.3.3 Antiferroelectric energy barrier

The role of the energy barrier in the field-induced ferroelectric transition is investigated.

The energy landscape separating the competing nonpolar and polar phases was studied

with nudged elastic-band (NEB) calculations [92]. The NEB method is extensively used

in computational chemistry to find reaction pathways and transition states.

In a nudged elastic band calculation, the minimum energy path between an ini-

tial and final states is found by performing relaxations of the intermediate structures

obtained by linear interpolation of the atomic positions. Each of the intermediate struc-

tures is called an image and corresponds to a snapshot along the reaction path. The

spacing constraint between adjacent images is imposed by simulated spring forces. The

crystal structure of each image is relaxed in the projected space perpendicular to the

energy barrier, along with the degrees of freedom of the springs. In the climbing im-

age method [93], the highest energy image is pushed upwards during the optimization

procedure in order to find the transition state.
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The energy barrier for a uniform antiferroelectric to ferroelectric transition obtained

for PbZrO3 and NaNbO3 are shown in Fig. 4.11. It is noticed that in our calculations,

the volume of the initial, intermediate and final states is kept fixed to the corresponding

calculated relaxed volume of the antiferroelectric phase.

Figure 4.11: Energy barrier of uniform antiferroelectric transition for PbZrO3 and
NaNbO3. The structure of the initial, final and metastable states are denoted.

From the results it can be observed that PbZrO3 has a large energy barrier than

NaNbO3. The small energy barrier separating the Pbcm and Pmc21 structures of

NaNbO3 is consistent with the experimental observation of coexistence of phases. In

the case of NaNbO3, two competing ferroelectric phases are considered. The energy

barrier corresponding to the Pmc21 polar phase is smaller, consistent with experiments.

In addition, a metastable state is found in the energy barrier. The small energy dif-

ference between the metastable and field-induced phases can explain the experimental

observation of of metastable ferroelectricity, described in chapter 6.

Further insights into the structural evolution can be obtained by studying the mode

content of the intermediate structures. Fig. 4.12 shows the mode decomposition of

the nudged-elastic band calculations for PbZrO3 and NaNbO3. The value of the mode

amplitude at the end points is consistent with the relaxed value in the locally stable

structures. Compared to the amplitude of the zone-boundary modes, the polar mode

amplitude is larger in the case of PbZrO3 than in the case of NaNbO3. It is observed also

that in both cases, the mode amplitude of the octahedral rotation mode R−5 is rather

constant. Finally, stabilization of the polar mode Γ−4 suppresses the stabilization of
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Figure 4.12: Mode amplitude evolution of the antiferroelectric transition in antiferro-
electric perovskites. Structural transitions between (a) Pbam and R3c in PbZrO3, (b)
Pbcm and R3c in NaNbO3, and (c) Pbcm and Pmc21 in NaNbO3.

antipolar modes such as Σ2, ∆5 and T2 in green.

4.3.4 Origin of the small energy difference

The calculated phonon dispersion diagram of NaNbO3 and PbZrO3 in their high-

temperature cubic perovskite structure is shown in Fig 4.13. Several similarities are

observed between the phonon diagrams. In addition to the strong ferroelectric insta-

bilities, both materials display strong antiferrodistortive instabilities at the M and R

points. The antipolar instability at the X point is rather weak and has A-site character,

and the A-site displacement of atoms is due to the primary octahedral rotation mode

at R.

Figure 4.13: Phonon diagram for the cubic perovskite structure of NaNbO3 and
PbZrO3, with reference lattice constant 3.93 Åand 4.11 Å, respectively.

In the case of NaNbO3, the instability at R−5 is weaker than the one at Γ−4 , but

the energy gain of freezing in the R−5 mode is larger than the energy gain of freezing
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the Γ−4 [94]. In NaNbO3 and PbZrO3, the unstable phonon branch between the R and

M points has no dispersion. This flat phonon curve describes independent octahedral

rotations among successive layers, with negligible energy gain for octahedral rotations

along the ẑ axis.

Figure 4.14: Relationship between oxygen octahedron rotations in the nonpolar (Pbcm)
and polar (Pmc21) structures of NaNbO3.

In the harmonic approximation, the origin of the small energy difference between

nonpolar and polar structures is attributed to the absence of coupling between succes-

sive layers along the ẑ axis. In the case of NaNbO3, this corresponds to transformation

from the layered (a−b−c+)/(a−b−c−) structure generated by the T mode to the a−a−c+

octahedral tilting observed in the field-induced Pmc21 phase (Fig. 4.14). In the case

of PbZrO3, a negligible energy gain is obtained when transforming from the a−a−c0

tilting of the Pbam ground state to the a−a−a− tilitng of the R3c phase.

4.3.5 Conclusions

In conclusion, in the case of perovskites, oxygen octahedral rotation play an important

role in the stabilization of antiferroelectricity. First, the nonpolar and polar structures

are generated by R point octahedral rotations. Next, the antiferrodistortive distortion

couples to A-site displacement of the cations under no external field. Stabilization of

an antiferroelectric structure is expected therefore whenever the antipolar X mode is

unstable in the phonon dispersion curve and symmetry-allowed by the other distortion

modes.
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Finally, the negligible energy gain of octahedral tiltings along the ẑ direction explains

the small energy difference between the nonpolar and polar structures. It is concluded,

based on first principles calculations, that known antiferroelectric perovskites corre-

spond to a intermediate case between Kittel-type of antiferroelectric phases and purely

antiferrodistortive structures. The octahedron rotation pattern of antiferroelectric per-

ovskites correspond to a flat energy region of the phonon space, allowing a small energy

difference between alternative structures.
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Chapter 5

Antiferroelectricity and ferroelectricity in epitaxially

strained PbZrO3 from first principles

Experimental and theoretical studies have shown the important role of epitaxial strain in

the stabilization of ferroelectricity in thin films. In the particular case of complex oxides,

the magnitude of the thin film polarization can be enhanced or suppressed with respect

to its bulk value. As it is found in the case of BaTiO3, epitaxial strain has a strong

effect on the stability of the ferroelectric ground state. As a general rule for ferroelectric

oxides, compressive strain favors the tetragonal ferroelectric phase with out-of-plane

polarization, while tensile strain favors favors the orthorhombic ferroelectric phase with

an in-plane orientation of the polarization.

Recent experimental results have been demonstrated a polarization increase of 250%

with respect to bulk single crystals in BaTiO3 epitaxial films [95]. Furthermore, epitax-

ial strain is able to stabilize ferroelectricity in non-ferroelectric bulk materials [96, 97].

When antiferrodistortive instabilities are also present, the sequence of phase transitions

can be modified, producing to rich structural phase diagrams.

Lead zirconate PbZrO3 correspond to a prototypical antiferroelectric material. In

bulk form, PbZrO3 has a cubic perovskite structure at high temperatures and a non-

polar orthorhombic Pbam ground state below Tc ∼ 505 K. Under an applied electric

field, PbZrO3 single crystals undergo a first order phase transition into a sequence of

polar phases with rhombohedral symmetry. In thin films, the competition between the

rhombohedral low-energy structures and the ground state is less studied.

In this chapter [88], first principles calculations are performed to investigate the

effect of epitaxial strain on the structure and stability of antiferroelectric PbZrO3. The

concept of equilibrium energy strain (σ) is introduced to estimate the position of the
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energy minimum for a given structure in the epitaxial strain diagram. This concept

proved to be extremely useful for subsequent projects, in particular for the predic-

tion of epitaxial strain stabilization of antiferroelectricity in high-throughput search of

materials.

5.1 Thin film PbZrO3

There is a renewed interest in antiferroelectric materials driven by potential technolog-

ical applications. An antiferroelectric [5] is like a ferroelectric [3,4] in that its structure

is obtained through distortion of a nonpolar high-symmetry reference structure; for fer-

roelectrics the distortion is polar, while for antiferroelectrics it is nonpolar. However,

not all nonpolar phases thus obtained are antiferroelectric; in addition, there must be

an alternative ferroelectric phase obtained by a polar distortion of the same reference

structure, close enough in free energy so that an applied electric field can induce a first-

order phase transition from the antiferroelectric to the ferroelectric phase, producing a

characteristic polarization-electric field (P-E) double-hysteresis loop. The electric-field-

induced transition is the source of functional properties and promising technological

applications. Non-linear strain and dielectric responses at the phase switching are use-

ful for transducers and electro-optic applications [98, 99]. The shape of the double

hysteresis loop suggests applications in high-energy storage capacitors [100, 101]. In

addition, an effective electro-caloric effect can also be induced in systems with a large

entropy change between the two phases [59].

Lead zirconate PbZrO3 (PZO) was the first material identified as antiferroelec-

tric [2]. Despite extensive studies and characterization, PZO continues to offer insights

into the origin and complexity of antiferroelectricity [6, 7]. In bulk form, PZO has a

cubic perovskite structure at high temperatures and a nonpolar orthorhombic ground

state below Tc ∼ 505 K. The ground state has space group Pbam [75,76] and unit cell

dimensions
√

2a0×2
√

2a0×2a0 with respect to the reference lattice constant a0. Its dis-

torted perovskite structure is derived from the cubic (C) unit cell through a nonpolar Σ2
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distortion mode of Pb+2 ion displacements in the 〈110〉C direction, combined with oxy-

gen octahedron rotation R−5 modes around the 〈110〉C axis (a−a−c0 in Glazer notation).

Under an applied electric field, PZO single crystals undergo a first order phase transition

into a sequence of polar phases with rhombohedral symmetry [74]. Similar rhombohe-

dral polar phases are observed in the polycrystalline ceramic system Pb(Zr1−xTix)O3

under small 5-10 % isovalent substitution of zirconium for titanium [77, 102]. In thin

films, the competition between the rhombohedral low-energy structures and the PZO

ground state is less studied. Room temperature ferroelectricity have been reported be-

low a certain critical thickness [103] and under large compressive epitaxial strain [104].

Under different circumstances, large remnant polarizations Pr ∼ 5-20 µC/cm2 have

been measured in P-E antiferroelectric-like double hysteresis loops [104–107], suggest-

ing coexistence of ferroelectricity with antiferroelectricity.

In this paper, we present first principles calculations performed to investigate the

effect of epitaxial strain on the structure and stability of PZO. In bulk, we find a small

energy difference of ∼ 1 meV/f.u between the nonpolar ground state Pbam and the

alternative polar phase R3c. Under epitaxial strain, a small energy difference between

these two competing low-energy phases persists over a remarkably wide range of ex-

perimentally accessible epitaxial strain. While ferroelectricity is favored at compressive

strains, the nonpolar ground state is favored at tensile strains. In the strain regime

where the nonpolar phase is lower in energy, the small energy difference between the

nonpolar and polar phases ensures antiferroelectricity. The coexistence of ferroelec-

tricity and antiferroelectricity observed in thin films is attributed to a combination of

strain and depolarization field effects.

5.1.1 Technical details and notations

Density-functional calculations are performed using version 6.4.1 of ABINIT [30] pack-

age. The local-density approximation (LDA), a plane-wave energy cutoff of 680 eV,

and a 4 × 4 × 4 Monkhorst-Pack sampling of the Brillouin zone [25] were used for all

structural optimizations. Polarization was calculated in a 10 × 10 × 10 grid using the
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modern theory of polarization [22] as implemented in ABINIT. Norm-conserving pseu-

dopotentials are used from the Bennett-Rappe library [68] with reference configurations:

Pb([Hg ]6p0), Zr([Kr]4d05s0) and O(1s22s22p4), generated by the OPIUM code [108]. In

order to allow direct comparison with experiments, the epitaxial strain diagram was

constructed with respect to a0 = 4.1 Å, which is the cube root of the calculated vol-

ume per f.u. of the Pbam ground state. This reference lattice constant coincides with

the optimized lattice constant of the cubic perovskite structure, and underestimate the

experimental value of 4.16 Å [109] by 1.5 %.

Figure 5.1: Lattice vectors of the Pbam ground state structure. The
√

2a0×2
√

2a0×2a0

unit cell is shown with solid lines. While the (001) plane is defined by the lattice vectors
ta and tb, the (120) plane is defined by the lattice vectors tc and td.

The effect of epitaxial strain was investigated through “strained-bulk” calcula-

tions [110, 111]. As shown in Fig. 5.1, the unit cell of the Pbam ground state struc-

ture contains two symmetry-inequivalent primitive perovskite planes, (001) and (120)

((001)C and (010)C with respect to the cubic perovskite vectors), and therefore al-

lows two distinct orientations for epitaxial growth over a square terminated (001)C

perovskite substrate. Epitaxial strain is imposed on the structure by fixing the two

lattice vectors defining the matching plane and optimizing the length and direction of

the third, out-of-plane, lattice vector, along with the atom positions, until the forces

on the atoms are less than 0.05 meV/A.

Epitaxially strained phases are designated as ePbam to distinguish them from bulk

Pbam. It is stressed that while the space group is preserved as Pbam when (001) is

chosen as the matching plane (c-ePbam), the symmetry is lowered to P2/m when the
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Figure 5.2: Lattice vectors of the R3c phase. The epitaxial plane (001) is defined by
the lattice vectors tb and td.

(120) plane is chosen as the matching plane (ab-ePbam). Similarly, the symmetry of

the rhombohedral phase R3c is lowered to monoclinic Cc by epitaxial strain on a square

substrate, and it is refer to this phase as eR3c in the rest of the paper. For epitaxial

strain calculations, the eR3c structure is maped into the unit cell defined by {ta,tb,td}

in Fig. 5.2, where the lattice vectors tb and td define the (001) matching plane.

5.1.2 Bulk results

The low-energy bulk PZO structures obtained by distortion of the cubic perovskite

structure are identified through unstable modes, as calculated in the phonon spectrum

by linear response DFT [69]. The focus of the attention are on the polar and nonpolar

structures generated by the unstable polar mode and by unstable oxygen octahedron

rotation modes. In close analogy with PbTiO3, the strong instability of PZO at Γ is a

result of the well-known lone-pair stereochemical activity of Pb atoms. In the absence of

zone boundary modes, freezing-in the polar Γ−4 mode leads to ferroelectric phases similar

to BaTiO3, see Table 5.1. In the hypothetical P4mm structure, the polar instability

induces a large displacement ∼ 0.65 Å of Pb+2 ions against the oxygen octahedron

network and a large polarization, comparable to PbTiO3. The addition of out-of-phase

octahedron rotations along the 〈111〉C direction of R3m (c−c−c− in Glazer notation)

leads to the metastable R3c phase, with the LiNbO3 structure type. The small energy

difference between this phase and the Pbam ground state suggests this structure as the

most promising candidate for the field induced ferroelectric phase [7].

The strong rotational instability of PZO produces low-energy structures even in
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Table 5.1: Space group, energy gain ∆E = Ecubic − Ephase (meV/f.u.), polarization
magnitude P (µC/cm2), estimated equilibrium strain for the (001)C (σc) and (100)C
(σa) matching planes, and volume expansion ∆V/V (%) of selected polar structures.

Space group ∆E P σc σa ∆V/V

Pm3̄m
P4mm
Amm2
R3m

0
248
272
299

0
78
77
80

0
-0.74
1.59
0.94

0
1.43
0.45
0.94

0
2.07
2.50
2.83

R3c 344 102 0.14 - 0.51

the absence of polar distortions. As shown in Table 5.2, coupling between R and M

point octahedron rotations can further decrease the energy of the system by inducing

displacement of Pb atoms. The symmetry lowering from combinations of oxygen oc-

tahedron rotation modes can induce additional zone-boundary distortions, such as the

X−5 mode in Pnma (a+b−b−) and P42/nmc (a+a+c−), and the R−4 mode in Cmcm

(a0b+c−).

Table 5.2: Space group, formula units (f.u.), Glazer notation, energy gain ∆E = Ecubic−
Ephase (meV/f.u.), estimated equilibrium strain for the (001)C (σc) and (010)C (σb)
matching planes, and volume expansion ∆V/V (%) of 15 possible [178] combinations
of M and R point rotation modes. (∗) refers to convergence to this high-symmetry
structure.

Space group f.u. Glazer not. ∆E σc σb ∆V/V

Pm3̄m
Im3̄
R3̄c
I4/mcm
I4/mmm
P42/nmc
P4/mbm
Imma
Immm
Cmcm
Pnma
C2/c
C2/m
P21/m
P1̄

1
8
2
4
8
8
2
4
8
8
4
4
4
4
4

a0a0a0

a+a+a+

c−c−c−

a0a0c−

a0b+b+

a+a+c−

a0a0c+

a0b−b−

a+b+c+

a0b+c−

a+b−b−

a−b−b−

a0b−c−

a+b−c−

a−b−c−

0
212
270
234
216
276
214
291
∗Im3̄
282
306
∗Imma
∗Imma
∗Pnma
∗Imma

0
-0.24
-0.39
-1.36
0.08

-0.68
-1.38
0.09

-0.66
-0.45

0
-0.24

-
0.02

-0.47
-0.21
0.10

-0.64

-0.61
-0.49

0
-0.61
-1.07
-1.25
-0.77
-0.99
-1.11
-1.09

-1.12
-1.32

Structures obtained by freezing-in selected additional unstable zone-boundary modes
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are reported in Table 5.3. In the absence of octahedral rotations, the polar R3m struc-

ture has a lower energy than the four f.u. Pbam structure (see Table 5.1 and 5.3).

While the addition of out-of-phase octahedral rotations in the R3m structure leads to

the R3c phase with ∼ 45 meV/f.u. energy gain, addition of a−a−c0 octahedron rota-

tions in the four f.u. Pbam structure produces the observed eight f.u. Pbam structure

with ∼ 65 meV/f.u. energy gain, favoring the nonpolar ground state.

Table 5.3: Space group, formula units (f.u.), relevant mode content, energy gain
∆E = Ecubic−Ephase (meV/f.u.), estimated equilibrium strain for the (001)C (σc) and
(010)C (σab) matching planes, and volume expansion ∆V/V (%) of selected nonpolar
structures.

Space group f.u. mode ∆E σc σab ∆V/V

Cmcm
Pmma
Pbam

2
2
4

X−5
M−5

Σ2-M−5

71
147
288

0.72
1.49
1.56

0.71
-0.35
0.35

2.22
2.08
2.37

Pbam 8 Σ2-R−5 345 0.62 -0.33 0.05

Fully relaxation of the Pbam and R3c structures leads to a remarkably small energy

difference of ∼ 1 meV/f.u. between them. The volume of the R3c polar structure is

slightly larger (0.47 %) than that of the nonpolar Pbam structure. The experimental

lattice constants of Pbam, a = 5.8736 Å, b = 11.7770 Å and c = 8.1909 Å, at 10 K [113]

are underestimated by the calculated lattice constants, a = 5.8253 Å, b = 11.7199 Å and

c = 8.1072 Å, by 1 %, typical of LDA. For comparison, it is also calculated the energy

difference using the experimental Pbam volume and found that the energy difference

between the observed Pbam and the hypothetical field-induced R3c structure is also

∼ 1 meV/f.u., comparable to previous results [114–116].

5.1.3 Epitaxial strain

Next, the effect of epitaxial strain is considered on the relative stability of various

structures. The degree of stabilization of a certain structure can be determined by

comparing the shape and dimensions of its relaxed structure with the epitaxial strain

conditions. For a given structure, with relaxed unit cell lattice vectors {ta,tb,tc}, and

a given matching plane, with out-of-plane lattice vector tj , the equilibrium energy
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minimum is estimated at σj = 100 × (1/2) ×
∑

i(ti − ti0)/ti0 epitaxial strain; where

i denotes the two lattice vectors defining the matching plane, and the reference lattice

vectors {ta0,tb0,tc0} are the relevant linear combination of the cubic perovskite vectors

with a0 = 4.1 Å. As an example, the relaxed lattice parameters of the Pbam ground

state are compared with the corresponding edges of the
√

2a0 × 2
√

2a0 × 2a0 unit cell

(see Fig. 5.1). The results are in Table 5.3; while σc estimates the energy minimum of

c-ePbam at ∼ 0.62 % tensile strain, σab estimates the energy minimum of ab-ePbam

at ∼ 0.33 % compressive strain. This illustrates how this approach can help identify

phases that would be favored by nonzero epitaxial strain.

The bulk energies of the calculated structures and their σ values for the relevant

matching planes are shown in Table 5.1, 5.2 and 5.3. Based on the assumption that

these phases have comparable effective elastic constants to those of Pbam and R3c, we

note that the energy gain ∆E at the optimal equilibrium strain σ of these structures is

not large enough to overcome the energy cost relative to Pbam and R3c. Through this

simple argument, it is concluded therefore that they will not be stabilized at |η| < 4 %

epitaxial strain; this has been verified for the case of Pnma. The effects of epitaxial

strain on R3c and Pbam, the lowest-energy structures of PZO, are shown in Fig. 5.3 (a).

The relaxed structure of Pbam has a large contraction of ∼ 1.27 % in the tc axis and

a large expansion of ∼ 0.3 % and ∼ 0.9 % in the ta and tb axis, explaining the

large separation between energy minima of ePbam (large value of σc− σab as discussed

in the previous paragraph) and the robust ground state at tensile strain. Around 0 %

strain, the in-plane lattice constants of the Pbam structure are less compatible with the

square-lattice epitaxial constraint, and the elastic energy costs of deforming the bulk

equilibrium state lift the c-ePbam energy curve above the energy curve of the eR3c

phase. Phonon eigenfrequencies of c-Pbam calculated at selected values of 1 and 3 %

tensile strain show no further instabilities and confirm its stability against polar distor-

tions.

The focus is now on the remarkably small energy difference between ePbam and

eR3c over nearly the entire range of strain. While the ferroelectric eR3c phase is
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Figure 5.3: (a) Energy (meV/f.u.) vs epitaxial strain (%) diagram. Epitaxial strain
is computed as described in the text. FE and AFE refers here to ferroelectric and
antiferroelectric ground state, respectively. Inset: Volume per f.u. (Å3) vs epitaxial
strain (%) in the AFE region. (b) Polarization (µC/cm2) components of the eR3c
phase as a function of epitaxial strain (%). Pz and Pxy denote the perpendicular and
parallel components with respect to the matching plane.

favored for strains less than 0.4 %, between 0.4 % and 3.4 % tensile strain, the c-ePbam

phase is favored over the eR3c phase. Throughout this range, the energy difference

between the nonpolar and polar structures is smaller than ∼ 7 meV/f.u., leading to

antiferroelectricity. The ferroelectric eR3c phase is again stabilized between 3.4 %

and 5 % strain, while the four f.u. Pbam structure is the lowest energy state above

5 %. While within the accuracy of the calculations it is not possible precisely to predict

the critical strains that will be observed in experiments, a semiquantitative agreement

is expected. In the region where antiferroelectricity is stabilized, the antiferroelectric-

ferroelectric field induced transition between the c-ePbam ground state and the eR3c

phase has a maximum volume expansion of ∼ 0.85 % at ∼ 0.4 % tensile strain (see inset

of Fig. 5.3 (a)). The effect of epitaxial strain on the polarization of the eR3c phase is

shown in Fig. 5.3 (b).
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5.1.4 Discussion

The computed epitaxial strain diagram can be used to interpret P-E hysteresis loops

observed in PZO films. Films under tensile strain exhibit classic double hysteresis

loops [117], consistent with our results. Under compressive strain, antiferroelectric-like

double loops with non-zero remanent polarization have been observed [104,106,107,117]

with a magnitude Pr proportional to the film conductivity. This apparent inconsistency

with the results can be resolved by recognizing that observation of ferroelectricity in

a film requires compensation of the depolarization field. In highly insulating high-

quality films, with negligible compensation of the depolarization field, electrostatic

energy would suppress the ferroelectric phase in favor of a nonpolar antiferroelectric

phase [117]. In samples with free carriers available to compensate the depolarization

field, nonzero remanent polarization would arise from the ferroelectric phase present in

the coherently strained region near the interface [104]. In highly coherent thin films,

compensation of the depolarization field would favor ferroelectric behavior. Finally, in

thick films, relaxation of the majority of the film to the bulk antiferroelectric Pbam

phase can also account for the observed double loops.

5.2 Conclusions

In summary, two different structures of PZO, one nonpolar ePbam and one polar eR3c,

are very close in energy and compete under the effect of epitaxial strain. While ferro-

electricity is stabilized at compressive epitaxial strain, antiferroelectricity is favored at

tensile strains.
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Chapter 6

Nonlinear increase of critical electric-field in doped

antiferroelectric NaNbO3

Sodium niobate (NaNbO3) is a well known antiferroelectric material [81,151]. As men-

tioned in section 4.2, NaNbO3 is a promising lead-free candidate for high-temperature

and high-voltage energy density storage devices.

In NaNbO3 based ceramics, the application of an external electric field stabilizes a

low-energy ferroelectric phase. Upon removal of the electric field, ferroelectric and anti-

ferroelectric phases coexist. Recent experimental results have shown the appearance of

antiferroelectric double hysteresis loops in (Ca,Zr) substituted NaNbO3 ceramics [152],

where a small (∼ 2-5 %) chemical doping has a large effect in the energy landscape of

the system.

In this chapter, first principles calculations are performed to study the field-induced

ferroelectric transition of NaNbO3. The effect of chemical modification in the antifer-

roelectric energy barrier is studied with experimental measurements and first principles

calculations. A phenomenological model is proposed to explain the appearance of dou-

ble hysteresis loops in (Ca,Zr) doped NaNbO3.

6.1 Field-induced ferroelectric transition in NaNbO3

In bulk form, NaNbO3 has a cubic perovskite structure at high temperature (> 640oC)

and a rather complex sequence of antiferrodistortive and antiferroelectric phase tran-

sitions at low temperatures [82, 83]. The ground state of NaNbO3 is ferroelectric

(< −100oC) and has a rhombohedral structure. Table 6.1 summarize experimental

information for the relevant phases [153–155].
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Table 6.1: Relevant experimental phases of NaNbO3. Space group, lattice constants
(Å) and polarization P (µC/cm2) of the observed phases.

Phase Sp.Grp. a b c P

C
Q
P
N

Pm3̄m
Pmc21

Pbcm
R3c

3.944
5.513
5.511
5.56

5.571
5.573

7.766
15.526

β = 59.1o

0
12
0
-

Extensive structural analysis have established an antiferroelectric phase of NaNbO3

between -100oC and 360oC [7]. The antiferroelectric phase has an orthorhombic Pbcm

structure, which is obtained from the reference cubic structure by the simultaneous con-

densation of the incommensurate T2 mode and the R−5 octahedron rotation mode [94].

The in-phase and out-of-phase (a−b−c+)/(a−b−c−) layered rotation pattern allows an

antipolar displacement of the Na cations with ∆5 symmetry, as shown in Fig 6.1.

Figure 6.1: Experimentally reported phases of NaNbO3: (a) reference Pm3̄m, (b) an-
tipolar Pbcm and (c) polar Pmc21 structures.

Double hysteresis loops, characteristic of antiferroelectricity, have been observed in

single crystal NaNbO3 [84]. A critical electric field of ∼90 kV/cm is observed at room

temperature along the crystal direction perpendicular to the c axis, and increases with

decreasing temperature. The field induced ferroelectric phase has a polar orthorhombic

Pmc21 structure [85, 86] between −100oC and 257oC [87]. Its distorted structure has

unit cell dimensions
√

2a0 ×
√

2a0 × 2a0 with respect to a0, and consist of an a−a−c+
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octahedron rotation pattern accompanied by a polar displacement of Na cations along

the 〈110〉 cubic direction.

At low temperatures (< −100oC), NaNbO3 transforms to a different structure under

an applied electric field. In this case, the field induced ferroelectric phase has a rhom-

bohedral R3c LiNbO3-structure type, isostructural to the ground state of the system.

This structure corresponds to a polar displacement of the Na and Nb atoms in the 〈111〉

cubic directions, accompanied by oxygen octahedron rotations denoted as a−a−a− in

Glazer notation.

However, the antiferroelectric phase of NaNbO3 is extremely sensitive to stoichiom-

etry. In single crystals, a small (0.6 mol% ) K substitution of Na decreases the critical

electric field of (Na1−xKx)NbO3 to 20 kV/cm, an continuous cycling of the applied field

stabilizes the ferroelectric phase [156]. Polycrystalline NaNbO3 displays coexistence of

antiferroelectric and ferroelectric phases [157,158], and the system transforms to a ferro-

electric phase under a strong electric field. Antiferroelectric [(Ag0.05Na0.95)1−xKx]NbO3

can be driven to an antiferroelectric-ferroelectric phase boundary at x = 2.3%, where ki-

netic competition between antiferroelectric transitions and ferroelectric domain reversal

is observed [159]. As pointed out by Xu et al., the rather slow kinetic of antiferroelectric

switching competes with ferroelectric domain transitions.

Figure 6.2: Experimental hysteresis measurements for the (Na1−xCax)(Nb1−xZrx)O3

system. Reproduced with permission from Ref. [152].

As shown in Fig. 6.2, recent experimental results [152] show that Ca and Zr doped

polycrystalline NaNbO3 develops antiferroelectric-like double hysteresis loops. At small

(∼ 2-5 %) chemical doping level, (Na1−xCax)(Nb1−xZrx)O3 display double hysteresis
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loops, with increasing critical electric field (∆Ec∼100 kV/cm) and decreasing total

induced polarization (∆P∼25 µC/cm2) as a function of doping.

In this work, first principles calculations are performed to investigate the effect of

chemical modification in the field-induced transition of NaNbO3. The appearance of

double hysteresis loops in Ca and Zr doped polycrystalline NaNbO3 are explained as

a result of a small increase of dielectric response at the working temperature. The

increase of dielectric permittivity modifies the energy landscape, decreasing the energy

barrier between the nonpolar and polar structures, and effectively increasing the rate

of antiferroelectric switching. Based on experimental measurements and first principles

calculations, the effect of chemical modification in the energy landscape is described,

and a model is proposed to quantify the increase of critical electric field as a function

of chemical substitution.

6.2 Technical details

Density-functional calculations are performed using version 7.4.1 of ABINIT [30]. The

local-density approximation (LDA), a plane-wave energy cutoff of 680 eV, and a 4×4×4

Monkhorst-Pack sampling of the Brillouin zone [25] were used for all structural opti-

mizations of NaNbO3. Polarization was calculated in a denser 8× 8× 8 grid using the

modern theory of polarization [22] as implemented in ABINIT. Norm-conserving pseu-

dopotentials are used from the Bennett-Rappe library [68] with reference configurations:

Na([Ne]3s0), Nb([Kr]4d0 5s0) and O(1s22s22p4), generated by the OPIUM code [108].

Accurate energy differences are compared to density-functional theory (DFT) cal-

culations performed using version 5.2 of VASP [32] package. The local-density approxi-

mation (LDA), the projected augmented wave (PAW) method and a plane-wave energy

cutoff of 500 eV are used for all structural optimizations. The electronic and ionic con-

tributions to the dielectric tensor are calculated using density functional perturbation

theory, as implemented in VASP and described in section 2.3.
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6.3 First principles results

The relative stability of the relevant phases is first explored in a perfectly homogeneous

crystal using first principles calculations. Table 6.2 shows the total energy, lattice

constants, polarization and volume difference for the relevant low energy structures.

The computed structural parameters show good agreement with the experimental values

reported in Table 6.1, with the 1% underestimate of lattice constants characteristic of

LDA calculations. The ground state is the ferroelectric R3c phase, in agreement with

experiments.

Table 6.2: Space group symmetry, lattice constants (Å) and polarization P (µC/cm2)
of the relevant structures of NaNbO3. Energy per formula unit ∆E = Ecubic − Ephase
(meV/f.u.) with respect to the reference perovskite structure. Volume difference ∆V/V
(%) with respect to the antiferroelectric Pbcm phase.

Phase Modes ∆E a b c P ∆V/V

Pm3̄m
R3̄c
Pnma
Pmc21
Pbcm
R3c

R+
4

X+
5 M+

3 R+
4

Γ−
4 M+

3 R+
4

∆5 R
−
5 T2

Γ−
4 R+

4

0
-102
-126
-150
-151
-155

3.94
5.48
5.51
5.49
5.48
5.55

5.44
5.55
5.55

13.54
7.75
7.71
15.41

β = 59.05o

0
0
0
60
0
50

4.41
0.27
-0.94
0.18

0
0.95

A remarkably small energy difference is found between the nonpolar Pbcm phase

and the polar Pmc21 structures. This small energy difference (∼ 1 meV/f.u.) is charac-

teristic of antiferroelectricity [88, 89, 114], and suggest that the polar Pmc21 structure

is the most probable structure for the field induced ferroelectric phase. Assuming that

the critical field EC required to overcome the energy barrier is given by EC ∼ ∆E /

V P, with V and P the volume and polarization of the Pmc21 phase (V=58.6 Å3/f.u.),

the critical field is estimated as EC ∼ 146 kV/cm.

6.3.1 Energy landscape

The energy landscape is explored between Pbcm and Pmc21 by performing structural

relaxations at different values of the polar mode amplitude QΓ−
4

. Fig. 6.3 (squares)

shows the energy of the intermediate polar structures as a function of their total po-

larization. For small values of QΓ−
4

, the energy of the system increases, as expected for
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freezing in a stable mode. The induced polar structure (before the energy barrier) has

an orthorhombic space group Pmc21 with 8 formula units, twice the size of the unit

cell of the field-induced ferroelectric Pmc21 phase.

Figure 6.3: Energy barrier separating the antiferroelectric Pbcm and the ferroelectric
Pmc21 and R3c phases.

At Pb ∼ 23 µC/cm2, an energy barrier with magnitude Eb ∼ 18 meV/f.u. is found,

which separates the antiferroelectric Pbcm phase, from the field-induced ferroelectric

Pmc21 phase. Above this threshold value, the layered rotation pattern is isometrically

reorientated around the c lattice vector as shown in Fig. 4.14, and the structure relaxes

to the polar orthorhombic Pmc21 phase if the constraint is removed.

Table 6.3: Static dielectric matrix for the nonpolar Pbcm and polar Pmc21 structures.
Electronic and ionic contributions are computed using perturbation density functional
theory (PDFT) and the relations introduced in section 2.3.

Phase εelxx εelyy εelzz εionxx εionyy εionzz
Pmc21

Pbcm
5.80
5.69

5.76
5.58

6.07
5.97

108.79
61.1

80.51
69.7

3047.09
2415.5

As shown in Fig. 6.3, the antiferroelectric energy barrier can also be found by

intersecting the energy profile corresponding to the Pbcm and Pmc21 structures. For

small values of polarization, the nonpolar Pbcm phase correspond to a linear dielectric,

whose energy is described by:

E(P ) = EPbcm +
1

2

ε

(ε− ε0)2
P 2,
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with EPbcm the energy of the Pbcm phase and ε the dielectric constant of the struc-

ture. Table 6.3 shows the calculated static dielectric tensor for the nonpolar and polar

structures. For the Pbcm structure, the in-plane value of εion is consistent with the

experimental value εexpr = 76 (at room temperature) for single crystals [156,160].

Similarly, the energy curve for the ferroelectric Pmc21 structure is described by:

E(P ) = EPnma + αPmc21P
2 + βPmc21P

4,

where EPnma corresponds to the energy of the auxiliary reference structure Pnma and

the constants αPmc21 and βPmc21 are found from the conditions E|P0 = EPmc21 and

∂E/∂P |P0 = 0, where P0 = PPmc21 . As shown in Fig. 6.3, the energy expansion

reproduces the first principles constrained calculations.

For comparison, the energy barrier for the rhombohedral phase ER3c
b = 24 meV/f.u.

is 33% larger, with a critical electric field of 354 kV/cm. In this case, the energy versus

polarization curve E(P ) = ER3̄c + αR3cP
2 + βR3cP

4 is constructed using the nonpolar

rhombohedral R3̄c NdAlO3-structure type as the auxiliary reference structure.

6.3.2 Chemical substitution

The task is now to explain the large increase of critical electric field observed in NaNbO3

under ∼5 % Ca and Zr doping. The small change in tolerance factor and microscopic

polarizability is described by the small increase of dielectric response of the nonpolar

phase.

As the polycrystalline system is chemically doped, the position of the Curie tem-

perature (TC) is lowered from 350oC to 200oC, effectively increasing the dielectric

permittivity of the system from 300 to 350 (at 120oC). As can be seen from Fig.6.3, the

change in dielectric response modifies the position Pb and height Eb of the antiferro-

electric energy barrier. Using the experimental values for the permittivity εr ∼ 300-350

at 120oC, the antiferroelectric energy barrier decreases by 8 % relative to its original

value at εr =300.
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The effect of chemical modification in NaNbO3 is explained as follows. In pure poly-

crystalline NaNbO3, the energy barrier for ferroelectric polarization reversal is smaller

than the antiferroelectric energy barrier for field-induced transitions, explaining the

single hysteresis loop shown in Fig. 6.2. As a function of chemical doping, the antifer-

roelectric energy barrier decreases, increasing the density of antiferroelectric domains

and the rate of antiferroelectric switching during electric field cycling.

Figure 6.4: As a function of chemical doping x (%): (a) fitting to the experimental
polarization and (b) experimental and estimation of the phenomenological model for
the critical electric field.

A simple phenomenological model is proposed to describe the effect of chemical

doping (x) in NaNbO3 based ceramics. If the volume fraction of polar and nonpolar

domains in the sample is described by:

np(x) = e−∆Ep(x)/kT nnp(x) = e−∆Enp(x)/kT ,

where ∆Ep(x) and ∆Ep(x) are the energy barriers for polar or nonpolar switching

(np(x) + nnp(x) = 1), the macroscopic polarization of the system is therefore given by:

P (x) = P0(1− e−∆Enp(x)/kBT )

with P0 the microscopic polarization of a single domain, kB is Boltzmann’s constant

and T the temperature.

Assuming a simple linear decrease of the antiferroelectric energy barrier as a function

of doping ∆Enp(x) = ∆Enp(0) − αx, the macroscopic polarization for small values of
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substitution x� 1 is given by:

P (x) = P − α

kBT
e−∆Enp(0)/kTx.

This linear relationship is fitted to the experimental polarization measurements in

Fig. 6.4 (a), from where it is obtained kBT = 34 meV and α = 15.6 eV, since

nnp(0) = e−∆Enp(0)/kT w 1. From this result the critical electric field Ec(x) can be

estimated as seen in Fig. 6.4 (b), as well as the volume fraction of polar and nonpolar

domains at different doping values. Finally, it is noticed that further knowledge of the

ferroelectric energy barrier allows the estimation of the critical chemical doping nc(x)

for the appearance of the antiferroelectric double hysteresis loops.

6.4 Conclusions

In conclusion, the large increase of critical electric field in NaNbO3 under small chemical

doping of Ca and Zr is explained by the increase of dielectric response of the nonpolar

structure. The antiferroelectric energy barrier is decreased, effectively increasing the

probability of switching to the nonpolar state. The increase of critical electric field and

the decrease of total polarization in the sample are therefore explained by the increasing

number of domains that switch to the antiferroelectric phase, which do not contribute

to the total polarization of the system.
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Chapter 7

Antiferroelectricity in thin film ZrO2 from first principles

Zirconia (ZrO2) is an extensively investigated high-K dielectric with a wide range of

significant technological applications in electronics and materials science. In the bulk,

ZrO2 has three well-known experimental phases: cubic, tetragonal and monoclinic.

Recently, experimental reports have shown antiferroelectric-like double-hysteresis loops

in thin-film ZrO2 and ferroelectricity in thin film (Zr0.5Hf0.5)O2 [56]. The structure of

the field-induced polar phase is orthorhombic (Pca21) and corresponds to a distortion

of the high-symmetry cubic structure. These observations have aroused interest, but

the question of whether this new functional behavior corresponds to an intrinsic or

extrinsic property remained open.

In this chapter, first-principles density-functional calculations are performed to

demonstrate that the observed behavior corresponds to an intrinsic property of ZrO2.

It is concluded that the tetragonal phase of ZrO2, which is stabilized by the thin-film

geometry, is a previously unrecognized lead-free antiferroelectric.

Unlike other known antiferroelectrics, the field-induced ferroelectric phase does not

arise from a polar instability of a high-symmetry reference structure. This corresponds

to a novel structural mechanism, which is described using a Landau-Devonshire model,

providing a basis for broader searches for antiferroelectric materials with optimal func-

tional properties. In addition, it is demonstrated that the ferroelectric phase of ZrO2

can be stabilized through epitaxial strain or continuous substitution of Zr by Hf, inviting

further experimental investigation.

These results are of interest both in the fundamental physics of functional materials

and in the discovery and development of new materials with potential technological

importance. In particular, the field-induced switching mechanism of ZrO2 represents a
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new class of antiferroelectrics, inviting for the exploration of more ZrO2-like antiferro-

electrics in the AXY family of compounds.

7.1 Thin film ZrO2

Zirconia (ZrO2) is a high-k dielectric [118], chemically and structurally similar to HfO2,

and likewise is a candidate for dynamic random access memory (DRAM) applica-

tions [119, 120] and complementary metal-oxide-semiconductor (CMOS) devices [121,

122]. Bulk ZrO2 has a high-symmetry cubic (Fm3̄m) structure (Fig. 7.1(a)) above 2400 K,

and a tetragonal (P42/nmc) structure (Fig. 7.1(b)) between 2400 K and 1200 K [123].

The tetragonal structure is related to the cubic structure by freezing in an unstable X−2

mode [124] and is nonpolar. Below 1200 K, ZrO2 is monoclinic (P21/c) (Fig. 7.1(c)).

The first-order transition from the tetragonal phase to the monoclinic phase changes

the coordination number of Zr from 8 to 7 and increases the volume by ∼ 5 %.

In light of the extensive research which has been conducted over the past fifty years

on this relatively simple dielectric, the recent report of antiferroelectric-like double-

hysteresis loops in thin film ZrO2 [56] at first seems rather surprising. In thin film

ZrO2, the tetragonal-monoclinic transition temperature is suppressed and the structure

is tetragonal at room temperature [125–127]; in contrast, thin film HfO2 is monoclinic

at room temperature and exhibits simple dielectric behavior. The field-induced polar

phase in ZrO2, which appears above a critical field on the order of 2 MV/cm, is isostruc-

tural with the ferroelectric phases that have been observed in thin films of HfO2 doped

with Al [128], Y [129], Gd [130], Si [131,132] and Sr [133], as well as in (Hf1/2Zr1/2)O2

thin films [134, 135]. The structure of the polar phase is orthorhombic (Pca21) [136]

and corresponds to a distortion of the high-symmetry cubic structure, as depicted in

Fig. 7.1.

Antiferroelectrics have recently been the subject of increasing interest [5]. The char-

acteristic electric-field-induced transition from a nonpolar to a strongly polar phase is

the source of functional properties and promising technological applications. Non-linear

strain and dielectric responses due to the phase switching are useful for transducers



84

Figure 7.1: Experimentally reported phases of ZrO2: (a) Cubic (Fm3̄m), (b) Tetragonal
(P42/nmc), (c) Monoclinic (P21/c) and (d) Orthorhombic (Pca21).

and electro-optic applications [98, 99]. The shape of the double hysteresis loop sug-

gests applications in high-energy storage capacitors [100, 101]. In addition, an electro-

caloric effect can be observed in systems with a large entropy change between the two

phases [59]. While most attention has focused on PbZrO3 and related perovskites [7],

a recent theoretical materials design search [137] suggested that there are many more

antiferroelectric compounds to be discovered.

In this work, first-principles calculations are used to provide clear evidence that

the tetragonal phase of ZrO2 is a previously unrecognized antiferroelectric material,

and that the behavior observed in thin films is intrinsic. A remarkably small energy

difference of ∼ 1 meV per formula unit (meV/f.u.) is found between the nonpolar

tetragonal and polar orthorhombic structures, which is a key characteristic of anti-

ferroelectricity [88, 114, 115, 138]. It is shown with a Landau-Devonshire model that

the requisite first-order transition between nonpolar and polar phases, which in the

present case, atypically for antiferroelectrics, have a group-subgroup relation, results

from coupling to other zone-boundary modes. This novel mechanism for antiferroelec-

tricity provides a basis for broader searches for antiferroelectric materials with optimal

functional properties. In addition, it is demonstrated that the polar phase of ZrO2 can



85

be stabilized through epitaxial strain, and the possibility of ferroelectricity in the solid

solution (Zr1−xHfx)O2 is discussed.

7.2 Technical details

Density-functional calculations are performed using version 7.4.1 of ABINIT [30] and the

local-density approximation (LDA). A plane-wave energy cutoff of 680 eV, and a 4×4×4

Monkhorst-Pack sampling of the Brillouin zone [25] are used for all structural optimiza-

tions. Polarization was calculated on a 10 × 10 × 10 grid using the modern theory of

polarization [22] as implemented in ABINIT. Norm-conserving pseudopotentials are used

from the Bennett-Rappe library [68] with reference configurations: Zr ([Kr]4d05s0),

Hf ([Xe]4f145d0.56s0) and O ([He]2s22p4), generated by the OPIUM code [108].

7.3 First principles results

Table 7.1 reports relaxed bulk energies and lattice constants for the experimentally

observed bulk phases of ZrO2. Our results are in good agreement with previous first

principles results [139–142]. The monoclinic phase is the lowest energy structure, con-

sistent with experiments. Experimental lattice constants [136, 143–145] are underes-

timated by 1 %, typical for LDA. The spontaneous polarization of the orthorhombic

structure was found to be Pr ∼ 58 µC/cm2.

The energy-lowering distortions of the cubic phase of ZrO2 are discussed first. The

zone-boundary X−2 mode corresponds to an antipolar displacement of oxygen atoms in

the x̂ direction. It is the single instability exhibited in the first-principles phonon disper-

sion of the high-symmetry cubic structure [146] and, as mentioned above, leads to the

tetragonal P42/nmc phase with amplitude 0.319 Å and 4-fold axis along x̂. It is found

that the tetragonal structure is a local minimum, with no unstable modes. Therefore,

even though the polar orthorhombic Pca21 phase can be obtained by symmetry-breaking

distortions of the tetragonal phase, the field-induced transition is expected to be first

order.
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Table 7.1: Energy ∆E = Ecubic−Ephase (meV/f.u.), volume expansion ∆V/V (%) and
lattice parameters (latt.) in Å (β: monoclinic angle) of the experimental phases of
ZrO2. (a) Refs. [141,142], (b) Refs. [136,143–145].

Phase ∆E ∆V/V latt. This work Prev. worka Exp.b

Fm3̄m 0 0 a0 5.03 5.04 5.03

P42/nmc -47.8 2.0 a
c

5.04
5.12

5.03
5.10

5.09
5.19

Pca21 -48.2 3.6 a
b
c

5.22
5.02
5.04

5.26
5.07
5.08

5.26
5.07
5.08

P21/c -82.0 7.2 a
b
c
β

5.09
5.20
5.24

99.39o

5.11
5.17
5.27

99.21o

5.14
5.20
5.31

99.17o

Table 7.2: Wave-vector (q) in reciprocal lattice units (2π/a0) and eigenvector of the
structural modes contained in the Pca21 structure, specified by the independent non
zero displacements. With Zr at the origin, O1 at a0/4(111) and O2 at a0/4(11̄1). Qth
and Qex are the computed and experimental mode amplitudes, defined as described in
the text.

Γ−
4 X−

2 X+
5,x X+

5,y X+
5,z X−

5 X−
3

q 0̂ x̂ ẑ x̂ ŷ ẑ ŷ

Zr
O1

O2

uz

−uz

−uz

0
−ux

ux

0
−ux

−ux

0
uy

uy

0
uz

−uz

0
uy

−uy

ux

0
0

uy

0
0

Qth 0.259 0.499 0.377 0.394 0.392 0.119 0.159 0.089
Qex 0.233 0.491 0.335 0.376 0.381 0.111 0.158 0.086

The distortion relating the tetragonal P42/nmc structure to the polar orthorhombic

Pca21 phase can be decomposed into symmetry-adapted modes of the high-symmetry

cubic Fm3̄m structure. Mode amplitudes are computed with respect to eigenvectors

normalized to 1 Å. Table 7.2 shows excellent agreement between first principles (Qth)

and experimental (Qex) values of the mode amplitudes. There are four nonzero modes in

addition to the X−2 mode: Γ−4 , X+
5 , X−5 and X−3 . The zone-center Γ−4 mode corresponds

to a polar displacement of the zirconium atoms relative to the oxygen atoms in the ẑ

direction. The zone-boundary X+
5 mode has three components, and each involves an

antipolar displacement of planes of oxygen atoms. The amplitudes of the X−5 and X−3

modes are relatively small.
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7.3.1 Energy barrier

The field-induced tetragonal-to-orthorhombic transition is explored by performing re-

laxations of the structures obtained by linear interpolation of the atomic positions,

holding fixed the value of the polar mode amplitude QΓ−
4

. Fig. 7.2 shows the energy of

the polar structure as a function of QΓ−
4

. For small values of QΓ−
4

, the energy of the

system increases, as expected for freezing in a stable mode. The induced polar structure

has an orthorhombic space group Aba2, different from that of the polar orthorhombic

Pca21 phase, and relaxes back to the tetragonal phase if the constraint is removed.

At QΓ−
4
∼ 0.134 Å, it is found an energy cusp with magnitude δE ∼ 35 meV/f.u., which

separates the Aba2 structure with QX+
5,y
6=0 and QX+

5,x,z
=0, from the Pca21 phase with

QX+
5,x,y,z

6=0. Above this threshold value, the system volume expands (∼ 1.5 %), and the

structure relaxes to the polar orthorhombic Pca21 phase if the constraint is removed.

Assuming that the critical field EC required to overcome the energy barrier is given

by EC ∼ δE /VC PC (with PC = 36 µC/cm2 and VC=32.9 Å3/f.u., the first princi-

ples values of polarization and volume at the barrier), the critical field is estimated as

EC ∼ 4.7 MV/cm.

Figure 7.2: First-principles calculations (squares) and Landau-Devonshire model (solid
line) of the energy profile between tetragonal and orthorhombic phases.
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7.3.2 Landau-Devonshire model

In order to characterize this unusual energy surface, a Landau-Devonshire model has

been constructed based on an expansion around the minimum-energy tetragonal P42/nmc

structure using modes of the high-symmetry Fm3̄m structure as a basis set:

ET (QΓ−
4
, QX+

5,a,b,c
) = E0

T + a1Q
2
Γ−
4

+ a2QΓ−
4
QX+

5,y
+ S(QX+

5,x
, QX+

5,y
, QX+

5,z
),

where S is a function to be determined below. The invariance of the term a2QΓ−
4
QX+

5,y

originates in the fact that the expansion is around a structure of lower symmetry than

the structure used to construct and label the modes.

The values of the coefficients are obtained by fitting the model to first principles

calculations. By freezing in QΓ−
4

in the tetragonal phase, and relaxing the structure with

QX+
5,y

constrained to zero, the values of E0
T and a1 are extracted (Fig. 7.4 (a)). For the

two sets of structures obtained by freezing inQX+
5,y

, and separatelyQX+
5,x

=QX+
5,y

=QX+
5,z

,

and relaxing, the energies and the relaxed values of QΓ−
4

are obtained. By fitting

the relaxed values of QΓ−
4

to the expression QΓ−
4

=−(a2/2a1)QX+
5,y

obtained for both

structures by minimizing Eq. (1) with respect to QΓ−
4

, the value of a2 is extracted

(Fig. 7.4 (b)). Finally, the computed energies of these two sets of structures is used to

obtain S(0, Q, 0)=a3Q
2 and S(Q,Q,Q) as a spline interpolation (Fig. 7.4 (c)).

Figure 7.3: Energy (ET ) as a function of QX+
5,y

= QX+
5

(solid line) and QX+
5,x,y,z

= QX+
5

(dashed line) at fixed values of the mode amplitude QΓ−
4

. The red arrows show the

global energy minimum for each value of QΓ−
4

.
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Figure 7.4: First-principles calculations (circles and squares) and model fitting (solid
and dashed lines). (a) Energy of the polar Aba2 structure as a function of QΓ−

4
with

QX+
5,y

=0. (b) QΓ−
4

as a function of QX+
5,x,y,z

=QX+
5

(circles) and QX+
5,y

=QX+
5

(squares)

(c) Energy of the polar Pca21 structure as a function of QX+
5,x,y,z

=QX+
5

(circles) and

QX+
5,y

=QX+
5

(squares).

Using the model it is possible to reproduce the energy cusp of Fig. 7.2 by plotting

min
Q

X+
5,x,y,z

ET (QΓ−
4
, QX+

5,x,y,z
) (7.1)

as a function of QΓ−
4

. As shown in Fig. 7.2, the model is able to capture the essential

elements of the energy landscape: the position and height of the energy barrier, the

two local minima and the energy difference between them. The disagreement between

first principles and the model can be attributed to the truncation of the expansion in

Eq. (1). The cusp is caused by the multiple local minima displayed by the energy as

a function of the X+
5 mode, with a small change in the value of QΓ−

4
causing a switch

between two local minima (Fig. 7.3).

7.3.3 Epitaxial strain

The effect of epitaxial strain is investigated on the relative stability of the tetragonal,

orthorhombic, and monoclinic phases. Epitaxial strain is simulated through “strained-

bulk” calculations [110,111]. The epitaxially (e) strained Pca21 structure is denoted as

ePca21, and indicate the matching plane by a prefix labelling the normal to the plane

(for example, normal vector ta yields a-ePca21).

Fig. 7.5 shows the calculated epitaxial strain diagram for ZrO2. As expected from

the dissimilar lattice constants, the equilibrium energy strains (σ) for the three phases
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Figure 7.5: Epitaxial strain diagram for ZrO2. FE and PE refer to ferroelectric and
paraelectric ground state.

and various matching planes are quite different (σMc =2.3% and σMa =3.8% for mono-

clinic, σOa =0.0% and σOb =1.9% for orthorhombic, and σTc =0.2% for tetragonal phases,

respectively). The computed values of σ are in excellent agreement with the estimates

obtained by comparing the relevant relaxed lattice vectors with the reference lattice

constant a0=5.03 Å, as discussed in [88].

For large values of tensile strain (> 1%), the monoclinic phases are highly favorable

in energy. As the strain is decreased, the relative stability of the monoclinic phase is

reduced and the tetragonal and orthorhombic phases become favorable. In the strain

range from −1.0% to +1.5%, the tetragonal and orthorhombic phases are very close

in energy. In this regime, if the appearance of the lower-energy monoclinic phase is

suppressed by surface effects [125–127] or other means [147,148], the system is expected

to be antiferroelectric. For large values of compressive strain (< −1%), the ferroelectric

structure a-ePca21 is favored. While within the accuracy of the calculations it is not

possible precisely to predict the critical strains that will be observed in experiments,

stabilization of ferroelectricity is expected at accessible values of compressive strain.

7.3.4 Comparison with hafnia (HfO2)

Finally, as an illuminating comparison with ZrO2, the stability of the corresponding

tetragonal, orthorhombic, and monoclinic structures is considered in HfO2. The calcu-

lated lattice constants for the structures of HfO2 are shown in Table 7.3. The smaller

ion size of Hf+4 compared to Zr+4 explains the reduced lattice constants of HfO2, in
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Table 7.3: Energy ∆E (meV/f.u.), lattice constants (Å), monoclinic angle (β), and
volume expansion ∆V/V (%) for the ZrO2-type phases of HfO2.

Phase ∆E a b c β ∆V/V

Cubic
Tetragonal
Orthorhombic
Monoclinic

0
-22.5
-45.1
-93.2

4.89
4.90
5.07
4.95

4.88
5.06

4.95
4.89
5.08 99.53o

0
1.3
3.4
7.0

good agreement with previous calculations [149]. The computed spontaneous polar-

ization of 60 µC/cm2 is consistent with previous results [150]. The main difference

between ZrO2 and HfO2 is the higher relative energy of the tetragonal structure in

HfO2, so that the polar orthorhombic structure is favored over the nonpolar tetrag-

onal phase by ∼ 23 meV/f.u. This suggests that isovalent substitution of Zr by Hf

will favor the polar orthorhombic phase in thin films of (Zr1−xHfx)O2, consistent with

Refs. [56, 134,135].

Estimation of the minimum energy strains for the relevant structures of HfO2 gives

similar values to the case of ZrO2 (σMc =2.4% and σMa =3.7% for monoclinic, σOa =−0.1%

and σOb =−1.0% for orthorhombic, and σTc =0.2% for tetragonal structures, respec-

tively). Therefore, the epitaxial strain diagram should be similar to that of ZrO2

(Fig. 7.5) but with the epitaxial strain curve of the tetragonal structure shifted higher

by ∼ 23 meV/f.u. Based on this, it is speculated that ferroelectricity would be ob-

served in HfO2 over a wide range of epitaxial strain if the monoclinic ground state were

suppressed.

7.4 Conclusions

In summary, the experimentally observed field-induced ferroelectric transition corre-

sponds to an intrinsic behavior of thin-film ZrO2. The tetragonal-to-orthorhombic an-

tiferroelectric transition is explained as a field-induced first-order transition where the

polar mode is stabilized from the cubic phase by a coupling with two zone-boundary
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modes. The results suggest that a ferroelectric phase could be favored over the antifer-

roelectric phase by appropriate epitaxial strain or isovalent substitution of Zr for Hf.

The absence of toxic elements and the compatibility of ZrO2 with silicon make these

results especially relevant for technological applications.
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Chapter 8

High-throughput search of antiferroelectric oxides

As a result of the progress in synthesis and first principles methods, there is a strong in-

terest in integrated database first principles methods for the discovery of new functional

materials [161]. First principles calculations can efficiently screen and characterize a

large family of compounds, selecting promising candidates for experimental verification.

In this chapter, a high-throughput search of antiferroelectric materials is presented in

the perovskite and other family of compounds.

The ABO3 perovskites compounds correspond to a large family of oxides with a wide

range of functional properties. The well known tendency of this structure to form polar

distortions have stimulated an extensive investigation of ferroelectricity in this class

of materials [3, 4]. The versatility of the ABO3 perovskite structure is characterized

by a high tunability of its ground state. Epitaxial strain and chemical modification

are traditionally the main routes to control dielectric properties and engineer optimal

functional properties in perovskites [7].

As mentioned earlier, bismuth ferrite (BiFeO3) is a well known multiferroic with a

rhombohedral R3c LiNbO3-structure type ground state. However, antiferroelectric dou-

ble hysteresis loops has been observed in rare-earth substituted (RExBi1−x)FeO3, with

RE: Sm, Gd, Dy [50]. At room temperature, a structural transition from a rhombohe-

dral ferroelectric phase to an orthorhombic paraelectric phase is observed with decreas-

ing average ionic radii of the A-site cation. At the phase boundary, the orthorhombic

phase exhibits double hysteresis loops and enhancement of electromechanical properties

independent of the rare earth dopant species.

First principles calculations established a small energy difference between the or-

thorhombic Pnma structure and the rhombohedral R3c ground state in pure BiFeO3.The
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origin of the double hysteresis is explained by the small free energy difference between

these phases at the phase boundary, allowing a field-induced transition from the or-

thorhombic Pnma structure to a ferroelectric phase, isostructural with pure BiFeO3.

8.1 Technical details

First principles total-energy calculations were performed using projector augmented-

wave (PAW) pseudopotentials [28, 29] and the local spin density approximation [15]

plus Hubbard U (LSDA+U) method [162] as implemented in version 5.3.2 of VASP [32,

163, 164]. Weakly correlated f orbitals were treated as part of the core with using the

generalized gradient approximation plus Hubbard U method (GGA+U) [18, 19]. In a

few cases, the pseudopotential was not available and f electrons were calculated with

the LSDA+U method. The effect of magnetism is considered secondary and therefore all

magnetic calculations are carried using a G-type antiferromagnetic order and standard

on-site Coulomb interaction U=5.5, 2.5 and 6.5 eV for 3d, 4d−5d and 4f orbitals, with

exchange parameter J=0.8 eV.

A plane-wave energy cutoff of 500 eV and a 4× 4× 4 Monkhorst-Pack sampling of

the Brillouin zone [25] were used for all structural optimizations. Energy band gaps

and total polarizations were calculated on a denser 10 × 10 × 10 grid. The dielectric

matrix constant and polarization were calculated using perturbation density functional

theory [20] and the modern theory of polarization [22], respectively, as implemented in

VASP.

8.2 Orthorhombic ABO3 as perovskite antiferroelectrics

The orthorhombic Pnma GdFeO3-structure type is the most common ground state

among distorted perovskites [73]. Its centrosymmetric structure is derived from the

reference unit cell through rotations of the oxygen octahedron cage, denoted as a−a−c+

in Glazer notation and shown in Fig. 8.1. The rotation pattern allows an antipolar

displacement of the A-site cations that further decreases the energy of the structure.
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ABO3 compounds with Pnma structure have typically a cubic perovskite structure with

a tolerance Goldsmith factor τ in the range 0.75−1.00, which favors a centrosymmetric,

instead of a polar, ground state.

Recently, several perovskites compounds with orthorhombic Pnma structure have

been referred as antiferroelectrics [167]. This denotation relies in the observation that

artificial suppression of the antipolar A-site cation displacement would favor the sta-

bilization of a low-energy metastable ferroelectric phase [168]. This ferroelectric phase

has a rhombohedral R3c LiNbO3-structure type and corresponds to a polar distortion

of the reference cubic structure in the 〈111〉 cubic direction, accompanied by a a−a−a−

octahedron rotation pattern.

Experimentally, only a few materials stabilize in the R3c LiNbO3-structure type

in pure form. Stabilization of polar rhombohedral ABO3 compounds has been pur-

sued through chemical modification and applied fields [165], producing large polariza-

tion, comparable to that of PbTiO3. As an example, the prototypical antiferroelec-

tric PbZrO3 [2] transforms from its nonpolar Pbam ground state to a rhombohedral

structure, isostructural to LiNbO3, through a high electric field [74] or under 5 % Ti

substitution in the PbZr1−xTixO3 system [77,178].

However, a nonpolar ground state and a metastable polar phase are not sufficient

condition for antiferroelectricity. As is emphasized earlier in section 4.3, the appear-

ance of the double hysteresis loops requires a small energy difference between the com-

peting structures. Furthermore, little has been reported about the response of these

orthorhombic materials to an applied electric field. Double hysteresis loops, character-

istic of antiferroelectricity, have been measured in orthorhombic Sm, Gd and Dy doped

BiFeO3 [50] and in thin-film BiCrO3 [169]. In the case of BiFeO3, the small energy

difference between the orthorhombic Pnma metastable phase and the rhombohedral

R3c ground state allows a stabilization of the Pnma structure under chemical modi-

fication. This suggest that an analogous stabilization of the polar R3c structure can

be achieved out of orthorhombic Pnma materials by the same procedure, suggesting

that many other perovskites can be driven to previously-unrecognized antiferroelectric



96

phases.

Antiferroelectrics have recently been the subject of increasing interest [5]. The char-

acteristic electric-field-induced transition from a nonpolar to a strongly polar phase is

the source of functional properties and promising technological applications. Non-linear

strain and dielectric responses due to the phase switching are useful for transducers and

electro-optic applications [98,99]. The shape of the double hysteresis loop suggests ap-

plications in high-energy storage capacitors [100,101]. In addition, an electro-caloric ef-

fect can be observed in systems with a large entropy change between the two phases [59].

While most attention has focused on traditional antiferroelectric perovskites such

as PbZrO3 [6] and non-lead containing compounds [7], a recent theoretical materials

design search [137] suggested that there are many more antiferroelectric compounds to

be discovered. Evidence is starting to emerge that antiferroelectricity requires a small

energy difference, on the order of ∼ 1 meV/f.u., between the competing nonpolar and

polar phases [88,89]. First principles screening of experimentally reported orthorhombic

perovskites can shed light onto specific compounds satisfying the necessary conditions

for antiferroelectricity, selecting promising candidates for targeted experimental inves-

tigation.

In this work, a first-principles high-throughput search of ABO3 perovskite antifer-

roelectrics is presented. Structural parameters, nonpolar and polar distortions, band

gaps, and energy differences are computed for a search set comprising 250 ABO3 com-

pounds experimentally reported with the orthorhombic Pnma GdFeO3-structure type.

A number 20 promising pure materials are identified for which both the ferroelectric and

antiferroelectric phases are insulating and have an energy difference below 100 meV/f.u.

The antiferroelectric energy barrier in these compounds are estimated through first

principles calculations. In addition, it is shown that antiferroelectric properties can be

identified through epitaxial strain. Using a simple linear interpolation antiferroelectric

phases are predicted through the formation of solid solutions with ABO3 compounds

experimentally reported with the rhombohedral R3c LiNbO3-structure type.
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Table 8.1: Perovskite compounds experimentally reported as R3c in pure form or under
an external effect. In bold, compounds that have also been reported as Pnma in pure
form or under an external effect. Lattice constant a (Å), polarization P (µC/cm2)
and energy gap Eg (eV) of the R3c structure. Energy ∆E = EPnma − ER3c (eV/f.u.)
and volume ∆V/V (%) difference between the Pnma and R3c structures. Refs. (a-l)
correspond to [155,179–189] and − represent no entry in ICSD.

ABO3 ath aex Eg P ∆E ∆V/V

BiInO3

NaNbO3

BiFeO3

BiCoO3

HgTiO3

LiNbO3

LiTaO3

PbHfO3

PbZrO3

ZnSnO3

MnTiO3

AgTaO3

CuTaO3

ScFeO3

4.13
3.89
3.90
3.71
3.86
3.84
3.84
4.08
4.11
3.91
3.82
3.92
3.93
3.85

−
3.93a

3.94b

−
3.88c

3.88d

3.87e

4.11f

4.10g

3.94h

3.87i

3.94j

3.91k

3.93l

3.036
2.695
2.107
1.272
1.516
3.437
3.723
2.888
2.928
1.426
2.020

-
0.779
2.551

84
43
91
36
18
75
56
50
59
64
81
0
0
40

4.1
1.1
16.5
18.6
34.1
136.1
94.5
12.2
26.2
189.6
54.3
10.5
90.3
813.8

4.57
1.74
2.69
-2.74
0.98
0.32
-0.14
1.36
1.73
2.14
4.05
0.23
-2.20
15.59

Our search set of candidate GdFeO3-type antiferroelectrics consists of ABO3 com-

pounds drawn from the Inorganic Crystal Structural Database (ICSD) [170]. The ICSD

includes approximately 250 oxide perovskites reported with the orthorhombic Pnma

structure. In the calculations, all the compounds observed in the GdFeO3-structure

and the LiNbO3-structure are included in either pure form or through an external

effect such as pressure, chemical modification, solid solution or size effect. All the or-

thorhombic compounds considered are insulating, with a balanced total charge state.

Table 8.1 shows compounds reported with the rhombohedral R3c LiNbO3 structure

type as the ground state. The computed structural parameters of the rhombohedral

structure show good agreement with experimental values, with a 1% underestimate

of lattice constants characteristic of LDA calculations. The calculations agree with

the experimental determinations of the ground state structure. The only exceptions

are ZnSnO3 and MnTiO3, which have an ilmenite ground state. It is also noted that

AgTaO3 and CuTaO3 are ferroelectric under pressure, and relax to the nonpolar R3̄c
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Table 8.2: Perovskite compounds experimentally reported as Pnma in pure form or
under an external effect. Calculated reference lattice constant a0 (Å). Energy ∆E =
EPnma − ER3c (eV/f.u.) and volume ∆V/V (%) difference between the Pnma and
R3c structures. Polarization P (µC/cm2) and indirect energy band gap Eg (eV) of
the R3c structure. Calculated dielectric constant ε of the Pnma structure. Estimated
polarization Pb at the antiferroelectric energy barrier Eb.

ABO3 a0 ∆E ∆V/V Eg P ε Pb Eb
CaTiO3

CdSnO3

BaThO3

CaZrO3

CdTiO3

NaTaO3

SrZrO3

MgSiO3

SrCeO3

BiCrO3

BiRhO3

SrPrO3

LaLuO3

LaTmO3

EuZrO3

LaErO3

3.81
3.98
4.54
4.07
3.81
3.92
4.10
3.48
4.34
3.82
3.89
4.43
4.22
4.26
4.13
4.29

-73.1
-38.6
-54.4
-66.5
-46.1
-24.3
-51.1
-96.1
-87.0
-41.1
-57.4
-61.9
-87.1
-63.3
-72.6
-48.8

1.42
2.39
0.71
2.77
2.40
1.28
0.57
2.89
2.01
1.58
0.68
2.17
2.69
3.00
1.68
3.12

2.71
0.92
3.69
4.44
2.49
2.87
3.73
5.83
2.25
2.28
0.81
2.14
4.42
4.31
4.09
4.25

44
35
16
53
53
23
12
54
34
67
35
32
53
57
37
59

43
48
62
40
48
19
33
10
38
42
167
70
42
49
36
53

21
19
16
25
21
7
13
17
20
23
34
22
25
27
19
28

82.6
68.6
54.4
148.8
69.4
26.2
51.1
202.5
123.1
109.2
57.6
81.4
160.0
163.0
92.7
164.0

structure. In bold are highlighted compounds that have also been experimentally ob-

served in the orthorhombic Pnma structure under some external effect, such as pres-

sure in the case of BiInO3 [171] and BiCoO3 [172], or chemical modification such as

BiFeO3 [50] and NaNbO3 [173].

For each orthorhombic ABO3 perovskite in the search set, structural parameters

are optimized for the three structures: GdFeO3 (Pnma), LiNbO3 (R3c), and CaTiO3

(Pm3̄m). The most promising candidate antiferroelectrics, shown in Table 8.2, fulfill

the following criteria: a) the ground state is experimentally reported with the nonpolar

orthorhombic Pnma GdFeO3 structure type, b) the polar R3c LiNbO3 structure type

is metastable with an energy difference smaller than 100 meV/f.u. with respect to the

ground state, and c) both phases are insulating, with an energy band gap Eg > 0.01 eV.

The orthorhombic and rhombohedral structures correspond to small distortions of

the reference perovskite structure, these distortions can be decomposed into symmetry
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Figure 8.1: Crystal structure of the Pnma GdFeO3-structure type. (a), (b) and (c)
correspond to views along the x̂, ŷ and ẑ lattice vectors.

adapted modes. The orthorhombic structure contains zone-boundary modes with R+
4

and M+
3 symmetry. These modes generates octahedral rotations around the 〈110〉

and 〈001〉 cubic directions. The rotation pattern allows a zone-boundary X+
5 mode

corresponding to an antipolar displacement of the A-site cations in the 〈110〉 cubic

axis, as shown in Fig. 8.1. The rhombohedral ferroelectric phase is obtained through a

polar distortion with Γ−4 symmetry, corresponding to a diagonal displacement of the A

and B cations against the oxygen cage in the 〈111〉 direction, this zone center mode is

accompanied by a zone boundary with R−5 symmetry and an a−a−a− oxygen octahedron

rotation.

Figure 8.2: Diagrammatic representation of the energy barrier between the nonpolar
orthorhombic and polar rhombohedral phases.

The energy landscape separating the orthorhombic and rhombohedral phases is

explored. The energy versus polarization diagram is represented in Fig. 8.6, where Pb

and Eb correspond to the position and height of the energy barrier. At the polarization
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threshold Pb, the induced polar orthorhombic structure with a−a−c+ rotation pattern

undergoes a first order transition to the polar rhombohedral phase with a−a−a− rotation

pattern.

The value of Pb and Eb are estimated for each specific material using first principles.

As a function of polarization, the energy of the orthorhombic structure can be described

by EO(P ) = EPnma+(1/2)αOP
2, where EPnma is the energy of the orthorhombic Pnma

phase, αO = ε/(ε− ε0)2 and ε is the maximum of the diagonal dielectric constants εαα.

The energy of the rhombohedral phase as a function of polarization can be described

by ER(P ) = ER3̄c + αRP
2 + βRP

4. The auxiliary reference structure R3̄c, with energy

ER3̄c, has a centrosymmetric rhombohedral NdAlO3-structure type.

8.2.1 Epitaxial strain

Next, the effect of epitaxial strain is investigated on the relative stability of the or-

thorhombic (O) and rhombohedral (R) phases. Epitaxial strain is simulated through

“strained-bulk” calculations [110, 111]. The position of the equilibrium energy strain

σ(O,R), reported in Table 8.3, are obtained by comparing the relevant relaxed lattice

vectors with the reference lattice constant a0, as discussed in [88]. The matching plane

of the orthorhombic structure is indicated by a prefix labelling the corresponding normal

vector.

In ferroelectric compounds such as BaTiO3, competing ground states have large

∆σ > 1 values, so that different polar structures are favored at different values of

epitaxial strain [111]. For antiferroelectrics, a small energy difference ∆E and small

∆σ < 1 are expected, a signature of competition between the polar and nonpolar

structures in a certain range of epitaxial strain [88].

8.2.2 Chemical modification

Finally, the effect of isovalent substitution is investigated through the formation of

solid solutions. The energy difference between the orthorhombic and rhombohedral
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Table 8.3: Effect of epitaxial strain in antiferroelectric candidates. Reference lattice
constant a0 (Å) and differences on equilibrium energy points between orthorhombic
and rhombohedral structures.

ABO3 a0 σOc − σR σOab − σR
CaTiO3

NaNbO3

BaThO3

NaTaO3

SrZrO3

BiFeO3

SrCeO3

BiCrO3

SrPrO3

EuZrO3

3.81
3.92
4.54
3.92
4.10
3.85
4.34
3.82
4.43
4.13

0.36
1.35
-0.37
0.99
-0.28
0.77
0.71
0.2
1.34
0.7

0.55
1.30
-0.19
0.94
-0.13
1.14
0.87
0.36
1.38
0.87

phases at a isovalent substitution x is estimated through a linear interpolation ∆E =

(1− x)∆E1 + x∆E2, where ∆E1 and ∆E2 correspond to the energy differences of the

end point compounds with x=0 and x=1. In the linear model, depicted in Fig. 8.3,

an antiferroelectric phase is expected at the critical isovalent substitution xc where

∆E ∼ 1 meV/f.u. The volume difference between the competing phases, polarization

of the polar phase and critical electric field at the critical substitution xc are reported

in Table 8.4. The critical electric field is estimated by assuming Ec ∼ ∆E /Vc Pc at

the critical substitution xc, where the of Vc and Pc is approximated by the volume and

polarization of the relaxed rhombohedral structure.

Experimental information regarding the substitutional system of Table 8.4 is very

limited. The competition between ferroelectricity and antiferroelectricity has been stud-

ied in the (Pb,Sr)ZrO3 and (Pb,Ba)ZrO3 substitutional systems [47]. Above 100oC, an

antiferroelectric phase is observed at 25% substitution of Sr for Pb. The structure of

the antiferroelectric phase is unknown, but different from the Pbam ground state of

PbZrO3.

The linear model is consistent with the experimental results of Bi(Fe,Sm)O3. In

this case, the model predicts an structural transition at 9%, whereas experimentally,

the phase boundary is located at 14% substitution. The value of the critical electric

field is also consistent with the value obtained experimentally.
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Table 8.4: Solid solutions with Pnma and R3c compounds as an end point. Critical
isovalent substitution xc, volume difference ∆V/V , polarization P and critical field Ec
at the critical substitution xc.

ABO3 xc ∆V/V (xc) P (xc) Ec(xc)

(Zn,Cd)SnO3

(Pb,Ca)ZrO3

(Pb,Sr)ZrO3

(Pb,Eu)ZrO3

(Li,Na)TaO3

(Bi,Na)TaO3

Bi(In,Cr)O3

Bi(In,Rh)O3

Bi(Co,Cr)O3

Bi(Co,Rh)O3

Bi(Fe,Cr)O3

Bi(Fe,Rh)O3

(Bi,Tl)FeO3

(Bi,Sm)FeO3

(Hg,Ca)TiO3

(Hg,Cd)TiO3

(Mn,Ca)TiO3

(Mn,Cd)TiO3

0.83
0.29
0.35
0.28
0.80
0.08
0.11
0.08
0.33
0.26
0.30
0.24
0.28
0.09
0.33
0.44
0.43
0.55

2.35
2.03
1.32
1.72
1.00
1.70
4.24
4.25
-1.32
-1.86
2.35
2.21
2.66
2.54
1.12
1.60
2.91
3.14

40
57
42
53
29
41
82
80
46
36
84
77
65
82
26
33
65
65

6.7
4.2
5.6
4.4
9.7
6.8
2.9
2.9
6.4
8.4
3.3
3.5
4.2
3.0
11.0
8.8
4.7
4.6

For completeness, compounds with toxic elements such as Hg, Cd and Tl are in-

cluded, although these have only academic importance. Further experimental investi-

gation of the present systems is suggested in order to corroborate the first principles

results.

8.3 Ferroic order in orthorhombic AXY compounds

The search for antiferroelectric materials outside the perovskite family of compounds

is briefly described in the AXY system. As described in section 7, first-principles

calculations established that antiferroelectricity corresponded to an intrinsic property

of tetragonal thin film ZrO2, and suggested the stabilization of ferroelectricity in HfO2

upon suppression of the monoclinic ground state [89]. These results stimulates the

exploration of compounds with similar polar orthorhombic structure in the wider class

of AXY compounds with X and Y either oxygen, fluorine or sulfur.

Unlike other known antiferroelectrics, the field induced ferroelectric phase of ZrO2,
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Figure 8.3: Linear energy model interpolating ferroelectric and antiferroelectric com-
pounds. Possible tunable parameters include epitaxial strain, pressure and chemical
modification.

with structure Pca21 [136], arises through couplings between the polar mode and zone-

boundary modes. This novel mechanism represents a new class of antiferroelectrics, and

possibly of ferroelectrics. In the case of HfO2, the polar orthorhombic Pca21 structure

lies 48 meV/f.u. above the monoclinic P21/c ground state. This suggests that tuning

of the energy difference between the polar and nonpolar structures through an external

mean could lead to competition, a signature of antiferroelectricity.

Figure 8.4: AXY Antiferroelectric class: (a) Reference structure (P4/nmm), (b) Mon-
oclinic (P21/c) and (c) Orthorhombic (Pca21).

Oxyfluorides display functional properties such as ferroelectricity and ferromag-

netism [166]. Nitrogen and sulfur are commonly used to enhance ferroelectric properties

in oxides. Oxygen has a similar ion radius and/or electron affinity as fluorine (F), nitro-

gen (N) and sulfur (S), making these elements specially suitable to study the relative
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stability of structures as a function of ion size and oxidation state. Analogously to the

case of orthorhombic perovskites, tuning parameters such as epitaxial strain, chemical

modification and size effects can be used to enhanced antiferroelectric properties.

The generalization of the structure types of ZrO2 to the AXY stoichiometry with

X 6=Y are shown in Fig. 8.4. The space group symmetry of the polar orthorhombic

(Pca21) and monoclinic (P21/c) structures remains unchanged when three different

atoms are considered for the three different Wyckoff positions. The Wyckoff posi-

tions of the low-symmetry orthorhombic and monoclinic structures determine the high-

symmetry reference structure as tetragonal, with space group P4/nmm (129). While

the reference structure has been observed experimentally for LaOF and YOF [174], the

monoclinic P21/c structure has been observed experimentally for ScFO, YbOF, TaON

and NbON.

Table 8.5: Energy difference ∆E = EPca21 −EP21/c (meV/f.u.) between orthorhombic

and monoclinic structures and lattice constants (Å) (experimental lattice constants and
angles in parenthesis) for AXY compounds reported in the ICSD with experimental
monoclinic ground state.

AXY ∆E a b c β

HfO2

ScFO
YbOF
NbNO
TaON

51
58
40
140
179

5.03(5.09)
5.06(5.17)
5.53(5.51)
4.96(4.98)
4.93(4.99)

5.13(5.18)
5.04(5.15)
5.39(5.43)
5.03(5.03)
5.00(5.06)

5.19(5.24)
5.13(5.25)
5.50(5.52)
5.18(5.21)
5.15(5.21)

99.6o(99.1o)
100.3o(99.7o)
100.0o(99.7o)
100.0o(100.8o)
99.9o(99.7o)

In this work, a first-principles high-throughput investigation of ferroic order is per-

formed in the AXY family of compounds, with X and Y either O, S, N or F. The relative

stability of the polar orthorhombic Pca21 structure is explored in known and yet un-

synthesized compounds. A previously unrecognized class of ferroelectrics is identified,

where the orthorhombic Pca21 structure corresponds to the lowest energy structure and

the polar mode is stabilized through coupling with zone-boundary modes. Furthermore,

a previously unrecognized class of antiferroelectric compounds is found, where the low-

est energy monoclinic P21/c structure has a small energy difference with the polar

orthorhombic Pca21 phase, a signature of antiferroelectricity. The corresponding ferro-

electric switching field and the antiferroelectric critical field are estimated through first
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principles calculations.

Table 8.5 contains AXY compounds reported as ZrO2-type monoclinic (P21/c) in

the Inorganic Crystal Structure Database (ICSD). The energy difference between or-

thorhombic and monoclinic structures shows that the monoclinic phase is the lowest

energy structure, consistent with experiments. The computed lattice constants under-

estimate the experimental lattice constants [175–177], reported in parenthesis, by 1 %,

typical for LDA.

Figure 8.5: First-principles calculation of the phonon spectrum of the reference struc-
ture of ScFO.

As an example, the particular case of ScFO is considered. Fig. 8.5 shows the first-

principles phonon spectrum of the high-symmetry P4/nmm structure of ScFO. As it is

shown later, the single instability at the M point is responsible for the stabilization of

the orthorhombic and monoclinic structures, which therefore arise through first order

transitions.

The distortion that relates the reference structure with the polar orthorhombic

structure can be decomposed into symmetry adapted modes. These modes are reported

in Table 8.6. The polar orthorhombic structure contains two zone-center modes: Γ+
1 and

Γ−5 , and two zone-boundary M modes: M1 and M4. The polar mode Γ−5 corresponds to

the simultaneous displacement of A and Y atoms against X atoms in the ẑ direction.

The zone boundary M4 mode corresponds to an antipolar motion of the X and Y atoms

in the x̂ direction. Finally, the zone boundary M1 mode corresponds to an antipolar
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Table 8.6: Wave-vector (q) in reciprocal lattice units (2π/a0) and eigenvector of the
symmetry-adapted structural modes contained in the polar orthorhombic structure
Pca21, specified by the independent non zero displacements. With A at the origin,
X at 1/4(1− 1− 1) and Y at 1/4(111). Q is the computed mode amplitude, defined as
described in the text.

Γ+
1 Γ−

5 M1 M4

q̂ 0̂ 0̂ (x̂+ ŷ)/2 (x̂+ ŷ)/2

A
X
Y

uy

0
0

0
uz

0

ux

0
0

0
uy

0

0
0
uy

0
ux

0

0
0

ux

Q 0.26 0.60 0.13 0.31 0.18 0.56 0.03

motion of X and Y atoms in the ŷ axis, which couple with an antipolar motion of the

A atoms in the x̂ direction.

Freezing in the unstable M4 mode in the reference structure leads to a centrosym-

metric structure with space group Pcca. Simultaneous freezing of M1 and M4 breaks

inversion symmetry through a trilinear term of the form Γ−5 M1M4 and produces the po-

lar orthorhombic Pca21 structure. The monoclinic structure of ScFO lies 50 meV/f.u.

lower in energy and is obtained from the reference structure by freezing of the M1

and M4 modes, together with a monoclinic distortion of the unit cell produced by the

zone-center Γ+
5 mode.

Figure 8.6: First-principles calculation of the energy barrier between the nonpolar
monoclinic and polar orthorhombic phases of ScFO.

The field-induced monoclinic to orthorhombic transition is explored by performing

relaxations of the structures obtained by linear interpolation of the atomic positions,

holding fixed the value of the polar mode amplitude QΓ−
5

. Fig. 8.6 shows the energy

profile of ScFO as a function of QΓ−
5

. For small values of QΓ−
5

, the energy increases, as
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expected for freezing in a stable mode. The induced polar structure has a monoclinic

space group P21, different from that of the polar orthorhombic Pca21 phase, and relaxes

back to the monoclinic phase if the constraint is removed. At QΓ−
5
∼ 0.059 (fractional

units), an energy cusp is found with magnitude δE ∼ 70 meV/f.u., which separates

the P21 structure with Γ+
5 6=0, from the Pca21 phase with Γ+

5 =0. Above this threshold

value, the structure relaxes to the polar orthorhombic Pca21 phase if the constraint is

removed.

Table 8.7: AXY compounds with polar orthorhombic Pca21 structure as the lowest
phase. Energy ∆E (meV/f.u.) difference between polar and nonpolar structures. Po-
larization P (µC/cm2), indirect band gap Eg (eV) and switching energy Esw (eV/f.u.)
of the polar phase.

AXY ∆E P Eg Esw
FeOF
VON
BiON
GaOF
PbO2

SbON
CrOF

-8
-14
-37
-50
-63
-65
-73

45
58
52
43
39
46
30

1.4
1.2
0.1
2.5
0.1
0.1
2.3

0.45
0.47
0.42
0.92
0.17
1.16
1.23

Table 8.8: AXY compounds with a small energy ∆E = EPca21 − EP21/c (meV/f.u.)
and volume ∆V/V (%) difference between polar and nonpolar structures. Polarization
P (µC/cm2) and indirect band gap Eg (eV) of the polar phase.

AXY ∆E P Eg ∆V/V

SbOF
YbOF
YOF
InOF
HfO2

ScOF

21
40
42
49
51
58

38
61
56
87
58
92

3.4
0.9
5.0
0.7
4.9
4.6

-2.4
-2.5
-2.8
-2.4
-3.5
-2.4

The relative stability of the polar orthorhombic Pca21 and monoclinic P21/c struc-

tures is considered now for the stoichiometry AXY. It is found that only compounds

containing oxygen have the desired properties, and since the oxygen atom has two possi-

ble Wyckoff positions in the orthorhombic and monoclinic structures, both cases (AOY
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and AXO) are considered. It is stressed that the high-symmetry P4/nmm reference

structure is not require to be either experimentally observable or insulating, and is thus

only required that the low-symmetry structures are insulator.

Preliminary results are shown in Table 8.7 and Table 8.8. Table 8.7 reports com-

pounds with the polar orthorhombic structure as the lowest energy structure. Table 8.8

reports compounds with an energy difference ≤ 100 meV/f.u. and a volume differ-

ence ≤ 5% between the polar orthorhombic and monoclinic structures. Analogously

to the case of orthorhombic ABO3 perovskites, optimal antiferroeletric properties are

expected experimentally through epitaxial strain or the formation solid solutions.

8.4 Conclusions

In summary, a high-throughput search for more antiferroelectric materials was pre-

sented in the perovskite and in the AXY family of compounds. The main factor that

promotes antiferroelectricity is a small energy difference between the nonpolar and polar

structures. Other intrinsic properties of the compounds, such as the antiferroelectric

energy barrier, were calculated in order to study possible transition paths. Specific

candidates were selected for further experimental verification. Tuning parameters such

as epitaxial strain and chemical modification were used to find optimal candidates.
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Chapter 9

Conclusions

In the present thesis, a first principles study of the fundamental physics of antiferro-

electricity in complex oxides was presented. The effect of epitaxial strain, pressure,

and isovalent substitution on the relative stability of the structures and the energy

landscape was explored using first principles calculations.

In chapter 2, the basic concepts of density functional theory used throughout the

work were briefly reviewed. The theoretical formalism was introduced as well as the

numerical techniques used to compute physical properties in solid state physics. Then

in chapter 3, the physics of ferroelectricity and antiferroelectricity was described, high-

lighting different approaches to study real materials.

The difficulties in the formulation of a precise definition of antiferroelectricity in

complex oxides arise from the continuous nature of the charge density. Perovskite and

other complex oxides display a wide range of structural distortions depending on the

specific chemistry of the crystal. It was found that a low-energy metastable ferroelectric

phase is a fundamental requirement for the existence of antiferroelectricity.

In chapter 4, the microscopic origin of antiferroelectricity in traditional perovskite

antiferroelectrics was investigated. The scarcity of pure antiferroelectric perovskite

arises from the small energy difference between the competing nonpolar and polar

structures. The relative stability of the competing structures was calculated for several

antiferroelectrics using first principles calculations. A remarkably small energy differ-

ence on the order of 1 meV/f.u. was found, and established this energy difference as a

necessary condition for the observation of antiferroelectric double hysteresis loops.
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Perovskite compounds have a complex energy landscape with a rich variety of low-

energy structures. In the case of perovskite antiferroelectrics, the small energy difference

between nonpolar and polar structures can be explained by a negligible gain of energy for

certain oxygen octahedron rotations that connect the nonpolar and polar structures. It

was concluded, based on first principles calculations, that oxygen octahedral rotations

play an important role in the stabilization of antiferroelectricity in perovskites, by

allowing antipolar displacement of A-site cations through anharmonic coupling terms.

In chapter 5, the effect of epitaxial strain in the prototypical antiferroelectric PbZrO3

was explored. It was found that epitaxial strain promote structural and energetic

competition between ferroelectricity and antiferroelectricity. In the particular case of

PbZrO3, epitaxial strain favors ferroelectricity at compressive strain and antiferroelec-

tricity at tensile strain. The effect of epitaxial strain in highly distorted structures

can be estimated from the magnitude of the relaxed lattice vectors. This simple tech-

nique was later generalized to identify other antiferroelectric candidates among oxide

compounds.

In chapter 7, the work on thin film ZrO2 was presented. This well known and ex-

tensively investigated compound has a wide range of technological applications, and

despite its simple structure, still displays a new functional property. Using first prin-

ciples methods, it was established that antiferroelectricity corresponded to an intrinsic

property of the material. The small energy difference between nonpolar and polar

structures confirms the experimental observation of double hysteresis loops in thin film

form. The energy landscape of the field-induced ferroelectric transition was described

with a Landau-Devonshire model.

In chapter 6, the field-induced ferroelectric transition was studied in NaNbO3-based

ceramics. The appearance of double hysteresis loops in chemically doped NaNbO3 is

explained by the decrease in the energy barrier separating the corresponding nonpolar

and polar phases. The small increase in the polarizability of the material, produces a

large increase in the rate of antiferroelectric switching, producing coexistence of ferro-

electricity and antiferroelectricity.
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Finally, in chapter 8, a high-throughput search for more antiferroelectric materials

was presented in the perovskite and other families of compounds. Factors that promote

antiferroelectricity were identified and specific candidates were selected for further ex-

perimental verification. Tuning parameters such as epitaxial strain and chemical mod-

ification were used to find optimal candidates and enhanced the properties of interest.
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