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This thesis investigates the transport and magnetic properties of correlated electron systems in the framework of dynamical mean field theory.

In Chapter 2, the bad metallic transport in a doped Mott insulator is described by the Boltzmann theory of a hidden Fermi liquid, in which the quasiparticle scattering rate follows quadratic temperature and energy dependence far beyond the canonical Fermi liquid scale $T_{FL}$. The quasiparticle renormalization is strongly dependent on temperature and energy, giving rise to the non-Fermi liquid transport, such as linear-in-$T$ resistivity.

Chapter 3 focuses on the thermoelectric power of correlated metals. The thermoelectric power in the high-frequency limit $S^*$ and in the Kelvin formula $S_K$ are compared with the transport limit $S_0$. $S^*$ and $S_K$ can be computed with much less effort than $S_0$. $S_K$ captures the contribution from renormalized density of states and is a better approximation of $S_0$ for a strongly correlated metal, while for a weakly correlated metal, when $S_0$ is dominated by the band velocity contribution, $S^*$ is a better indicator of $S_0$.

In Chapter 4, the phase diagram of a periodic Anderson model with the hybridization strength $V$ as the tuning parameter is studied. The vanishing of the heavy Fermi liquid phase, characterized by a diminishing Fermi liquid scale $T_{FL}$, is accompanied by
the emergence of antiferromagnetic ordering. The dynamic spin susceptibility in the vicinity of magnetic instability indicates a momentum-independent, or localized picture of critical spin fluctuations.

Chapter 5 discusses the colossal Nernst effect and anomalies of the magnetoresistance in correlated semiconductor FeSb$_2$. A phenomenological analysis based on Boltzmann theory suggests that a highly dispersive quasiparticle relaxation time is the key to understand the anomalous transport in FeSb$_2$. 
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Chapter 1

Introduction

1.1 Landau’s Fermi Liquid

The band theory of electronic structure [5] is the standard theory of solids. It has achieved extraordinary success in describing structural, magnetic, transport, and spectroscopic properties of simple metals, semiconductors, and insulators. The band theory treats weakly interacting electrons moving in a periodic potential of nuclei. The Coulomb interactions between electrons are treated by perturbation theory and, in the density functional theory, by the local density approximation, general gradient approximation, or the GW method, for realistic electronic structure calculations [6, 7, 8, 9, 10].

The “ansatz” of the nearly free electrons in solids is not trivial. Its validity roots in the Fermi liquid theory, which was proposed by L. Landau [11], and later developed [12] by means of diagrammatic techniques and renormalization group. In the renormalization group formulation [13], the Coulomb interaction flows to zero as the energy cutoff approaches to the Fermi surface. Hence the low-energy excitations of interacting electrons can be understood as non-interacting fermions with renormalized parameters, e.g., the effective mass. These low-energy excitations are also termed as “quasiparticles”. In solids, the width of the electron bands (the Fermi energy) near the Fermi surface is a few $\text{eV}$s. Therefore the picture of quasiparticles is justified for temperature of $\leq 10^3\text{K}$, relevant to most condensed matter experiments and applications.

Quasiparticles are charge carriers. At low temperature, the resistivity of a Fermi liquid follows a quadratic temperature dependence, $\rho \simeq \rho_0 + aT^2$. The residue resistivity $\rho_0$ is usually small and attributed to elastic scattering of non-magnetic impurities. The
The $T^2$ term comes from the residue Coulomb interaction between quasiparticles. This can be understood based on Pauli exclusion principle and the conservation of energy [14].

Consider a quasiparticle with momentum $k_1$ above the Fermi surface interacts with another one with $k_2$ below the Fermi surface, as illustrated in Fig. 1.1. As a result, two quasiparticles with $k_3$ and $k_4$ emerge above the Fermi surface. By the Fermi’s golden rule, the scattering rate is

$$\frac{1}{\tau} \propto \int \delta(\epsilon_1 + \epsilon_2 - \epsilon_3 - \epsilon_4) d^3p_2 d^3p_3,$$

(1.1)

where $\epsilon_i = \hbar^2 k_i^2 / (2m) - E_F$ is the quasiparticle excitation energy. $k_2$ and $k_3$ are confined within a narrow shell of width $\sim \epsilon_1$. Thus the scattering rate is proportional to $(\epsilon_1/E_F)^2$. At low temperature, only quasiparticles with $\epsilon_1 \sim k_B T$ can be excited and participate in the transport, thus $\rho \propto 1/\tau \propto T^2$.

Another consequence of the Pauli principle is that the heat capacity and thermopower of a Fermi liquid is small. At low temperature, the total energy of excited quasiparticles near the Fermi surface is $\delta E \simeq \frac{1}{2}(k_B T)^2 \rho_F$, where $\rho_F$ is the density of states at the Fermi surface. Therefore the heat capacity is linear in temperature.
\[ c_V = \frac{\partial E}{\partial T} \propto k_B(k_BT)/E_F. \] This also leads to small thermopower, or Seebeck coefficient. The thermopower \( S \) measures the entropy \( s \) carried by each charge carrier \[ 15\]. Since \( c_V = T(\partial s/\partial T) \), \( S \) is also linear in temperature and \( S \sim (k_B/e)(k_BT/E_F) \) at low temperature.

It is very helpful to estimate the magnitude of resistivity and thermopower of a Fermi liquid. The vanishing scattering rate \( 1/\tau \propto T^2 \) indicates the mean free path of quasiparticles is much larger than the lattice spacing, \( l \gg a \sim 1/k_F \) and a Fermi liquid is a good metal. The Drude formula applies

\[
\rho \simeq \frac{\hbar}{e^2} \frac{3\pi^2}{k_F^2} l \simeq \frac{\hbar a}{e^2} \frac{1}{k_F a} \ll \frac{\hbar a}{e^2} \sim 1 m\Omega \cdot cm. \quad (1.2)
\]

Remind that \( E_F \sim 1 eV \) in solids, the thermopower is approximately

\[
S \sim \frac{k_B}{e} \frac{k_BT}{E_F} \simeq \frac{86 \mu V}{K} \times \frac{k_BT}{E_F} \ll 86 \mu V/K. \quad (1.3)
\]

A simple metal conforms to these estimations. For example, the resistivity of copper at room temperature is \( 1.68 \times 10^{-3} m\Omega \cdot cm \), and the thermopower of copper at room temperature is \( 1.84 \mu V/K \).

### 1.2 Anomalous Transport and Magnetic Properties in Correlated Electron Materials

During last decades, the advancements in experimental techniques have helped discover more and more complex compounds that fall outside the scope of Landau’s Fermi liquid theory. These compounds include, to name a few, transition metal oxides, organic superconductors, and heavy fermion systems. They are characterized by the strong Coulomb interaction between electrons on the localized orbitals such as \( d \)- and \( f \)-shells and are categorized as \textbf{correlated electron materials}. Fig. 1.2 and Fig. 1.3 show the resistivity and thermopower in some transition metal oxides to illustrate key aspects of the anomalous behaviors of correlated electron materials.

Fig. 1.2 compiles the resistivity of copper-oxide high temperature superconductors (left) and ruthenates (right). The positive \( d\rho/dT \) slope extends to as much as one thousand Kelvin, while the magnitude of resistivity extends to a few \( m\Omega \cdot cm \). The
Drude formula (Eq. 1.2) would lead to a short mean free path of a few Ås, which is comparable to the lattice constant. This means the quasiparticles undergo scattering events so frequently that it may not sustain its individuality for more than a few unit cells. The validity of quasiparticles as well-defined excitations carrying charge and energy is thus under question. Materials with a positive $d\rho/dT$ and resistivity of $m\Omega \cdot cm$ are also called “bad metals”.

The Drude formula is only a crude approximation based on a semi-classical picture of electrons, thus it is not yet undoubtful that resistivity of $m\Omega \cdot cm$ should indicate a short mean free path and breakdown of quasiparticles. But Emery and Kivelson [16] made a step forward. They argued that as the temperature was lowered, no crossover occurred in the temperature dependence of resistivity, hence the breakdown of quasiparticles at high temperature should persist at low temperature, indicating a non-Fermi liquid ground state.

Let us turn to the thermopower. Fig. 1.3 shows the thermopower of $La_{1-x}Sr_xVO_3$ for various doping levels. At $x = 0.00$ and $x = 0.10$, the compound is a Mott-insulator. The Coulomb interaction on $d$-orbitals dominates and localizes the electrons. As more holes are doped, the carriers acquire kinetic energy and the compound undergoes a insulator-to-metal transition. The thermopower of the metallic states increases rapidly with temperature and reaches to more than $\sim 20 \mu V/K$ at $300K$ for doping from $x = 0.12$ to 0.18.
Figure 1.3: Thermopower of La$_{1-x}$Sr$_x$VO$_3$. The compound is insulating for $x = 0.00$ and $x = 0.10$ and metallic for other doping levels. Reprinted from Ref. [2]. Copyright (2011) by the American Physical Society.

Besides, the thermopower exhibits a non-monotonic dependence on temperature. The large thermopower at 300K would indicate a large portion of electrons, comparable to the total volume of the Fermi sphere, are excited and their entropy is transported with charge current. This suggests the Fermi energy is $E_F \sim 10^3K \sim 0.1eV$, much smaller than the width of $d$-bands from LDA calculations.

Another class of correlated electron materials is the heavy fermion systems. Unlike the transition metal oxides where the $d$-orbitals play the dual role of localized and itinerant degrees of freedom, in its simplest picture (the periodic Anderson model), a heavy fermion system is composed of local degrees of freedom ($f$-orbitals in most cases) and the bath of itinerant (conducting) electrons. Examples of heavy fermion systems include CeCu$_{6-x}$Au$_x$, Ce$_{1-x}$La$_x$Ru$_2$Si$_2$, CeCu$_2$Si$_2$, CeCoIn$_2$ and so on [17]. At high temperature, the local moments are effectively independent of the conduction bath. The temperature dependence of magnetic susceptibility follows a Curie’s law, $\chi(T) \propto 1/T$ and the conduction bath can be considered as a band of weakly interacting electrons. As temperature is lowered, the screening of the local moments (the Kondo effect) takes place due to the hybridization between the local and itinerant degrees of
freedom. At low temperature, a Fermi liquid ground state emerges, as manifested by a \( T^2 \)-dependence in resistivity below a scale \( T_{FL} \) of usually a few Kelvins. Surprisingly, specific heat measurement indicates the effective mass of quasiparticles in the Fermi liquid can be as large as hundreds of that of weakly interacting electrons, giving the name “heavy fermion”.

The Fermi liquid scale \( T_{FL} \) can be controlled by external parameters, such as pressure, doping, and magnetic field. A class of fascinating phenomena is that when \( T_{FL} \) is tuned to zero, ordering electronic state, such as superconductivity or magnetism could emerge. Fig. 1.4 shows the phase diagram of CeCu\(_{6-x}\)Au\(_x\) with the doping as a tuning parameter. The dashed line in Fig. 1.4 (a) sketches \( T_{FL} \) as the doping approaches to \( x \approx 0.1 \), while the red line indicates antiferromagnetic transition temperature \( T_N \) when \( x \geq 0.1 \). The vanishing of \( T_{FL} \) suggests the Kondo screening becomes barely effective and the local moments should behave like free spins in the paramagnetic regions above \( T_{FL} \). To understand how the antiferromagnetic ordering could emerge from the nearly-free spins, the nature of spin fluctuations in the vicinity of \( T_{FL} \approx 0 \) and \( T_N \approx 0 \), which can be measured by the dynamic spin susceptibility in neutron scattering experiments, is of central interest.

Summarily, the transport and magnetic properties of correlated electron materials exhibits unconventional behaviors that fall outside the scope of standard band theory and Landau’s Fermi liquid theory. Simple estimation based on the Drude formula (Eq. 1.2 and Eq. 1.3) leads to consequences that can possibly disintegrate the quasiparticle picture. In the heavy fermion systems, the Fermi liquid ground state is sensitive to external parameters (pressure, doping, magnetic field) and magnetic and/or superconducting order emerges in the vicinity of the vanishing Fermi liquid. The interplay between the itinerant and localized character of electrons is the source of these exotic phenomena and also poses unprecedented challenges and opportunities to condensed matter theorists.
1.3 The Linear Response Theory

The theoretical efforts to understand the correlated electron systems in this thesis are mainly based on analytic and numerical calculation of transport properties (resistivity, thermopower, Hall mobility, Nernst coefficient) and magnetic susceptibilities of model Hamiltonian of correlated electrons. Transport and magnetic response functions in a solid are formulated in the framework of Kubo’s linear response theory [18].

For completeness and without losing generality, I derive the electrical conductivity at finite temperature as an illustrating example, which follows the presentation in standard textbook [19].

Assume a system is described initially by an unperturbed Hamiltonian operator $H$. The density matrix at initial time is the time-independent density matrix at equilibrium state, $\rho_0 = \exp(-\beta(H - \mu N))/Z$. A time-dependent perturbation $H'$ is adiabatically switched on. $H' = 0$ at the initial time at $t = -\infty$. I save the explicit argument of time $H'(t)$ for the Heisenberg picture of $H'$, $H'(t) = \exp(iHt)H\exp(-iHt)$. The time-dependent density matrix $\rho(t)$ for the system with $H'$ satisfies the equation of
motion
\[
\frac{d\rho(t)}{dt} = -i[H + H', \rho(t)]. \tag{1.4}
\]
The expectation value of the electric current driven by \(H'(t)\) is
\[
J^e_\alpha = Tr[\hat{j}^e_\alpha \rho(t)]. \tag{1.5}
\]
\(\hat{j}^e_\alpha\) is the \(\alpha\)-component of the charge current operator.

It is convenient to separate the time-dependence due to \(H'\) in \(\rho(t)\), by writing \(\rho(t) = \rho_0 + f(t)\). Thus \(f(-\infty) = 0\) and the leading order in \(f(t)\) is proportional to \(H'\).

Substituting \(\rho(t)\) into Eq. 1.4, the equation for \(f(t)\) is
\[
i\frac{df(t)}{dt} = [H, f(t)] + [H', \rho_0] + [H', f]. \tag{1.6}
\]
I have used the fact \([H, \rho_0] = 0\). The last term on the right hand side of Eq. 1.6 is of \(O(H')^2\), and we are left with
\[
i\frac{df(t)}{dt} - [H, f] = [H', \rho_0]. \tag{1.7}
\]
It is straightforward to show that
\[
f(t) = (-i) \exp(-iHt) \left\{ \int_{-\infty}^{0} dt'[H'(t'), \rho_0] \right\} \exp(iHt). \tag{1.8}
\]
The electric current is then
\[
J^e_\alpha(r, t) = Tr \left[ \hat{j}^e_\alpha(r) f(t) \right]. \tag{1.9}
\]
I have assumed there is no net current without the perturbation.

Using the cyclic property of the trace, we have
\[
J^e_\alpha(r, t) = (-i) Tr \left\{ \int_{-\infty}^{0} dt'[H'(t'), \rho_0] \hat{j}_\alpha(r, t) \right\} \\
= (-i) \int_{-\infty}^{0} dt' Tr \left\{ \rho_0 \left[ \hat{j}_\alpha(r, t), H'(t') \right] \right\} \\
= (-i) \int_{-\infty}^{0} \langle \left[ \hat{j}_\alpha(r, t), H'(t') \right] \rangle, \tag{1.10}
\]
where \(\hat{j}_\alpha(r, t) = \exp(iHt) \hat{j}_\alpha(r, t) \exp(-iHt)\) is the current operator in the Heisenberg picture and \(\langle \cdots \rangle\) is the average value in the equilibrium state.
The perturbation due to an electric field is
\[ H' = -\sum_{\alpha} \int d^3r \hat{j}^e_{\alpha}(r) A_{\alpha}(r, t) \]
\[ = i\frac{\omega}{\omega} \hat{j}^e_{\alpha}(q) E_{\alpha} \exp(-i\omega t). \]  
(1.11)

\( q \) and \( \omega \) are the wavevector and frequency of the electric field. The Coulomb gauge, \( \nabla \cdot A = 0 \), is adopted. The current in Eq. 1.10 becomes
\[ J^e_{\alpha}(r, t) = \frac{1}{\omega} \sum_{\beta} E_{\beta}(r, t) \exp(-i\mathbf{q} \cdot \mathbf{r}) \int_{-\infty}^{t} dt' \exp[i\omega(t - t')] \langle [\hat{j}^e_{\alpha}(r, t), \hat{j}_{\beta}(q, t')] \rangle \]
\[ = \sum_{\beta} \sigma_{\alpha\beta}(q, \omega) E_{\beta}(r, t), \]  
(1.12)
which is the **linear response** equation for the charge current induced by a weak electric field. The electric conductivity measures the proportionality between the current and driving field.

The electrical conductivity \( \sigma_{\alpha\beta}(q, \omega) \) is thus
\[ \sigma_{\alpha\beta}(q, \omega) = \frac{1}{\omega} \exp(-i\mathbf{q} \cdot \mathbf{r}) \int_{-\infty}^{t} dt' \exp[i\omega(t - t')] \langle [\hat{j}^e_{\alpha}(r, t), \hat{j}_{\beta}(q, t')] \rangle. \]  
(1.13)

Averaging over all the volume \( V \) leads to
\[ \sigma_{\alpha\beta}(q, \omega) = \frac{1}{\omega V} \int_{-\infty}^{\infty} dt \exp(i\omega t) \Theta(t) \langle [\hat{j}^e_{\alpha}(q, t), \hat{j}_{\beta}(q, 0)] \rangle. \]  
(1.14)

A straightforward way to proceed the calculation of Eq. 1.14 is to adopt the Matsubara formalism in the imaginary time. This is also introduced in most many-body textbook [19, 20, 21] as the standard technique for correlation functions at finite temperature. First we define retarded correlation function in real time \( t \),
\[ \Pi^R_{AB}(t) = -i\Theta(t) \langle [A(t), B(0)] \rangle \]  
(1.15)
and the imaginary-time (\( \tau \)) correlation function,
\[ \Pi_{AB}(\tau) = -\langle T_\tau A(\tau) B(0) \rangle, \]  
(1.16)
where \( T_\tau \) is the time-ordering on the imaginary axis. The correlation function in real axis and imaginary frequencies are defined by Fourier transformation,
\[ \Pi^R_{AB}(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} \Pi^R_{AB}(t), \]  
(1.17)
\[ \Pi_{AB}(i\omega_n) = \int_{0}^{\beta} d\tau e^{i\omega_n \tau} \Pi_{AB}(\tau). \]  
(1.18)
The Lehmann representation of $\Pi_{AB}^{R}(\omega)$ and $\Pi_{AB}(i\omega_n)$ leads to

$$\Pi_{AB}^{R}(\omega) = \frac{1}{Z} \sum_{n,m} \frac{\langle n|A|m\rangle \langle m|B|n\rangle}{\omega + i0^+ + E_n - E_m} \left[ \exp(-\beta E_n) - \zeta \exp(-\beta E_m) \right],$$

(1.19)

and,

$$\Pi_{AB}(\omega_n) = \frac{1}{Z} \sum_{n,m} \frac{\langle n|A|m\rangle \langle m|B|n\rangle}{i\omega_n + E_n - E_m} \left[ \exp(-\beta E_n) - \zeta \exp(-\beta E_m) \right],$$

(1.20)

where $0^+$ is the positive infinitesimal. $\zeta = 1$ if $A$ and $B$ are bosonic operators and $\zeta = -1$ if $A$ and $B$ are fermionic operators. $|n\rangle$ and $|m\rangle$ are eigenstates of the full many-body Hamiltonian $H$. $Z$ is the partition function. In the expression for conductivity, Eq. 1.14, $A$ and $B$ are current operators, which are quadratic combination of fermionic operators and $\zeta = 1$.

In principle, we can approach either in the real-time or the imaginary-time domain. It turns out the formalism in the imaginary axis is less complicated than that in the real axis. Thus it is more convenient to carry out the finite-temperature calculation of correlation functions in the imaginary axis. Besides, numerical methods of high precision, such as quantum Monte Carlo method, are available for the imaginary-time formalism. Therefore in many cases, correlation functions are first computed for selected Matsubara frequencies $\{i\omega_n\}$, and numerical methods of analytic continuation, such as Padé approximant [22] or maximum entropy method [23], are implemented to obtain the physical information on the real axis.

The current-current correlation function for electrical conductivity is

$$\Pi_{\alpha\beta}(q, i\Omega_m) = \int_0^\beta d\tau \exp(i\Omega_m \tau) \langle T_{\tau} \hat{j}_{\alpha}^{\text{ret}}(q, \tau) \hat{j}_{\beta}(q, 0) \rangle$$

(1.21)

in Matsubara frequency. The current operator, in terms of fermionic operators, is written as

$$\hat{j}_{\alpha}^{\text{ret}}(q) = e \sum_k v_{\alpha}(k) c_{k+q/2} \hat{c}_{k-q/2}. $$

(1.22)
$e$ is the elementary charge. Hence $\Pi_{\alpha\beta}(q, i\Omega_m)$ can be written as a two-particle correlation function $\Pi(i\omega_n, i\omega_n'; i\Omega_m | k, k'; q)$ dressed by the band velocity $v_n(q)$,

$$\Pi_{\alpha\beta}(q, i\Omega_m) = T^2 \sum_{n,n'} \sum_{k,k'} e v_n(k + q/2) \Pi(i\omega_n, i\omega_n'; i\Omega_m | k, k'; q) e v_\beta(k' - q/2).$$

(1.23)

$\Pi(i\omega_n, i\omega_n'; i\Omega_m | k, k'; q)$ has the ladder expansion in terms of single particle Green’s function and particle-hole irreducible vertex,

$$\Pi(i\omega_n, i\omega_n'; i\Omega_m | k, k'; q) = -\frac{1}{T} G(k + q, i\omega_n + i\Omega_m) G(k, i\omega_n - i\Omega_m) \delta_{kk'} \delta_{nn'}$$

$$+ G(k + q, i\omega_n + i\Omega_m) G(k, i\omega_n - i\Omega_m)$$

$$\times \Gamma^i (i\omega_n, i\omega_n'; i\Omega_m | k, k'; q)$$

$$\times G(k' + q, i\omega_n' + i\Omega_m) G(k', i\omega_n' - i\Omega_m)$$

$$+ \cdots$$

$$= G(k + q, i\omega_n + i\Omega_m) G(k, i\omega_n - i\Omega_m)$$

$$+ G(k + q, i\omega_n + i\Omega_m) G(k, i\omega_n - i\Omega_m)$$

$$\times \Gamma^f (i\omega_n, i\omega_n'; i\Omega_m | k, k'; q)$$

$$\times G(k' + q, i\omega_n' + i\Omega_m) G(k', i\omega_n' - i\Omega_m)$$

(1.24)

$G(k, i\omega_n)$ is the single-particle Green’s function. $\Gamma^i (i\omega_n, i\omega_n'; i\Omega_m | k, k'; q)$ is the irreducible vertex. $\Gamma^f (i\omega_n, i\omega_n'; i\Omega_m | k, k'; q)$ is the full vertex. Eq. 1.24 is represented schematically in Fig. 1.5, with the shaded boxes representing the irreducible vertex and the black boxes representing the full vertex.

The full vertex condenses all the ladder summation of irreducible vertex and can
Figure 1.5: Diagrammatic representation of the ladder expansion of the two-particle correlation function $\Pi(i\omega_n, i\omega_{n'}; i\Omega_m|k, k'; q)$. See Eq. 1.24.

$$\Pi(i\omega_n, i\omega_{n'}; i\Omega_m|k, k'; q) = \Gamma^i(i\omega_n, i\omega_{n'}; i\Omega_m|k, k'; q) + \Gamma^i(i\omega_n, i\omega_{n'}; i\Omega_m|k, k'; q) \times G(p+q, i\nu + i\Omega_m)G(p, i\nu) \times \Gamma^f(i\nu, i\omega_{n'}; i\Omega_m|p, k'; q),$$

(1.25)

as shown in Fig. 1.6.

It is also possible to formulate the retarded two-particle correlation function in real-time from the beginning, which will employ the Keldysh formalism for closed-contour ordered Green’s function. The resulting perturbative expansion of retarded correlation function also has the ladder structure and the vertex functions satisfy the Bethe-Salpeter equation. The details for the real-time formalism are left in App. A.

Figure 1.6: Diagrammatic representation of Bethe-Salpeter of vertex function $\Gamma(i\omega_n, i\omega_{n'}; i\Omega_m|k, k'; q)$. See Eq. 1.25.
The ladder expansion in Eq. 1.24 and the Bethe-Salpeter equation are general results for two-particle retarded correlation functions and can be simply extended to many physical quantities of interest. For example, by dressing the correlation functions with band velocities (Eq. 1.23), we can compute the current-current correlation functions, while dressing with the Pauli matrices leads to the spin-spin correlation functions, or the spin susceptibility.

1.4 Dynamical Mean Field Theory

The linear response theory expresses the measurable quantities of interest in terms of correlation functions, yet computing correlation functions of a many-particle system is still a non-trivial task. Except for a few cases, such as one-dimensional models, exact analytic solutions are not available. Approximate methods are needed.

Dynamical mean field theory (DMFT) extends the Weiss mean field theory of spin models to quantum model of interacting fermions [24, 25, 26, 27]. Given a lattice model of solids, for example the Hubbard model, DMFT first focuses on a single lattice site. The local degrees of freedom (many-body configurations) on the selected site are fully preserved, and the rest of the lattice is described by a bath of free fermions which hybridize with the local single site. This non-interacting medium corresponds to the Weiss field in the mean field theory of spin models. Formally, the DMFT equations can be derived using the cavity method, in which all the degrees of freedom of the lattice other than the selected site are integrated out. The cavity method results in an effective action for the local degrees of freedom which, in the limit of infinite spatial dimensions ($d \to \infty$), is equivalent to an impurity with interacting electrons hybridized with a non-interacting bath. This reduction from lattice model to an Anderson impurity model is also called “truncation”.

The physical quantities of the lattice model are constructed from the local irreducible quantities of the effective impurity model. This is a consequence of the limit of infinite dimensions. When $d \to \infty$, the irreducible quantities (self energy and interacting vertex) of the lattice model become momentum-independent and are the same as those
of the effective impurity model [24]. The single-particle Green’s function is thus

\[
G(k, i\omega) = \frac{1}{i\omega + \mu - \epsilon_k - \Sigma_{\text{loc}}(i\omega)},
\]

(1.26)

where \(\mu\) is the chemical potential and \(\epsilon_k\) is the bare energy dispersion of the lattice model. Similarly, the two-particle correlation functions for transport and magnetic properties as described in Sec. 1.3 can be calculated with \(G(k, i\omega)\) and the irreducible vertex functions of the impurity model. This step is also called “embedding”.

In the spin models, the Weiss field on the selected spin is determined by the averaged moment of the surrounding spins which, in a translational invariant lattice, is equivalent to the local moment of the selected spin in the Weiss field. This closes the self-consistent loop. The same prescription applies to DMFT. The hybridization function \(\Delta(i\omega)\) encapsulates the hybridization between the impurity and all the bath degrees of freedom and plays the role of Weiss field. \(\Delta(i\omega)\) is determined by the local quantities, such as \(\Sigma_{\text{loc}}(i\omega)\) and \(G_{\text{loc}}(i\omega)\) via the Dyson’s equation for impurity model,

\[
G_{\text{loc}}(i\omega) = \frac{1}{i\omega - \Delta(i\omega) - \Sigma_{\text{loc}}(i\omega)}.
\]

(1.27)

\(G_{\text{loc}}(i\omega)\) is the local Green’s function and determined by

\[
G_{\text{loc}}(i\omega) = \sum_k G(k, i\omega) = \sum_k \frac{1}{i\omega + \mu - \epsilon_k - \Sigma_{\text{loc}}(i\omega)}.
\]

(1.28)

Eq. 1.27 and Eq. 1.28 constitutes the self-consistent loop of DMFT. Fig. 1.7 sketches the self-consistent loop of DMFT.

### 1.4.1 Two-particle Correlation Functions in DMFT

The ideas of truncation and embedding also apply to the calculation of two-particle correlation functions. In the limit of infinite dimension, the two-particle irreducible
vertex functions are dependent on only frequencies \[28\]. Analogous to the procedure for single-particle Green’s functions, the impurity solver first computes the local two-particle correlation function \(\Pi_{\text{loc}}\) and full vertex function \(\Gamma^f_{\text{loc}}\). The local irreducible vertex function \(\Gamma^i_{\text{loc}}\) is solved from the Bethe-Salpeter equation for the impurity model, that is, all single- and two-particle quantities in Eq. 1.24 and Eq. 1.25 are local quantities and have no momentum dependence. Then the momentum-dependent correlation functions are calculated by same set of equations, but with the momentum-dependence recovered only for the single-particle lines.

The calculation of current-current correlation function in Eq. 1.23, can be further simplified for the case of \(q = 0\), which is relevant for optical conductivity and transport properties such as resistivity, thermopower, and Hall effect. The observation is that since the irreducible vertex function is momentum-independent, and the band velocity \(v_\alpha(k)\) is an odd function of \(k\), thus after the summation over \(k\), the vertex terms in the ladder expansion (Eq. 1.24) all vanish and only the first term of two single-particle lines (the bubble diagram) is left.

### 1.4.2 Impurity Solvers

In practice, the DMFT loop is initialized by a reasonable guess of the \(\Delta(i\omega)\). The impurity solver takes \(\Delta(i\omega)\) and computes \(\Sigma(i\omega)\). Following Eq. 1.27 and 1.28, \(\Sigma(i\omega)\) is used to update \(\Delta(i\omega)\) for the next iteration. Therefore the impurity solver is at the heart of a DMFT calculation. Impurity solvers based on two numerical methods are adopted in this thesis, exact diagonalization (ED) and continuous time quantum Monte Carlo (CTQMC).

The exact diagonalization solver \[27\] replaces the continuum of the bath by finite number of discrete bath sites. The hybridization function is parametrized by

\[
\Delta_{ED}(i\omega) = \sum_a \frac{|V_a|^2}{i\omega - E_a},
\]

where \(E_i\) is energy levels of the bath sites and \(V_i\) is the hybridization amplitude between bath site \(i\) and the impurity. The impurity model is then diagonalized by numerical method, for example the Lanczos algorithm. With the knowledge of eigenstates of the
impurity model, the local correlation functions are computed using the Lehmann representation (Eq. 1.19 and Eq. 1.20). Thus the ED solver works equally on real and imaginary axis. Without diagonalizing the full Hamiltonian, the Lanczos algorithm calculates the lowest eigenvalues and eigenvectors. The shortcoming of the ED solver is the limited size of the bath, because the dimension of the Hilbert space increases exponentially with the number of bath sites, which is a universal barrier for exact diagonalization methods. At most $N_{\text{bath}} = 15$ bath sites is achievable. DMFT calculations based on the ED solver is preferred when investigating the ground state properties of correlated systems, such as spectral weight transfer in single-particle spectral function, optical conductivity near a Mott-transition [29]. Semiquantitatively, the ED solver is also used to compute finite temperature properties, such as the trend of temperature dependence and the magnitude of transport quantities such as resistivity and thermopower (see Ch. 3).

The CTQMC algorithm is a Monte Carlo method that samples a Markov chain in the space of all Feynman diagrams of perturbative expansion of correlation functions [30, 31, 32]. Unlike the Hirsch-Fye Monte Carlo [33], it does not introduce discretization of the imaginary time, giving the name “continuous time”. The input file of CTQMC solver is list of values of $\Delta(i\omega_n)$ at all Matsubara frequencies up to a high energy cutoff, thus no parametrization as in the ED solver is used and the full bath degrees of freedom are included. Nevertheless, since CTQMC works on the imaginary axis, analytic continuation is needed to extract physical information on real-axis from the imaginary-time data.

Two methods of analytic continuation are widely used, the maximum entropy (ME) method and the Padé approximant. Given the correlation function on imaginary axis, $G(\tau)$, from the Monte Carlo sampling, along with the knowledge of sampling errors, the ME method attempts to find the most probable solution of the spectral function

$$A(\omega) = -\frac{1}{\pi} \Im G^R(\omega)$$

satisfying [23]

$$G(\tau) = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \frac{\Im G^R(\omega) \exp(-\tau\omega)}{1 \pm \exp(-\beta\omega)}. \quad (1.30)$$
\Im G^R(\omega) \) is the imaginary part of the retarded correlation function \( G^R(\omega) \) in real frequency. The real part of \( G^R(\omega) \) can be computed from the Kramers-Kronig relation.

The Padé approximant method [22] finds a continued fraction representation of correlation function \( G(i\omega_n) \) in the complex plane given the values at selected Matsubara frequencies \( i\omega_i \),

\[
R_N(z) = \frac{a_1}{1 + \frac{a_2(z-i\omega_1)}{1 + \frac{a_3(z-i\omega_2)}{\ldots + \frac{a_N(z-i\omega_{N-1})}{1}}}}.
\]

The coefficients \( a_k \) are determined by

\[
R_N(i\omega_k) = G(i\omega_k), \quad \text{for} \quad i = 1, \ldots, N.
\]

More details of analytic continuation are given in the App. B.

1.5 Outline

The following chapters are organized as follows.

In Ch. 2, the transport properties of a doped Mott insulator in one-band Hubbard model are studied. The main features of the bad metallic transport in correlated materials are recognized. A Boltzmann theory is formulated in terms of hidden quasiparticles. The transport properties are reproduced by the Boltzmann theory over a wide temperature range. The temperature and energy dependence of the hidden quasiparticles’s scattering rate and renormalization are studied in detail. Results of local and lattice spin susceptibilities are also discussed.

In Ch. 3, from the linear response theory of thermal transport, a set of expressions for computing the high-frequency limit \( S^* \) of thermopower are derived. These expressions can be evaluated with ease in particular within the DMFT framework. A detailed comparison of \( S^* \), \( S_K \) (thermopower estimated by the Kelvin formula), and \( S_0 \) (the transport thermopower) are presented. Analytic results in the low and high temperature limit, as well as numerical results at intermediate temperatures for weakly and strongly correlated metals are discussed, to elucidate the predicting power of \( S^* \) and \( S_K \).

In Ch. 4, resistivity and magnetic susceptibility are studied with the hybridization
amplitude $V$ as a tuning parameter of the periodic Anderson model. The Fermi liquid scale $T_{FL}$ is extracted from the $T^2$ behavior of resistivity and the crossover from a Curie’s to Pauli’s paramagnetism. Upon the vanishing of $T_{FL}$, antiferromagnetic ordering temperature $T_N$ and vector $Q_N$ are identified from the divergence of susceptibility $\chi(Q)$. A $V$-$T$ phase diagram is presented. The dynamical lattice susceptibility is also computed to understand the nature of spin fluctuations in the paramagnetic region of the phase diagram.

In Ch. 5, the effect of a weak magnetic field to the linear response theory for electrical and thermal transport is explained. Then the anomalous transport, in particular the Nernst coefficient and magnetoresistance, in the correlated semiconductor FeSb$_2$, is briefly described. A phenomenological analysis based on Boltzmann theory is presented. Both pros and cons of the theory in understanding the anomalous transport are discussed.
Chapter 2
Hidden Fermi Liquid

Fermi liquids [11] are good conductors. Quasiparticles (QPs) with a mean free path much longer than their wavelength are responsible for the electric transport, and the resistivity vanishes quadratically at low temperatures. The Landau theory is very robust and when reformulated in terms of a transport kinetic equation, it can be used to describe situations where Landau QPs are strictly speaking not well defined, namely when the QP scattering rate is comparable to their energy, such as the electron-phonon coupled system above the Debye temperature [34].

The metallic state of many strongly correlated materials is not described by the Landau theory in a wide range of temperatures. Quadratic temperature dependence of the resistivity occurs in a very narrow or vanishing range of temperatures. The interpretation of the resistivity in terms of the standard model of transport which is based on QPs is problematic since it leads to mean free paths shorter than the (QP) de Broglie wavelength as stressed by Emery and Kivelson [16]. The transport properties of these “bad metals” thus require a novel framework for their theoretical interpretation.

Dynamical mean-field theory (DMFT) [27], provides a nonperturbative framework for the description of strongly correlated materials. It links observable quantities to a simpler, but still interacting, reference system (a quantum impurity in a self-consistent medium) rather than to a free electron system; hence, it gives access to physical regimes outside the scope of Landau theory.

In a broad temperature range, the single-site DMFT description of the one-band Hubbard model at large \( U \) and finite doping results in transport and optical properties with anomalous temperature dependence [35, 36, 37, 38, 39, 40, 41, 42], reminiscent of those observed in bad metals. Corresponding studies of half filled metallic systems [43,
Landau QPs only emerge below an extremely low temperature, $T_{FL}$, which is much lower than the renormalized kinetic energy or Brinkman-Rice scale $T_{BR} \sim \delta W$ with $\delta$ the doping level and $W$ the bare bandwidth. $T_{BR}$ is the natural scale for the variation of physical quantities with doping at zero temperature [47, 37]. A recent comprehensive DMFT study of the Hubbard model with a semicircular bare density of states found that the transport properties above $T_{FL}$ are described in terms of resilient QPs with a strong particle-hole asymmetry [41]. This asymmetry arises from the asymmetric pole structure in the self-energy characterizing the proximity to the Mott insulator [48].

In this chapter we investigate the problem of bad metal transport. By expressing the DMFT transport coefficients in terms of QP quantities we find several surprising results: a) the QP scattering rate has a quadratic behavior for temperatures much larger than $T_{FL}$ and crosses over to a saturated behavior around $T_{sat}$. b) The temperature dependence of the transport coefficients is anomalous (in the sense that it does not reflect the $T$ dependence of the QP scattering rate) and arises from the temperature dependent changes of the QP dispersion near the Fermi level. c) The temperature dependence of the QP dispersion affects differently the diagonal and off-diagonal charge and thermal transport coefficients but the Mott relation [49, 50] is valid when $T_{FL} < T < T_{sat}/2$.

2.1 Quasiparticles in a Doped Mott Insulator

We study the one-band Hubbard Hamiltonian on the two-dimensional square lattice with nearest neighbor hopping

$$H = -t \sum_{(ij),\sigma} c_{i\sigma}^{\dagger} c_{j\sigma} + U \sum_{i} c_{i\uparrow}^{\dagger} c_{i\uparrow} c_{i\downarrow}^{\dagger} c_{i\downarrow}.$$  \hspace{1cm} (2.1)

We set the full bare bandwidth $W = 8t$ to $W = 1$ as the unit of energy and temperature, and present results for $U/W = 1.75$, for which the system is a Mott insulator at half filling. The doping level of the metallic state is fixed at $\delta = 15\%$ ($n = 0.85$). We use the continuous time quantum Monte Carlo (CTQMC) method [30] and the implementation
of Ref. [32] to solve the auxiliary impurity problem. We use Padé approximants to analytically continue the self-energy.

The one-electron spectral function is defined as

\[ A_k(\omega) = -\frac{1}{\pi} \frac{\Im \Sigma(\omega)}{(\omega + \mu - \epsilon_k - \Re \Sigma(\omega))^2 + \Im \Sigma(\omega)^2}, \]  

in terms of the bare band dispersion \( \epsilon_k = -(1/4)(\cos(k_x) + \cos(k_y)) \) and the self-energy \( \Sigma(\omega) \). \( A_k(\omega) \) at different temperatures are plotted in Fig. 2.1 (a)–(d).

Several characteristics of the evolution of \( A_k(\omega) \) with temperature are important.
The solutions of the following equation

\[ \omega + \mu(T) - \epsilon_k - \Re \Sigma(\omega, T) = 0, \]  

faithfully reproduce the location of the peaks in \( A_k(\omega) \) and how they evolve with temperature (Fig. 2.1(f)). We do not describe in the following the upper Hubbard band at positive energies of order \( U \).

There are two distinct temperature regimes separated by a crossover scale \( T_{sat} \approx 2T_{BR}/3 = 0.1 \), which also sets the saturation scale of QP scattering rate as will be explained later. Above \( T_{sat} \), say at \( T = 0.125 \), \( A_k(\omega) \) has one peak, i.e., Eq. 2.3 has only one root for each \( k \) and displays a continuous dispersion over the whole Brillouin zone. Below \( T_{sat} \), Eq. 2.3 can have multiple roots. The high temperature band breaks into two parts, which together with the upper Hubbard band form the characteristic DMFT three-peak structure of the local density of states (LDOS, Fig. 2.1(e)). The breakup of these bands also leads to the separation of the optical spectrum into a Drude peak and a midinfrared feature, characteristic of many correlated systems, which provided the earliest experimental tests of the DMFT picture of correlated materials [35, 36, 43, 44].

There is always a dispersive QP feature in an \( \sim k_B T \) energy window at the Fermi energy. \( \omega_k^* \) denotes the root of Eq. 2.3 closest to the Fermi level for a given \( k \). It evolves continuously with temperature from zero up to very high temperatures where there is no sharp peak in the LDOS (Fig. 2.1(e)). The dispersive excitations evolve continuously from strongly renormalized QPs located near the Luttinger Fermi surface with Fermi crossings around the \( X \) point and on the \( \Gamma - M \) line for \( T \ll T_{sat} \) (Fig. 2.1(a-b)), to holes in the lower Hubbard band (located near the \( M \) point) (Fig. 2.1(d)) for \( T \gg T_{sat} \), as the spin degrees of freedom gradually unbind from the charge, with increasing temperature. The QP velocity is nearly temperature independent only below \( T_{FL} \) and above \( T_{sat} \). The mass enhancement \( (1/Z) \), decreases with increasing temperature, from a large value \( \sim 5 \) below \( T_{FL} \) (Fig. 2.1(a)) to a value \( \sim 1.5 \approx (1 - n/2)^{-1} \) at high temperatures (Fig. 2.1(d)).
2.2 Transport in Hidden Fermi Liquid

2.2.1 Boltzmann Theory of Quasiparticle Transport

We now turn to the transport properties and focus on the electric current induced by electric fields and thermal gradients

\[ J_e = \bar{\sigma}^0 \cdot E - \bar{\sigma}^1 \cdot \nabla T. \]  

(2.4)

\( \bar{\sigma}^0 \) is charge conductivity matrix, and \( \bar{\sigma}^1 \) is the thermal conductivity. Several quantities of interest are resistivity \((\rho)\), Hall angle \((\theta_H)\), Seebeck coefficient \((S)\), and Nernst coefficient \((\nu)\) [50]. They are representative measures of magneto- and thermoelectric transport properties and can be expressed in terms of elements of conductivity matrices,

\[ \rho = \frac{1}{\sigma_{xx}^0}, \quad \tan \theta_H = -\frac{\sigma_{yx}^0}{\sigma_{xx}^0}, \]

\[ S = -\frac{\sigma_{xx}^1}{\sigma_{xx}^0}, \quad \nu = -\frac{1}{B} \left( \frac{\sigma_{yx}^1 \sigma_{yx}^0}{(\sigma_{xx}^0)^2} - \frac{\sigma_{yx}^2}{\sigma_{xx}^0} \right). \]  

(2.5)

Within the DMFT treatment of the one-band Hubbard model, current vertex corrections vanish and the transport properties can be interpreted directly in terms of one-electron spectral function [35, 38, 39]

\[ \sigma_{xx}^\alpha = 2\pi \sum_k \Phi_{xx}^{\alpha k} \int d\omega \left( -\frac{\partial f(\omega)}{\partial \omega} \right) \left( \frac{\omega}{T} \right)^\alpha A_k^\alpha(\omega), \]

\[ \frac{\sigma_{yx}^\alpha}{B} = \frac{4\pi^2}{3} \sum_k \Phi_{yx}^{\alpha k} \int d\omega \left( -\frac{\partial f(\omega)}{\partial \omega} \right) \left( \frac{\omega}{T} \right)^\alpha A_k^\alpha(\omega), \]  

(2.6)

with \( \alpha = 0 \) or 1 for charge or thermal conductivity. We consider the limit of a weak magnetic field, hence the off-diagonal conductivities are proportional to \( B \). \( \Phi_{xx}^{\alpha k} = \epsilon_{\alpha k}^2 \) and \( \Phi_{yx}^{\alpha k} = (\epsilon_{\alpha k}^2)^2 - \epsilon_{\alpha k}^2 \epsilon_{\alpha k} \epsilon_{\alpha k} \epsilon_{\alpha k} \) are transport functions in terms of the bare band dispersion \( \epsilon_k \) and its derivatives. The derivatives are denoted by the corresponding superscripts, \( \epsilon_{\alpha k} = \partial \epsilon_k / \partial k_\alpha \).

To recast Eqs. 2.6 in terms of QPs, we linearize Eq. 2.3 at \( \omega = \omega_k^* \) and define \( Z_k = (1 - \frac{\partial \Re \Sigma(\omega)}{\partial \omega})^{-1}|_{\omega=\omega_k^*} \). Then the low energy part of the one-electron Green’s function can be approximated as

\[ G_k(\omega) \simeq \frac{Z_k}{(\omega - \omega_k^*) + i \Gamma_k^e}. \]  

(2.7)
Thus $Z_k$ is the QP renormalization factor (or QP weight) and $\Gamma_k^* = -Z_k \Im \Sigma(\omega_k^*)$ is the QP scattering rate.

Then the integrals in Eqs. 2.6 can be performed analytically and lead to

$$
\sigma_{xx}^\alpha \simeq \sum_k \left( -\frac{\partial f(\omega)}{\partial \omega} \right) \omega_k^* \Phi_{k}^{xx} \left( \frac{\omega_k^*}{T} \right)^\alpha \tau_k^* ,
$$

$$
\frac{\sigma_{yx}}{B} \simeq \frac{1}{2} \sum_k \left( -\frac{\partial f(\omega)}{\partial \omega} \right) \omega_k^* \Phi_{k}^{yx} \left( \frac{\omega_k^*}{T} \right)^\alpha (\tau_k^*)^2 .
$$

(2.8)

$\tau_k^* = (\Gamma_k^*)^{-1}$ is the QP lifetime. The transport functions are renormalized by $Z_k$. $\Phi_{k}^{xx} = (\epsilon_k^x)^2$ and $\Phi_{k}^{yx} = (\epsilon_k^y)^2 \epsilon_k^{xx} - \epsilon_k^y \epsilon_k^{yx}$, with $\epsilon_k^{\alpha(\beta)} = Z_k \epsilon_k^{\alpha(\beta)}(\alpha, \beta = x, y)$.

This reformulation leads to a transparent interpretation in terms of QPs with temperature dependent dispersion $\omega_k^*$. Eqs. 2.8 have a form similar to the solution of the kinetic equations from Boltzmann theory [5]. The essential difference from the Prange-Kadanoff treatment of the electron-phonon problem [34] is the strong temperature dependence of the QP dispersion brought in by $Z_k$.

First we validate the simplified description of transport, Eqs. 2.8 (“QP approx.”), by benchmarking it against the results of the exact DMFT expressions, Eqs. 2.6 (“exact exp.”), for the resistivity, Hall angle, Seebeck coefficient, and Nernst coefficient. The quantitative agreement between Eqs. 2.8 and Eqs. 2.6 is evident, as shown in Fig. 2.2(a-d). The QP approximation faithfully reproduces the results of all transport quantities over the whole temperature range, extending to temperatures well above $T_{sat}$.

### 2.2.2 Scattering Rate Saturation

Fig. 2.3(a) shows the QP scattering rate on Fermi surface, i.e., $\Gamma_k^*_{F}$ with $\omega_k^*_{F} = 0$ (for later use we also write $\tau_k^*_{F} = (\Gamma_k^*_{F})^{-1}$ as the QP lifetime and $Z_k^*_{F}$ as the renormalization factor at Fermi surface). $T_{sat}$ demarcates the nonmonotonic temperature dependence of $\Gamma_k^*_{F}$. Below $T_{sat}$, $\Gamma_k^*_{F}$ increases and reaches a maximum at $T_{sat}$. Above $T_{sat}$, $\Gamma_k^*_{F}$ decreases very slowly and eventually approaches to a value moderately smaller than the maximum. This confirms that $T_{sat}$ characterizes the crossover between two distinct scattering behaviors. The inset of Fig. 2.3(a) shows estimated values of $(k_F l^*)^{-1}$ with $k_F$ an estimation of the average Fermi momentum by assuming a circular Fermi surface.
Figure 2.2: Transport properties. (a) Resistivity. (b) Hall angle. (c) Seebeck coefficient. (d) Nernst coefficient. Points labeled “exact exp.” are obtained using Eqs. 2.6. Points labeled “QP approx.” are obtained using Eqs. 2.8. Points labeled “expansion” are obtained using the general Sommerfeld expansion detailed in App. C. The units are expressed in terms of universal constants, $h$, $k_B$, $e$, in-plane lattice constant $a$, and out-of-plane lattice constant $c$. 
Figure 2.3: (a) Quasiparticle scattering rate $\Gamma_{k_F}^*$. The inset shows the estimation of $(k_F l^*)^{-1}$. (b) $\Gamma_{k_F}^*$ as a function of $T^2$ for $T \lesssim T_{sat}/2$. (c) Quasiparticle renormalization factor $Z_{k_F}$ for $T \lesssim T_{sat}/2$. 
containing \( (1 - \delta)/2 \) electrons per spin and with \( l^* = v^*_k \times \tau^*_k \) the QP mean free path, where \( v^*_k = \sqrt{\langle v^*_k^2 \rangle} \) with \( \langle \cdots \rangle \) averaging over the Fermi level. At low temperatures, \( (k_F l^*)^{-1} \) increases with temperature, as expected in a good metal, and crosses over to a much slower increase, or saturated behavior, around \( T_{sat}/2 \). Above \( T_{sat}/2 \), \( (k_F l^*)^{-1} \approx 0.5 \), and does not exceed the Mott-Ioffe-Regel bound, which states that \( (k_F l^*)^{-1} < 1 \) in a metal. The QPs behave as expected in Boltzmann transport theory in the full temperature range, reaching the nondegenerate limit at \( T \gg T_{sat} \). Notice that above \( T_{FL} \), \( \Im \Sigma(0) \) is not quadratic in temperature; only \( \Gamma^*_k = -Z_k \Im \Sigma(0) \) is quadratic.

Fig. 2.4 shows the bulk spin susceptibility \( \chi_{bulk} \) and charge susceptibility \( dn/d\mu \). The spin susceptibility can be well fit by \( \chi_{bulk}(T) \propto \frac{1}{T-T_0} \), where \( T_0 \approx 0.04 \), as indicated in the inset of Fig. 2.4. The charge susceptibility behaves differently. Above \( T = 0.025 \), albeit the (bad) metallic resistivity, \( dn/d\mu \) exhibits an insulating behavior, that is, increases with lowered temperature. Below \( T = 0.025 \), \( dn/d\mu \) shows a metallic behavior.

### 2.2.3 Non-Fermi liquid Transport

The anomalies in the transport properties are the result of the strong temperature dependence of the renormalized dispersion. This is best understood by means of a general Sommerfeld expansion of Eqs. 2.8, which is explained in App. C and works well below \( T_{sat}/2 \). For this purpose we define \( \Phi^{xx/yy}(\epsilon) = \sum_k \Phi^{xx/yy}_k \delta(\epsilon - \omega^*_k) \) and the energy dependent QP lifetime \( \tau^*(\epsilon) = \tau^*_k \) when \( \epsilon = \omega^*_k \), with scattering rate \( \Gamma^*(\epsilon) = (\tau^*(\epsilon))^{-1} \). For \( |\epsilon| \lesssim T \), \( \Phi^{xx/yy} (\epsilon) \) is expanded to linear order in \( \epsilon \). To keep the asymmetry in \( \Gamma^*(\epsilon) \), which is important for the thermoelectric transport, we expand \( \Gamma^*(\epsilon) \) to cubic order in \( \epsilon \), and treat the linear and cubic order as corrections to the zeroth and quadratic terms, which are dominant in the Fermi liquid regime at low temperatures. The insets in Fig. 2.2 compare the estimation using this expansion (purple dots) and the results of the full expressions (black dots). The agreement is evident and the expansion quantitatively captures the variation below \( T_{sat}/2 \).

The inset of Fig. 2.2(a) shows the linearity of resistivity, a typical non-Fermi-liquid behavior [51], up to \( T_{sat}/4 \approx 0.025 \), as indicated by the linear fitting (blue dashed line). Surprisingly the QP scattering rate \( \Gamma^*_k \) has a quadratic temperature dependence also
Figure 2.4: Bulk spin susceptibility $\chi_{\text{bulk}}$ (a) and charge susceptibility $dn/d\mu$ (b). The inset of (a) shows $1/\chi_{\text{bulk}}$. 
up to $T_{sat}/4$ (Fig. 2.3(b)). This is due to the strong temperature dependence of $Z_{k_F}$ (Fig. 2.3(c)). In fact, the leading order in the general Sommerfeld expansion gives

$$\rho \simeq (Z_{k_F} \Phi^{xx}(\bar{\mu}) \tau_{k_F}^*)^{-1}, \quad (2.9)$$

where $\Phi^{xx}(\bar{\mu}) = \sum_k \Phi^{xx}_k \delta(\bar{\mu} - \epsilon_k)$ and we have used $\Phi^{xx}(0) = Z_{k_F} \Phi^{xx}(\bar{\mu})$. $Z_{k_F} \simeq 0.1 + 12T$ for $T_{FL} < T < T_{sat}/4$, leads to the quasilinear resistivity and also affects all other transport coefficients in Eqs. 2.8. The temperature dependence of $Z_{k_F}$ becomes negligible only below the Fermi liquid temperature $T_{FL} \simeq T_{sat}/15$. $\Phi^{xx}(\bar{\mu})$ is very weakly temperature dependent as shown in the inset of Fig. 2.3(c). Above $T_{sat}$, the resistivity is quasilinear in temperature with a slope smaller than that below $T_{sat}/4$, while the QP scattering rate is saturated. The general Sommerfeld expansion cannot be used at high temperatures, but the discrepancy between the scattering rate and resistivity can be traced to the variation of $\bar{\mu}$ with temperature, leading to the shift of QP band relative to the Fermi window $-\partial f(\omega)/\partial \omega$.

Similarly, the leading order in the Hall angle (Fig. 2.2(b)) is given by $\tan \theta_H/B \simeq Z_{k_F} \Phi^{yx}(\bar{\mu}) \tau_{k_F}^* / 2 \Phi^{xx}(\bar{\mu})$ and indicates the sign change at $T \simeq T_{sat}/4$ is due to the sign change in $\Phi^{yx}(\bar{\mu})$, a consequence of the evolution of Fermi surface from a holelike one to an electronlike one. For the Seebeck coefficient (Fig. 2.2(c)), the expansion leads to

$$S \simeq \left(-\frac{\pi^2}{3} T \right) \left( \frac{d \ln \Phi^{xx}(0)}{d \epsilon} + \frac{d \ln \tau^*(0)}{d \epsilon} \right). \quad (2.10)$$

The asymmetry in scattering rate competes with the asymmetry in the QP band structure; hence, instead of sign change, $S$ shows a nonmonotonic temperature dependence below $T_{sat}/2$.

The Nernst coefficient $\nu$ (Fig. 2.2(d)) rises steeply below $T_{sat}/4$, and provides a good probe of the temperature dependence of $\tau_{k_F}^*$. The leading orders in the expansion give

$$\nu \simeq \left(-\frac{\pi^2}{3} T \right) \left[ \tau_{k_F}^* \frac{d}{d \epsilon} \left( \frac{\Phi^{yx}(0)}{\Phi^{xx}(0)} \right) + \frac{\Phi^{yx}(0)}{\Phi^{xx}(0)} \frac{d \tau^*(0)}{d \epsilon} \right]. \quad (2.11)$$

In the square lattice near hall filling, the asymmetry in the band structure dominates and leads to $\nu \propto \tau_{k_F}^* T \propto 1/T$. This rise is seen in many materials [50] before $\nu$ drops linearly in $T$ at very low temperature.

---

1Disorder in real materials cuts off the divergence of $\tau_{k_F}^*$ and $\nu$ is thus linear in $T$ at very low
2.3 Spectral Properties of Hidden Fermi Liquid

The spectral function of a doped Mott insulator has been shown in Fig. 2.1, which exhibits the emergence of the coherent hidden QPs from the weakly renormalized Hubbard bands as temperature drops to below the Brinkman-Rice scale. Besides, the temperature dependence of the QP renormalization gives rise to the non-Fermi liquid transport at low temperature, such as the linear temperature dependence of resistivity. This section will present a more detailed discussion of the QP characteristics of the hidden Fermi liquid. The doping dependence of the effective Fermi energy will also be discussed.

2.3.1 The Fermi Energy of Hidden Quasiparticles

In deriving the transport equation of QPs, we determine the QP excitation energy $\omega_k^*$ by the poles of one-particle Green's function $G_k(\omega)$, that is, they are solutions of Eq. 2.3,

$$\omega_k^* + \mu - \epsilon_k - \Re \Sigma(\omega_k^*) = 0. \quad (2.12)$$

Hence $G_k(\omega)$ has the following approximate form, Eq. 2.7

$$G_k(\omega) \simeq \frac{Z_k}{(\omega - \omega_k^*) + i\Gamma_k^*}, \quad (2.13)$$

with $Z_k = \frac{1}{1 - \frac{\partial \Re \Sigma(\omega_k^*)}{\partial \omega}}$ and $\Gamma_k^* = Z_k \Im \Sigma(\omega_k^*)$. The approximate QP spectral function thus has a Lorentzian form,

$$A_{QP_k}(\omega) = \frac{Z_k}{\pi} \frac{\Gamma_k^*}{(\omega - \omega_k^*)^2 + (\Gamma_k^*)^2}. \quad (2.14)$$

Fig. 2.5 compares the exact spectral function $A_k(\omega)$ (red solid line) and $A_{QP_k}(\omega)$ (black dashed line) at two lattice momentum, $k_a = (0.38\pi, 0.38\pi)$ is below the Fermi surface and $k_b = (0.54\pi, 0.54\pi)$ is above the Fermi surface. The temperature is $T = 0.015$, which is above the Ferm liquid temperature $T_{FL} \simeq 0.075$. It is obvious that the peak of $A_k(\omega)$ is faithfully represented by the Lorentzian function. The QP excitation energy determines the position of the Lorentzian peak. In Fig. 2.5, the excitations temperatures. This linearity is sometimes taken as a signature of Fermi-liquid behavior.
energies are \( \omega_{k_a} \approx -0.04 \) and \( \omega_{k_b} \approx 0.03 \), both of which are much larger than the Fermi liquid scale \( T_{FL} \).

Fig. 2.6 shows variation of the QP scattering rate (a) and renormalization factor (a) with respect to QP energy for \( T = 0.005 \) and \( T = 0.015 \). The two vertical dashed lines in Fig. 2.6(a) marked the low energy window within which the low energy part of the scattering rate can be fit by quadratic functions, as indicated by the dashed curves. Apparently, the QP scattering rate is quadratic in QP energy for \( |\omega^*_k| < 0.05 \). If we take the width of this window as the effective Fermi energy of QPs, \( E^{eff}_F \), then \( E^{eff}_F \approx 0.1 \sim T_{BR} \), which is much larger than the \( T_F \) from transport measurement. Notice that at \( T = 0.015 > T_F \), the quadratic scattering rate still holds within the same energy window, only with the curvature becomes smaller and the minimum rises.

At this point, it is helpful to compare the scattering rate with the imaginary part of self energy. These two quantities are usually taken as synonyms for Landau’s Fermi liquid since the QP renormalization is a temperature independent constant there. Fig. 2.7 (a) shows the imaginary part exhibits strong particle-hole asymmetry while the QP scattering rate is symmetric for particle and hole excitations within the window of effective QP Fermi energy. In fact, the particle-hole symmetry for a Landau’ Fermi liquid, only emerges at very low temperature and very close to the Fermi surface. This can be
Figure 2.6: (a): QP scattering rate as a function of QP energy. The dashed lines are quadratic functions which fit the low energy part of the scattering rate. (b): QP renormalization. The upper horizontal line marks $Z_{Hub} = 1 - n/2 = 0.575$, which is the renormalization factor of the lower Hubbard band given by Hubbard I approximation. The lower horizontal line marks $Z_{G} = \delta = 0.15$, which is the renormalization factor at $T = 0$ given by the Gutzwiller approximation.

Figure 2.7: (a): QP scattering rate and the imaginary part of self energy. $T = 0.005$. (b): Emergence of Fermi liquid scaling of self energy. 

seen from the scaling form of the self energy,

\[ \frac{\mathfrak{H} \Sigma(\omega)}{T^2} \propto \left( \frac{\omega}{T} \right)^2 + \pi^2. \quad (2.15) \]

Fig. 2.7 (b) shows $\mathfrak{H} \Sigma(\omega)/\omega^2$ as a function of $\omega/T$ for selected temperatures. $\mathfrak{H} \Sigma(\omega)$ collapse to the scaling form of Eq. 2.15 only well below the Fermi liquid temperature, and when $\omega/T \approx 5$. Therefore, the effective Fermi energy $E_{F}^{eff}$ is the energy scale below which the QPs are valid representation of fermionic excitations.

Fig. 2.6(b) shows the variation of QP renormalization $Z$ with QP energy. The horizontal lines mark two characteristic values of $Z$. The upper one is $Z_{Hub} \approx 1 - n/2 = 0.575$, which is the renormalization factor of the lower Hubbard band in the
$U \rightarrow \infty$ limit, given by the the Hubbard I approximation [52]. The lower one is $Z_G \simeq 1 - n = 0.15$, which is the QP renormalization of the ground state ($T = 0$) given by the Gutzwiller approximation [53]. The hole excitations have larger mass enhancement, $Z \lesssim Z_G$. Then $Z$ varies linearly with QP energy across the $E_p^{eff}$ scale. Above $E_p^{eff}$ for electron excitations, $Z$ approaches to $Z_{Hub}$ and saturates.

2.4 Spin Fluctuations

This section discusses the spin fluctuations in the doped Mott insulator. Both local and lattice spin susceptibilities are calculated.

2.4.1 Local Spin Fluctuations

The local dynamic spin susceptibilities $\chi_S(\omega)$ at selected temperatures presented in this section are obtained using the maximum entropy method.

Local moment regime.

The local moment regime refers to the high temperature regime of $T > T_{BR}$. In this regime, the single-particle local density of states (LDOS) displays the lower and upper Hubbard bands, but the coherent peak is not well formed (see Fig. 2.1). This corresponds to the situation in the effective impurity Anderson model that the local moment is not screened by the conduction electrons and the Kondo effect has not taken place yet.

Fig. 2.8 shows the imaginary (left) and real (right) part of $\chi_S(\omega)$ in the local moment regime. The evolution with temperature reveals an isosbestic point in $\Im \chi_S(\omega)$, indicating a spectral weight transfer between the high energy part and low energy part. An isosbestic point indicates that there are two components in the spectral function [54] with a conserved total weight. That is, the spectral function can be written as

$$\Im \chi_S(\omega) = \alpha \chi_l(\omega) + (1 - \alpha) \chi_h(\omega),$$

where $\chi_l$ and $\chi_h$ are the low- and high-energy component of the spectral function. Then
the isosbestic point $\omega = \omega_i$ is determined by $\chi_l(\omega_i) = \chi_h(\omega_h)$, where the low- and high-energy component crosses. In our case, it is $\omega_i \simeq 0.2$, which separates the low-energy and high-energy component in $\Im \chi(S)$.

**Hidden Fermi liquid regime.**

The hidden Fermi liquid regime represent $T_{FL} < T < T_{BR}$, where the QP scattering rate exhibits a Fermi liquid behavior ($\propto T^2$), while the QP renormalization is strong temperature dependent, giving rise the quasi-linear resistivity. The QP peak in the single-particle LDOS emerges in this regime, indicating the Kondo effect starts to take place.

Fig. 2.9 shows $\chi_S(\omega)$ in this regime. Similar to the local moment regime, the evolution of $\Im \chi_S(\omega)$ reveals a suppression of high energy spectrum and an enhancement of low energy part. But the spectral transfer shows no sign of isosbestic point, this indicates the evolution of spectral weight is not simply due to a redistribution of weight between the low- and high-component.

**Fermi liquid regime.**

The Fermi liquid regime refers when $T < T_{FL}$ and the QP weight $Z$ is only weakly dependent on temperature and approaching to its $T = 0$ value. The transport behaviors follows Landau’s Fermi liquid theory, such as a $\sim T^2$ resistivity.
Figure 2.9: $\chi_S(\omega)$ in the hidden Fermi liquid regime. Imaginary part (left) and real part (right).

Figure 2.10: $\chi_S(\omega)$ in the Fermi liquid regime. Imaginary part (left) and real part (right).

Fig. 2.10 shows $\chi_S(\omega)$ in the Fermi liquid regime. The main difference from the hidden Fermi liquid regime is that the low energy part of $\Im \chi_S(\omega)$ is enhanced as temperature is lowered while the high energy part of $\omega > 0.1$ is not evolving with temperature.

**Cumulative Spectral Weight**

Another way of looking at the spectral weight is to compute the cumulative weight. We write

$$S_\omega^2(\Omega) = \frac{1}{\pi} \int_{-\Omega}^{\Omega} d\omega n_B(\omega) \Re \chi_S(\omega) = \frac{1}{\pi} \int_{0}^{\Omega} d\omega \left[ \omega \coth \left( \frac{\beta \omega}{2} \right) \right] \left[ \frac{\Im \chi_S(\omega)}{\omega} \right]. \quad (2.17)$$
Figure 2.11: Cumulative spectral weight of local dynamic spin susceptibility.

Setting $\Omega = \infty$, we get the sum rule for spin operators,

$$S_z^2(\infty) = \langle \hat{S}_z^2 \rangle \quad (2.18)$$

Fig. 2.11 shows $S_z^2(\Omega)$ for the local moment, hidden Fermi liquid and the Fermi liquid regimes. The last figure compares the representative curves from each regime. First, instead of the $S_z^2(\Omega \to \infty) = 0.25$, we see $S_z^2(\Omega \to \infty) \simeq 0.2$. In fact this is not a surprising result. Consider the fermionic representation of spin operators, $\hat{S}_z = (\hat{n}_\uparrow - \hat{n}_\downarrow)/2$,

$$\langle \hat{S}_z \hat{S}_z \rangle = \frac{1}{4} \left( \langle \hat{n}_\uparrow \hat{n}_\uparrow \rangle + \langle \hat{n}_\downarrow \hat{n}_\downarrow \rangle - \langle \hat{n}_\uparrow \hat{n}_\downarrow \rangle - \langle \hat{n}_\downarrow \hat{n}_\uparrow \rangle \right)$$

$$= \frac{1}{4} \left( \langle \hat{n}_\uparrow \rangle + \langle \hat{n}_\downarrow \rangle - 2 \langle \hat{n}_\uparrow \hat{n}_\downarrow \rangle \right)$$

$$= \frac{n}{4} - \frac{\langle \hat{n}_\uparrow \hat{n}_\downarrow \rangle}{2}.$$ 

In our case, the total density is $n = 0.85$, and the double occupancy is non-zero, $\langle n_\uparrow n_\downarrow \rangle \simeq 0.01$, thus the cumulative spectral weight is $S_z^2(\infty) \simeq 0.21$, expected by Fig. 2.11.
To understand the temperature dependence of the spin fluctuation, the low energy part of $\chi_S(\omega)$ is usually fit to the following model,

$$\tilde{\chi}_S(\omega) = \frac{\chi^0_S \Gamma}{\Gamma - i\omega}.$$  

(2.19)

$\chi^0_S$ is the local static susceptibility and $\Gamma$ is the characteristic energy scale for spin fluctuations. To determine $\chi^0_S$ and $\Gamma$, notice that

$$\chi^0_S = \tilde{\chi}_S(0) = \chi_S(0),$$

(2.20)

and

$$\frac{d}{d\omega} \Im \tilde{\chi}_S(\omega = 0) = \frac{\chi^0_S}{\Gamma}.$$  

(2.21)

Thus $\Gamma$ can be determined by the slope of $\Im \chi_S(\omega)$ at $\omega = 0$. Another usually adopted shortcut to find $\Gamma$ is to find the maximum position of $\Im \chi_S(\omega)$.

Fig. 2.12 shows $\chi^0_S$ and $\Gamma$. In Fig. 2.12(b), points labelled by “slope fit” are obtained by fitting to the slope of $\Im \chi_S(\omega)$ at $\omega = 0$ (see Eq. 2.21). Points labelled by “maximum fit” represents the positions of maximum of $\Im \chi_S(\omega)$.

$\chi^0_S$ follows a Curie-Weiss law,

$$\chi^0_S \propto \frac{1}{T + T_\theta},$$

(2.22)

with $T_\theta \simeq 0.015 \simeq 2T_{FL}$, which is much smaller than $T_{BR}$. This Curie-Weiss behavior was also observed in previous QMC calculations on doped Mott insulator [55].

The values of $\Gamma$ obtained by fitting the low energy slope or the maximum of $\Im \chi_S(\omega)$ agree semi-quantitatively. The temperature dependence of $\Gamma$ illustrates a “shoulder” near $T \simeq 0.75 \simeq T_{BR}/2$. Above $T_{BR}/2$, $\Gamma$ is weakly dependent on $T$ in a quasi-linear manner.

The spin-lattice relaxation time $T_1$ is determined by $\chi^0_S$ and $\Gamma$.

$$\frac{1}{T_1 T} \simeq \lim_{\omega \to 0} \frac{\Im \chi_S(\omega)}{\omega} = \frac{\chi^0_S}{\Gamma}.$$  

(2.23)

To compute $1/T_1 T$, the values of $\Gamma$ determined by the low energy slope of $\Im \chi_S(\omega)$ are used. Fig. 2.13 (a) shows the inverse of spin-lattice relaxation time, $1/T_1$. The
Figure 2.12: (a): Static local susceptibility $\chi_0^S$. (b): Local spin fluctuation energy scale $\Gamma$. Red crosses are found by locating the maximum of $\Im \chi_S(\omega)$. Black dots are obtained by fitting the low energy slope of $\Im \chi_S(\omega)$.

Inset shows $1/T_1T$. The temperature dependence of $1/T_1$ indicates both $T_{FL}$ and $T_{BR}$. Above $T_{BR}/2$, $1/T_1$ is quasi-linear in $T$ with a negative slope. Below $T_{BR}/2$, it exhibits a maximum at $T \simeq 0.12 \simeq 2T_{FL}$, and decreases steeply towards $T = 0$.

The Korringa-Shiba relation in a Fermi liquid states that

$$\lim_{\omega \to 0} \frac{\Im \chi_S(\omega)}{\omega \chi_0^S} = \frac{\chi_0^S}{\Gamma},$$

(2.24)

is a constant determined by the magnetic moment of electron [56]. It is easy to see from Eq. 2.23 that

$$\lim_{\omega \to 0} \frac{\Im \chi_S(\omega)}{\omega \chi_0^S} = \frac{1}{\chi_0^S \Gamma},$$

(2.25)

which is shown in Fig. 2.13(b) to illustrate the deviation from the Korringa-Shiba relation. In general, $\frac{1}{\chi_0^S \Gamma}$ varies with temperature moderately. In particular, below $T = 0.025$, when the quasiparticles of hidden Fermi liquid have well-formed, $\frac{1}{\chi_0^S \Gamma}$ exhibits a drop (quasi-)linear in temperature below the shoulder feature at $T = 0.025$.

### 2.4.2 The Lattice Spin Susceptibility

The lattice spin susceptibility $\chi(Q, \omega)$ provides more detailed information of the spin excitations. The divergence of the static part $\chi(Q, \omega = 0)$ at a certain lattice momentum $Q_m$ and temperature $T_m$ indicates a magnetic phase transition at $T = T_m$ and the magnetic ordering vector is $Q_m$. The imaginary part, $\Im \chi(Q, \omega)$ gives the spectral information of spin excitations, which is usually contrasted with the neutron scattering spectroscopy.
Figure 2.13: (a): Spin-lattice relaxation time. (b) The deviation from Korringa-Shiba relation.

**Computing Scheme**

A general but not practical method to compute $\chi(Q, \omega)$ is described as follows.

$\chi(Q, \omega)$ can be computed by analytical continuation from its Matsubara counterpart, $\chi(Q, i\Omega)$, which needs the information of the full two-particle correlation function $\chi_{i\mu,i\nu}(Q, i\Omega)$,

$$
\chi(Q, i\Omega) = \frac{1}{\beta^2} \sum_{i\mu,i\nu} \chi_{i\mu,i\nu}(Q, i\Omega).
$$  \hspace{1cm} (2.26)

$\chi_{i\mu,i\nu}(Q, i\Omega)$ satisfies the Bethe-Salpeter equation,

$$
\frac{1}{\beta} \chi_{i\mu,i\nu}(Q, i\Omega) = \frac{1}{\beta} \chi_{0}^{i\mu,i\nu}(Q, i\Omega) + \sum_{i\nu',i\nu''} \left( \frac{1}{\beta} \chi_{i\mu,i\nu'}(Q, i\Omega) \right) \left( \frac{1}{\beta} \Gamma_{i\nu',i\nu''}(Q, i\Omega) \right) \left( \frac{1}{\beta} \chi_{i\nu'',i\nu}(Q, i\Omega) \right),
$$  \hspace{1cm} (2.27)

in which the bubble diagram is

$$
\frac{1}{\beta} \chi_{i\mu,i\nu}(Q, i\Omega) = -\frac{1}{V} \sum_{k} G_{k}(i\mu) G_{k+Q}(i\mu + i\Omega) \delta_{\nu,\mu+\Omega}.
$$  \hspace{1cm} (2.28)

$\Gamma_{i\nu',i\nu''}(Q, i\Omega)$ is the irreducible vertex function. In the DMFT framework, the one-particle Green’s function $G_{k}(i\omega)$ can be determined by the non-interacting band structure $\epsilon_{k}$ and the local self energy $\Sigma(i\omega)$. $\Gamma_{i\nu',i\nu''}(Q, i\Omega)$ is replaced by the local irreducible vertex, $\Gamma_{i\mu,i\mu}^{loc}(i\Omega)$, which can be solved by inverting the Bethe-Salpeter equation of the
impurity problem,
\[
\frac{1}{\beta} \chi_{i\mu,i\nu}(i\Omega) = \frac{1}{\beta} \chi_{i\mu,i\nu}^{0}(i\Omega) + \sum_{i\nu',i\nu''} \left( \frac{1}{\beta} \chi_{i\mu,i\nu'}^{0}(i\Omega) \right) \left( \frac{1}{\beta} \Gamma_{i\nu',i\nu''}(i\Omega) \right) \left( \frac{1}{\beta} \chi_{i\nu'',i\nu}(i\Omega) \right). \tag{2.29}
\]

Therefore after the DMFT self-consistent condition is satisfied, the impurity solver first computes the local two-particle Green’s function \(\chi_{i\mu,i\nu}^{loc}(i\Omega)\), then by inverting Eq. 2.29 solve for the local irreducible vertex \(\Gamma_{i\mu,i\nu}^{loc}(i\Omega)\), which along with the local self-energy is put into Eq. 2.27 to compute \(\chi_{i\mu,i\nu}(Q,i\Omega)\) and then \(\chi(Q,i\Omega)\). Finally the analytical continuation is employed to get the real-frequency quantity \(\chi(Q,\omega)\).

However a numerical implementation of this method is a challenging task, since computing the local two-particle quantities demands considerable computing power. A reliable analytical continuation usually needs the value \(\chi(Q,i\Omega)\) for \(i\Omega\) up to the asymptotic regime. For each \(i\Omega\), the two-particle Green’s function, \(\chi_{i\mu,i\nu}^{loc}(i\Omega)\), is a matrix, whose size is determined by the cutoff of \(i\mu\) and \(i\nu\).

To reduce the computing workload, the following approximation to the irreducible vertex is adopted [57]. A possible method is to approximate the irreducible vertex \(\Gamma_{i\nu',i\nu''}(i\Omega)\) by an effective interaction, \(\Gamma_{i\nu',i\nu''}(i\Omega) = U_{\text{eff}}\), that is, to reduce the Bethe-Salpeter equation into an effective RPA approximation, with \(U_{\text{eff}}\) being the effective bare interaction. That is, the effective two-particle Green’s function is
\[
\frac{1}{\beta} \chi_{i\mu,i\nu}^{\text{eff}}(Q,i\Omega) = \frac{1}{\beta} \chi_{i\mu,i\nu}^{0}(Q,i\Omega) + \sum_{i\nu',i\nu''} \left( \frac{1}{\beta} \chi_{i\mu,i\nu'}^{0}(Q,i\Omega) \right) \left( \frac{1}{\beta} U_{\text{eff}} \right) \left( \frac{1}{\beta} \chi_{i\nu'',i\nu}^{\text{eff}}(Q,i\Omega) \right). \tag{2.30}
\]

\(U_{\text{eff}}\) is calculated by requiring that the RPA approximation can give the correct static susceptibility at \(\Omega = 0\),
\[
\frac{1}{\beta^2} \sum_{i\mu,i\nu} \chi_{i\mu,i\nu}^{\text{eff}}(Q,i\Omega = 0) = \frac{1}{\beta^2} \sum_{i\mu,i\nu} \chi_{i\mu,i\nu}(Q,i\Omega = 0). \tag{2.31}
\]

Therefore, only at the first bosonic Matsubara frequency the impurity solver needs to compute the local two-particle Green’s function and irreducible vertex. Furthermore, the procedure of analytical continuation is also simplified. The lattice spin susceptibility
in real frequencies is then

\[ \chi(Q, \omega) = \frac{\chi^0(Q, \omega)}{1 - U_{\text{eff}} \chi^0(Q, \omega)}, \tag{2.32} \]

where \( \chi^0(Q, \omega) \) is the bubble term in real frequency,

\[ \chi^0(Q, \omega) = \pi \int d\omega' \frac{1}{V} \sum_k A_k(\omega') A_{k+Q}(\omega + \omega') \left( f(\omega') - f(\omega + \omega') \right). \tag{2.33} \]

\( A_k(\omega) = -\frac{1}{\pi} \text{Im} G_k(\omega) \) is the spectral function and \( f(\omega) \) is the Fermi function.

In this chapter, I use this effective RPA method to compute the spectral property of spin excitations in a doped Mott insulator. In Ch. 4, I will use this method to study spin excitations in a heavy fermion system. This method has also been applied to iron pnictides and achieved quantitative agreement with neutron scattering spectra [58].

**Spin Excitations in a Doped Mott Insulator**

Fig. 2.14 shows on the left the static lattice spin susceptibility for various \( Q \) as function of temperature. The \( Q \)-vectors are indicated in the caption of the figure. To help locate the magnetic transition, \( 1/\chi(Q) \) is presented. The transition temperature is approximately \( T_m \simeq 0.008 \), and the ordering vector is \( Q_c \simeq (0.88\pi, 0.88\pi) \). Notice \( T_m \sim T_{\text{FL}} = 0.0075 \). On the right of Fig. 2.14 shows the Fermi surface at low temperature \( (T = 0.0025) \). The black arrow indicates the nesting vector, \( Q_N = (0.95\pi, 0.95\pi) \), which is different from the ordering vector.

Fig. 2.15 show the imaginary part of the lattice dynamic spin susceptibility \( \chi''(Q, \omega) \) along the contour \((0, 0) - (\pi, \pi) - (\pi, 0) - (0, 0)\). At high temperature, the spin excitations show weak dispersion and are heavily damped. In particular, the spin excitation at the ordering vector is gapped at high temperature \( (T = 0.25, T = 0.125, \text{and } T = 0.0625) \). As temperature is lowered \( (T \lesssim 0.025) \), the spectral weight starts to “condense” near the ordering vector and form gapless spin excitations with sharp feature, which leads to the magnetic instability.
Figure 2.14: Upper: $Q$-dependent static magnetic susceptibility for $Q = (0,0)$ (black), $(\pi/2, \pi/2)$ (red), $(3\pi/4, 3\pi/4)$ (blue), $Q_m \simeq (0.88\pi, 0.88\pi)$ (green) and $(\pi, \pi)$ (yellow). Lower: Fermi Surface at $T = 0.0025$. The black arrow indicates the nesting vector, which is $Q_N \simeq (0.95\pi, 0.95\pi)$. 
Figure 2.15: $\mathbf{Q}$-dependent dynamic susceptibility $\chi''(\mathbf{Q},\omega)$ along the contour $(0,0) - (\pi,\pi) - (\pi,0) - (0,0)$ for various temperatures.
2.5 Conclusion

We validate the QP picture in describing magneto- and thermo-electric transport properties of a archetypical doped Mott insulator over wide temperature range. We show a characteristic temperature scale $T_{sat}$ demarcating the evolution of spectral function, LDOS and QP scattering rate and mean free path with temperature. Below $T_{sat}$, we identify a hidden Fermi liquid state. The QP scattering rate of the hidden Fermi liquid follows conventional $T^2$ behavior, but the QP velocity is renormalized by a temperature-dependent $Z$, leading to anomalous transport such as linear resistivity. Only below a much lower temperature $T_{FL}$, $Z$ approaches to a constant value and canonical Fermi-liquid behavior is expected. We point out that the temperature dependence of $Z$ and QP scattering rate can be experimentally investigated using optical conductivity and AC Hall effect.

Further studies should be carried out to ascertain to which extent the DMFT description of transport applies to real materials, but the strong similarities between the experimental features revealed in the phenomenological picture in Ref. [51] and our results are encouraging. Alternating current (ac) transport measurements can be used to extract the temperature dependence of $\tau_{k_F}$. At low frequency, the optical conductivity is parametrized as [59, 60] $\sigma(\omega) = \frac{\omega^2}{4\pi} \left(-i\omega + \frac{1}{\tau_{opt}}\right)^{-1}$, with $\omega_{opt}^2 \approx 8\pi \Phi^{xx}(0) = 8\pi Z_{k_F} \Phi^{xx}(\mu)$ and $\tau_{opt}^* \approx \tau_{k_F}^*/2$. Similarly in the ac Hall effect [61], $\tan \theta_H(\omega)/B = \frac{\omega^2}{4\pi} \left(-i\omega + \frac{1}{\tau_H}\right)^{-1}$ follows, with $\omega_{H}^2 \approx 4\pi k_F \Phi^{yy}(0) = 4\pi Z_{k_F} \Phi^{yy}(\mu)$ and $\tau_{H}^* \approx \tau_{k_F}^*/2$. Frequency dependent thermoelectric measurements would give additional information on the asymmetry of the QP dispersion and scattering rate.

The extension from model Hamiltonians to the LDA+DMFT framework is straightforward. It can be used to separate the temperature dependence of transport coefficients arising from the temperature dependence of the QP band and that of the scattering rate, in materials such as the ruthenates [62], the vanadates [63] and the nickelates [64, 44, 65] for which the LDA+DMFT description is known to provide an accurate zeroth order picture of numerous properties [44]. Recent experiments on cuprates [66] have revealed evidence for the temperature dependence of $\omega_{opt}^2$ and a $T^2$-scattering rate over a broad
range of temperatures. These materials require cluster DMFT studies to describe their momentum space differentiation. Still, it is tempting to interpret the transport properties in terms of QPs to provide an effective description of the transport. Indeed the QP scattering rate computed in the t-J model in Ref. [67], exhibits the saturation behavior described in this work and it would be interesting to reanalyze the results in terms of the QPs of the hidden Fermi liquid. Our findings are related to two earlier theoretical proposals. Anderson introduced the idea of a hidden Fermi liquid [68, 69], requiring $Z_{k_p}$ to strictly vanish at $T = 0$ in the normal state. Alternatively, our results could be cast into the framework of the extremely correlated Fermi liquid [70] by the temperature dependence of the caparison function.
Chapter 3

Thermoelectric Power in Correlated Metal

Thermoelectric energy harvesting, i.e. the transformation of waste heat into usable electricity, is of great current interest. The main obstacle is the low efficiency of materials for converting heat to electricity [71, 72]. Over the past decade, there has been a renewed interest on thermoelectric materials, mainly driven by experimental results [73].

Computing the thermoelectric power (TEP) in correlated systems is a non-trivial task and several approximation schemes have been used to this intent. The well-known Mott-Heikes formula [74, 75] gives an estimate of the high temperature limit of TEP [76]. Thermoelectric transport at intermediate temperature was investigated in the context of single-band and degenerate Hubbard Hamiltonians by dynamical mean field theory (DMFT) [38, 77, 78]. The Kelvin formula estimates the TEP by the temperature dependence of chemical potential and was revisited recently in Ref. [79].

The high frequency (AC) limit of thermoelectric power is another interesting quantity that provides insight into the thermoelectric transport in correlated materials. The thermoelectric power in the high frequency limit of a degenerate Hubbard model was briefly discussed in Ref. [77]. It was also studied recently by Shastry and collaborators, who developed a formalism for evaluating the AC limit of thermoelectric response using high temperature series expansion and exact diagonalization. The methodology was applied to a single band $t - J$ model on a triangular lattice [80, 81]. The authors point out that the AC limit of TEP ($S^*$) has similar temperature dependence as $S_0$ but can be calculated with significantly less effort, while still provides a reliable estimation of $S_0$.

This chapter compares various aspects of the AC limit $S^*$, the estimation of Kelvin formula $S_K$ and Mott-Heikes formula $S_{MH}$, with the emphasis on their predicting power.
as approximations to the transport TEP $S_0$ in correlated metals. Both analytic and numerical results are presented.
3.1 Thermoelectric power at finite frequency

3.1.1 General formalism

Electrical current can be induced by gradient of electrical potential and temperature. The linear response equations for static (DC limit) external fields are\[19\]

\[
J_1^x = L_{11}^{xx} E_x + L_{12}^{xx} \left( -\frac{1}{T} \nabla_x T \right), \tag{3.1}
\]

\[
J_2^x = L_{21}^{xx} E_x + L_{22}^{xx} \left( -\frac{1}{T} \nabla_x T \right). \tag{3.2}
\]

We only consider the longitudinal case. $J_1^x$ and $J_2^x$ are $x-$ component of particle and heat current, respectively. $L_{ij}^{xx}$ are transport coefficients and respect the Onsager relation, $L_{ij}^{xx} = L_{ji}^{xx}$. Transport properties can be defined in terms of $L_{ij}^{xx}$. For example, the electric conductivity $\sigma$, TEP $S$, and the thermal conductivity $\kappa$ are

\[
\sigma = e^2 L_{11}^{xx}, \tag{3.3}
\]

\[
S = -\frac{1}{eT} \frac{L_{12}^{xx}}{L_{11}^{xx}}, \tag{3.4}
\]

\[
\kappa = \frac{1}{T} \left( L_{22}^{xx} - \frac{\left( L_{12}^{xx} \right)^2}{L_{11}^{xx}} \right). \tag{3.5}
\]

In following context, we use $k_B = e = \hbar = 1$. The practical value of $S$ is recovered by multiplying the factor $k_B/e = 86.3 \mu V/K$, which we use as the unit for TEP.

For conventional thermoelectric transport, $L_{ij}^{xx}$ is defined and measured at the DC limit. The extension to dynamical (frequency dependent) case is absent in standard textbooks but has been studies in detail in Ref. [80]. Here we give the outlines of the formalism. Borrowed from Luttinger’s derivation[82], an auxiliary “gravitational” field is coupled to the heat density. An “equivalence” between the fictitious gravitational field and the temperature gradient is proved. That is, the transport coefficient due to the auxiliary field, \( \hat{L}_{ij} \) is equal to that due to the temperature gradient, \( \hat{L}_{ij} = L_{ij} \).

Then the transport coefficients $L_{ij}^{xx}$ can be written in terms of correlation functions between particle current and(or) energy current following standard Kubo’s theory, since the quantum mechanical operator of the coupling between the auxiliary field and heat density has an explicit expression, while it is not the case for the temperature gradient.
and heat current. In Ref. [80], this formalism is generalized to temporally and spatially periodic external fields, thus the transport coefficients become momentum- and frequency-dependent functions, \( L_{ij}^{xx}(q, \omega) \). More details for the formalism of thermal transport is given in App. D.1.

Some remarks can be made on \( L_{ij}^{xx}(q, \omega) \). On one hand, in the DC limit (\( \omega \to 0 \)), there are two different ways of taking the thermodynamic limit (\( q \to 0 \)) [82, 80] since \( \omega \to 0 \) and \( q \to 0 \) do not commute. If we define \( v = \frac{\omega}{|q|} \) as the “phase velocity” of the external perturbation field, the so-called “fast limit” is defined as taking \( q \to 0 \) before \( \omega \to 0 \) (\( v \to \infty \)). In the fast limit, the transport TEP, or the conventional DC limit of TEP is obtained. The “slow limit” is defined as \( \omega \to 0 \) is taken before \( q \to 0 \), thus \( v \to 0 \). Therefore, the perturbation is adiabatic and the charge and energy can redistribute to reach an equilibrium state. The slow limit then gives the Kelvin formula of TEP [79]. On the other hand, in the AC limit (\( \omega \to \infty \)), the two limits, \( \omega \to \infty \) and \( q \to 0 \), commute, because the phase velocity \( v \) will be infinity in either scenario.

The dynamical transport coefficients with \( q \to 0 \) are given by,

\[
L_{ij}^{xx}(\omega) = \frac{1}{\omega V} \int_{-\infty}^{\infty} \exp(i\omega t) \Theta(t) \langle [J_i^x(t), J_j^x(0)] \rangle. \tag{3.6}
\]

For a given Hamiltonian \( H \), the current operators are defined by following the conservation laws [19],

\[
J_i^x = \frac{\partial O_i^x}{\partial t} = i[H, O_i^x]. \tag{3.7}
\]

\( O_i^x \) is the \( x \)-component of particle and heat polarization operator, that is,

\[
O_i^1 = \sum_i R_i^x n_i, \tag{3.8}
\]

\[
O_i^2 = \sum_i R_i^x (h_i - \mu n_i), \tag{3.9}
\]

where \( n_i \) and \( h_i \) are local particle and energy density operators. The explicit forms of \( n_i \) and \( h_i \) are determined by the Hamiltonian of interest. In Sec. 3.1.2, we will write \( O_i \) and give \( J_i \) for a general multiband model.

At DC limit, the imaginary part of \( L_{ij}^{xx}(\omega = 0) \) is zero, thus \( S_0 \) is determined by the real parts. For convenience, I define

\[
L_{ij}^{0} = \text{Re}L_{ij}^{xx}(0), \tag{3.10}
\]
then we have

\[ S_0 \equiv \text{Re} S(\omega = 0) = -\frac{1}{T} \frac{L_{12}^0}{L_{11}^0}. \]  

(3.11)

At AC limit, \( L_{ij}^{xx}(\omega) \) is dominated by the imaginary part, with a \( O(1/\omega) \) leading order,

\[ \text{Im} L_{ij}^{xx}(\omega) = \frac{1}{\omega} L_{ij}^* + O\left( \frac{1}{\omega^2} \right). \]  

(3.12)

Using Lehman’s representation, it can be shown that \( L_{ij}^* \) defined in Eq. 3.12 is, up to a factor of \( i \), the expectation values of commutators between current and polarization operators\[77, 80, 81\], i.e.,

\[ L_{ij}^* = i \langle [J^x_j, O^x_j] \rangle. \]  

(3.13)

Consequently, TEP at AC limit is

\[ S^* \equiv \text{Re} S(\omega \to \infty) = -\frac{1}{T} \frac{L_{12}^*}{L_{11}^*}. \]  

(3.14)

\( L_{ij}^* \) is related to \( \text{Re} L_{ij}(\omega) \) through the Kramers-Kronig relation. Keeping the leading order in \( 1/\omega \), we have

\[ L_{ij}^* = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \text{Re} L_{ij}^{xx}(\omega). \]  

(3.15)

Thus \( L_{ij}^* \) is also connected to the sum rules of dynamical quantities. For example, \( L_{11}^* \) is proportional to the sum rule of conductivity\[83, 43\].

\[ L_{11}^* = \frac{2}{\pi} \int_{0}^{\infty} d\omega \text{Re} \sigma(\omega). \]  

(3.16)

Other sum rules have also been derived in Ref. [80] and [81].

### 3.1.2 The high-frequency limit \( L_{ij}^* \)

Now we explicitly evaluate the commutator in Eq. (3.13) for a general tight-binding Hamiltonian with local interaction, which will determine \( S^* \), the AC limit of TEP. We start with the following Hamiltonian

\[ H = -\sum_{i,j,\mu\nu} t_{ij}^{\mu\nu} c_{i\mu}^\dagger c_{j\nu} + \sum_{i\mu} \epsilon_{\mu} c_{i\mu}^\dagger c_{i\mu} + \sum_{i \sum_{\alpha\beta\mu\nu}} U_{\alpha\beta\mu\nu} c_{i\mu}^\dagger c_{i\beta}^\dagger c_{i\nu} c_{i\mu}. \]  

(3.17)
\(i, j\) are site indices. \(\alpha, \beta, \mu\) and \(\nu\) denote local orbitals. \(t_{ij}^{\mu\nu}\) is the hopping integral, and \(U_{\alpha\beta\mu\nu}\) is the matrix element for Coulomb interaction between local orbitals. \(\epsilon_{\mu}\) is energy level of local orbitals. The particle polarization operator is

\[
O_1^x = \sum_i R_i^x \sum_{\mu} c_{i\mu}^\dagger c_{i\mu},
\]

and the heat polarization operator is

\[
O_2^x = \sum_i R_i^x \left[ -\frac{1}{2} \sum_{j,\mu\nu} \left( t_{ij}^{\mu\nu} c_{i\mu}^\dagger c_{j\nu} + t_{ji}^{\nu\mu} c_{j\nu}^\dagger c_{i\mu} \right) + \sum_{\alpha\beta\mu\nu} U_{\alpha\beta\mu\nu} c_{i\mu}^\dagger c_{i\beta} c_{\alpha\nu} c_{i\mu} + \sum_{\alpha} (\epsilon_{\alpha} - \mu) c_{i\alpha}^\dagger c_{i\alpha} \right].
\]

The current operators turn out to be

\[
J_1^x = i[H, O_1^x] = -i \sum_{ij,\mu\nu} (R_j^x - R_i^x) t_{ij}^{\mu\nu} c_{i\mu}^\dagger c_{j\nu},
\]

and

\[
J_2^x = i[H, O_2^x]
\]

\[
= \sum_{ijl,\mu\nu\alpha} \frac{i}{2} t_{il}^{\mu\alpha} t_{lj}^{\alpha\nu} (R_j^x - R_l^x) c_{i\mu}^\dagger c_{j\nu}
\]

\[
- \frac{i}{2} \sum_{ij,\alpha\beta} t_{ij}^{\alpha\beta} (R_j^x - R_i^x) (\epsilon_{\alpha} + \epsilon_{\beta} - 2\mu) c_{i\alpha}^\dagger c_{i\beta} + \sum_{\alpha'\beta'\nu'} (U_{\alpha'\beta'\mu'\nu'} - U_{\alpha'\beta'\nu'\mu'}) c_{i\alpha}^\dagger c_{i\beta} c_{i\nu'} c_{j\nu'}
\]

\[
- \frac{i}{2} \sum_{ij,\mu\nu} t_{ij}^{\mu\nu} (R_j^x - R_i^x) \times \left( \sum_{\alpha'\mu'\nu'} (U_{\alpha'\mu'\nu'} - U_{\alpha'\nu'\mu'}) c_{i\alpha}^\dagger c_{j\alpha'} c_{j\nu'} c_{i\mu'} \right) + \sum_{\alpha'\beta'\nu'} (U_{\alpha'\beta'\mu'\nu'} - U_{\alpha'\beta'\nu'\mu'}) c_{i\alpha}^\dagger c_{i\beta} c_{i\nu'} c_{j\nu'}.
\]

Using the equation of motion of fermionic operators \(c_{i\mu}\), we can write \(J_2^x\) in a more compact form [84],

\[
J_2^x = -\frac{1}{2} \sum_{ij,\mu\nu} (R_j^x - R_i^x) t_{ij}^{\mu\nu} \left( c_{i\mu}^\dagger c_{j\nu} - c_{i\mu}^\dagger c_{j\nu}^\dagger \right).
\]
in which the time derivative of $c_{i\mu}$ follows,

$$\dot{c}^{\dagger}_{i\mu} = i[H, c^{\dagger}_{i\mu}] .$$

To compute $L^*_{11}$ and $L^*_{12}$, we need to further evaluate the commutators between current operators and polarization operators. For $L^*_{11}$, this is simple and straightforward,

$$L^*_{11} = \sum_{ij,\mu\nu} t^{\mu\nu}_{ij} (R^x_j - R^x_i)^2 \langle c^{\dagger}_{i\mu} c_{j\nu} \rangle . \quad (3.22)$$

$L^*_{12}$ has a complicated form,

$$L^*_{12} = - \sum_{ij,\mu\nu} \frac{1}{2} t^{\mu\nu}_{ij} (R^x_j - R^x_i)^2 \langle c^{\dagger}_{i\mu} c_{j\nu} \rangle$$

$$+ \sum_{ij,\mu\nu} \frac{1}{2} \left( \sum_{\alpha' \beta' \nu'} (U_{\alpha' \beta' \nu'} - U_{\alpha' \nu' \beta'}) \langle c^{\dagger}_{i\alpha' \mu} c^{\dagger}_{j\beta' \nu} c_{j\nu'} \rangle \right) . \quad (3.23)$$

This formula can be significantly simplified if we check the equation of motion for the single-particle Greens’s function,

$$G^{\mu \nu}_{ji}(\tau) = - \langle T_{\tau} c_{j\nu}(\tau) c^{\dagger}_{i\mu} \rangle . \quad (3.24)$$

$T_{\tau}$ is the time-ordering operator in imaginary time. Its equation of motion reads,

$$\frac{\partial G^{\mu \nu}_{ji}(\tau)}{\partial \tau} = \sum_{j'\nu'} t^{\mu\nu}_{jj'} G^{\alpha' \mu}_{j'i}(\tau) - (\epsilon_{\nu} - \mu) G^{\mu \nu}_{ji}(\tau)$$

$$- \sum_{\alpha' \beta' \nu'} (U_{\alpha' \nu' \beta'} - U_{\alpha' \nu' \beta'}) \langle T_{\tau} c^{\dagger}_{i\alpha' \mu} c^{\dagger}_{j\beta' \nu} c_{j\nu'} \rangle .$$

Taking the $\tau \to 0^-$ limit leads to

$$\sum_{\alpha' \beta' \nu'} (U_{\alpha' \nu' \beta'} - U_{\alpha' \nu' \beta'}) \langle c^{\dagger}_{i\mu} c^{\dagger}_{j\beta'} c_{j\nu'} \rangle$$

$$= - \lim_{\tau \to 0^-} \frac{\partial G^{\mu \nu}_{ji}(\tau)}{\partial \tau} + \sum_{j'\nu'} t^{\mu\nu}_{jj'} \langle c^{\dagger}_{i\mu} c_{j\nu'} \rangle - (\epsilon_{\nu} - \mu) \langle c^{\dagger}_{i\mu} c_{j\nu} \rangle . \quad (3.25)$$
Substituting the last term in Eq. (3.23) by the right hand side of Eq. (3.25), we get

\[ L_{12}^* = -\frac{1}{2} \sum_{ijl,\mu\nu} t_{ij}^{\mu\nu} \left[ (R_x^j - R_x^i)^2 - (R_x^j - R_x^l)^2 - (R_y^j - R_y^i)^2 \right] \langle c_{i\mu}^\dagger c_{j\nu} \rangle \]

\[-\sum_{ij\mu\nu} t_{ij}^{\mu\nu} (R_x^j - R_x^i)^2 \lim_{\tau \to 0^+} \frac{\partial}{\partial \tau} G_{ji}^{\mu\nu}(\tau). \tag{3.26}\]

Using

\[ \langle c_{i\mu}^\dagger c_{j\nu} \rangle = \lim_{\tau \to 0^-} G_{ji}^{\mu\nu}(\tau), \]

and Fourier transform in both real space and imaginary time, we get

\[ L_{11}^* = \frac{1}{\beta} \sum_{\omega_n} e^{-i\omega_n^0\tau} \sum_{k,\mu\nu} \left( \frac{\partial^2 \epsilon_k^{\mu\nu}}{\partial k_x^2} \right) G_k^{\mu\nu}(i\omega_n), \tag{3.27}\]

and

\[ L_{12}^* = \frac{1}{\beta} \sum_{\omega_n} e^{i\omega_n\tau} \sum_{k,\mu\nu} \left[ \sum_\alpha \left( \frac{\partial \epsilon_k^{\mu\alpha}}{\partial k_x} \right) \left( \frac{\partial \epsilon_k^{\alpha\nu}}{\partial k_x} \right) + i\omega_n \left( \frac{\partial^2 \epsilon_k^{\mu\nu}}{\partial k_x^2} \right) \right] G_k^{\mu\nu}(i\omega_n). \tag{3.28}\]

\[ \epsilon_k^{\mu\nu} \text{ is Fourier transformation of hopping amplitudes,} \]

\[ \epsilon_k^{\mu\nu} = -\sum_R e^{ikR} t_{ij}^{\mu\nu}(R), \tag{3.29}\]

where we have utilized the translational invariance,

\[ t_{ij}^{\mu\nu} = t_{ij}^{\mu\nu}(R_j - R_i). \tag{3.30}\]

It is straightforward to convert the Matsubara summation to the integration in real frequencies.

\[ L_{11}^* = \int_{-\infty}^{\infty} d\omega \sum_{k,\mu\nu} \left( \frac{\partial^2 \epsilon_k^{\mu\nu}}{\partial k_x^2} \right) f(\omega) A_k^{\mu\nu}(\omega), \tag{3.31}\]

and

\[ L_{12}^* = \int_{-\infty}^{\infty} d\omega \sum_{k,\mu\nu} \left[ \sum_\alpha \left( \frac{\partial \epsilon_k^{\mu\alpha}}{\partial k_x} \right) \left( \frac{\partial \epsilon_k^{\alpha\nu}}{\partial k_x} \right) + \omega \left( \frac{\partial^2 \epsilon_k^{\mu\nu}}{\partial k_x^2} \right) \right] f(\omega) A_k^{\mu\nu}(\omega). \tag{3.32}\]

\[ f(\omega) = 1/(1 + \exp(\beta\omega)) \text{ is the Fermi function.} \]

\[ A_k^{\mu\nu}(\omega) = -\frac{1}{\pi} G_k^{\mu\nu}(\omega) \text{ is the spectral function.} \]

Eq. (3.27), Eq. (3.28), Eq. (3.31) and Eq. (3.32) are main results in this section. They are derived from a general formalism of dynamical thermoelectric transport outlined in Sec. 3.1.1 and a multiband Hamiltonian, Eq. (3.17). The equation of motion is exact and no approximation is assumed in the derivation. These equations indicate that \( L_{11}^* \) and \( L_{12}^* \), and thus \( S^* \) are determined by single-particle properties.
3.2 Kelvin formula

The Kelvin formula involves the slow limit, or the thermodynamic limit, that is, \( \omega \to 0 \) is taken before \( q \to 0 \). The derivation of Kelvin formula (cf. Ref. [79]) starts from the general expression of transport coefficient \( L_{ij}(q, \omega) \) for finite \( q \) and \( \omega \) and compute the leading order for small \( q \). It turns out in the slow limit,

\[
\lim_{q \to 0} \lim_{\omega \to 0} L_{12}(q, \omega) = \frac{\partial \langle H \rangle}{\partial \mu} - \mu \frac{\partial \langle N \rangle}{\partial \mu} = T \left( \frac{\partial s}{\partial \mu} \right)_{T,V} ,
\]

(3.33)

where \( s \) is the entropy (lower case is used for entropy to differentiate from TEP), and

\[
\lim_{q \to 0} \lim_{\omega \to 0} L_{11}(q, \omega) = \left( \frac{\partial \langle N \rangle}{\partial \mu} \right)_{T,V} .
\]

(3.34)

Then the Kelvin formula turns out to be

\[
S_K = - \frac{(\partial s/\partial \mu)_{T,V}}{(\partial N/\partial \mu)_{T,V}} = - \left( \frac{\partial s}{\partial \mu} \right)_{T,V} = \left( \frac{\partial \mu}{\partial T} \right)_{N,V} .
\]

(3.35)

The last equality in Eq. 3.35 makes use of the Maxwell’s relations.

3.3 Analytic and Numerical Results in a One-band Hubbard Model

In this section, we discuss \( S_0 \), \( S^* \), and \( S_K \) of one-band Hubbard model and present numerical results from dynamical mean field theory (DMFT).

The Hamiltonian of one-band Hubbard model is

\[
H = - \sum_{i,j,\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} .
\]

(3.36)

In DMFT, it is mapped to a single-impurity Anderson model[26] supplemented by the self-consistent condition which reads,

\[
\frac{1}{i\omega_n + \mu - \Delta(i\omega_n) - \Sigma(i\omega_n)} = \sum_k G_k(i\omega_n) .
\]

(3.37)

On the left hand side is the local Green’s function of the effective impurity model. \( \Delta(i\omega_n) \) is the hybridization function of the impurity. On the right hand side, \( G_k(i\omega_n) \) is the Green’s function of lattice electrons,

\[
G_k(i\omega_n) = \frac{1}{i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)} ,
\]
with $\epsilon_k$ the non-interacting dispersion relation of the lattice model, and $\Sigma(i\omega_n)$ the self energy for both local and lattice Green’s function in the self-consistent condition. In DMFT, both coherent and incoherent excitations in a correlated metal can be treated on the same footing [27].

In DMFT, the evaluation of transport coefficients, e.g., Eq. (3.6), can be significantly simplified in one-band model. Since the $k$-dependence falls solely on the non-interacting dispersion $\epsilon_k$, the vertex corrections vanishes[35]. Consequently, $\text{Re}L_{ij}(\omega)$ can be written in terms of single-particle spectral function,

$$\text{Re}L_{ij}(\omega) = \pi T \sum_{k,\sigma} \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 \int_{-\infty}^{\infty} d\omega' (\omega' + \frac{\omega}{2})^{i+j-2} \times \left( \frac{f(\omega') - f(\omega' + \omega)}{\omega} \right) A_k(\omega') A_k(\omega' + \omega). \quad (3.38)$$

A subtle issue arises involving the sum rule of the $\text{Re}L_{ij}(\omega)$. That is, if we calculate the integrated weight of $\text{Re}L_{ij}(\omega)$ in Eq. (3.38) by Eq. 3.15, will it give the same expression of $L_{ij}^*$ as in Eq. 3.31 and 3.32? Remember that Eq. 3.31 and 3.32 are exact results and so as that the integrated transport coefficient $L_{ij}^*$ only depends on single-particle Green’s functions, while the dependence solely on the single-particle spectral function in Eq. 3.38 is a consequence of infinite-dimension in one-band model. Fortunately, the answer is yes and I will show a brief proof for the one-band case but the extension to multiband case is straightforward. This means that ignoring vertex correction could modify the distribution of weight in $\text{Re}L_{ij}(\omega)$, but will not change the integrated weight.

Now we calculate $L_{ij}^*$ for the one-band case. Using Eq. (3.15),

$$L_{12}^* = \sum_{k,\sigma} \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 \int d\omega d\omega' \left( \omega' + \frac{\omega}{2} \right) \left( \frac{f(\omega') - f(\omega + \omega')}{\omega} \right) A_k(\omega') A_k(\omega' + \omega). \quad (3.39)$$

Changing variables,

$$\omega_1 = \omega + \omega',$$
$$\omega_2 = \omega,$$
leads to

\[ L_{12}^* = \sum_{k,\sigma} \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 \int d\omega_1 d\omega_2 f(\omega_2) A_k(\omega_1) A_k(\omega_2) \]

\[ + 2 \sum_{k,\sigma} \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 \int d\omega_1 d\omega_2 \frac{\omega_2}{\omega_1 - \omega_2} f(\omega_2) A_k(\omega_1) A_k(\omega_2). \]

(3.40)

The sum rule \( \int d\omega A_k(\omega) = 1 \) simplifies the first term to

\[ \sum_{k,\sigma} \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 \int d\omega_2 f(\omega_2) A_k(\omega_2). \]

In the second term, Kramer-Kronig relation can be used to eliminate the integral over \( \omega_1 \), i.e.,

\[ \int d\omega_1 \frac{A_k(\omega_1)}{\omega_1 - \omega_2} = -\text{Re}G_k(\omega_2). \]

Then we use the fact that

\[ 2\text{Re}G_k(\omega)\text{Im}G_k(\omega) = \text{Im}G_k^2(\omega) \]

and

\[ \frac{\partial}{\partial k_x} G_k(\omega) = G_k^2(\omega) \frac{\partial \epsilon_k}{\partial k_x}, \]

to simplify the second term on the right hand side of Eq. (3.40) into

\[ \sum_{k,\sigma} \left( \frac{\partial \epsilon_k}{\partial k_x} \right) \int d\omega_2 \omega_2 f(\omega_2) \left( \frac{1}{\pi} \right) \frac{\partial}{\partial k_x} \text{Im}G_k(\omega_2). \]

Applying integration by part over \( k \), we are left with

\[ \sum_{k,\sigma} \left( \frac{\partial^2 \epsilon_k}{\partial k_x^2} \right) \int d\omega_2 \omega_2 f(\omega_2) A_k(\omega_2). \]

(3.41)

Combined with the first term, we have

\[ L_{12}^* = \sum_{k,\sigma} \int d\omega \left( \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 + \omega \left( \frac{\partial^2 \epsilon_k}{\partial k_x^2} \right) \right) f(\omega) A_k(\omega). \]

(3.42)

The calculation for \( L_{11}^* \) is similar and straightforward, which results in

\[ L_{11}^* = \sum_{k,\sigma} \int d\omega \left( \frac{\partial^2 \epsilon_k}{\partial k_x^2} \right) f(\omega) A_k(\omega). \]

(3.43)

Apparently, the general multi-band expression Eq. 3.31 and Eq. 3.32 collapse to Eq. 3.43 and Eq. 3.42 in the one-band case.
The DC limit of $\text{Re}L_{ij}(\omega)$, $L_{ij}^0$ can be obtained by taking the limit $\omega \rightarrow 0$, which gives,

$$L_{ij}^0 = \pi T \sum_{k,\sigma} \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 \int_{-\infty}^{\infty} d\omega \omega^{i+j-2} \left( -\frac{\partial f(\omega)}{\partial \omega} \right) A_k(\omega)^2. \quad (3.44)$$

Summarily, in the framework of DMFT, $S_0$ is computed from Eq. (3.44). The AC limit, $S^*$ can be computed from Eq. (3.27) and Eq. (3.28), or Eq. (3.31) and Eq. (3.31). In principle, Matsubara frequency and integration over real frequency should give identical results. But in practice, especially in numerical computations of correlated systems, correlation functions in Matsubara frequencies are more easily accessible. For example, among various impurity solvers in DMFT, quantum Monte Carlo method (QMC), i.e., Hirsch-Fye method[33] and recently developed continuous time QMC[30, 32] are implemented in imaginary time. To get correlation functions in real frequencies, numerical implementation of analytic continuation has to be employed, such as maximum entropy method, which is an involved procedure. In this case, formulae in Matsubara frequencies will significantly simplify the calculation.

Due to the bad convergence of the series, Eq. (3.27) and Eq. (3.28) are not appropriate for direct implementation into numerical computations. Following standard recipe (separating and analytically evaluating the badly convergent part), we transform them in a form more friendly to numerics. For the one-band Hubbard model,

$$L_{11}^* = \sum_{k,\sigma} \left( \frac{\partial^2 \epsilon_k}{\partial k_x^2} \right) \left( \frac{1}{\beta} \sum_{\omega_n} \text{Re} G_k(i\omega_n) - \frac{1}{2} \right), \quad (3.45)$$

and

$$L_{12}^* = \sum_{k,\sigma} \frac{(\partial \epsilon_k}{\partial k_x)}^2 \frac{1}{\beta} \sum_{\omega_n} \text{Re} G_k(i\omega_n) \times [1 + 2\omega_n \text{Im} G_k(i\omega_n)]. \quad (3.46)$$

The Fermi function $f(\omega)$ shows up in Eq. 3.42 and Eq. 3.43, instead of the derivative $\partial f(\omega)/\partial \omega$ which usually appears in DC transport functions. This indicates the integral involves all energies below Fermi surface, and that at low temperature, $L_{11}^*$ and $L_{12}^*$ converges to finite value. So $S^*$ will diverge as $1/T$ which is certainly not the universal behavior of TEP at low temperature. For metals, $S_0 \propto T$. To make the high frequency limit a better approximation of the DC thermoelectric power at low temperature and
for metallic systems, Ref. [42] defines $S^{**}$ by subtracting the finite value of $L_{11}^{*}$ at zero temperature (the reactive part),

$$S^{**}(T) = -\frac{1}{T} \frac{L_{12}^{*}(T) - L_{12}^{*}(T = 0)}{L_{11}^{*}(T)}. \tag{3.47}$$

As will be shown later, at low temperature, $S^{**}(T) \propto T$ has the correct temperature dependence for a Fermi liquid.

### 3.3.1 Low temperature limit.

At low temperatures, the derivative of Fermi function, $(-\partial f(\omega)/\partial \omega)$ in the integrand of Eq. (3.44) becomes Dirac-$\delta$ function-like, thus only the low energy part of the spectral weight near Fermi surface contributes to the integral. The low energy part of the self energy of a Fermi liquid $\Sigma(\omega)$ can be approximated by a Taylor expansion in terms of $\omega$ and $T$.

$$\text{Re} \Sigma(\omega) \simeq \left(1 - \frac{1}{Z}\right) \omega, \tag{3.48}$$

$$\text{Im} \Sigma(\omega) \simeq \frac{\gamma_0}{Z^2}(\omega^2 + \pi^2 T^2) + \frac{1}{Z^3}(a_1 \omega^2 + \omega T^2). \tag{3.49}$$

Previous studies [38, 85] showed that at low temperature, $L_{11}^0 \propto Z^2/T$ and $L_{12}^0 \propto ZT$, thus $S_0 = -L_{12}^0/(TL_{11}^0) \propto T/Z$.

Since we are interested in the relation between $S_0$ and $S^*$, it would be convenient to separate from $L_{12}^*$ and $L_{11}^*$ the contribution from the conventional band velocity, $(\partial \epsilon_k/\partial k_x)^2$ and derivative of Fermi function. This can be achieved by performing integration by part on the summation over $k$ in Eq. (3.31) and Eq. 3.32, then we have

$$L_{ij}^* = L_{ij,I}^* + L_{ij,II}^*, \tag{3.50}$$

with

$$L_{ij,I}^* = \sum_{k,\sigma} \left(\frac{\partial \epsilon_k}{\partial k_x}\right)^2 \int d\omega \left(-\frac{\partial f(\omega)}{\partial \omega}\right) \times \omega^{i+j-2} \left(-\frac{1}{\pi}\right) \text{Im} \left[G_k(\omega)Z(\omega)\right],$$

$$L_{ij,II}^* = \sum_{k,\sigma} \left(\frac{\partial \epsilon_k}{\partial k_x}\right)^2 \int d\omega f(\omega) \left(-\frac{1}{\pi}\right) \times \text{Im} \left[G(\epsilon, \omega) \frac{\partial}{\partial \omega} (\omega^{i+j-2}(1 - Z(\omega)))\right]. \tag{3.51}$$
We have introduced
\[ Z(\omega) = \frac{1}{1 - \partial \Sigma(\omega)/\partial \omega}, \]
which is dependent on the derivative of self energy with respect to energy \( \omega \). The integrand in \( L_{ij,1}^*(\text{Eq.}(3.50)) \) has the derivative of Fermi function. Also notice that at low temperature, \( Z(\omega = 0) = Z \), which is the renormalization factor of correlated Fermi liquid. Then \( L_{ij,1}^* \) resembles \( L_{12}^0 \) except for the power of \( \text{Im}G_k(\omega) \). Low temperature expansion show that \( L_{11,1}^* \propto Z \), and \( L_{12,1}^* \propto T^2 \). Therefore, if \( L_{11,II}^* \) and \( L_{12,II}^* \) were absent, \( S^* = -(TL_{12,1}^*)/L_{11,1}^* \propto T/Z \), which is similar to the low temperature behavior of \( S_0 \).

However, \( L_{11,II}^* \) and \( L_{12,II}^* \) do not vanish in general at low temperature. First, at low-T limit, the integral over \( \omega \) in Eq. (3.51)
\[ \int_{-\infty}^{\infty} d\omega f(\omega) \text{ is replaced by } \int_{-\infty}^{0} d\omega. \]
Then both the real and imaginary part of \( G_k(\omega) \) and \( Z(\omega) \) below Fermi surface have to contribute to the leading order of \( L_{ij,II}^* \). The exception is when \( \Sigma(\omega) \) is independent, or weakly dependent on \( \omega \), leading \( Z(\omega) \simeq 1 \), and then the integrand in \( L_{ij,II}^* \) would vanish. This is true for an uncorrelated or weakly-correlated Fermi liquid. But for a correlated Fermi liquid phase near the Mott transition of Hubbard model, \( \Sigma(\omega) \) contains the information of coherent quasiparticles at Fermi surface as well as that of incoherent excitations in high-energy Hubbard bands, thus \( \Sigma(\omega) \) will depend on \( \omega \) in very different ways at these separated energy scales. At low energy scale, \( Z(\omega \simeq 0) \simeq Z \), and \( Z \) is significantly less than 1 near Mott transition. Therefore, at low temperature, \( L_{ij,II}^* \) should have a finite value in general. So the total value of \( L_{12}^* \) will be dominated by \( L_{12,II}^* \) instead of the \( \sim T^2 \) contribution from \( L_{12,1}^* \). The finiteness of \( L_{11}^* \) can be also justified by the general sum rule Eq. (3.31), which indicates that \( L_{11}^* \) is proportional to the kinetic energy. Consequently, \( S^* \) will diverge \( 1/T \)-like at low-T limit for a correlated Fermi liquid. However, as pointed out by Ref. [42], by subtracting the “reactive part” in \( L_{12}^* \), that is, the limiting term \( L_{12}^*(T \rightarrow 0) \), the authors defined the modified high frequency limit of TEP \( S^{**} \) as in Eq. 3.47.

There are other circumstance in which \( Z(\omega) = 1 \) and \( L_{ij,II}^* \) vanishes. One example...
is that in a static mean field theory, such as Hartree-Fock approximation, $\Sigma(\omega)$ is independent on $\omega$, thus in static mean field theory, it is possible that $S^*$ can show a similar behavior to that of $S_0$ at low temperature.

In Bloch-Boltzmann theory, the low temperature TEP of a weakly correlated metal can be written as

$$S_0 = T \frac{\pi^2 k_B^2}{3q_e} d \ln[\rho(\mu)(v_p^x)^2\tau(p, \mu)/\mu].$$

(3.52)

$\rho(\mu)$ is the density of states at Fermi surface, $v_p^x$ represents the band velocity, and $\tau(p, \mu)$ is a phenomenological relaxation time depending on momentum and energy. $\langle \cdots \rangle_\mu$ means the average is over the Fermi surface. In Eq.(3.52), the term of $\ln \rho(\mu)$ is similar to the definition of entropy, suggesting the thermodynamical contribution and $\ln((v_p^x)^2\tau(p, \mu))/\mu$ represents the transport contribution to TEP.

It can be shown that at low temperature, $S_0$ of a correlated Fermi liquid is also linear in $T$, and has a form similar to Eq. 3.52. At low temperature, the self energy of a Fermi liquid is written in Eq. 3.48 and Eq. 3.49, if the momentum-dependence of self energy is ignored, as in DMFT. $Z$ is the renormalization factor. Then [85, 38]

$$S_0(T) = -\frac{1}{Z} \frac{k_B^2}{|e|} \left( \frac{d \Phi(\tilde{\mu})}{d\tilde{\mu}} E_0^1 - \frac{a_1 E_4^2 + a_2 E_2^2}{\gamma_0 E_0^2} \right) T.$$  

(3.53)

$\tilde{\mu} = \mu - \Sigma(0)$ is the renormalized chemical potential. $E_m^n$ are coefficients. $\Phi(\tilde{\mu})$ is the ,

$$\Phi(\tilde{\mu}) = \sum_k \left( \frac{\partial \epsilon_k}{\partial k_x} \right)^2 \delta(\tilde{\mu} - \epsilon_k) \langle (v_p^x)^2 \rangle \tilde{\mu} D(\tilde{\mu}).$$

(3.54)

Hence the first term in the braket of Eq. 3.53 is similar to Eq. 3.52 up to the renormalization factor and some constant. The second term of Eq. 3.53 comes from the higher order correction of self energy which breaks the particle-hole symmetry [85].

To compute $S_K$, we need $\mu$ as a function of temperature. From textbook, we know for an electron gas, $\mu(T) = \mu(0) + O(T^2)$, so we expect for a Fermi liquid, the $T^2$ correction is still valid. Then Kelvin formula will give $S_K$ also linear in $T$.

Let $n$ be the average electron density, then

$$n = \int_{-\infty}^{\infty} d\omega d\epsilon f(\omega) D(\epsilon) \rho(\epsilon, \omega),$$
where \( f(\omega) = \frac{1}{1+\exp(\beta T)} \) is the Fermi function and
\[
D(\epsilon) = \frac{1}{L} \sum_k \delta(\epsilon - \epsilon_k)
\]
is the density of states of the bare band.

\[
\rho(\epsilon, \omega) = -\frac{1}{\pi} \text{Im} G(\epsilon, \omega) = \frac{1}{\pi} \text{Im} \left( \frac{1}{\omega + \mu - \epsilon - \Sigma(\omega)} \right)
\]
is the spectral function. In DMFT, \( \Sigma(\omega) \) is momentum-independent. For convenience, let's define functions \( N(\omega) \) and \( Q(\omega) \) as
\[
N(\omega) = \int_{-\infty}^{\infty} d\epsilon D(\epsilon) \rho(\epsilon, \omega),
\]
and
\[
Q(\omega) = \int_{-\infty}^{\omega} d\omega' N(\omega').
\]
Then,
\[
n = \int_{-\infty}^{\infty} d\omega f(\omega) N(\omega) = \int_{-\infty}^{\infty} d\omega f(\omega) \frac{dQ(\omega)}{d\omega}.
\]
Integration by parts gives
\[
n = f(\omega) Q(\omega) \bigg|_{-\infty}^{\infty} + \int_{-\infty}^{\infty} d\omega \left( -\frac{df(\omega)}{d\omega} \right) Q(\omega).
\]
The first term is zero because \( f(\infty) = 0 \) and \( Q(-\infty) = 0 \). The second term allows a Sommerfeld expansion,
\[
n = Q(0) + \frac{1}{2} Q''(0) \int_{-\infty}^{\infty} d\omega \left( -\frac{df(\omega)}{d\omega} \right) \omega^2.
\]
(3.55)
Let us first consider the second term in Eq.(3.55). The integral
\[
\int_{-\infty}^{\infty} d\omega \left( -\frac{df(\omega)}{d\omega} \right) \omega^2 = \frac{\pi^2}{3} T^2,
\]
so we only need to compute the leading order of \( Q''(0) \). By the definition of \( Q(\omega) \), \( Q''(0) \) can be written as
\[
Q''(0) = \left. \frac{dN(\omega)}{d\omega} \right|_{\omega=0} = \left. \frac{d}{d\omega} \int_{-\infty}^{\infty} d\epsilon D(\epsilon) \rho(\epsilon, \omega) \right|_{\omega=0} = \left. \frac{d}{d\omega} \int_{-\infty}^{\infty} d\epsilon D(\epsilon) \left( -\frac{1}{\pi} \right) \frac{\Sigma''(\omega)}{(\omega + \mu - \epsilon - \Sigma'(\omega))^2 + (\Sigma''(\omega))^2} \right|_{\omega=0}.
\]
When $\omega \sim 0$, $\rho(\epsilon, \omega)$ is peaked at $\epsilon \sim \omega + \mu - \Sigma'(\omega)$, therefore,

$$Q''(0) = \frac{d}{d\omega} \left|_{\omega=0} \left( D(\omega + \mu - \Sigma'(\omega)) \left( -\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d\epsilon}{(\omega + \mu - \epsilon - \Sigma'(\omega))^2 + (\Sigma''(\omega))^2} \right) \right) \right.$$  

$$= \frac{d}{d\omega} \left|_{\omega=0} D(\omega + \mu - \Sigma'(\omega)) \right.$$  

$$= D'(\tilde{\mu}) \left( 1 - \frac{d\Sigma'(\omega)}{d\omega} \right) \bigg|_{\omega=0}.$$  

$\tilde{\mu} = \mu - \Sigma'(0)$ is the renormalized chemical potential. Using quasiparticle approximation, we have $\left( 1 - \frac{d\Sigma'(\omega)}{d\omega} \right) \bigg|_{\omega=0} = \frac{1}{Z}$, $Z$ is the renormalization factor. Therefore, $Q''(0) = \frac{1}{Z} D'(\tilde{\mu})$.

Now we compute $n - Q(0)$ in Eq.(3.55).

$$Q(0) = \int_{-\infty}^{0} d\omega \int_{-\infty}^{\infty} d\epsilon D(\epsilon) \rho(\epsilon, \omega, T, \mu(T)). \quad (3.56)$$

Here temperature $T$ and the dependence of $\mu$ on $T$ are written in $\rho(\epsilon, \omega, T, \mu(T))$ explicitly. Since we are interested the leading order correction of $\mu(T)$ to its zero temperature value $\mu(T=0)$ for the same electron density $n$, we can write $n$ at $T=0$ as

$$n = \int_{-\infty}^{0} d\omega \int_{-\infty}^{\infty} d\epsilon D(\epsilon) \rho(\epsilon, \omega, T=0, \mu(T=0)). \quad (3.57)$$

Notice its difference from Eq.(3.56) is that the spectral function is at $T=0$. In the Fermi liquid regime and at low temperature, the difference between $Q(0)$ and $n$ is determined by the difference between $\rho(\epsilon, \omega, T, \mu(T))$ and $\rho(\epsilon, \omega, T=0, \mu(T=0))$ around the Fermi surface, that is, $\omega \sim 0$, at most in a range $|\omega| < T$. So the part of integral over $\epsilon$ that is relevant to this difference is also confined to $\epsilon \sim \omega$, and

$$n - Q(0) = \int_{-\infty}^{0} d\omega \int_{-\infty}^{\infty} d\epsilon D(\epsilon) \left( \rho(\epsilon, \omega, T=0, \mu(T=0)) - \rho(\epsilon, \omega, T, \mu(T)) \right)$$  

$$= \int_{-\infty}^{0} d\omega \left( D(\omega + \mu(0) - \Sigma'(\omega)) - D(\omega + \mu(T) - \Sigma'(\omega)) \right).$$

For a Fermi liquid,

$$\omega + \mu(T) - \Sigma'(\omega) = \frac{1}{Z} \omega + \mu(T) - \Sigma'(0).$$
Changing the integral variables we get,
\[ n - Q(0) = \int_{-\infty}^{\mu(0)} d\tilde{\omega}ZD(\tilde{\omega}) - \int_{-\infty}^{\mu(T)} d\tilde{\omega}ZD(\tilde{\omega}) = D(\mu(0) - \Sigma'(0))Z(\mu(0) - \mu(T)) = D(\tilde{\mu})Z(\mu(0) - \mu(T)). \] (3.58)

Consequently, from Eq.(3.55) we have
\[ D(\tilde{\mu}(0))Z(\mu(0) - \mu(T)) = \frac{\pi^2}{6} \frac{1}{Z} D'(\tilde{\mu}(T))T^2. \]

Thus the leading order correction is of \( T^2 \),
\[ \mu(T) = \mu(0) - \frac{\pi^2}{6} \frac{1}{Z^2} \frac{D'(\tilde{\mu}(0))}{D(\tilde{\mu}(0))} T^2. \] (3.59)
\[ \mu(T) = \mu(0) - \frac{\pi^2}{6} \frac{1}{Z^2} \frac{d\ln D(\tilde{\mu})}{d\tilde{\mu}} T^2. \] (3.60)

Therefore, the Kelvin formula,
\[ S_K = \frac{1}{|e|} \left( \frac{\partial \mu}{\partial T} \right) \]
will give
\[ S_K = -\frac{\pi^2 k_B^2}{3|e|} \frac{1}{Z^2} \left( \frac{d\ln D(\tilde{\mu})}{d\tilde{\mu}} \right) T. \] (3.61)

Now it is helpful to compare Eq.(3.61) with Eq.(3.53). First the prefactor in Eq.(3.61) is \( 1/Z^2 \), while the prefactor in Eq.(3.53) is \( 1/Z \). So \( S_K \) will overestimates \( S_0 \) of a correlated metal by a factor of \( 1/Z \). Second, we see \( S_K \) captures the thermodynamical contribution term \( d\ln(D(\tilde{\mu}))/d\tilde{\mu} \), but it misses the transport contribution \( d\ln((v_x^p)^2)/d\tilde{\mu} \).
This is consistent with “slow limit” picture of the definition of Kelvin formula.

### 3.3.2 High temperature limit.

In the literature, the high temperature limit of TEP [74], or known as Mott-Heikes formular, has been widely used as a benchmark of thermoelectric capability [76] of correlated materials. Here we discuss the high temperature limit implied from the formalism we have derived.

At high temperature, the system is dominated by incoherent excitations, thus the band velocity is not any more a meaningful quantity to describe the motion of electrons.
In this sense, the TEP should be mainly contributed by the thermodynamical part, that is, the entropy $s$. In fact, the leading term of $S_0$ in high temperature expansion is [74],

$$ S_0 = \frac{\mu}{T} + O\left(\frac{1}{T}\right). \quad (3.62) $$

Since

$$ \frac{\mu}{T} = -\frac{\partial s}{\partial N}, $$

$S_0$ is determined by the entropy at high temperature.

Usually two kinds of high temperature limit are of interest. One is the **strongly** correlated case, $U \gg T \gg D$, and the other is the **weakly** correlated one, $T \gg U, D$. $U$ is the on-site Coulomb interaction and $D$ is the bandwidth. In the former case, $U$ is the dominant energy scale, so all possible states have to satisfy the condition of single occupation. In the latter case, the temperature dominates, so the thermal fluctuations are strong enough to break the single-occupation and the system will have different set of possible configurations and thus entropy from that of a correlated system. Explicitly, for hole-doped case, the Mott-Heikes formula is

$$ S_{MH} = -\frac{k_B}{e} \ln \left( \frac{2(1 - n)}{n} \right), \quad \text{for strongly correlated case;} \quad (3.63) $$

$$ S_{MH} = -\frac{k_B}{e} \ln \left( \frac{2 - n}{n} \right), \quad \text{for weakly correlated case.} \quad (3.64) $$

Apparently, for a given density $n$, the Mott-Heikes formula gives only a number, not a function of temperature. Besides, for real materials, the condition $T \gg D, U$ is quite impractical, because this mean $T \sim 10^5 K$. For correlated material, usually $U/D$ is around 2-4, more or less comparable to 1. So the condition $U \gg T \gg D$ is not so practical either. It looks like $S_{MH}$ is of little guidance for understanding thermoelectric effect in realistic materials. But recent experimental study on $La_{1-x}Sr_xVO_3$ [2] shows that $S_{MH}$ is applicable to correlated materials at $T > 200K$ when the transport is dominated by incoherent excitations.

A direct consequence from Mott-Heikes formula is that the high temperature limit of $S_K$ is equivalent to $S_{MH}$. This is easy to see since $S_{MH} \propto \mu/T$ is a number for given density, which means $\mu$ is proportional to $T$ at high temperature, and hence $\mu/T = \partial \mu/\partial T$, and $S_{MH} = S_K$. 
To compute the high frequency limit $S^*$ at high temperature, first we approximate the single particle spectral function by a rigid band picture, namely,

$$\tilde{A}_k(\omega) = A_k(\omega - \mu).$$  \hspace{1cm} (3.65)

$\tilde{A}_k(\omega)$ is a function of $\omega$ but independent of temperature and chemical potential. Applying these simplification to Eq. 3.31 and Eq. 3.32, and keeping the leading order in $T$, we have

$$L_{11}^* = \frac{1}{1 + e^{-\beta \mu}} \int d\omega \sum_{k,\sigma} \left( \frac{\partial^2 \epsilon_k}{\partial k_x^2} \right) \tilde{A}_k(\omega),$$

$$L_{12}^* = \frac{-\mu}{1 + e^{-\beta \mu}} \int d\omega \sum_{k,\sigma} \left( \frac{\partial^2 \epsilon_k}{\partial k_x^2} \right) \tilde{A}_k(\omega).$$

Therefore, at high temperature limit,

$$S^* = -\frac{L_{12}^*}{T L_{11}^*} = \frac{\mu}{T}.$$ \hspace{1cm} (3.66)

This is the same result to the high temperature limit of $S_0$ in Eq. 3.62. Thus the leading order of $S^*$ is identical to the leading order of $S_0$ and $S_K$ at high temperature.

Since the rigid band picture should be a good approximation as long as the incoherent excitations dominate in the system, no matter how strong the Coulomb interaction could be, we expect Eq. 3.66 has included both the case of $T \gg U, D$ and $U \gg T \gg D$.

### 3.3.3 Numerical results

In this section I present numerical results on one-band Hubbard model with nearest neighbor hopping on a square lattice. Two cases are studied. One is a strong coupling case, $U = 1.75D$ with the electron density is $n = 0.85$. The other is an intermediate coupling case, $U = 0.75D$ with $n = 0.8$. At half-filling ($n = 1.0$), the critical value of Coulomb interaction for the Mott transition at $T = 0$ is $U_{c2} \simeq 1.5D$. Hence the strong coupling case corresponds to a doped Mott insulator.

Fig. 3.1(a) compares $S_0$, $S_K$, $S^*$, $S^{**}$, $S_K$ and also $S_{MH}$. The upper dashed line denotes $S_{MH}$ of the strongly correlated limit, $U \gg T \gg D$, and the lower dashed line denotes the weakly correlated limit, $T \gg U, D$. $S_0$ displays multiple sign changes.
The first sign change happens in the crossover regime from coherent Fermi liquid to incoherent regime. This sign change is due to the competition between the coherent and incoherent excitations. The second sign change happen in the incoherent regime. It is due to the balance between the incoherent excitations of the upper and lower Hubbard band[77, 86]. It is evident that from $T = 0.1D$ to $0.5D$, $S_K$ is quantitatively following the trend of $S_0$. More specifically, $S_0$ and $S_K$ change sign around $T \simeq 0.1D$ and they reach the maximum at $T \simeq 0.25D$. Besides, the maximum value of $S_0$ and $S_K$ is close to $S_{MH}$ for the strongly correlated case for $U \gg T \gg D$. This indicates that the sign change near $T \simeq 0.1D$ and the temperature-dependent behavior of $S_0$ below $T \simeq 0.5D$ is mainly driven by entropy. $S^*$ diverges at low temperature, and converges to the weak-correlated limit $(T \gg U, D)$ of $S_{MH}$ at $T \simeq 0.6D$. $S_K$ also converges to the weak-correlated $S_{MH}$ beyond $T \simeq 0.8D$. $S_0$ is also expected to converge to this value when $T \gg U, D$. But $S_0$ is converging slower than $S_K$ and $S^*$. As expected, $S^{**}$ eliminates the divergence and recovers te linear-in-$T$ behavior at low temperature. $S^{**}$ also shows a sign change at $T \simeq 0.1D$, which is close to that of $S_K$ and $S_0$. Above $T = 0.1D$, $S^{**}$ turns to positive and shows a very weak trend of decreasing. Qualitatively, the deduction of divergent part does make $S^{**}$ a better approximation of $S_0$ than $S^*$.

Fig. 3.1(b) shows the chemical potential as a function of temperature. The red dots represents values used in DMFT simulations to keep a fixed density $n = 0.85$. The black line is an smooth interpolation of the red dots, so that numerical derivative can be adopted to compute $S_K$ given in Fig. 3.1(a). The blue line is the chemical potential for the atomic limit $\mu_{\text{atom}}$, that is, $\mu_{\text{atom}}$ satifies

$$n = \frac{2e^\beta \mu_{\text{atom}} + 2e^\beta (2\mu_{\text{atom}} - U)}{1 + 2e^\beta \mu_{\text{atom}} + e^\beta (2\mu_{\text{atom}} - U)}.$$

Above $T = 0.2D$, $\mu_{\text{atom}}$ and $\mu$ for Hubbard model have similar non-monotonic dependence on $T$. Toward high temperature, they become parallel.

Fig. 3.2 shows compares $S_0$, $S_K$, $S^*$, $S^{**}$, $S_K$ and $S_{MH}$ for intermediate coupling case, $U = 0.75U$ and $n = 0.8$. Similar to the strong coupling case, $S_0$ shows sign change, at $T \simeq 0.15D$ and $T \simeq 0.3D$. So the second sign change happens at lower temperature than that in Fig. 3.1(a). Roughly, $S_K$ follows $S_0$ between $T \simeq 0.1D$ and $T \simeq 0.4D,$
Figure 3.1: $U = 1.75D$ and $n = 0.85$. (a): $S_0$, $S_K$, $S^*$ and $S^{**}$ as function of temperature. The dashed lines represents the high temperature limit $S_{MH}$ using Mott-Heikes formula. (b): Chemical potential $\mu$. Red dots are from DMFT simulation with $n$ fixed to 0.85. Black line is interpolation to the red dots. Blue line is computed from atomic limit.
Figure 3.2: $U = 0.75D$ and $n = 0.8$. $S_0$, $S_K$, $S^*$ and $S^{**}$ as function of temperature. The dashed lines represents the high temperature limit $S_{MH}$ using Mott-Heikes formula. In a qualitative way. Between $T \simeq 0.4D$ and $T \simeq 0.9D$, $S_K$ obvious deviates from $S_0$. Above $T \simeq 0.4D$, $S^*$ and $S^{**}$ show similar non-monotonic behavior on $T$ with that of $S_0$. The divergence of $S^*$ at low temperature is weaker than that in Fig. 3.1(a). $S^{**}$ does not improve much between $T \simeq 0.1D$ and $T \simeq 0.4D$, but it is closer to $S_0$ between $T \simeq 0.4D$ and $T \simeq 0.9D$ than $S^*$. Besides, we see $S_0$ never gets close to the strongly correlated $S_{MH}$.

Unlike $S_0$ and $S_K$, there is an implicit dominant scale in $S^*$, that is, the frequency $\omega \to \infty$. When deriving Eq. 3.31 and Eq. 3.32, we start from a Hubbard-type Hamiltonian [40], so the Coulomb interaction is kept finite when the high-frequency limit is taken. Physically, the high-frequency perturbation could excite states with double occupations, which is supposed to be suppressed when $U$ is large. Therefore, for strongly correlated system, computing $S^*$ using Eq. 3.31 and Eq. 3.31 can have non-physical states included. Therefore, we see for intermediate temperatures, $0.1D < T < 0.4D$, $S_K$ qualitatively agrees with $S_0$ but $S^*$ deviates significantly. Besides, comparing Fig. 3.1(a) and Fig. 3.2, we see $S^*$ can approximate $S_0$ better when the correlation is weaker.
3.4 Conclusion

In this chapter, we calculate TEP $S_0$ and several approximations. These approximations include $S_K$ from the Kelvin formula, $S^*$ from the high-frequency limit, and $S^{**}$ of a modified high-frequency limit which subtracts the divergent term toward zero temperature. The low temperature behavior of $S_K$ is derived based on a quasiparticle self energy. We show that $S_K$ is linear in temperature as $S_0$, but $S_K$ overestimates $S_0$ by a factor of $1/Z$, where $Z$ is the renormalization factor of the Fermi liquid. Besides, $S_K$ misses the contribution from the transport part. Based on an entropy argument and rigid band picture at high temperature, two kinds of high-temperature limit are discussed, the weak coupling case, $T \gg U, D$, and the strong coupling case, $U \gg T \gg D$, where $U$ is the on-site Coulomb interaction and $D$ is the bandwidth. Although it appears that the high-temperature limit of $S_K$ and $S^*$ is the same as that of $S_0$, we point out that concerning the ratio $U/D$ and the practical temperature for real materials, this equivalence between $S_K$, $S^*$ and $S_0$ may not be always true. Finally, we give numerical results on single-band Hubbard model using dynamical mean field theory (DMFT) to investigate $S_0$ and the approximations in the intermediate temperature range. We see that for strong coupling case, $U \gg D$, $S_K$ is a better estimation of $S_0$ than $S^*$ and $S^{**}$ over the intermediate to high temperature range. If $U \sim D$, $S^{**}$ is the best estimation of $S_0$, and the superiority of $S^*$ over $S_K$ is also evident.
Chapter 4
Local Magnetism in Periodic Anderson Model

Periodic Anderson model is a prototypical model for heavy fermion systems, in which itinerant conduction electrons (c-electrons) hybridize with a lattice of localized f-electrons. Strong on-site Coulomb interaction within the f-orbitals leads to the formation of a lattice of local moments. The hybridization between c- and f-electrons leads to two kinds of coupling. One is the Kondo coupling between the localized spins and itinerant electrons, which tends to screen the local moments and eventually form a coherent heavy Fermi liquid. Roughly speaking, Kondo coupling can be characterized by a Kondo temperature $T_K$, below which the temperature dependence of paramagnetic susceptibility starts to deviates the Curie's law ($\chi \propto 1/T$) of isolated spins. Another energy scale, $T_{FL}$ is also used to characterize the formation of heavy Fermi liquid, below which the resistivity shows quadratic temperature dependence. Usually $T_{FL}$ is much smaller then $T_K$. Another coupling is the RKKY interaction between local moments, which is mediated by itinerant electrons. RKKY interaction tends to form a long range(usually antiferromagnetic) order of the local moments and can be characterized by the Néel temperature $T_N$. The competition between Kondo coupling and RKKY interaction remains a fundamental issue in understanding the phase diagram and the nature of quantum phase transition in heavy fermion materials [87, 88, 89, 90, 91].

This chapter studies the heavy fermion system from the perspective of dynamical mean field theory (DMFT). In particularly, we study the spin fluctuations and the instability toward an antiferromagnetic ordering of the paramagnetic state of a heavy fermion system by computing the $Q$-dependent static and dynamic spin susceptibility in DMFT. DMFT has been widely used to study correlated electron systems [25, 27, 92] and has long been used to study magnetic transition in periodic Anderson model [93] and
a phase diagram assembling to that of Doniach [87] phase diagram was obtained [94, 95]. But in previous studies, usually a commensurate antiferromagnetic ordering of \((\pi/2, \pi/2, \pi/2)\) was assumed such that a closed set of self-consistent equations can be written down for two sub-lattices of up- and down-spins. This setup can however hardly extended to incommensurate ordering, which is very common in heavy fermion systems. Besides, to calculate the dynamic spin fluctuations in the paramagnetic state, local two-particle quantities (the local spin correlation and vertex functions) are needed but can not be obtained directly from DMFT self-consistent equations, which only deals with single-particle Green’s function. The method of computing the \(Q\)-dependent magnetic susceptibility via local irreducible vertex function was introduced [35, 27], yet it has not been widely implemented to study the magnetic fluctuations in correlated systems except a few recent works [96, 58]. Here we extend this method to periodic Anderson lattice. Using hybridization as a tuning parameter, we give a detailed description of the evolution of spin susceptibility along with the vanishing of Fermi liquid scale \(T_{FL}\) and emergence of antiferromagnetic instability.

We consider the periodic Anderson model on a three-dimensional cubic lattice with one conduction band, and one localized \(f\)-orbital on each site. The Hamiltonian is

\[
H = \sum_{k,\sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + V \sum_{i,\sigma} \left( c_{i\sigma}^\dagger f_{i\sigma} + \text{h.c.} \right) - \mu \sum_{i,\sigma} \left( c_{i\sigma}^\dagger c_{i\sigma} + f_{i\sigma}^\dagger f_{i\sigma} \right) + \epsilon_f \sum_{i,\sigma} f_{i\sigma}^\dagger f_{i\sigma} + U \sum_i \left( f_{i\uparrow}^\dagger f_{i\uparrow} f_{i\downarrow}^\dagger f_{i\downarrow} \right). \tag{4.1}
\]

The dispersion relation of the bare conduction band is \(\epsilon_k = -2t(\cos k_x + \cos k_y + \cos k_z)\). \(V\) is the hybridization amplitude between \(c\)- and \(f\)-electrons. \(\epsilon_f\) is the atomic level of localized \(f\)-orbitals. \(U\) is the onsite Coulomb interaction between spin-up and spin-down states of \(f\)-orbital.

The parameters of the model in our calculation are chosen as follows. The hopping constant of \(c\)-electrons is the energy unit, \(t = 1.0\). \(U = 12.0\). The total density is approximately \(n_c + n_f \simeq 2.3\). \(V\) is the tuning parameter in the phase diagram.
4.1 Phase diagram

The $V$-$T$ phase diagram of periodic Anderson model is the main result in this chapter. Fig. 4.1 (a) shows the evolution of Femi surface. The phase of “small” Femi surface indicates the conduction electrons are decoupled from the localized moments. Hence the total volume of Femi surface only counts the total states of conduction electrons. However, at low temperature, as the Kondo screening takes place, the conduction electrons and local moments of $f$-orbitals combine to form composite quasiparticles, or the heavy Femi liquid. The volume of the heavy Femi surface is “large” since it counts the total states of both the conduction and localized electrons. The transformation from localized to itinerant character of the $f$-orbitals can also be cast into a scenario of Mott insulator-to-metal transition. A solid line of Mott transition at finite temperature is drawn for $V < 1.5$. Above $V = 1.5$, the Mott transition turns into a crossover region, which also exhibits a sudden uprise from the solid below $V = 1.5$.

Fig. 4.1 (b) zooms in the low temperature and focuses on the consequences from two-particle properties. When $V > 1.5$, the resistivity reveals a $T^2$ behavior at low temperature, characterized by the Fermi liquid scale $T_{FL}$ and indicating the coherence of heavy quasiparticles. $T_{FL}$ diminishes as $V$ approaches to 1.5. Below $V = 1.5$, antiferromagnetic instability emerges. The magnetic susceptibility $\chi(Q)$ in the region of small Femi surface is computed, and the magnetic transition temperature $T_N$ is found by extrapolating the inverse of $\chi(Q)$ to zero. Therefore the vanishing of $T_{FL}$ and emergence of magnetic ordering happens in the vicinity of termination of the finite-temperature Mott transition. Thus the behavior of spin fluctuation in this region is of interest and will be discussed in Sec. 4.3.2.

4.2 The heavy Fermi liquid

Fig. 4.2 shows the dependence of resistivity $\rho$ on squared temperature. At low temperatures, $\rho$ is proportional to $T^2$, as indicated by the dashed lines. Although it is difficult to get a precise value of $T_{FL}$ by fitting the $\rho \propto T^2$ behavior since the numerical errors becomes more interruptive as temperature is lowered, the trend is evident that $\rho(T)$
Figure 4.1: $V$-$T$ phase diagram of periodic Anderson model. (a) “Small Fermi surface” denotes the phase with decoupled conduction electrons and local moments. “Large Fermi surface” denotes the phase of heavy Fermi liquid, where the composite quasiparticles have a large Fermi surface. They are separated for small $V$ by a line of orbital selective Mott transition ($T_{MI}$), which extends to a crossover for larger values of $V$, as indicated by blue dashed lines. See Sec. 4.3.3. (b) The red dashed line marks the trend of $T_{FL}$ extracted from $T^2$ behavior of resistivity (See Sec. 4.2). The black dashed line makes the antiferromagnetic ordering temperature (See 4.3.1).
starts to deviate from the Fermi liquid behavior at lower temperatures as \( V \) becomes smaller and is shown in Fig. 4.1(b).

It is instructive to look at the quasiparticle weight (renormalization factor) and scattering rate of the \( c \)-electrons, which are shown in Fig. 4.3 for \( V = 3.0 \) and \( V = 2.25 \). The scattering rate follows similar temperature dependence as the resistivity, in particular the \( T^2 \)-behavior at low temperature indicates the same \( T_{FL} \). On the other hand, the quasiparticle weight shows only slight temperature dependence. This means unlikely the hidden Fermi liquid as discussed in Ch. 2, the deviation from Landau’s Fermi liquid behavior above \( T_{FL} \) here in the heavy Fermi liquid system is not due to the temperature dependence of quasiparticle renormalization.

The formation of the Fermi liquid coherence at low temperatures is also observable in magnetic susceptibility. Fig. 4.4 shows bulk susceptibility for periodic Anderson lattice with \( V = 3.0 \) and \( V = 2.5 \). At high temperature, the bulk susceptibility follows Curie’s law. At low temperature, it saturates, which is the behavior of Pauli’s paramagnetism.
Figure 4.3: The quasiparticle scattering rate and quasiparticle weight of c-electrons, for $V = 3.0$ ((a) and (c)) and $V = 2.25$ ((b) and (d)). The scattering rate is dependent on $T^2$ to emphasize its similar behavior to resistivity.

and a feature of a Fermi liquid. Besides, from the theoretical result, we see that for $V = 3.0$, $\chi$ starts to saturates at $T \simeq 0.03$, while for $V = 2.5$, the saturations happens below $T \simeq 0.02$. This is consistent with the evolution of $T_{FL}$ with hybridization as shown in Fig. 4.1 (b).

4.3 Lattice susceptibility and antiferromagnetic ordering

4.3.1 Static susceptibility

This section presents the results of $Q$-dependent magnetic susceptibility $\chi(Q)$ which also reveals the emergence of magnetic instability at an incommensurate ordering vector.

Fig. 4.5 shows the static susceptibility $\chi(Q)$ for $V = 2.5$ and $V = 2.0$. On the left side shows $\chi(Q)$ as a function of $Q$ along the diagonal direction $(0,0,0)$ to $(\pi,\pi,\pi)$ in the Brillouin zone for selected temperatures. On the right side shows the temperature dependence of $\chi(Q)$ for selected lattice momenta, $Q = (0,0,0)$ (bulk susceptibility) and $Q = Q_N = (0.72\pi, 0.72\pi, 0.72\pi)$, along with the local susceptibility $\chi_{loc}$. $Q_N$, as will
Figure 4.4: Bulk susceptibility of a heavy Fermi liquid system.

Figure 4.5: Static magnetic susceptibility $\chi(Q)$ for (from above to below) $V = 2.5$ and $V = 2.0$. On the left side is $\chi(Q)$ as a function of $Q$ along $(0,0,0)$ to $(\pi,\pi,\pi)$ for different temperatures. On the right hand side is $\chi(Q,T)$ as a function of temperature $T$ for $Q = 0$ (bulk susceptibility), $Q = Q_N = (0.72\pi, 0.72\pi, 0.72\pi)$ and also local susceptibility $\chi_{loc}$, on logarithmic scales.
Figure 4.6: Static magnetic susceptibility $\chi(\mathbf{Q})$ for (from above to below) $V = 1.75$ and $V = 1.5$. On the left side is $\chi(\mathbf{Q})$ as a function of $\mathbf{Q}$ along $(0,0,0)$ to $(\pi, \pi, \pi)$ for different temperatures. On the right hand side is $\chi(\mathbf{Q}, T)$ as a function of temperature $T$ for $\mathbf{Q} = 0$ (bulk susceptibility), $\mathbf{Q} = \mathbf{Q}_N = (0.72\pi, 0.72\pi, 0.72\pi)$ and also local susceptibility $\chi_{\text{loc}}$, on logarithmic scales.
be shown later, is the antiferromagnetic ordering vector. Fig. 4.6 shows same quantities for smaller hybridization $V = 1.5$ and $V = 1.3$. The common feature in Fig. 4.5 and Fig. 4.6 is that $\chi(Q)$ is $Q$-independent at high temperatures. This fact is reflected by the merging of $\chi(Q_N)$, $\chi(Q_{NN})$ and $\chi_{loc}$ to a tail at high temperature for all values of $V$ presented. Besides, the high temperature tail follows the Curie’s law, $\chi \propto 1/T$ at high temperature. The Curie’s behavior is expected since localized moments are decoupled from the $c$-electrons at high temperature. As temperature decreases, Kondo screening becomes effective and $\chi(Q)$ starts to develop $Q$-dependence and deviates from the $\propto 1/T$ behavior. The temperature where the deviation starts to show up indicates the Kondo temperature, which is shown in Fig. 4.7.

The evolution of $\chi(Q)$ with decreasing temperature shows distinct behaviors for different hybridization. In Fig. 4.5, as temperature is lowered and $\chi(Q)$ starts to develop $Q$-dependence, the bulk susceptibility $\chi(Q = (0,0,0))$ quickly increases while $\chi(Q)$ for $Q$ near $(\pi,\pi,\pi)$ is suppressed. For $V = 2.0$, the system is able to develop a little stronger antiferromagnetic at intermediate temperatures when $\chi(Q)$ starts to show $Q$-dependence. But this tendency to antiferromagnetism quickly vanishes and the bulk susceptibility still wins at low temperature. Because the spin fluctuations of local moments are mediated by the RKKY interaction, we can perceive this behavior of $\chi(Q)$ as that the RKKY interaction finally loses the competition against the Kondo screening in above two cases.
But in Fig. 4.6, where the hybridization is smaller, the temperature dependence of \( \chi(Q) \) is quite different. Toward lower temperature, \( \chi(Q) \) for all \( Q \)s are enhanced and the obvious maximum emerges at \( Q = Q_N \equiv (0.72\pi, 0.72\pi, 0.72\pi) \), as shown in the left column of Fig. 4.6. As a function of temperature, \( \chi(Q_N) \) shows a diverging behavior down to the lowest temperature \( T = 0.01 \) that can be reached in our calculation, indicating an antiferromagnetic instability.

To find the magnetic transition temperatures, we plot the inverse of \( Q \)-dependent susceptibility with respect to temperature in Fig. 4.8 for selected \( Q \). For \( V = 1.4 \) and \( V = 1.3 \), \( 1/\chi(Q) \) is linear in \( T \). Extrapolated to \( 1/\chi(Q) = 0 \), the intercept on the temperature axis gives the antiferromagnetic transition temperature for the corresponding \( Q \). The \( Q \) with the largest transition temperature is the \( T_N \) of the system, with \( Q = Q_N \) the ordering vector. The inverse of bulk \( (Q = (0,0,0)) \) and staggered\( (Q = (\pi, \pi, \pi)) \) susceptibility are also linear with \( T \), with a smaller transition temperature, and the linearity is parallel with that of \( 1/\chi(Q_N) \). This suggests that in the vicinity above \( T_N \), the temperature dependence of \( \chi(Q) \) is independent of \( Q \), and \( \chi(Q) \) can be written as

\[
\chi(Q) = \frac{C}{(T - T_N(Q))}.
\]

\( C \) is a constant independent of \( Q \). The critical exponent is also \( Q \)-independent and has the mean-field value of 1. \( T_N(Q) \) is the \( Q \)-dependent transition temperature, and it has maximum and positive value when \( Q = Q_N \).

### 4.3.2 Dynamic susceptibility

This section investigate the dynamic properties of spin fluctuations in the vicinity of antiferromagnetic instability.

Fig. 4.9 shows the imaginary part of dynamic susceptibility \( \Im\chi(Q = Q_N, E) \) near the ordering vector \( Q_N \) for \( V = 2.0 \) (above) and \( V = 1.5 \) (below) at selected temperatures. \( \Im\chi(Q, E) \) is computed using a RPA-like approximation, which is shown to a good approximation for itinerant systems [58] and has also been explained in Sec. 2.4.2. The transfer of spectral weight for \( V = 2.0 \), the spectral weight at low energy is shifted to higher energy as temperature is lowered. Hence as the heavy Fermi liquid forms, the
Figure 4.8: $1/\chi(Q)$ for $V = 1.5$, $V = 1.4$ and $V = 1.3$ at low temperatures.
low energy antiferromagnetic fluctuations are suppressed. However, the evolution of $\Im \chi(Q, E)$ for $V = 1.5$ is quite different. The spectral weight shifts to the low energy and forms sharp peak as temperature is lowered, indicating the formation of spin-wave excitations.

Fig. 4.10 shows a full picture of $\Im \chi(Q, E)$ for $V = 2.0$ (left) and $V = 1.5$ (right) and $Q$ along the contour of $(0, 0, 0) - (\pi, \pi, \pi) - (\pi, 0, 0) - (0, 0, 0)$. The brightness indicates the spectral weight. The differentiation in momentum space shows distinct features of evolution with temperature.

For $V = 2.0$, as temperature is lowered, spectral weight near $Q = (0, 0, 0)$ shifts down to lower energy, which is associated with the enhancement of bulk susceptibility in the crossover regime above $T_{FL}$. It also displays a dispersion at low energy that assembles the excitations spectrum of paramagnons in a ferromagnet. This indicates that ferromagnetic fluctuations are the dominant low-lying excitations in the crossover regime. In this model calculation, the ferromagnetic fluctuations do not leads to ferromagnetic transition, since the bulk susceptibility saturates below $T_{FL}$, that is, the set-in of coherent Fermi phase. However, the paramagnetic fluctuations may be tuned to be critical by external magnetic field and induce field-driven quantum critical point as observed in YbRh$_2$Si$_2$ [97]. The effect of a magnetic field is left for future work. Near $Q = (\pi, \pi, \pi)$, the spectrum becomes gapped at $\omega \sim 0.2$. 
For $V = 1.5$, the spin fluctuations evolve with temperature in a very different manner. At $T = 0.2$, the distribution of spectral weight of $\Im \chi(Q, \omega)$ shows weak $Q$-dependence thus no dispersion is discernible. As temperature is lowered, the spectral weight becomes concentrated within narrower range of energy, and near the antiferromagnetic ordering momentum $Q_N \simeq 0.72(\pi, \pi, \pi)$, the spectral weight is significantly larger than other regions in the Brillouin zone. Although the spectral weight exhibits strong momentum-differentiation, the spectrum still does not show an evident dispersion expected for an antiferromagnetic spin waves. In fact, a nearly flat band of spectral weight moves to low energy. This means when the antiferromagnetic ordering at $Q = Q_N$ emerges, spin-fluctuations for all $Q$s are equally critical near the antiferromagnetic transition. Along the flat band, spectral weight becomes more denser near $Q = Q_N$ as temperature is lowered, and consequently the antiferromagnetic ordering has the leading instability at $Q = Q_N$.

This uniformity of spin fluctuations is compared to the outcome of inelastic neutron scattering in CeCu$_{5.9}$Au$_{0.1}$. The quantum criticality of CeCu$_{5.9}$Au$_{0.1}$ can not be addressed by SDW theory of itinerant quantum magnets, and thus provides a main motivation of the theory of local quantum criticality, or the Kondo-breakdown scenario [98]. Fig. 4.11 shows the cut of $\Im \chi(Q, E)$ at $E = 0.001$ along the diagonal direction $Q = (0, 0, 0)$ to $(\pi, \pi, \pi)$ for $V = 1.5$. The experimental data is from Ref. [3] and shows the similarity in the evolution of the energy cut curve. The common feature is that as temperature decreases, the spectral weight along the energy cut is enhanced simultaneously over a significant portion of the Brillouin zone.

4.3.3 The Fermi surface

The spin susceptibility of the periodic Anderson model points to a localized picture of antiferromagnetic instability, which suggests that the magnetism emerges when the Kondo screening is suppressed. To further understand the effect of Kondo screening near the antiferromagnetic instability, we also study the single-particle properties of the system near $V = 1.5$. Fig. 4.12 shows the cut of single-particle spectral function $A_{\mathbf{k}}(\omega = 0^+)$ for conduction (left) and $f$-electrons on the $k_z = 0$ plane for $V = 2.0$
Figure 4.10: Imaginary part of dynamic susceptibility along the selected contour in Brillouin zone \((0,0,0) - (\pi,\pi,\pi) - (\pi,0,0) - (0,0,0)\) for \(V = 2.0\) (left) and \(V = 1.5\) (right) at selected temperatures.
Figure 4.11: Energy cut of dynamic magnetic susceptibility. Figure in the above shows the energy cut at $E = 0.001$ of $\Im\chi(Q, E)$ of periodic Anderson lattice with $V = 1.5$, for selected temperatures. $Q$ along the diagonal direction from $(0, 0, 0)$ to $(\pi, \pi, \pi)$. Figure in the below shows experimental data from inelastic neutron scattering on CeCu$_{5.9}$Au$_{0.1}$. Reprinted by permission from Macmillan Publishers Ltd: Nature ([3]), copyright (2000).
(above), $V = 1.5$ (middle) and $V = 1.3$ (below) at $T = 0.01$. For $V = 2.0$, the Fermi surface of $c$- and $f$-electrons is sharp and identical, which means the local moments are screened and form the heavy Fermi liquid quasiparticles with the $c$-electrons. As hybridization is decreased, the $c$-electron Fermi surface expands and the spectral weight of $f$-electrons decreases rapidly. For comparing, Fig. 4.13 shows the cut, on the same plane for $V = 2.0$, but at a much higher temperature $T = 1.0$, which is above the Kondo scale $T_K$ in Fig. 4.7. The $c$-electrons form a smaller closed Fermi surface than the one at $T = 0.01$, and the spectral weight of $f$-electrons spreads uniformly in the majority of the Brillouin zone. These facts make clear that above $T_K$, $f$-electrons remain localized and decoupled from conduction $c$-electrons.

The similarity between the high temperature Fermi surface in Fig. 4.13 and the low temperature Fermi surface for $V = 1.3$ in Fig. 4.12 indicates that near the emergence of the antiferromagnetic instability at $V = 1.5$, the local moments remains decoupled from, or at most very weakly coupled to the $c$-electrons.

It remains an interesting issue that whether there could be a critical value of hybridization that the local moments are completely decouple from $c$-electrons at the ground state, that is, $T = 0$. For this purpose I calculate the effective local hybridization between $c$- and $f$-electrons defined by $V_{\text{eff}} = -\sum_k \Re G_{cf}(k,i\omega_1 = i\pi T)$. To approach very low temperatures, exact diagonalization (ED) is used as the impurity solver. In Fig. 4.14, we show $V_{\text{eff}}$ as a function of $V$ for low temperatures. Points at $T = 0.02$ are obtained from CTQMC, and points at $T = 0.005$ and $T = 0.0025$ are computed from ED impurity solver. Fig. 4.14 shows that as temperature is lowered, $V_{\text{eff}}$ remains positive and smooth as a function of hybridization, though at low temperature, $V_{\text{eff}}$ displays a sharper decrease near $V = 1.5$. Therefore, it is unlikely that there is a quantum critical point $V_c$ at $T = 0$ which separates a heavy Fermi liquid ground state and a gas of decoupled $c$-electrons and local moments. In other words, a Kondo breakdown at $T = 0$ does not happen.

The absence of a quantum critical hybridization suggests that the localized picture of antiferromagnetic instability as seen in Sec. 4.3 does not have to accompany the orbital-selective Mott transition or a Kondo breakdown in heavy fermion systems [99].
$V = 2.0, c$-electrons

$V = 2.0, f$-electrons

$V = 1.5$
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Figure 4.12: Cut of Fermi surface at $k_z = 0$ for $V = 2.0$(above), $V = 1.5$(middle) and $V = 1.3$(below). On the left is the Fermi surface cut of $c$-electrons. On the right is the Fermi surface cut of $f$-electrons. $T = 0.01$. 
Figure 4.13: Cut of Fermi surface at $k_z = 0$ for $V = 2.0$ for $T = 1.0$. On the left is the Fermi surface cut of $c$-electrons. On the right is the Fermi surface cut of $f$-electrons.

Figure 4.14: Effective hybridization, defined as $-\sum_k G_{cf}(k, i\omega = \pi T)$, as a function of $V$ at $T = 0.02$, $T = 0.005$ and $T = 0.0025$. Points of $T = 0.02$ are obtained by CTQMC, and points at $T = 0.005$ and $T = 0.0025$ are obtained using ED impurity solver.
In the scenario of orbital-selective Mott transition, the phase of Kondo breakdown is perceived as that \( f \)-electrons remains a Mott insulating state due to the Coulomb repulsion while \( c \)-electrons are metallic, while in the heavy Fermi liquid phase both type of electrons are metallic.

In fact, to achieve a orbital-selective Mott transition, a small but non-zero dispersion of localized \( f \)-orbitals is needed in Ref. [99], which uses a slave-boson approach. As pointed out in Ref. [100], in single-site DMFT, an arbitrary small hybridization would be able to kill the orbital-selective Mott transition at zero temperature, and non-local correlation has to be included by cluster DMFT to realize the quantum critical point of orbital selective Mott transition [101]. The effective hybridization \( V_{\text{eff}} \) shown in Fig. 4.14 is indeed consistent with this conclusion.

Although there is no orbital-selective Mott transition at zero temperature, it is still possible at finite temperature. Fig. 4.15 shows the self energy of \( f \)-electrons \( \Im \Sigma_f(i\omega_n) \) at low temperatures when \( V = 0.5 \). This data are obtained by ED impurity solver. At \( T = 0.003 \), \( \Im \Sigma_f(i\omega_n) \) shows the diverging feature of an insulator, while at \( T = 0.001 \), \( f \)-electrons become metallic, which indicates that for \( V = 0.5 \), the orbital-selective Mott transition temperature is \( T_{\text{MI}} \simeq 0.002 \). For larger values of \( V \), the Mott transition turns into a crossover regime, as shown by the blue dashed lines in Fig. 4.1 (a).
4.4 Conclusion

This chapter focuses on the antiferromagnetic ordering and spin fluctuations in the periodic Anderson model. The hybridization-temperature ($V$-$T$) phase diagram is investigated. When $V$ is large, the ground state is a heavy Fermi liquid. The Fermi liquid temperature scale $T_{FL}$ is identified by the quadratic temperature dependence of resistivity and the set-in of Pauli paramagnetism. As $V$ becomes smaller, the Fermi liquid scale vanishes (at $V \simeq 1.5$ in the our case), and antiferromagnetic instability emerges. The antiferromagnetic transition is studied in the DMFT framework of two-particle response functions. Local and lattice spin susceptibilities are calculated. It turns out the magnetic ordering is incommensurate, and the spin fluctuations in the vicinity of the magnetic transition exhibits a “localized” ($Q$-independent) critical behavior. Furthermore, the possibility selective Mott-transition at $T = 0$ is ruled out, indicating that the localize nature of the magnetic fluctuations is not related to a quantum critical point of Kondo breakdown scenario.
Chapter 5

Thermoelectricity in FeSb$_2$

FeSb$_2$ is a narrow gap correlated semiconductor with conduction and valence band characterized by $d$-electrons. Colossal thermopower ($S$) of tens of $mV/K$ at approximately $T = 10K$ is observed in FeSb$_2$ [102], which has attracted considerable interest in a long-lasting search for efficient thermoelectric conversion material at low temperatures.

The effect of strong electronic correlation in FeSb$_2$ has been confirmed by accumulating experimental facts, for example the spectral weight transfer over a wide energy window ($\sim 1eV$) in optical spectroscopy [103, 104]. The sign of the colossal thermopower in FeSb$_2$ at low temperature is negative, in agreement with the domination of electron band in transport, which is also confirmed by the Hall measurement at $T < 30K$. One leading mystery in FeSb$_2$ is the incompatibility between the narrow gap and the colossal thermopower. The resistivity measurement [102, 105] exhibits an activation behavior between 50$K$ and 100$K$ with an activation energy of 26$meV$, while from 20$K$ to 10$K$, the resistivity shows a shoulder with an activation energy of 3$meV$. The optical conductivity reveals a gap of 37$meV$ at low temperatures [104]. At low temperature, the thermopower follows the activation behavior of

$$S \propto \frac{k_B}{e} \frac{\Delta}{T} \simeq 86\mu V/K \times \frac{\Delta}{T},$$

(5.1)

where $\Delta$ is the activation energy. None of the gap values mentioned above, from resistivity or optical measurement, is large enough to account for the colossal thermopower, $S \simeq 45mK/V$ at $T = 10K$.

Recently, a comprehensive investigation of the transport properties of FeSb$_2$ has been reported in Ref. [4]. The authors find the colossal thermopower at low temperature is accompanied by exotic behaviors of two other quantities, the magnetoresistance
(MT(T)) and Nernst coefficient (ν(T)). This chapter provides a phenomenological analysis of S, MT, and ν based on a Boltzmann transport theory of single conduction band. Although this simple theory can not fully account for the colossal thermopower, it does reveal that the exotic behaviors of MT(T) and ν(T) are rooted in the strong energy dependence of electron relaxation time. In particular, the energy dependence leads to the mismatch between the electric Hall conductivity, μ_H, and its thermal counterpart, the “thermal” Hall conductivity, μ_t, giving rise to the giant Nernst coefficient.

5.1 Linear Response Theory in a Weak Magnetic Field

This section provides a brief review of linear response theory of the longitudinal and transverse electric and thermal transport in a weak magnetic field.

Charge current can be induced by external electric field $E$ or thermal gradient $\nabla T$,

$$\mathbf{J} = \bar{\sigma} \cdot E - \bar{\alpha} \cdot \nabla T. \tag{5.2}$$

We consider the case that $E$, $\nabla T$, and $\mathbf{J}$ are in the $x - y$ plane. Hence the conductivity functions $\bar{\sigma}$ and $\bar{\alpha}$ are $2 \times 2$ tensors.

First we define resistivity and thermopower without the magnetic field. The effect of a weak magnetic field will be discussed later. Resistivity, $\rho$, is determined by the diagonal component of $\bar{\sigma}$,

$$\rho = \frac{1}{\sigma^{xx}}. \tag{5.3}$$

Thermopower, or the Seebeck coefficient, $S$, is defined as

$$S \equiv \frac{E_x}{\nabla_x T}. \tag{5.4}$$

In an experimental setup, $S$ is measured when the charge current is zero, that is, the current driven by the electric field is neutralized by that driven by the thermal gradient. Consequently,

$$J_x = \sigma_{xx} E_x - \alpha_{xx} \nabla_x T = 0, \tag{5.5}$$

and

$$S = \frac{\alpha^{xx}}{\sigma^{xx}}. \tag{5.6}$$
The Hall mobility $\mu_H$, magnetoresistance $MR$, and Nernst coefficient $\nu$ are defined in the presence of magnetic field $B$. We assume the magnetic field is perpendicular to the $x-y$ plane, so $B = B\hat{z}$. The Lorentz force induces transverse motion of carriers when electric field and/or thermal gradient is applied along the $x$ direction. Therefore $\mu_H$, $MR$, and $\mu$ involve the off-diagonal component of conductivity tensors. Eventually, the charge accumulating on the sides of the sample will produce a transverse field $E_y$, which counteracts the Lorentz force and annihilates the transverse current. That is,

$$J^y = \sigma^{yx}E_x + \sigma^{yy}E_y = 0,$$

and the Hall mobility is defined as

$$\mu_H = \frac{E_y}{BE_x} = -\frac{\sigma^{yx}}{B\sigma^{xx}}.$$

Another quantity commonly used for Hall effect is the Hall coefficient,

$$R_H \equiv -\frac{\sigma^{yx}}{(\sigma^{xx})^2 B} = \rho\mu_H.$$

The magnetic field also has an effect on the longitudinal transport. In fact, $J^y = 0$ leads to $E_y = -\frac{\sigma^{yx}}{\sigma^{yy}}E_x$. Substituting $E_y$ into $J^x = \sigma^{xx}E_x + \sigma^{xy}E_y$, we have

$$J^x = \left(\sigma^{xx} - \frac{\sigma^{yx}\sigma^{xy}}{\sigma^{xx}}\right)E_x.$$

When $B$ is small, the leading term in $\sigma^{yx}$ and $\sigma^{xy}$ are proportional to $B$ (see App. D for a detailed derivation). Furthermore, the longitudinal component $\sigma^{xx}$ has a subleading term $\delta\sigma^{xx} \propto B^2$. Using $\sigma_0^{xx}$ and $\rho_0$ to denote the longitudinal conductivity and resistivity when $B$ is absent, we get

$$J^x = \left(\sigma_0^{xx} + \frac{\delta\sigma^{xx}}{B^2} + \sigma_0^{xx}B^2\mu_H^2\right)E_x.$$

Then

$$\rho = \frac{1}{\sigma_0^{xx} \left[1 + \left(\frac{\delta\sigma^{xx}}{B^2\sigma_0^{xx}} + \sigma_0^{xx}\mu_H^2\right)B^2\right]}$$

$$= \rho_0 - \left(\frac{\delta\sigma^{xx}}{B^2(\sigma_0^{xx})^2} + \frac{\mu_H^2}{\sigma_0^{xx}}\right)B^2.$$
Define
\[ \delta \rho \equiv - \left( \frac{\delta \sigma^{xx}}{B^2 (\sigma^0_0)^2} + \frac{\mu_H^2}{\sigma^0_0} \right) B^2, \] (5.13)
and the magnetoresistance is
\[ MR \equiv \frac{\delta \rho}{\rho_0} = - \left( \frac{\delta \sigma^{xx}}{B^2 \sigma^0_0} + \mu_H^2 \right) B^2. \] (5.14)

We have assumed the isotropy in the x-y plane such that \( \sigma^{xx} = \sigma^{yy} \) and \( \sigma^{yx} = -\sigma^{xy} \).

The Nernst coefficient \( \nu \) is the transverse analog of the Seebeck coefficient. \( \nu \) is defined as
\[ \nu = \frac{E_y}{B \nabla_x T} = \frac{1}{B} \frac{\alpha^{yx} \sigma^{xx} - \alpha^{xx} \sigma^{yx}}{\sigma^{xx} \sigma^{yy} - \sigma^{yx} \sigma^{xy}} \approx \frac{\alpha^{xx}}{\sigma^{xx}} \left( -\frac{1}{B} \sigma^{xx} - \left( -\frac{1}{B} \alpha^{xx} \right) \right) = S(\mu_H - \mu_t). \] (5.15)

Notice the thermal analog, \( \mu_t \), of the Hall mobility is defined,
\[ \mu_t = -\frac{1}{B} \frac{\alpha^{yx}}{\alpha^{xx}}. \] (5.16)

It is a useful quantity when analyzing the exotic Nernst behavior in FeSb\(_2\).

### 5.2 Experimental Facts on FeSb\(_2\)

In this section I summarize the main findings in Ref. [4]. Transport measurements on FeAs\(_2\) are also presented in parallel with those of FeSb\(_2\) to highlight the unique behavior in magnetoresistance and Nernst effect of FeSb\(_2\).

The main panel of Fig. 5.1 shows the resistivity \( \rho(T) \) of FeSb\(_2\) and FeAs\(_2\). The temperature dependence in FeSb\(_2\) can be divided into three regions. (i) Between 40K and 100K, \( \rho(T) \) follows the thermal activation law and yields an activation gap \( E_g \approx 28 \text{meV} \). (ii) Between 10K and 20K, a shoulder connects the activation behavior above 40K and below 15K. (iii) The activation behavior below 15K reveals a small gap 6\text{meV}. The thermal activation behavior in FeAs\(_2\) above 200K, on the other hand, confirms an energy gap of \( E_g \approx 0.2 \text{eV} \). In fact, electronic structure calculations based
on generalized gradient approximation (GGA) produced the band structure of FeAs$_2$ with a direct gap of 0.2\,eV. However, correlation effects had to be taken into account by, e.g., GW method, in electronic structure calculations, to capture the correct magnitude of the gap ($\simeq 28\,\text{meV}$) in FeSb$_2$. This also indicates the important role of electron correlation in FeSb$_2$.

The main panels of Fig. 5.2 present the thermopower $S(T)$ and Nernst coefficient $\nu(T)$. For FeAs$_2$, $S(T)$ above $T = 15K$ roughly follows the activation behavior, Eq. 5.1, which gives $S(T = 15K) \sim 10mV/K$, given that the thermal activation is controlled by the gap $E_g \simeq 0.2\,eV$ from resistivity measurement. However, the thermopower of FeSb$_2$, reaches a maximum of $18mV/K$ at $T = 10K$, and can not be accounted for by the activation gap $E_g \simeq 28\,\text{meV}$.

The difference in Nernst coefficient is even more drastic. $\nu(T)$ of FeSb$_2$ dwarfs that of FeAs$_2$ by two orders in magnitude, as shown in the inset of Fig. 5.2 (b). Using Eq. 5.9, we can determine the Hall mobility $\mu_H$ from the Hall coefficient $R_H$ (shown in inset (a) of Fig. 5.1) and $\rho(T)$. Then from Eq. 5.15 we can determine the thermal
Hall mobility $\mu_t$, $\mu_H$ and $\mu_i$ of FeSb$_2$ and FeAs$_2$ are compared in Fig. 5.3. I will show in Sec. 5.3 that a non-dispersive scattering rate will lead to a cancellation between $\mu_t$ and $\mu_H$, and give rise to vanishing Nernst effect. Therefore, Fig. 5.3 suggests that the source of the giant Nernst coefficient in FeSb$_2$ could be a non-dispersive scattering rate.

Fig. 5.4 compares the temperature dependence of magnetoresistance $MR(T)$ with that of $\mu_H^2(T)$. The inset shows the case of FeAs$_2$. $MR(T)$ and $\mu_H^2(T)$ coincide between 20$K$ and 100$K$ by a proper re-scaling. On the other hand, FeSb$_2$ exhibits quite different temperature dependence for $MR(T)$ and $\mu_H^2(T)$. The main panel of Fig. 5.4 shows $MR(T)$ at several selected magnetic fields. None of these curves can coincide with the curve of $\mu_H^2(T)$. This indicates the behavior of $MR(T)$ is more challenging to understand than that of giant Nernst effect. As will be shown in the following section, although a high-dispersive scattering rate can produce a finite $\nu(T)$, it is not sufficient to differentiate the temperature dependence of $MR(T)$ from that of a re-scaled $\mu_H^2(T)$.

### 5.3 The Boltzmann Transport Theory

This section adopts the approximate expressions for conductivity tensors in terms of quasiparticle attributes (effective mass, band velocity and curvature, and scattering rate) as derived in Ch. 2, to investigate the behavior of thermo- and magneto-electric transport of a correlated semiconductor in the non-degenerate limit. As a relevant case for FeSb$_2$, a single electron band is considered, since within the temperature range of interest (5$K$ to 30$K$), the electrical transport in FeSb$_2$ is dominated by the electron band, as verified by the Hall coefficient measurement (see Fig. 5.1, inset (a)).

The conductivity tensors are given by the following expressions [106, 39],

$$\sigma_{xx}^{0} \simeq \frac{2e^2}{V} \sum_k \left( -\frac{\partial f(\epsilon)}{\partial \epsilon} \right)_{\epsilon=\epsilon_k^*} \left( v_{k}^{*x} \right)^2 \tau_k^*, \quad (5.17)$$

$$\alpha_{xx}^{0} \simeq \frac{-2ek_B}{V} \sum_k \left( -\frac{\partial f(\epsilon)}{\partial \epsilon} \right)_{\epsilon=\epsilon_k^*} \left( v_{k}^{*x} \right)^2 \left( \frac{\epsilon_k + \Delta}{k_BT} \right) \tau_k^*, \quad (5.18)$$

$$\frac{\sigma_{yx}}{B} \simeq \frac{2e^3}{V} \sum_k \left( -\frac{\partial f(\epsilon)}{\partial \epsilon} \right)_{\epsilon=\epsilon_k^*} v_{k}^{*y} \left( v_{k}^{*xx} v_{k}^{*x} - v_{k}^{*xx} v_{k}^{*y} \right) \tau_k^*, \quad (5.19)$$
Figure 5.2: (a) Thermopower $S(T)$ and (b) Nernst coefficient $\nu(T)$ for FeSb$_2$ and FeAs$_2$. The inset of (a) shows the thermal conductivity. The inset of (b) shows $\nu(T)$ in a double-log scale. Notice that the magnitude of $\nu(T)$ of FeSb$_2$ is larger than that of FeAs$_2$ by two orders. Reprinted from Ref. [4]. Copyright (2013) by the American Physical Society.
Figure 5.3: Electrical and thermal Hall mobility, $\mu_H$ and $\mu_t$, of FeSb$_2$ and FeAs$_2$. The inset shows the dimensionless ratio $(\nu/\mu_H)/(k_B/e)$ for the two systems. Reprinted from Ref. [4]. Copyright (2013) by the American Physical Society.

$$\frac{\alpha_{yx}}{B} \simeq -\frac{2e^2k_B}{V} \sum_k \left( -\frac{\partial f(\epsilon)}{\partial \epsilon} \right)_{\epsilon=\epsilon_k} v_k^{*y} (v_k^{*y} v_k^{*x} - v_k^{*x} v_k^{*y}) \left( \frac{\epsilon^*_k + \Delta}{k_B T} \right) (\tau^*_k)^2,$$

$$\frac{\delta \sigma^{xx}}{B^2} = \frac{2e^4}{V} \sum_k \left( -\frac{\partial f(\epsilon)}{\partial \epsilon} \right)_{\epsilon=\epsilon_k} \left\{ \epsilon_k^{*xx} \epsilon_k^{*y} (\epsilon_k^{*y})^2 - 2\epsilon_k^{*xy} (\epsilon_k^{*x})^2 \epsilon_k^{*y} + \epsilon_k^{*xy} (\epsilon_k^{*x})^2 \right\} (\tau^*_k)^3.$$

$$f(\epsilon) = \frac{1}{1 + \exp \left( \frac{\epsilon + \Delta}{k_B T} \right)}.$$  

I assume a single conduction band with a parabolic dispersion,

$$\epsilon_k^* = \frac{\hbar^2k^2}{2m^*}.$$  

$m^*$ is the effective mass. The band velocity and higher order derivative are written as

$$v_k^{\alpha \beta \ldots} = \frac{\partial \epsilon_k}{(\hbar \partial k_\alpha)(\hbar \partial k_\beta) \ldots}.$$
Figure 5.4: The magnetoresistance $MR(T)$ for FeSb$_2$ (main panel) and FeAs$_2$ (inset) at selected magnetic fields. Re-scaled squared Hall mobility, $\mu_H^2(T)$ is shown by the green dashed lines. For FeAs$_2$, the similar temperature dependence of $MR(T)$ and $\mu_H^2(T)$ is evident over a broad range of temperature ($10K < T < 100K$), while for FeSb$_2$, $MR(T)$ and $\mu_H^2(T)$ show very different temperature dependence. Reprinted from Ref. [4]. Copyright (2013) by the American Physical Society.
\( \mu = -\Delta \) is the chemical potential. \( \Delta \) is the activation energy. The non-degenerate limit is defined by when

\[
\Delta \gg k_B T. \tag{5.25}
\]

The relaxation time, \( \tau_k \), of a carrier with energy \( \epsilon_k \) is determined by the scattering rate \( \Gamma_k \),

\[
\tau_k = \frac{h}{2 \Gamma_k(\epsilon_k)}. \tag{5.26}
\]

In the following I consider a phenomenological scenario for quasiparticle scattering. In this scenario, the quasiparticle scattering rate (relaxation) has a dispersive component which is dependent on the quasiparticle energy.

\[
\Gamma_k \simeq \Gamma_0(T) + \Gamma_1 \left( \frac{\epsilon_k}{k_B T} \right)^r. \tag{5.27}
\]

\( \Gamma_0(T) \) is the non-dispersive component in the relaxation. \( \Gamma_1 \) is the coefficient for the dispersive component. The power-paw form is usually adopted when discussing the scattering mechanism in semiconductors [107]. When \( r = -1 \), the scattering rate is linear in the quasiparticle energy. In correlated metals, this linear dispersion of scattering rate can have significant contribution to thermopower and Nernst coefficient.

I will stress on several aspects from the Boltzmann theory in the non-degenerate limit. The first aspect is the activation behavior of resistivity and thermopower. The second is the magnitude of Nernst coefficient, in particular the dimensionless quantity \( \nu/(S\mu_H) \). The third aspect is the temperature dependence of \( MR(T) \), in particular, the scaling between \( MR(T) \) and \( (\mu_H(T))^2 \)

**Dispersive Scattering Rate**

For a non-dispersive scattering rate (\( \Gamma_1 = 0 \) in Eq. 5.27), \( \rho(T) \) and \( S(T) \) have the activation behavior when \( \Delta \gg k_B T \),

\[
\rho(T) \simeq \left( \frac{2\pi}{k_B T} \right)^{3/2} \frac{\hbar^3}{e^2(m^*)^{1/2} \tau_0} \exp \left( \frac{\Delta}{k_B T} \right), \tag{5.28}
\]

\[
S(T) \simeq -\frac{k_B}{e} \left( \frac{\Delta}{k_B T} + \frac{5}{2} \right). \tag{5.29}
\]

The Hall mobility \( \mu_H \) and its thermal counterpart \( \mu_t \) are simply

\[
\mu_H = \mu_t = \frac{e\tau_0}{m^*}. \tag{5.30}
\]
In fact the result in Eq. 5.30 does not require the non-degenerate limit. Therefore, \( \mu_H \) and \( \mu_t \) cancel exactly in the Nernst effect, \( \nu = S(\mu_t - \mu_H) \), leading to a vanishing \( \nu \). Also, the two terms on the right hand side of Eq. 5.14 cancel, leading to vanishing magnetoresistance.

For the case that the dispersive component dominates the quasiparticle relaxation, let us assume \( \Gamma_0 = 0 \). It is straightforward to derive that the conductivity tensors have the following expressions,

\[
\sigma_{xx} \approx \frac{2\sqrt{2}}{3\pi^2} \left( \frac{e^2}{h^2} \right) (m^* k_B T)^{1/2} \left( \frac{k_B T}{\Gamma_1^*} \right) J_0^1 \left( \frac{\Delta}{k_B T}, r \right), \tag{5.31}
\]

\[
\alpha_{xx} \approx \left( \frac{k_B}{e} \right) \frac{2\sqrt{2}}{3\pi^2} \left( \frac{e^2}{h^2} \right) (m^* k_B T)^{1/2} \left( \frac{k_B T}{\Gamma_1^*} \right) J_1^1 \left( \frac{\Delta}{k_B T}, r \right), \tag{5.32}
\]

\[
\frac{\sigma_{yx}}{B} \approx -\frac{\sqrt{2}}{3\pi^2} \left( \frac{e^3}{h} \right) \frac{1}{(m_0 k_B T)^{1/2}} \left( \frac{k_B T}{\Gamma_1^*} \right)^2 J_0^1 \left( \frac{\Delta}{k_B T}, r \right), \tag{5.33}
\]

\[
\frac{\alpha_{yx}}{B} \approx -\left( \frac{k_B}{e} \right) \frac{\sqrt{2}}{3\pi^2} \left( \frac{e^3}{h} \right) \frac{1}{(m^* k_B T)^{1/2}} \left( \frac{k_B T}{\Gamma_1^*} \right)^2 J_2^1 \left( \frac{\Delta}{k_B T}, r \right), \tag{5.34}
\]

\[
\frac{\delta\sigma_{xx}}{B^2} = -\frac{\sqrt{2}}{6\pi^2} \left( \frac{e^4}{(m^* k_B T)^{3/2}} \right) \left( \frac{k_B T}{\Gamma_1^*} \right)^3 J_3^0 \left( \frac{\Delta}{k_B T} \right). \tag{5.35}
\]

The function \( J_n^m(\Delta/(k_B T), r) \) is defined as

\[
J_n^m(\Delta/(k_B T), r) = \int_{\Delta/k_B T}^\infty dx \frac{x^{3/2+nr}}{4\cosh^2 (x/k_B T)} \left( x + \frac{\Delta}{k_B T} \right)^m. \tag{5.36}
\]

In deriving Eq. 5.31 — 5.35, I have also transformed the summation over \( k \) into integral over energy,

\[
\sum_k \to \frac{V}{4\pi^2} \left( \frac{2m^*}{\hbar^2} \right)^{3/2} \int_0^\infty \sqrt{\epsilon^* d\epsilon^*}, \tag{5.37}
\]

based on the parabolic shape of the quasiparticle band.

In the non-degenerate limit, \( \Delta \gg k_B T \),

\[
\frac{1}{4\cosh^2 \left( \frac{x}{2} + \frac{\Delta}{2k_B T} \right)} \approx \exp \left( -\frac{\Delta}{k_B T} \right) \exp \left( -x \right), \tag{5.38}
\]
which simplifies the integral in the definition of \( J_m^n(\Delta/(k_B T), r) \) and leads to

\[
\rho \simeq \frac{3\pi^2}{2\sqrt{2}} \left( \frac{\hbar}{e} \right)^2 (m^* k_B T)^{-1/2} \exp \left( \frac{\Delta}{k_B T} \right) \frac{\Gamma(\frac{5}{2} + r)}{\Gamma(\frac{5}{2})},
\]

(5.39)

\[
S \simeq - \left( \frac{k_B}{e} \right) \left( \frac{\Delta}{k_B T} + \frac{5}{2} + r \right),
\]

(5.40)

\[
\mu_H \simeq \frac{1}{2} \left( \frac{\hbar e}{m^*} \right) \left( \frac{1}{\Gamma_1} \right) \frac{\Gamma(\frac{5}{2} + 2r)}{\Gamma(\frac{5}{2} + r)} \frac{\Gamma(\frac{5}{2} + r)}{\Gamma(\frac{5}{2})} 
\]

(5.41)

\[
\mu_t \simeq \frac{1}{2} \left( \frac{\hbar e}{m^*} \right) \left( \frac{1}{\Gamma_1} \right) \frac{\Gamma(\frac{5}{2} + 2r)}{\Gamma(\frac{5}{2} + r)} \left( 1 + \frac{k_B T}{\Delta} r \right) = \mu_H \left( 1 + \frac{k_B T}{\Delta} r \right).
\]

(5.42)

Here the \( \Gamma \)-function is used,

\[
\Gamma(z) = \int_0^\infty dx x^{z-1} \exp(-x).
\]

(5.43)

Hence \( \nu(T) \) in the non-degenerate limit is

\[
\nu = S (\mu_H - \mu_t) \simeq S \mu_H \left( -\frac{k_B T}{\Delta} r \right).
\]

(5.44)

We can compare Eq. 5.39, Eq. 5.40, and Eq. 5.44 with the results of a non-dispersive scattering rate, Eq. 5.28, Eq. 5.29, and Eq. 5.30. In both cases, \( \rho(T) \) and \( S(T) \) are dominated by the thermal activation, \( \rho(T) \propto \exp(\Delta/(k_B T)) \) and the leading term of \( S(T) \propto \Delta/(k_B T) \).

While \( \mu_H \) and \( \mu_t \) cancel for non-dispersive scattering rate and leads to a vanishing \( \nu(T) \), a dispersive scattering rate gives rise to the mismatch between \( \mu_H \) and \( \mu_t \) and leads to a finite \( \nu(T) \). Since

\[
\frac{\mu_t(T)}{\mu_H(T)} - 1 \simeq \frac{k_B T}{\Delta} r.
\]

(5.45)

We can estimate the value of \( r \). At \( T = 10K \), \( \mu_t/\mu_H - 1 \simeq 0.25 \) (see Fig. 5.3). If we employ the activation gap from resistivity measurement, \( \Delta \sim 28meV \) (although it is not consistent with the magnitude of thermopower), it yields \( r \sim 7 \). This value would suggest a highly dispersive scattering rate in Eq. 5.27. This value is much larger than that of acoustic-phonon \( (r = -1/2) \) or ionized impurity \( (r = 3/2) \) scattering [107]. What scattering mechanism could result in such highly dispersive quasiparticle relaxation is unknown so far.
The magnetoresistance turns out to be

\[
\frac{MR}{B^2} = \mu_H^2 \left( \frac{\Gamma \left( \frac{5}{2} + 3r \right) \Gamma \left( \frac{5}{2} + r \right)}{\Gamma \left( \frac{5}{2} + 2r \right) \Gamma \left( \frac{5}{2} + 2r \right)} - 1 \right). \tag{5.46}
\]

The \( \Gamma \)-function has poles for some values of \( r \). But this is an artifact of the simplified formulation. It can be eliminated by including a small non-dispersive component \( \Gamma_0 \) in the scattering rate. Eq. 5.46 indicates \( MR(T) \) follows the same temperature dependence of \( \mu_H^2(T) \), although the rescaling factor may dependent on the specific form of relaxation dispersion.

### 5.4 Conclusion

In this chapter we attempt to understand the effect of dispersive quasiparticle relaxation in the anomalous thermo- and magneto-electric transport of the correlated semiconductor FeSb\(_2\). The colossal Nernst coefficient suggests a notable mismatch between the Hall mobility \( \mu_H \) and its thermal counterpart \( \mu_t \), which can be a consequence of a highly dispersive quasiparticle relaxation time. However the dispersive relaxation is incapable of reconciling the giant thermoelectric power and the small activation gap \( \Delta \simeq 28meV \) from resistivity measurement.
Appendix A

Retarded two-particle correlation function in the Keldysh formalism

In the real-time formalism, we start with the retarded two-particle correlation function,
\[ \Pi_{\alpha\beta}(t) = (-i)\Theta(t)\langle [\hat{j}^\dagger_{\alpha}(q, t), \hat{j}_\beta(q, 0)]\rangle \]
\[ = (-i)\Theta(t) \sum_{k,k'} e^{2v_\alpha(k)v_\beta(k')} \langle \left[ c^\dagger_{k-q/2}(t)c_{k+q/2}(t), c^\dagger_{k'-q/2}(0)c_{k'+q/2}(0) \right]\rangle. \] (A.1)

Since \( \Pi_{\alpha\beta}(t) \) is a retarded correlation function of current operators at finite temperature, a few pre-processing steps are needed before writing it into a form ready for perturbative expansion of contour-ordered correlation functions in the Keldysh formalism [108, 109, 110].

Without losing generality, I consider the retarded correlation function \( \Pi^R_{1234}(t) \) with simplified indices,
\[ \Pi^R_{1234}(t) = (-i)\Theta(t)\langle [c^\dagger_1(t)c_2(t), c^\dagger_3(0)c_4(0)]\rangle. \] (A.2)

The indices 1, 2, 3, and 4 in Eq. A.2 replace the momentum indices of the fermionic operators in Eq. A.1.

To write Eq. A.2 into a form of contour-ordered correlation function, let me consider the following contour-ordered correlation function,
\[ \Pi_1(t) = (-i)\langle T_c \left( c^\dagger_1(t^+_F)c_2(t^+_F)c^\dagger_3(0^+_F)c_4(0^+_F) \right) \rangle 
- (-i)^2\langle T_c \left( c^\dagger_1(t^+_F)c_2(t^+_F)c^\dagger_3(0^+_B)c_4(0^+_B) \right) \rangle. \] (A.3)

\( T_c \) is the contour-ordering operator defined on the closed-contour. The subscript ‘\( F \)’ and ‘\( B \)’ denotes the forward and backward branch of the contour, respectively.
\[ t^+ \equiv t + 0^+ \text{ with } 0^+ \text{ the infinitesimal. When } t > 0, \]

\[
\Pi_1 (t) = (-i) \langle c_1^\dagger (t^+) c_2 (t) c_3^\dagger (0^+) c_4 (0) \rangle + (-i) \langle c_4 (0) c_3^\dagger (0^+) c_1^\dagger (t^+) c_2 (t) \rangle \\
= (-i) \langle c_1^\dagger (t) c_2 (t), c_3^\dagger (0) c_4 (0) \rangle + (-i) \langle c_1^\dagger (t) c_2 (t) \rangle. \tag{A.4}
\]

When \( t < 0, \)

\[
\Pi_1 (t) = (-i) \langle c_3^\dagger (0) c_4 (0) c_1^\dagger (t) c_2 (t) \rangle + (-i) \langle c_4 (0) c_3^\dagger (0) c_1^\dagger (t) c_2 (t) \rangle \\
= (-i) \langle c_1^\dagger (t) c_2 (t) \rangle.
\]

\( \langle c_1^\dagger (t) c_2 (t) \rangle \) would give rise to the expectation value of current \( \langle j_1^\dagger \rangle \) when we recover the full expression for \( \Pi_{\alpha\beta}^R (t) \), which is zero in the equilibrium state. In a similar way, we can check

\[
\Pi_2 (t) = (-i) \langle T_c \left( c_1^\dagger (t_B^+) c_2 (t_B) c_3^\dagger (0_B^+) c_4 (0_B) \right) \rangle \\
- (-i) \langle T_c \left( c_1^\dagger (t_B^+) c_2 (t_B) c_3^\dagger (0_F^+) c_4 (0_F) \right) \rangle. \tag{A.5}
\]

When \( t \geq 0, \)

\[
\Pi_2 (t) = (-i) \langle [c_3^\dagger (0) c_4 (0), c_1^\dagger (t) c_2 (t)] \rangle (-i) - (-i) \langle c_1^\dagger (t) c_2 (t) \rangle. \tag{A.6}
\]

When \( t < 0, \)

\[
\Pi_2 (t) = (-i) - (-i) \langle c_1^\dagger (t) c_2 (t) \rangle.
\]

Therefore, up to a time-independent number which eventually vanishes when the full momentum summation in \( \Pi_{\alpha\beta}^R (t) \) is considered, the retarded two-particle correlation function \( \Pi_{1234}^R (t) \) can be written as a sum of four contour-ordered correlation functions with the time variables assigned to proper branches of the closed-contour,

\[
\Pi_{1234}^R (t) = \left\{ \frac{-i}{2} \left( \langle T_c c_1^\dagger (t_F^+) c_2 (t_F) c_3^\dagger (0_F^+) c_4 (0_F) \rangle - \langle T_c c_1^\dagger (t_F^+) c_2 (t_F) c_3^\dagger (0_B^+) c_4 (0_B) \rangle \right) \\
+ \langle T_c c_1^\dagger (t_B^+) c_2 (t_B) c_3^\dagger (0_F^+) c_4 (0_F) \rangle - \langle T_c c_1^\dagger (t_B^+) c_2 (t_B) c_3^\dagger (0_B^+) c_4 (0_B) \rangle \right\} \tag{A.7}
\]

The contour-ordered two-particle correlation functions are ready for a perturbative expansion.
In general, the **contour-ordered** two-particle correlation functions in the Keldysh formalism is a $4 \times 4$ matrix since each fermionic operator could be assigned to either branch of the closed-contour. Eq. A.7 indicates that only 4 matrix elements are relevant for the **retarded** two-particle correlation function. The ladder structure and the Bethe-Salpeter equation for the contour-ordered two-particle correlation functions as shown in Fig. 1.5 and Fig. 1.6 now presume a matrix product over the contour degree of freedom,

$$
\Pi = G G + G G \Gamma^i G G + G G \Gamma^i G G + \cdots
$$

$$
\Pi = G G + G G \Gamma^i G G,
$$

(A.8)

$$
\Gamma^f = \Gamma^i + \Gamma^f G G \Gamma^i.
$$

(A.9)

$\Pi$, $\Gamma^f$ and $\Gamma^i$ in Eq. A.8 and Eq. A.9 are $4 \times 4$ matrix of two-particle correlation functions, full vertex, and irreducible vertex functions. The inner integration over time (frequency) and space (momentum) degrees of freedom are omitted. $G$ is $2 \times 2$ matrix of single-particle correlation function,

$$
G(t) = \begin{pmatrix}
G(t) & G^<(t) \\
G^>(t) & \tilde{G}(t)
\end{pmatrix}.
$$

(A.10)

$G G$ represents an **outer product** of

$$
G_{23} G_{14} = \begin{pmatrix}
G_{23}(t) & G_{23}^<(t) \\
G_{23}^>(t) & \tilde{G}_{23}(t)
\end{pmatrix} \otimes \begin{pmatrix}
G_{14}(t) & G_{14}^>(t) \\
G_{14}^<(t) & \tilde{G}_{14}(t)
\end{pmatrix}
$$

(A.11)

The single-particle Green’s functions in real-time are defined as

$$
G_{ij}(t) = (-i) \langle T_t c_i(t) c_j^\dagger(0) \rangle,
$$

(A.12)

$$
G^>_{ij}(t) = (-i) \langle c_i(t) c_j^\dagger(0) \rangle,
$$

(A.13)

$$
G^<_{ij}(t) = i \langle c_j^\dagger(0) c_i(t) \rangle,
$$

(A.14)

$$
\tilde{G}_{ij}(t) = (-i) \langle \tilde{T}_t c_i(t) c_j^\dagger(0) \rangle.
$$

(A.15)

$T_t$ is the ordering operator on the real-time axis. $\tilde{T}_t$ is the anti-time ordering operator.

It is convenient to apply the **Keldysh rotation** from the closed-contour indices
\[ U \begin{pmatrix} G(t) & G^<(t) \\ G^>(t) & \tilde{G}(t) \end{pmatrix} U^\dagger = \begin{pmatrix} 0 & G^A(t) \\ G^R(t) & G^K(t) \end{pmatrix} = G^K(t). \] (A.16)

The matrix of Keldysh rotation is
\[ U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}. \] (A.17)

The retarded, advanced, and Keldysh Green’s function are defined as
\[ G^R_{ij}(t) = -i\Theta(t)\langle [c_i(t), c_j^\dagger(0)] \rangle, \] (A.18)
\[ G^A_{ij}(t) = i\Theta(-t)\langle [c_i(t), c_j^\dagger(0)] \rangle, \] (A.19)
\[ G^K_{ij}(t) = -i\langle [c_i(t), c_j^\dagger(0)] \rangle. \] (A.20)

The same Keldysh rotation in Eq. A.16 can be made to two-particles quantities,
\[ \Pi^K = (U \otimes U^*) \Pi (U \otimes U^*)^\dagger, \] (A.21)
\[ \Gamma^{K(i,f)} = (U \otimes U^*) \Gamma^{(i,f)} (U \otimes U^*)^\dagger. \] (A.22)

In the equilibrium state, the real-time single-particle Green’s functions satisfy the fluctuation-dissipation theorem,
\[ G^K(\omega) = (G^R(\omega) - G^A(\omega)) \tanh \frac{\omega}{2k_BT}. \] (A.23)

Therefore, in equilibrium, 4 types of quadratic product of real-time Green’s functions should appear in the ladder expansion and Bethe-Salpeter equation, which are
\[ g^{(1)}_{1234}(\epsilon, \omega) = G^R_{23}(\omega + \epsilon)G^R_{41}(\epsilon), \] (A.24)
\[ g^{(2)}_{1234}(\epsilon, \omega) = G^R_{23}(\omega + \epsilon)G^A_{41}(\epsilon), \] (A.25)
\[ g^{(3)}_{1234}(\epsilon, \omega) = G^A_{23}(\omega + \epsilon)G^A_{41}(\epsilon), \] (A.26)
\[ g^{(4)}_{1234}(\epsilon, \omega) = G^A_{23}(\omega + \epsilon)G^R_{41}(\epsilon). \] (A.27)

(The convention of indices follow Eq. A.2.)
As indicated by Eq. A.7, the retarded correlation in real-time $\Pi_{1234}(t)$ can be written as a combination of 4 matrix elements of the contour-ordered correlation function $\Pi_{1234}$. Thus we can substitute the ladder expansion of each element from the matrix version of ladder expansion for the \textit{contour-ordered} correlation function in Eq. A.8 into Eq. A.7.

However, it will not be an obvious consequence in this Keldysh formalism that the \textit{retarded} two-particle correlation function would also have a series of ladder expansion, and the corresponding vertex functions would satisfy the Bethe-Salpeter equation, although it is true in the imaginary-time formalism. In the following I will attempt to write down the Bethe-Salpeter equation in the Keldysh formalism since it would certainly provide great convenience for computing the vertex correction of two-particle correlation functions.

Let me start with the leading (zeroth-order) term with no vertex correction. The Wick’s theorem on the closed-contour leads Eq. A.7 to

$$
\Pi_{1234}^{R,0}(t) = \begin{array}{c}
\text{2} \\
\text{1} \\
\text{3} \\
\text{4}
\end{array} = \left(-\frac{i}{2}\right) \left[ G_{41}(-t)G_{23}(t) - G_{41}^<(-t)G_{23}^>(t) + G_{41}^>(-t)G_{23}^<(t) - \tilde{G}_{41}(-t)\tilde{G}_{23}^<(t) \right].
$$
(A.28)

The upper index ‘0’ in $\Pi_{1234}^{R,0}(t)$ indicates that it is the zeroth order in interaction vertex. The Keldysh rotation simplifies the expression,

$$
\Pi_{1234}^{R,0}(t) = \int_{-\infty}^{\infty} dt \exp(i\omega t)\Pi^R(t) = \left(-\frac{i}{2}\right) \left( G_{23}^K(t)G_{41}^A(-t) + G_{23}^R(t)G_{41}^K(-t) \right).
$$
(A.29)

In real frequency, it turns out to be

$$
\Pi_{1234}^{R,0}(\omega) = \int_{-\infty}^{\infty} dt \exp(i\omega t)\Pi^R(t) = \int d\omega' \left( G_{23}^R(\omega + \omega')G_{41}^A(\omega') + G_{23}^A(\omega + \omega')G_{41}^K(\omega') \right).
$$
(A.30)

In the equilibrium state, the fluctuation-dissipation theorem (Eq. A.23) applies. $\Pi_{1234}^{R,0}(\omega)$
\[ \Pi^R(\omega) = -\frac{i}{2} \int_{-\infty}^{\infty} d\epsilon \left[ g^{(1)}_{1234}(\epsilon, \omega) + \left( \tanh \frac{\omega + \epsilon}{2k_BT} - \tanh \frac{\epsilon}{2k_BT} \right) g^{(2)}_{1234}(\epsilon, \omega) + \left( \tanh \frac{\omega + \epsilon}{2k_BT} \right) g^{(3)}_{1234}(\epsilon, \omega) \right], \tag{A.31} \]

Notice that the term \( g^{(4)}_{1234}(\epsilon, \omega) = G^{A}_{23}(\omega + \epsilon)G^{R}_{41}(\epsilon) \) does not appear in the zeroth-order term.

Introducing the full ladder expansion in Eq. A.8 and Eq. A.9 into \( \Pi^R(\omega) \), and separating terms involving only \( g^{(1)} \), \( g^{(2)} \), and \( g^{(3)} \) from those also involving \( g^{(4)} \), \[ \Pi^R(\omega) = \int d\epsilon e^{i\omega\epsilon} \Pi(\epsilon) \text{ has the following expression,} \]

\[ \Pi^R(\omega) = \int d\epsilon \text{Tanh}(\epsilon, \omega) \left[ g(\epsilon, \omega) + g(\epsilon, \omega) \int d\epsilon' T^f(\epsilon, \epsilon'; \omega) g(\epsilon', \omega) \right] + (g^{(4)}\text{-terms}), \tag{A.32} \]

with

\[ \text{Tanh}(\epsilon, \omega) = \begin{pmatrix} \tanh \frac{\epsilon}{2k_BT} & 0 & 0 \\ 0 & \tanh \frac{\epsilon + \omega}{2k_BT} - \tanh \frac{\epsilon}{2k_BT} & 0 \\ 0 & 0 & -\tanh \frac{\epsilon + \omega}{2k_BT} \end{pmatrix}, \tag{A.33} \]

and

\[ g(\epsilon, \omega) = \begin{pmatrix} g^{(1)}(\epsilon, \omega) & 0 & 0 \\ 0 & g^{(2)}(\epsilon, \omega) & 0 \\ 0 & 0 & g^{(3)}(\epsilon, \omega) \end{pmatrix}. \tag{A.34} \]

\( T^f(\epsilon, \epsilon'; \omega) \) is a 3 \times 3 matrix of full vertex functions which satisfy the Bethe-Salpeter equation,

\[ T^f(\epsilon, \epsilon'; \omega) = T^{i}(\epsilon, \epsilon'; \omega) + \int d\epsilon' T^i(\epsilon, \epsilon'; \omega) g(\epsilon', \omega) T^f(\epsilon', \epsilon'; \omega). \tag{A.35} \]

The matrix elements of irreducible vertex functions \( T^{(i)}(\epsilon, \epsilon'; \omega) \) for the retarded correlation functions are related to the elements of the contour-ordered correlation functions \( \mathbf{T}^{(i)}(\epsilon, \epsilon'; \omega) \) in the Keldysh indices. The same expressions also apply to full vertex function \( T^f(\epsilon, \epsilon'; \omega) \) and \( T^{(f)}(\epsilon, \epsilon'; \omega) \), which is as listed below.
In this appendix, I list the expressions of vertex function matrix $T$ for the retarded two-particle correlation functions in terms of the vertex function matrix $\Gamma^K$ of the contour-ordered two-particle correlation functions in Keldysh indices. $T$ is a $3 \times 3$ matrix and $\Gamma^K$ is a $4 \times 4$ matrix.

\[
\begin{align*}
\mathcal{T}_{11}(\epsilon, \epsilon'; \omega) &= \Gamma^K_{23}(\epsilon, \epsilon'; \omega) + \Gamma^K_{24}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon' + \omega}{2k_BT}, \\
\mathcal{T}_{12}(\epsilon, \epsilon'; \omega) &= \left( \tanh \frac{\epsilon'}{2k_BT} - \tanh \frac{\epsilon' + \omega}{2k_BT} \right) \Gamma^K_{24}(\epsilon, \epsilon'; \omega), \\
\mathcal{T}_{13}(\epsilon, \epsilon'; \omega) &= \Gamma^K_{22}(\epsilon, \epsilon'; \omega) - \Gamma^K_{24}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon'}{2k_BT}, \\
\mathcal{T}_{21}(\epsilon, \epsilon'; \omega) &= \left( \tanh \frac{\epsilon}{2k_BT} - \tanh \frac{\epsilon + \omega}{2k_BT} \right)^{-1} \\
&\quad \times \left[ \Gamma^K_{13}(\epsilon, \epsilon'; \omega) + \Gamma^K_{14}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon' + \omega}{2k_BT} \\
&\quad + \tanh \frac{\epsilon + \omega}{2k_BT} \left( \Gamma^K_{23}(\epsilon, \epsilon'; \omega) + \tanh \frac{\epsilon' + \omega}{2k_BT} \Gamma^K_{24}(\epsilon, \epsilon'; \omega) \right) \\
&\quad + \tanh \frac{\epsilon + \omega}{2k_BT} \left( \Gamma^K_{33}(\epsilon, \epsilon'; \omega) + \tanh \frac{\epsilon' + \omega}{2k_BT} \Gamma^K_{34}(\epsilon, \epsilon'; \omega) \right) \right], \\
\mathcal{T}_{22}(\epsilon, \epsilon'; \omega) &= \left( \tanh \frac{\epsilon}{2k_BT} - \tanh \frac{\epsilon + \omega}{2k_BT} \right)^{-1} \left( \tanh \frac{\epsilon'}{2k_BT} - \tanh \frac{\epsilon' + \omega}{2k_BT} \right) \\
&\quad \times \left[ \Gamma^K_{14}(\epsilon, \epsilon'; \omega) + \Gamma^K_{34}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon}{2k_BT} - \Gamma^K_{24}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon' + \omega}{2k_BT} \right], \\
\mathcal{T}_{23}(\epsilon, \epsilon'; \omega) &= \left( \tanh \frac{\epsilon}{2k_BT} - \tanh \frac{\epsilon + \omega}{2k_BT} \right)^{-1} \\
&\quad \times \left[ \Gamma^K_{12}(\epsilon, \epsilon'; \omega) + \Gamma^K_{14}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon'}{2k_BT} \\
&\quad + \tanh \frac{\epsilon + \omega}{2k_BT} \left( -\Gamma^K_{22}(\epsilon, \epsilon'; \omega) + \tanh \frac{\epsilon'}{2k_BT} \Gamma^K_{24}(\epsilon, \epsilon'; \omega) \right) \\
&\quad + \tanh \frac{\epsilon}{2k_BT} \left( \Gamma^K_{32}(\epsilon, \epsilon'; \omega) - \tanh \frac{\epsilon'}{2k_BT} \Gamma^K_{34}(\epsilon, \epsilon'; \omega) \right) \right], \\
\mathcal{T}_{31}(\epsilon, \epsilon'; \omega) &= \Gamma^K_{33}(\epsilon, \epsilon'; \omega) + \Gamma^K_{34}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon' + \omega}{2k_BT}, \\
\mathcal{T}_{32}(\epsilon, \epsilon'; \omega) &= -\left( \tanh \frac{\epsilon}{2k_BT} - \tanh \frac{\epsilon' + \omega}{2k_BT} \right) \Gamma^K_{34}(\epsilon, \epsilon'; \omega), \\
\mathcal{T}_{33}(\epsilon, \epsilon'; \omega) &= \Gamma^K_{33}(\epsilon, \epsilon'; \omega) - \Gamma^K_{34}(\epsilon, \epsilon'; \omega) \tanh \frac{\epsilon'}{2k_BT}.
\end{align*}
\]
In fact, starting from the ladder expansion in the imaginary-time formalism, Eliashberg [111] performed analytic continuation from imaginary to real axis, and derived the Eq. A.32 with vanishing $g^4$-terms and Eq. A.35.
Appendix B

Analytical Continuation

B.1 Padé Approximant

The Padé approximant is a rational approximation of a function \( f(z) \). Given integer \( m \) and \( n \), a Padé approximant has the form of \([112, 113]\)

\[
R(z) = \frac{r_0 + r_1 z + r_2 z^2 + \cdots + r_m z^m}{1 + t_1 z + t_2 z^2 + \cdots + t_n z^n}.
\] (B.1)

The coefficients \( r_i \) and \( t_i \) are determined by the requirement that \( R(z) \) has the same Taylor series of \( f(z) \) at \( z = 0 \) up to the order of \( m + n \),

\[
\begin{align*}
    f(0) &= R(0), \\
    f'(0) &= R'(0), \\
    \cdots, \\
    f^{(n+m)}(0) &= R^{(n+m)}(0).
\end{align*}
\]

Padé approximant often gives excellent approximation of \( f(z) \) even where the truncated Taylor series does not converge, which makes Padé approximant a convenient tool for analytic continuation of correlation functions on imaginary axis.

Given the values of correlation function \( G(i\omega_n) \) on selected Matsubara frequencies, the coefficients for the Padé approximant of \( G(i\omega_n) \) can be found by a fast algorithm which makes use of continuous fraction to represent the approximant \([22]\),

\[
R_N(z) = \frac{a_1}{1 + \frac{a_2(z-i\omega_1)}{1 + \frac{a_3(z-i\omega_2)}{\cdots + \frac{a_N(z-i\omega_{N-1})}{1 + \cdots}}}}.
\] (B.2)

\( N \) points on the imaginary axis are needed to find the coefficients \( a_1, a_2, \cdots, a_N \). There is no unique way of selecting the number \( N \) and the set of \( N \) points on the
imaginary axis. It is quite reasonable to choose those low frequency points. In some implementation, a subset of high frequency points are also included [114]. Besides, a check of convergence is necessary to assure the reliability of the approximant.

The Padé approximant is determined by

$$ R_N(i\omega_n) = G(i\omega_n), \quad n = 1, 2, \cdots, N. \quad (B.3) $$

The coefficients $a_1, a_2, \cdots, a_N$ in Eq. B.2 are given by the recursive relation,

$$ a_i = g_i(i\omega_i), \quad (B.4) $$

$$ g_1(i\omega_i) = G(i\omega_i), \quad i = 1, 2, \cdots, N, \quad (B.5) $$

$$ g_p(z) = g_{p-1}(i\omega_{p-1}) - g_{p-1}(z) \frac{z - i\omega_{p-1}}{g_{p-1}(z)}, p \geq 2. \quad (B.6) $$

The Padé approximant, Eq. B.1 can be recovered also by recursive relation,

$$ R_N(z) = \frac{A_N(z)}{B_N(z)}, \quad (B.7) $$

where

$$ A_{n+1}(z) = A_{n+1}(z) + (z - i\omega_n)a_{n+1}A_{n+1}(z), \quad (B.8) $$

$$ A_{n+1}(z) = A_{n+1}(z) + (z - i\omega_n)a_{n+1}A_{n+1}(z), \quad (B.9) $$

with

$$ A_0 = 0, \quad (B.10) $$

$$ A_1 = a_1, \quad (B.11) $$

$$ B_0 = B_1 = 1. \quad (B.12) $$

B.2 Maximum Entropy Method

A pedagogical discussion of maximum entropy method can be found in Ref. [23]. Here only main steps are summarized.

The maximum entropy method (MaxEnt) seeks to find the most probable solution of the spectral function $A(\omega) = -\frac{1}{\pi} \Im G^R(\omega)$ satisfying

$$ G(\tau) = \int_{-\infty}^{\infty} d\omega A(\omega) \exp(-\tau\omega) \frac{1 \pm \exp(-\beta\omega)}{1 \pm \exp(-\beta\omega)} = \int_{-\infty}^{\infty} d\omega K(\tau, \omega) A(\omega), \quad (B.13) $$
given $G(\tau)$ the time-ordered Green’s function in imaginary time, which is usually sampled by quantum Monte Carlo (QMC) methods on a selected set of $\{\tau_i\}$.

The goal of MaxEnt is to maximize the conditional probability of $A(\omega)$ given $G(\tau)$, written as $P(A|G)$. By Bayes theorem,

$$P(A, G) = P(A)P(A|G) = P(G)P(G|A),$$

where $P(A, G)$ is the joint probability of $A$ and $G$. Therefore

$$P(A|G) = \frac{P(G|A)P(A)}{P(G)}.$$  \hspace{1cm} (B.15)

$P(G|A)$ is also known as the “likelihood” function, and $P(A)$ is known as the prior probability. We consider only one specific set of data of $G(\tau_i)$ given by a converged QMC run, thus $P(G)$ is a constant.

The prior probability is determined by the entropy $S$ of $A(\omega)$, $P(A) = \exp(\alpha S)$, with

$$S = \int d\omega \left[A(\omega) - m(\omega) - A(\omega) \ln \frac{A(\omega)}{m(\omega)}\right].$$  \hspace{1cm} (B.16)

$m(\omega)$ is the “default” model, usually chosen as a smooth and featureless function. $\alpha$ is a parameter controlling the competition between $S$ and $P(G|A)$. Several ways of setting $\alpha$ is discussed in Ref. [23].

The likelihood function is given by $P(G|A) = \exp(-\chi^2/2)$, where

$$\chi^2 = \sum_i \left(\frac{G(\tau_i) - \sum_l K(\tau_i, \omega_l)A(\omega_l)}{\sigma_i}\right)^2.$$  \hspace{1cm} (B.17)

$\{\omega_l\}$ is the set of mesh points on the real axis. Thus the problem of analytic continuation turns into an optimization problem of maximizing $P(A|G) = \exp(\alpha S - \chi^2/2)$ with respect to $A(\omega)$.

### B.3 Dynamic Local Spin Susceptibility

This section presents analytic continuation of dynamic local spin susceptibility in a doped Mott insulator. The dynamic susceptibility is from one-band Hubbard model with nearest-neighbor hopping and electron density $n = 0.85$. Coulomb repulsion
Figure B.1: Dynamic local susceptibility at $T \simeq 0.00156$. Left: $\chi_S(i\Omega)$ on imaginary axis. Right: $\Im\chi_S(\omega)$ on real axis, obtained by Padé approximants using values of $\chi_S(i\Omega)$ of different number on Matsubara frequencies, and obtained by the MaxEnt method (red cross).

$U = 1.75W$, where $W$ is the full width of the bare band and is used at energy and temperature unit. The physics of this model is thoroughly discussed in Ch. 2. Here it is used as an illustrating example of Padé approximants and MaxEnt as methods of analytic continuation. The model is solved by dynamical mean field theory with continuous time quantum Monte Carlo (CTQMC) as the impurity solver. The local spin susceptibility, $\chi_S(i\Omega_n)$, sampled by CTQMC is given in Matsubara frequencies. $\chi_S(i\Omega_n)$ has only real part since it is correlation function of spin (bosonic) operators.

Fig. B.1 shows the local spin susceptibility at $T \simeq 0.00156$. On the left $\chi(i\Omega)$ at the Matsubara frequencies is shown. On the right compares Padé approximants and MaxEnt. Padé approximants obtained by values of $\chi(i\Omega)$ on the lowest $n = 25, 50, 75, \text{ and } 100$ Matsubara points are shown. Evidently, the lines of Padé approximants are on top of each other thus the Padé approximants are robust against the number of input Matsubara points. Furthermore, MaxEnt agrees well with Padé approximants in all aspects, such as the low energy slope and the position and height of the spectral maximum. The information of the slope at $\omega = 0$ and at the spectral maximum are important to find the relaxation time of spin fluctuation.

Fig. B.2 shows $\chi(i\Omega)$ and $\Im\chi(\omega)$ at $T = 0.0075$. The convergence of Padé approximants is still evident. There is visible discrepancy between Padé approximants and MaxEnt in the position of the maximum. But the slope near $\omega = 0$ shows good agreement.
Figure B.2: Dynamic local susceptibility at $T = 0.0075$. Left: $\chi_S(i\Omega)$ on imaginary axis. Right: $\Im \chi_S(\omega)$ on real axis, obtained by Padé approximants and the MaxEnt method.

Figure B.3: Dynamic susceptibility at $T = 0.02$. Left: $\Im \chi_S(\omega)$. Right: $\Re \chi_S(\omega)$ and $\chi_S(i\Omega)$.

Fig. B.3 shows the case for $T = 0.02$. On the left shows $\Im \chi(\omega)$ and on the right shows $\Re \chi(\omega)$ and $\chi(i\Omega)$. Clearly, the discrepancy in the distribution of spectral weight of $\Im \chi(\omega)$ between Padé and MaxEnt becomes more evident at higher temperature. Consequently the position and height of the maximum are moderately different. But the slope at $\omega = 0$ given by Padé and MaxEnt are nearly the same. Besides, the asymptotic tail of $\Re \chi(\omega)$, which is determined by the integrated weight of $\Im \chi(\omega)$, also shows little inconformity.

\footnote{$\Re \chi(\omega)$ in the asymptotic limit, by the Kronig-Kramers theorem, is
\[ \lim_{\omega \to \infty} \Re \chi(\omega) = \lim_{\omega \to \infty} \frac{1}{\pi} \int d\omega' \frac{\Im \chi(\omega')}{\omega' - \omega} = -\frac{1}{\pi} \int d\omega' \Im \chi(\omega') + O\left(\frac{1}{\omega^2}\right). \]}
Appendix C

General Sommerfeld Expansion

This appendix supplements the discussion in Sec. 2.2.

We consider the low temperature behavior of the integral

\[ I_n = \int \frac{d\epsilon}{T} \left( \frac{\epsilon}{T} \right)^n \frac{1}{4 \cosh^2 \left( \frac{\epsilon}{2T} \right)} F(\epsilon) G(\epsilon). \]  

\[ I_n \] evaluates the conductivities when \( F(\epsilon) \) and \( G(\epsilon) \) are chosen properly. For \( F(\epsilon) = \Phi^{xx^*}(\epsilon) \) and \( G(\epsilon) = (\tau^* (\epsilon))^{-1} \), \( I_0 \) gives the longitudinal conductivity \( \sigma^0_{xx} \) and \( I_1 \) gives the thermal counterpart \( \sigma^1_{xx} \). For \( F(\epsilon) = \Phi^{yx^*}(\epsilon) \) and \( G(\epsilon) = (\Gamma^* (\epsilon))^2 \), \( I_0 \) gives transverse conductivity \( \sigma^0_{yx} \) and \( I_1 \) gives \( \sigma^1_{yx} \).

At low temperature, \( \Phi^{xx^*}(\epsilon) \) and \( \Phi^{yx^*}(\epsilon) \) are regular functions that vary smoothly for \( |\epsilon| \lesssim T \). Thus for the purpose of evaluating the integral, they can be expanded as,

\[ \Phi^{xx^*}(\epsilon) \simeq \Phi^{xx^*}(0) + \Phi^{xx^*'}(0) \epsilon, \]  

\[ \Phi^{yx^*}(\epsilon) \simeq \Phi^{yx^*}(0) + \Phi^{yx^*'}(0) \epsilon, \]  

where \( \Phi^{xx^*'}(0) = d\Phi^{xx^*}(0)/d\epsilon \) and \( \Phi^{yx^*'}(0) = d\Phi^{yx^*}(0)/d\epsilon \).

The quasiparticle scattering rate \( \Gamma^* (\epsilon) \) in a Fermi liquid is dominated by the particle-hole symmetric part at low temperature, and has the quadratic form

\[ \Gamma^* (\epsilon) \simeq g_0 + g_2 \epsilon^2. \]  

In a clean system, \( g_0 \propto T^2 \) and consequently, \( \Gamma^* (\epsilon)^{-1} \) becomes a Lorentzian function with vanishing width when \( T \to 0 \). Hence \( \Gamma^* (\epsilon)^{-1} \) is asymptotically singular for \( |\epsilon| \lesssim T \) and the standard Sommerfeld treatment is no longer appropriate [38]. Furthermore, the particle-hole asymmetric part in \( \Gamma^* (\epsilon) \) is in particular important for thermoelectric transport. The asymmetric part can be approximated by the linear and cubic order in
\( \epsilon \) as corrections to the quadratic scattering rate \([85]\). Thus we write

\[
\Gamma^*(\epsilon) \simeq g_0 + g_2 \epsilon^2 + g_1 \epsilon + g_3 \epsilon^3.
\]  (C.5)

This also leads to the corrections to the Lorentzian form of \( \Gamma^*(\epsilon)^{-1} \), which are expressed as

\[
\frac{1}{\Gamma^*(\epsilon)} \simeq \frac{1}{g_0 + g_2 \epsilon^2} - \frac{g_1 \epsilon}{(g_0 + g_2 \epsilon^2)^2} - \frac{g_3 \epsilon^3}{(g_0 + g_2 \epsilon^2)^3},
\]  (C.6)

\[
\frac{1}{\Gamma^*(\epsilon)^2} \simeq \frac{1}{(g_0 + g_2 \epsilon^2)^2} - \frac{2g_1 \epsilon}{(g_0 + g_2 \epsilon^2)^3} - \frac{2g_3 \epsilon^3}{(g_0 + g_2 \epsilon^2)^3}.
\]  (C.7)

By changing the variable \( \epsilon = xT \), we define the following integral,

\[
E_m^n = \int dx \frac{1}{4 \cosh^2(x/2)} \frac{x^n}{(g_0/T^2 + g_2 x^2)^m},
\]  (C.8)

and the longitudinal conductivity is estimated by

\[
\sigma_{xx}^0 \simeq \frac{1}{T^2} \left( \Phi^{xxx}(0) E_1^0 - g_1 \Phi^{xx'}(0) E_2^2 - g_3 T^2 \Phi^{xx'}(0) E_4^4 \right).
\]  (C.9)

The first term is determined by the leading quadratic term in Eq. C.6. The second and third terms are determined by the linear and cubic corrections, i.e., proportional to \( g_1 \) and \( g_3 \) respectively. Similarly, for other conductivities, we have

\[
\sigma_{xx}^1 \simeq \frac{1}{T} \left( \Phi^{xxx'}(0) E_1^2 - \frac{g_1}{T^2} \Phi^{xxx}(0) E_2^2 - g_3 \Phi^{xx'}(0) E_4^4 \right),
\]  (C.10)

\[
\sigma_{yx}^0 \simeq \frac{1}{T^4} \left( \Phi^{yyx}(0) E_1^0 - 2g_1 \Phi^{yyx'}(0) E_2^2 - 2g_3 T^2 \Phi^{yx'}(0) E_4^4 \right),
\]  (C.11)

\[
\sigma_{yx}^1 \simeq \frac{1}{T^3} \left( \Phi^{yyx'}(0) E_1^2 - \frac{2g_1}{T^2} \Phi^{yyx}(0) E_2^2 - 2g_3 \Phi^{yx'}(0) E_4^4 \right).
\]  (C.12)

In each expansion, the second and third term will be simply called the \( g_1 \) and \( g_3 \) term.

Eq. C.9 — Eq. C.12 define the “general” Sommerfeld expansion in Sec. 2.2.
In general, $g_0, g_1, g_2$ and $g_3$ vary with temperature, thus $E_m^n$ also depends on $T$ in a non-trivial way. But for a Fermi liquid without impurity scattering, when $T \to 0$, $(g_0 + g_2 \epsilon^2) \propto (\pi^2 T^2 + \epsilon^2)$, hence $E_m^n$ is a constant independent of $T$. Besides, $g_1 \propto T^2$ as $T \to 0$ [85]. Then we can obtain the low-temperature leading terms of conductivities. $\sigma_{xx}^0$ and $\sigma_{yx}^0$ are dominated respectively by the $T^{-2}$ and $T^{-4}$ divergence in the first term. The prefactors are determined by the QP band structure ($\Phi^{xx}(0)$ and $\Phi^{yx}(0)$).

For the thermoelectric transport, all three terms lead to the same power law ($T^{-1}$ for $\sigma_{xx}^1$ and $T^{-3}$ for $\sigma_{yx}^1$), and the prefactors are determined by the asymmetry of QP band structure ($\Phi^{xx'}(0)$ and $\Phi^{yx'}(0)$) and the scattering rate ($g_1$ and $g_3$).

The Sommerfeld expansion is equivalent to neglecting the $g_2 \epsilon^2$ term in the expansion of scattering rate in Eq. C.6 and Eq. C.7. Above $T_{FL}$, $g_2$ is small, and the Sommerfeld expansion can give quantitative estimation that correctly captures the variation of conductivities with temperature. The Mott relations for thermoelectric transport, i.e.,

$$I_0 \simeq \frac{F(0)}{G(0)} \quad \text{and} \quad I_1 \simeq \frac{\pi^2}{3} T \frac{d}{d\epsilon} \left( \frac{F(0)}{G(0)} \right),$$

are based on the Sommerfeld expansion [49, 50], thus they still provide convenient rules for estimating the Seebeck and Nernst coefficient when $T_{FL} < T < T_{sat}/2$. Below $T_{FL}$, the $g_2 \epsilon^2$ term will lead to different prefactors (Eq. C.8), but the Fermi liquid power law at low temperature is not changed.

We compute conductivities for $T \lesssim T_{sat}/2$ using Eq. C.1 ("QP approx.") and using the general Sommerfeld expansion of Eq. C.9 — Eq. C.12. The results are compared in Fig. C.1. The agreement between the two sets of data is evident. Therefore Eq. C.9 — Eq. C.12 provide a convenient way to decompose the transport properties. In our calculation, $\sigma_{xx}^0$ is dominated by the first term of the expansion. Hence the resistivity is determined by $\Phi^{xx}(0)$ and the quasiparticle scattering rate at the Fermi level ($\Gamma^*(0)$ is equivalent to $\Gamma_{k_F}$ defined in the main text.). Similar observation can be drawn for $\sigma_{yx}^0$.

In $\sigma_{xx}^1$, the $g_3$ term is negligible but the first and the $g_1$ term have opposite signs and both change sign below $T_{sat}/2$. This is due to the different temperature dependence of the asymmetry of the quasiparticle band structure and the scattering rate and they together determine $\sigma_{xx}^1$ and thermopower. $\sigma_{yx}^1$ is dominated by the first term because
Figure C.1: Conductivities computed using Eq. C.1 (“QP approx.”) and using the general Sommerfeld expansion of Eq. C.9 — C.12 (“expansion”).

$\Phi^{yx'}(0)$ is close to its singularity at half-filling.
Appendix D

Linear Response Theory of Thermo- and Magneto-electric Transport

D.1 Thermal Transport

For charge transport, the perturbation due to the electric field can be formally written as the coupling between charge (particle) density and scalar potential,

\[ H' = e \int d^3r n(r) \phi(r), \quad (D.1) \]

the electrical conductivity in terms of current-current correlation functions. However, it is difficult to write a quantum-mechanical operator which can describe the coupling between thermal current and external thermal gradient.

To derive the thermal response functions, Luttinger [82] suggested a formalism based on a fictitious “gravitational” field \( \psi(r) \) coupled to the heat “mass” density operator \( m(r) \) of the grand canonical ensemble, \( K(r) = H(r) - \mu(r)n(r) = m(r)c^2 \). Recently, Shastry argued that this formalism can be extended a time dependent field \( \psi(r, t) \) to derive the dynamical thermal response functions [80]. In this appendix, I briefly introduce this argument.

Phenomenologically, the linear response equations in the presence of electrical field, temperature gradient, and the fictitious field are

\[ J_x = L_{11} E_x + L_{12} (-\nabla_x T/T) + \hat{L}_{12} (-\nabla_x \psi(r, t)), \quad (D.2) \]

\[ J^Q_x = L_{21} E_x + L_{22} (-\nabla_x T/T) + \hat{L}_{12} (-\nabla_x \psi(r, t)). \quad (D.3) \]

It is convenient to consider only the \( x \)-component and a single Fourier component, \( q_x \) and \( \omega \).

\[ J_x(q_x, \omega) = L_{11}(q_x, \omega)(iq_x)\phi_q + (iq_x) \left[ L_{12}(iq_x, \omega)\frac{\delta T_q}{T} + \hat{L}_{12}(q_x, \omega)\psi_q \right]. \quad (D.4) \]
The main conclusion in Luttinger and Shastry’s argument is that

\[ L_{ij}(q_x, \omega) = \hat{L}_{ij}(q_x, \omega). \quad (D.5) \]

Then to calculate the transport coefficient \( L_{12}(q_x, \omega) \) and \( L_{22}(q_x, \omega) \), we only need to calculate the fictitious counterpart \( \hat{L}_{12}(q_x, \omega) \) and \( \hat{L}_{22}(q_x, \omega) \), for which the quantum-mechanical coupling operator is

\[ H'_{\text{thermal}} = \int d^3 r K(r) \psi(r), \quad (D.6) \]

analogous to the coupling between charge and electric field in Eq. D.1.

Notice that \( H'_{\text{charge}} \) in Eq. D.1 is equivalent to the coupling between current density and vector potential. To see this point, we use the equation of continuity, \( \partial n / \partial t = \nabla \cdot j \).

The \( \omega \)-component in the frequency domain gives

\[ n_\omega = \frac{-1}{i\omega} \nabla \cdot j. \quad (D.7) \]

Hence

\[ H'_{\text{charge}} = e \int d^3 r n(r) \phi(r) = \frac{e}{i\omega} \int d^3 r (\nabla \cdot j) \phi(r) = \frac{1}{i\omega} \int d^3 r j_e \cdot \nabla \phi = \frac{-1}{i\omega} \int d^3 r j_e \cdot E, \quad (D.8) \]

where \( j_e = e j \) is the charge current operator. Similarly, for thermal transport, we can consider the fictitious coupling

\[ H'_{\text{thermal}} = \int d^3 r K(r) \psi(r) = \frac{-1}{i\omega} \int d^3 r j_Q \cdot (-\nabla \psi(r)), \quad (D.9) \]

where \( j_Q \) is the heat current operator, satisfying the equation of continuity,

\[ \frac{\partial K(r)}{\partial t} = \nabla \cdot j_Q. \quad (D.10) \]

The transport coefficient due to the electric field and the fictitious field are given by

\[ \hat{L}_{12}(q_x, \omega) = \hat{L}_{21}(q_x, \omega) = \frac{1}{\omega V} \int_{-\infty}^{\infty} \exp(i\omega t) \Theta(t) \langle [\hat{j}_e^\dagger(q_x, t), j_Q(q_x, 0)] \rangle, \quad (D.11) \]

\[ \hat{L}_{22}(q_x, \omega) = \frac{1}{\omega V} \int_{-\infty}^{\infty} \exp(i\omega t) \Theta(t) \langle [\hat{j}_Q^\dagger(q_x, t), j_Q(q_x, 0)] \rangle, \quad (D.12) \]
which also gives the physical transport coefficients $L_{ij}(q_x, \omega)$ by Eq. D.5.

As pointed out by Luttinger [82], the relation of $L_{ij}(q, \omega) = \hat{L}_{ij}(q, \omega)$ is true only in the case of slow or thermodynamic limit, that is, first taking $\omega \to 0$ then $q_x \to 0$.

Nevertheless, following a somewhat different argument based on irreversible process, we can write down the perturbation operator due to a thermal current, and show that Eq. D.11 and Eq. D.12 are valid for the transport limit, or the fast limit, which take $q \to 0$ first and then $\omega \to 0$. Details of this argument is presented in Mahan’s textbook [19].

Consider a perturbation $H' = e^{i\eta t} F$. $\eta = 0^+$ thus $e^{i\eta t}$ adiabatically switches on the perturbation. $F$ is time independent and is the consequence of an external generalized force $X$ driving a steady current $J$. The transport coefficient is defined by $J_i = \sum_j Z_{ij} \cdot X_j$. $i$ and $j$ are indices for generalize force instead of direction. Apparently there is no unique way to define $X$ and $Z$. For example, we can use either $-\nabla T$ or $\nabla (1/T)$ as the driving force of heat current, and the factor of $1/T^2$ can be absorbed by $X$. The transport process is an irreversible process where there is a net generation of entropy. If we require the rate of change of entropy be expressed as

$$\frac{\partial s}{\partial t} = \sum_i J_i \cdot X_i,$$  \hspace{1cm} (D.13)

then the Onsager relation will be satisfied, $Z_{ij} = Z_{ji}$ and the ambiguity in definition of generalized form will be eliminated.

Following similar steps of Eq. 1.4 to Eq. 1.10 in Ch. 1, we can compute the correction to the density matrix due to the perturbation $F$ and the current is

$$J_i = -\int_0^\infty dt \exp(-\eta t) \int_0^\beta d\beta' Tr \left[ \rho_0 \frac{\partial F(-t - i\beta')}{\partial t} J_i \right].$$  \hspace{1cm} (D.14)

$\rho_0$ is the density matrix in equilibrium, $F(t) = \exp(iHt) F \exp(-iHt)$ is the Heisenberg picture of $F$.

$\partial F/\partial t$ can be understood as the rate of change of the energy, as dissipated by the transport process, thus

$$\frac{\partial F}{\partial t} = \frac{dQ}{dt} = T \frac{\partial s}{\partial t} = T \sum_i J_i \cdot X_i.$$  \hspace{1cm} (D.15)
Combining Eq. D.14 and Eq. D.15, we have the transport coefficient

\[ Z_{ik} = -\frac{1}{\beta} - \int_0^\infty dt \exp(-\eta t) \int_0^\beta d\beta' Tr \left[ \rho_0 \mathbf{j}_k (-t - i\beta') \mathbf{j}_i \right]. \] (D.16)

Using Lehmann representation, it is straightforward to show that Eq. D.16, up to a factor a \( T \), is identical to Eq. D.11 and Eq. D.12 in the transport limit.

**D.2 Hall Conductivity in a Weak Magnetic Field**

This section discusses the conductivity tensor in the presence of a weak magnetic field. In general, the conductivity tensor is expressed as correlation functions of current operators. In Matsubara frequencies, it is written as

\[ \sigma_{\alpha\beta}^\alpha(i\Omega_n) = -\frac{1}{\Omega_n} \int_0^\beta d\tau e^{i\Omega_n \tau} \langle T J_\alpha^\alpha(\tau) J_0^\beta(0) \rangle_B. \] (D.17)

\( J_\alpha^\alpha \) is the \( \alpha \)-component of current operator in the presence of magnetic field \( B \). \( \langle \ldots \rangle_B \) is grand canonical ensemble average in the magnetic field. \( \sigma_{\alpha\beta}^\alpha(\omega) \) can be expanded in orders of \( B \) when the magnetic field is weak. To do this expansion, first we need to expand the current operator and the Hamiltonian.

A general tight-binding model is written as,

\[ H = \sum_{\langle ij \rangle} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + H_I \] (D.18)

\( H_I \) is the interaction term. The magnetic field is introduced by the vector potential \( A(\mathbf{r}) \) and replacing \( t_{ij} \) in the kinetic (hopping) term with

\[ t_{ij} \rightarrow t_{ij} \exp \left( \frac{ie}{\hbar} \int_i^j A(\mathbf{r}) \cdot d\mathbf{r} \right). \] (D.19)

This is the Peierls substitution. The form of the interation term is not affected by the vector potential. The current operator is given by the functional derivative of \( H \),

\[ J_\alpha = \frac{\delta H}{\delta A^\alpha}. \] (D.20)

Therefore, expanding \( H \) in orders of \( A \) also gives rise to expansion of the current operator in \( A \).
The hopping term is expanded as

$$H_t \simeq \sum_{(ij)} \sum_{n} \frac{1}{n!} \left(\frac{ie}{\hbar}\right)^n (A(R_{ij}) \cdot r_{ij})^n,$$

where $R_{ij} = (r_i + r_j)/2$ and $r_{ij} = r_j - r_i$. The Fourier transforms for $c_i$ and $A(R_{ij})$ are given by

$$c_i = \frac{1}{\sqrt{N}} \sum_p \exp(i \mathbf{p} \cdot r_i) c_p,$$  \hspace{1cm} (D.22)

$$A(R_{ij}) = \sum_q \exp(i \mathbf{q} \cdot R_{ij}) A_q.$$  \hspace{1cm} (D.23)

This leads to

$$\frac{1}{n!} \left(\frac{ie}{\hbar}\right)^n \sum_{(ij)} (A(R_{ij}) \cdot r_{ij})^n = \frac{1}{n!} \left(\frac{e}{\hbar}\right)^n \sum_{p,q,q_o} c_p^\dagger c_q e^{\delta_{i,j} \delta_{p,q}} (A_{q_1}^\delta \ldots A_{q_n}^\delta).$$  \hspace{1cm} (D.24)

$\epsilon_p = \sum_{(ij)} t_{ij} \exp(i \mathbf{p} \cdot r_{ij})$ is the bare dispersion relation. Upper indices in $\epsilon_p^\delta$ denote the corresponding derivatives, i.e., $\epsilon_p^\delta = \partial \epsilon_p / \partial p_\delta$. The momenta in the summation satisfy the conservation law, $p + q + \sum_o q_o = 0$.

To compute the first-order correction of the current operator, the Hamiltonian has to be expanded to the second order, which is

$$H_t \simeq \sum_p \epsilon_p c_p^\dagger c_p + \frac{\epsilon}{\hbar} \sum_{p,q} c_p^\dagger c_q \epsilon_{p+q/2} A_{p-q}^\delta + \frac{1}{2} \left(\frac{e}{\hbar}\right)^2 \sum_{p,q,q_1} c_p^\dagger c_q^\dagger c_p^\dagger c_{p+q/2} A_{q_1}^\alpha A_{p-q-q_1}^\beta.$$  \hspace{1cm} (D.25)

Then the $q$-component of current operator given by

$$J_{q}^\beta \simeq \frac{\epsilon}{\hbar} \sum_p c_{p-q}^\dagger c_p c_{p+q/2} + \frac{\epsilon^2}{\hbar^2} \sum_{p,q_1} c_{p-q}^\dagger c_{p+q_1} c_p c_{p+q+q_1/2} A_{q_1}^\beta.$$  \hspace{1cm} (D.26)

We define

$$\Pi_{q}^{\alpha \beta}(i \Omega_n) \equiv \int_0^\beta \exp(i \Omega_n \tau) \langle T J_{q}^\alpha(\tau) J_{q}^\beta(0) \rangle_H$$

$$= \int_0^\beta d\tau \exp(i \Omega_n \tau) \frac{\int D[\bar{c}c] e^{-S_B} \langle J_{q}^\alpha(\tau) J_{q}^\beta(0) \rangle}{\int D[\bar{c}c] e^{-S_B}},$$  \hspace{1cm} (D.27)

then $\sigma_q^{\alpha \beta}(i \Omega_n) = -\frac{1}{i \Omega_n} \Pi_{q}^{\alpha \beta}(i \Omega_n)$. The action in the magnetic field $B S_B = S_0 + S_1$. $S_0$ is the action without the magnetic field and $S_1$ is the first order correction in $B$,

$$S_1 = \int_0^\beta \frac{\epsilon}{\hbar} \sum_{p,q} c_{p+q}^\dagger c_p(\tau) c_p(\tau) c_{p+q/2} A_{q}^\alpha.$$  \hspace{1cm} (D.28)
We summarize the leading (zeroth) and first-order correction to current operator
\[ J^\alpha_\mathbf{q}(\tau) \] and \[ J_0^\beta, \]

\[ J^\alpha_\mathbf{q}(\tau) = \frac{e}{\hbar} \sum_{\mathbf{p}} c^\dagger_{\mathbf{p} \cdot \mathbf{q}}(\tau) c_{\mathbf{p}}(\tau) c^\dagger_{\mathbf{p} \cdot \mathbf{q}/2}, \quad (D.29) \]

\[ J^1_\mathbf{q}(\tau) = \frac{e^2}{\hbar^2} \sum_{\mathbf{p}, \mathbf{q}_1} c^\dagger_{\mathbf{p} \cdot \mathbf{q} - \mathbf{q}_1}(\tau) c_{\mathbf{p}}(\tau) \epsilon^\alpha_{\mathbf{p} \cdot \mathbf{q}/2 - \mathbf{q}_1/2} A^\gamma_{\mathbf{q}_1}, \quad (D.30) \]

\[ J_0^\beta = \frac{e}{\hbar} \sum_{\mathbf{p}} c^\dagger_{\mathbf{p}} c^\beta_{\mathbf{p}}, \quad (D.31) \]

\[ J_1^\beta = \frac{e^2}{\hbar^2} \sum_{\mathbf{p}, \mathbf{q}} c^\dagger_{\mathbf{p} \cdot \mathbf{q}} c^\beta_{\mathbf{p}} \epsilon^\gamma_{\mathbf{p} \cdot \mathbf{q}/2} A^\gamma_{\mathbf{q}}. \quad (D.32) \]

Consequently, \[ \Pi^{\alpha\beta}_{\mathbf{q}}(i\Omega_n) \] has three terms of the first order of \[ A. \] For convenience, they are written as

\[ \Pi_1 = \int_0^\beta \exp(i\Omega_n \tau) \langle \mathcal{T} J^1_\mathbf{q}(\tau) J_0^{\alpha\beta} \rangle, \quad (D.33) \]

\[ \Pi_2 = \int_0^\beta \exp(i\Omega_n \tau) \langle \mathcal{T} J_0^{\alpha\beta}(\tau) J^1_\mathbf{q} \rangle, \quad (D.34) \]

\[ \Pi_3 = -\int_0^\beta \exp(i\Omega_n \tau) \langle S_1 J^0_\mathbf{q}(\tau) J_0^{\alpha\beta} \rangle. \quad (D.35) \]

Note that the thermodynamical average in Eq. D.33 — Eq. D.35 is with respect to the Hamiltonian \textit{without} the magnetic field.

We will be interested in the bubble diagram in the following since within the framework of DMFT, the vertex corrections vanish for transport coefficients in one-band models.

The bubble diagram of \[ \Pi_1 \] turns out to be

\[ \Pi_1 = \frac{e^3}{\hbar^3} \sum_{\mathbf{p}_1, \mathbf{p}_2, \mathbf{q}_1} \epsilon^\alpha_{\mathbf{p}_1} \epsilon^\gamma_{\mathbf{q}_1} A^\gamma_{\mathbf{q}_1} \int d\tau \exp(i\Omega_n \tau) \langle c^\dagger_{\mathbf{p}_1 - \mathbf{q} \cdot \mathbf{q}_1}(\tau) c_{\mathbf{p}_2}(\tau) c^\dagger_{\mathbf{p}_1} c^\dagger_{\mathbf{p}_2} c_{\mathbf{p}_2} \rangle \]

\[ = \frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon^\alpha_{\mathbf{p}} \epsilon^\gamma_{\mathbf{q}} A^\gamma_{\mathbf{q}} \int d\tau \exp(i\Omega_n \tau) \langle c^\dagger_{\mathbf{p}}(\tau) c_{\mathbf{p}}(\tau) c^\dagger_{\mathbf{p}} c_{\mathbf{p}} \rangle \]

\[ = -\frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon^\alpha_{\mathbf{p}} \epsilon^\gamma_{\mathbf{q}} A^\gamma_{\mathbf{q}} \frac{1}{\beta} \sum_{\omega_m} G_{\mathbf{p}}(i\Omega_n + i\omega_m) G_{\mathbf{p}}(i\omega_m) \]

\[ = 0. \quad (D.36) \]

The last step uses the fact that by changing \[ \mathbf{p} \rightarrow -\mathbf{p}, \] \[ \epsilon^\alpha_{\mathbf{p}} \epsilon^\beta_{\mathbf{p}} \] changes sign while the
Expanding $\Pi_1$ and three first order terms in $\Pi_1$ is zero. Following similar steps,

$$
\Pi_2 = \frac{e^3}{\hbar^3} \sum_{\mathbf{p}_1, \mathbf{p}_2} \sum_{q_1} \epsilon_{\mathbf{p}_1 - \mathbf{q}/2}^\alpha \epsilon_{\mathbf{p}_2 - \mathbf{q}/2}^\beta \epsilon_{\mathbf{q}}^\gamma \frac{1}{2} A_{\mathbf{q}}^1 \int d\tau \exp(i\Omega_n \tau) \langle Tc_{\mathbf{p}_1 - \mathbf{q}/2}^\dagger(\tau)c_{\mathbf{p}_2 - \mathbf{q}/2}^\dagger(\tau)c_{\mathbf{q}}^\dagger(\tau)c_{\mathbf{p}_2 + \mathbf{q}/2} \rangle
$$

$$
= \frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p} + \mathbf{q}/2}^\alpha \epsilon_{\mathbf{p} + \mathbf{q}/2}^\beta A_{\mathbf{q}}^1 \int d\tau \exp(i\Omega_n \tau) \langle Tc_{\mathbf{p} + \mathbf{q}/2}^\dagger(\tau)c_{\mathbf{p} + \mathbf{q}/2} \rangle
$$

$$
= -\frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p} + \mathbf{q}/2}^\alpha \epsilon_{\mathbf{p} + \mathbf{q}/2}^\beta A_{\mathbf{q}}^1 \sum_{\omega_m} G_{\mathbf{p} + \mathbf{q}}(i\Omega_n + i\omega_m) G_{\mathbf{p}}(i\omega_m).
$$

(D.37)

Expanding $\epsilon_{\mathbf{p} + \mathbf{q}/2}$ and $G_{\mathbf{p} + \mathbf{q}}(i\Omega_n)$ to linear order in $\mathbf{q}$, there are one zeroth order term and three first order terms in $\Pi_2$, written as follows,

$$
\Pi_2 = -\frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p}}^\alpha \epsilon_{\mathbf{p}}^\beta \epsilon_{\mathbf{p}}^\gamma \frac{1}{2} A_{\mathbf{q}}^1 \sum_{\omega_m} G_{\mathbf{p}}(i\Omega_n + i\omega_m) G_{\mathbf{p}}(i\omega_m)
$$

$$-\frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p}}^\alpha \epsilon_{\mathbf{p}}^\beta \epsilon_{\mathbf{p}}^\gamma A_{\mathbf{q}}^1 \sum_{\omega_m} G_{\mathbf{p}}^2(i\Omega_n + i\omega_m)(q^\delta \epsilon_{\mathbf{p}}^\delta) G_{\mathbf{p}}(i\Omega_n)
$$

$$-\frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p}}^\alpha \epsilon_{\mathbf{p}}^\beta \epsilon_{\mathbf{p}}^\gamma \frac{1}{2} A_{\mathbf{q}}^1 \sum_{\omega_m} G_{\mathbf{p}}(i\Omega_n + i\omega_m) G_{\mathbf{p}}(i\omega_m)
$$

(D.38)

The leading term is 0, following the same argument that has led to $\Pi_1 = 0$. The fourth term, using integration by parts, can be written as

$$
-\frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p}}^\alpha \epsilon_{\mathbf{p}}^\beta \epsilon_{\mathbf{p}}^\gamma \frac{1}{2} A_{\mathbf{q}}^1 \sum_{\omega_m} G_{\mathbf{p}}(i\Omega_n + i\omega_m) G_{\mathbf{p}}(i\omega_m)
$$

$$= \frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p}}^\alpha \epsilon_{\mathbf{p}}^\beta \epsilon_{\mathbf{p}}^\gamma \frac{1}{2} A_{\mathbf{q}}^1 \sum_{\omega_m} \partial \partial_{\mathbf{p}}(G_{\mathbf{p}}(i\Omega_n + i\omega_m) G_{\mathbf{p}}(i\omega_m)),
$$

(D.39)

Combining Eq. D.39 with the second and third term in Eq. D.38, we have

$$
\Pi_2 = \frac{e^3}{\hbar^3} \sum_{\mathbf{p}} \epsilon_{\mathbf{p}}^\alpha \epsilon_{\mathbf{p}}^\beta \epsilon_{\mathbf{p}}^\gamma \frac{1}{2} A_{\mathbf{q}}^1 \sum_{\omega_m} G_{\mathbf{p}}^2(i\omega_m)(G_{\mathbf{p}}(i\omega_m - i\Omega_n) - G_{\mathbf{p}}(i\omega_m - i\Omega_n)).
$$

(D.40)
Now we compute $\Pi_3$.

\[
\Pi_3 = -\int d\tau \exp(i\Omega_n \tau) \langle TS_1 J_0^\alpha (\tau) J_0^\beta \rangle
\]

\[
= -\frac{e^3}{\hbar^3} \sum_{p_1, p_2, p_3} \sum_{q_1, q_2} \epsilon_{p_1 + q_1/2}^\gamma A_{q_1}^\alpha c_{p_2 - q/2}^\beta \int \exp(i\Omega_n \tau) d\tau
\]

\[
\times \int d\tau' (c_{p_1 + q_1}(\tau')) c_{p_1}(\tau) c_{p_2}(\tau) c_{p_3}(\tau') c_{p_3}
\]

\[
= -\frac{e^3}{\hbar^3} \sum_{p} \epsilon_{p + q/2}^\gamma A_{q}^\alpha \sum_{i\omega_m} G_{p - q/2}(i\omega_m) G_{p + q/2}(i\omega_m + i\Omega_n)
\]

\[
- \frac{e^3}{\hbar^3} \sum_{p} \epsilon_{p - q/2}^\gamma A_{q}^\beta \sum_{i\omega_m} G_{p + q/2}(i\omega_m) G_{p - q/2}(i\omega_m - i\Omega_n).
\]

(D.41)

The zeroth order in $q$ is zero. There will be four terms in the first order of $q$. Two are from derivative of $\epsilon_{p+q/2}$ and the other two are from derivative of $G_{p+q/2}(i\omega_m \pm i\Omega_n)$. Thus,

\[
\Pi_3 = -\frac{e^3}{\hbar^3} \sum_{p} \epsilon_{p}^{\alpha} \epsilon_{p}^{\beta} \frac{q^\delta}{2} A_{q}^{\gamma} \sum_{i\omega_m} \frac{G_{p}^2}{G_{p}^2}(i\omega_m) G_{p}(i\omega_m + i\Omega_n)
\]

\[
+ \frac{e^3}{\hbar^3} \sum_{p} \epsilon_{p}^{\alpha} \epsilon_{p}^{\beta} \frac{q^\delta}{2} A_{q}^{\gamma} \sum_{i\omega_m} \frac{G_{p}^2}{G_{p}^2}(i\omega_m) G_{p}(i\omega_m - i\Omega_n)
\]

\[
- \frac{e^3}{\hbar^3} \sum_{p} \epsilon_{p}^{\alpha} \epsilon_{p}^{\beta} \frac{q^\delta}{2} A_{q}^{\gamma} \sum_{i\omega_m} \frac{G_{p}^2}{G_{p}^2}(i\omega_m + i\Omega_n)(\epsilon_{p}^{\delta} q^\delta)
\]

\[
+ \frac{e^3}{\hbar^3} \sum_{p} \epsilon_{p}^{\alpha} \epsilon_{p}^{\beta} \frac{q^\delta}{2} A_{q}^{\gamma} \sum_{i\omega_m} \frac{G_{p}^2}{G_{p}^2}(i\omega_m - i\Omega_n)(\epsilon_{p}^{\delta} q^\delta)
\]

(D.42)

The last two terms sum up to zero, because $\frac{1}{\beta} \sum_{i\omega_m} G_{p}^2(i\omega_m) G_{p}^2(i\omega_m + i\Omega_n)$ is an even function of $i\Omega_n$. The first two terms lead to

\[
\Pi_3 = -\frac{e^3}{\hbar^3} \sum_{p} \epsilon_{p}^{\alpha} \epsilon_{p}^{\beta} \frac{q^\delta}{2} A_{q}^{\gamma} \sum_{i\omega_m} \frac{G_{p}^2}{G_{p}^2}(i\omega_m)(G_{p}(i\omega_m + i\Omega_n) - G_{p}(i\omega_m + i\Omega_n)).
\]

(D.43)
Combining Eq. D.40 and Eq. D.43, we have

$$\Pi_{q}^{\alpha\beta}(i\Omega_n) = \frac{1}{2} \frac{e^3}{\hbar^3} \sum_p \epsilon_p^\alpha (\delta_\beta^\gamma \epsilon_p^\gamma - \delta_\beta^\gamma \epsilon_p^\gamma) q^\delta A_{q}^\gamma \Pi_p(i\Omega_n). \quad \text{(D.44)}$$

$$\Pi_p(i\Omega_n) = \frac{1}{\beta} \sum_{i\omega_m} G_p^2(i\omega_m) G_p(i\omega_m + i\Omega_n). \quad \text{(D.45)}$$

Exchanging indices \(\gamma \leftrightarrow \delta\) in the second term leads to

$$\Pi_{q}^{\alpha\beta}(i\Omega_n) = \frac{1}{2} \frac{e^3}{\hbar^3} \sum_p \epsilon_p^\alpha \epsilon_p^\beta \epsilon_p^\gamma \epsilon_p^\gamma (q^\delta A_{q}^\gamma - q^\gamma A_{q}^\delta) \Pi_p(i\Omega_n). \quad \text{(D.46)}$$

Remind that \(B(\mathbf{r}) = \nabla \times A(\mathbf{r})\). Hence \(B_{q} = i q \times A_{q}\). In the long wavelength limit, we have for transverse conductivity \((\alpha = y, \beta = x)\),

$$\sigma_{1yx}^{1y}(i\Omega_n) = B \frac{1}{2} \frac{e^3}{\hbar^3} \sum_p \epsilon_p^y (\delta_\beta^x \epsilon_p^x - \delta_\beta^x \epsilon_p^x) \left[ \frac{1}{-i\Omega_n} \Pi_p(i\Omega_n) \right]. \quad \text{(D.47)}$$

The first order correction to longitudinal conductivity \((\alpha = x, \beta = x)\) is

$$\sigma_{1xx}^{1x}(i\Omega_n) = B \frac{1}{2} \frac{e^3}{\hbar^3} \sum_p \epsilon_p^x (\delta_\beta^x \epsilon_p^x - \delta_\beta^x \epsilon_p^x) \left[ \frac{1}{-i\Omega_n} \Pi_p(i\Omega_n) \right]. \quad \text{(D.48)}$$

It is easy to see that \(\sigma_{0}^{1xx}(i\Omega_n) = 0\) because of the symmetry of \(\epsilon_p\) in \(p \leftrightarrow -p\). Therefore the leading non-vanishing correction to longitudinal conductivity is at least in the second order of \(B\).

The analytic continuation to real frequencies is straightforward for bubble terms, which involves only single-particle Green’s functions. The procedure is standard: first directly perform the Matsubara summation in the expression of \(\Pi_p(i\Omega_n)\), and then replace \(i\Omega_n \rightarrow \Omega + i0^+\). We will use the spectral representation of Green’s function,

$$G_p(z) = \int d\omega \frac{A_p(\omega)}{z - \omega}. \quad \text{(D.49)}$$

\(z\) is a complex number. \(A_p(\omega) = -\frac{1}{\pi} \Im G_p(\omega)\) is the spectral function. Also we will use Kramer-Kronig relation frequently, which is written as,

$$\chi_1(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega' \frac{\chi_2(\omega')}{\omega' - \omega}, \quad \text{(D.50)}$$

$$\chi_2(\omega) = -\frac{1}{\pi} \int_{-\infty}^{\infty} d\omega' \frac{\chi_1(\omega')}{\omega' - \omega}. \quad \text{(D.51)}$$

\(\chi_1(\omega)\) and \(\chi_2(\omega)\) are respectively the real and imaginary part of a complex function analytic in the upper half plane.
With the spectral representation, the Matsubara summation over $i\omega_m$ in $\Pi_p(i\Omega_n)$ can be easily performed. Straightforwardly we have

$$\frac{1}{\beta} \sum_{i\omega_m} \frac{1}{i\omega_m + i\Omega_n - \omega_1} \frac{1}{i\omega_m - \omega_2/2} \frac{1}{i\omega_m - \omega_3} = \frac{1}{\omega_2 - \omega_3} \beta \sum_{i\omega_m} \frac{1}{i\omega_m + i\Omega_n - \omega_1} \left( \frac{1}{i\Omega_n - \omega_2} - \frac{1}{i\Omega_n - \omega_3} \right)$$

$$= \frac{1}{\omega_2 - \omega_3} \left[ \frac{f(\omega_2) - f(\omega_1)}{i\Omega_n + \omega_2 - \omega_1} \frac{f(\omega_3) - f(\omega_1)}{i\Omega_n + \omega_3 - \omega_1} \right].$$

(D.52)

This leads to

$$\Pi_p(i\Omega_n) = \Pi_1 - \Pi_2,$$

(D.53)

$$\Pi_1 = \int d\omega_1 d\omega_2 d\omega_3 A_p(\omega_1) A_p(\omega_2) A_p(\omega_3)$$

$$\times \left[ \frac{f(\omega_1)}{\omega_2 - \omega_3} \left( \frac{1}{\omega_1 - i\Omega_n - \omega_2} - \frac{1}{\omega_1 + i\Omega_n - \omega_3} \right) \right.$$

$$+ \frac{1}{\omega_2 - \omega_3} \left( \frac{f(\omega_2)}{\omega_2 + i\Omega_n - \omega_1} - \frac{f(\omega_3)}{\omega_3 + i\Omega_n - \omega_1} \right) \right].$$

(D.54)

$$\Pi_2 = \int d\omega_1 d\omega_2 d\omega_3 A_p(\omega_1) A_p(\omega_2) A_p(\omega_3)$$

$$\times \left[ \frac{f(\omega_1)}{\omega_2 - \omega_3} \left( \frac{1}{\omega_1 + i\Omega_n - \omega_2} - \frac{1}{\omega_1 - i\Omega_n - \omega_3} \right) \right.$$

$$+ \frac{1}{\omega_2 - \omega_3} \left( \frac{f(\omega_2)}{\omega_2 - i\Omega_n - \omega_1} - \frac{f(\omega_3)}{\omega_3 - i\Omega_n - \omega_1} \right) \right].$$

(D.55)

Now we can replace $i\Omega_n \rightarrow \Omega + i0^+$ to complete the analytic continuation. We only need to compute the real part of $\Pi_p(\Omega)$. For simplicity, we write $(d\omega) \equiv d\omega_1 d\omega_2 d\omega_3$. 
The first term in $\Pi_1$:

\[
\int (d\omega) A_p(\omega_1) A_p(\omega_2) A_p(\omega_3) \frac{f(\omega_1)}{\omega_1 - i\Omega_n - \omega_2 - \omega_3} \frac{1}{\omega_1 - \omega_2 - \Omega \omega_2 - \omega_3}
\]

\[
\rightarrow \int (d\omega) A_p(\omega_1) A_p(\omega_2) A_p(\omega_3) \frac{f(\omega_1)}{\omega_1 - \omega_2 - i\Omega} A_p(\omega_1) A_p(\omega_2) \int d\omega_3 \frac{A_p(\omega_3)}{\omega_2 - \omega_3}
\]

\[
= \int d\omega_1 d\omega_2 \frac{f(\omega_1)}{\omega_1 - \omega_2 - i\Omega} A_p(\omega_1) A_p(\omega_2) \int d\omega_3 \frac{A_p(\omega_3)}{\omega_2 - \omega_3}
\]

\[
= \int d\omega_1 f(\omega_1) A_p(\omega_1) \left( -\frac{1}{2\pi} \right) \int d\omega_2 \frac{\Im G_p^2(\omega_2)}{\omega_1 - \omega_2 - \Omega}
\]

\[
= \frac{1}{2} \int d\omega_1 f(\omega_1) A_p(\omega_1) \Re G_p^2(\omega_1 - \Omega). \tag{D.56}
\]

Simply by exchanging $\omega_2$ and $\omega_3$ in Eq. D.57, the second term in $\Pi_2$ is

\[
\int (d\omega) A_p(\omega_1) A_p(\omega_2) A_p(\omega_3) \frac{f(\omega_1)}{\omega_1 - i\Omega_n - \omega_2 - \omega_3} \frac{1}{\omega_1 - \omega_2 - i\Omega}
\]

\[
\rightarrow \frac{1}{2} \int d\omega_1 f(\omega_1) A_p(\omega_1) \Re G_p^2(\omega_1 - \Omega). \tag{D.57}
\]

The third term in $\Pi_1$ is

\[
\int (d\omega) A_p(\omega_1) A_p(\omega_2) A_p(\omega_3) \frac{f(\omega_2)}{\omega_2 + i\Omega_n - \omega_1 - \omega_2 - \omega_3} \frac{1}{\omega_2 + \Omega - \omega_1}
\]

\[
\rightarrow \int (d\omega) A_p(\omega_1) A_p(\omega_2) \frac{f(\omega_2)}{\omega_2 + \Omega - \omega_1} A_p(\omega_2) \int d\omega_3 \frac{A_p(\omega_3)}{\omega_2 - \omega_3}
\]

\[
= \int d\omega_2 f(\omega_2) A_p(\omega_2) \Re G_p(\omega_2) \int d\omega_1 \frac{A_p(\omega_1)}{\omega_2 + \Omega - \omega_1}
\]

\[
= \int d\omega_2 f(\omega_2) A_p(\omega_2) \Re G_p(\omega_2) \Re G_p(\omega_2 + \Omega). \tag{D.58}
\]

Exchanging $\omega_2 \leftrightarrow \omega_3$ in the equation above, leads to the fourth term in $\Pi_1$

\[
\int (d\omega) A_p(\omega_1) A_p(\omega_2) A_p(\omega_3) \frac{f(\omega_3)}{\omega_3 + i\Omega_n - \omega_1 - \omega_3 - \omega_2} \frac{1}{\omega_3 + \Omega - \omega_1}
\]

\[
\rightarrow \int d\omega_3 f(\omega_3) A_p(\omega_3) \Re G_p(\omega_3) \Re G_p(\omega_3 + \Omega). \tag{D.59}
\]

Summarily,

\[
\Pi_1 = \int d\omega f(\omega + \Omega) A_p(\omega + \Omega) \Re G_p^2(\omega) + 2 \int d\omega f(\omega) A_p(\omega) \Re G_p(\omega) \Re G_p(\omega + \Omega).
\]

\[
\Pi_2 = \int d\omega f(\omega - \Omega) A_p(\omega - \Omega) \Re G_p^2(\omega) + 2 \int d\omega f(\omega) A_p(\omega) \Re G_p(\omega) \Re G_p(\omega - \Omega). \tag{D.60}
\]

$\Pi_2$ is computed in a similar way, which turns out to be

\[
\Pi_2 = \int d\omega f(\omega - \Omega) A_p(\omega - \Omega) \Re G_p^2(\omega) + 2 \int d\omega f(\omega) A_p(\omega) \Re G_p(\omega) \Re G_p(\omega - \Omega). \tag{D.61}
\]
Consequently,

\[
\frac{1}{-i\Omega_n} \Pi(i\Omega_n) \rightarrow \frac{1}{-\Omega}\Pi(\Omega)
\]

\[
= 2 \int d\omega \frac{f(\omega + \Omega)A_p(\omega + \Omega) - f(\omega - \Omega)A_p(\omega - \Omega)}{2\Omega} \Re G_p^2(\omega)
\]

\[
+ 4 \int d\omega f(\omega)A_p(\omega)\Re G_p(\omega)\frac{\Re G_p(\omega + \Omega) - \Re G_p(\omega - \Omega)}{2\Omega}
\]

\[\text{(D.62)}\]

Taking the static limit, \(\Omega \rightarrow 0\),

\[
\lim_{\Omega \rightarrow 0} \frac{1}{-\Omega}\Pi(\Omega) = 2 \int d\omega \frac{\partial}{\partial \omega}(f(\omega)A_p(\omega))\Re G_p^2(\omega) + 4 \int d\omega f(\omega)A_p(\omega)\Re G_p(\omega)\frac{\partial}{\partial \omega}(\Re G_p(\omega))
\]

\[
= 2 \int d\omega \frac{\partial}{\partial \omega}(f(\omega)A_p(\omega))\Re G_p^2(\omega) + 2 \int d\omega f(\omega)A_p(\omega)\frac{\partial}{\partial \omega}(\Re G_p(\omega))^2
\]

\[
= -2 \int d\omega \frac{\partial(f(\omega)A_p(\omega))}{\partial \omega}(\Im G_p(\omega))^2
\]

\[
= -2\pi^2 \int d\omega \frac{\partial(f(\omega)A_p(\omega))}{\partial \omega} A_p^2(\omega)
\]

\[
= \frac{2\pi^2}{3} \int d\omega \left(-\frac{\partial f(\omega)}{\partial \omega}\right) A_p^3(\omega)
\]

\[\text{(D.63)}\]

Thus the transverse conductivity in the long wavelength and static limit is

\[
\sigma_{yx} = \frac{2\pi^2}{3} B_z \sum_p \epsilon_p^y (\epsilon_p^{xy} \epsilon_p^x - \epsilon_p^{xx} \epsilon_p^y) \int d\omega \left(-\frac{\partial f(\omega)}{\partial \omega}\right) A_p^3(\omega)
\]

\[\text{(D.64)}\]
References


