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A systematic field theoretic description of the surface roughness corrections to the Casimir effect is developed. I use the multiple-scattering formalism. The Casimir energy is expressed in terms of the free Green’s function and single-body scattering matrix. Finite temperature corrections to the Casimir force are obtained by Matsubara’s formalism. The leading thermal corrections at high and low temperatures are presented and discussed. A statistical description of surface roughness is given and I construct the generating functional for roughness correlations. The latter allows me to incorporate roughness in a Quantum Field Theoretic (QFT) framework.

I first consider a massless scalar field in the presence of parallel plates where one of which has a rough surface. In this case, semi-transparent boundary conditions are imposed by \( \delta \)-function potentials. In the strong coupling limit the \( \delta \)-function potential imposes Dirichlet boundary conditions. The Feynman rules
of this equivalent 2 + 1-dimensional model are derived and its counterterms constructed. The two-loop contribution to the free energy of this model gives the leading roughness correction to the Casimir energy. The resummation of high-momentum loops shows that roughness effectively leads to a change in the mean separation of the order $\sigma^2/l_c$ and reduces reflection.

The scalar model subsequently is generalized to the electromagnetic case. I derive the dielectric roughness corrections to the electromagnetic Casimir energy in a perturbative framework of the effective low-energy field theory for dielectric materials of Schwinger. It describes the interaction of electromagnetic fields with materials whose plasma frequency $\omega_p$ sets the low-energy scale. I show that the perturbative expansion of the single-interface scattering matrix in the amplitude of the profile is sensitive to short-wavelength components of the roughness correlation function. Generalized counterterms are introduced to subtract and correct these unphysical high-momentum contributions to the loop expansion. To leading perturbative order, the counterterms reproduce the phenomenological plasmon model. The renormalized low-energy theory is insensitive to the high-momentum behavior of the roughness correlation function and remains finite in the uncorrelated ($l_c \to 0$) limit. I compare these predictions with the unrenormalized model and with experiment.
Acknowledgements

First and foremost, I would like to thank my thesis adviser, Dr. Martin Schaden, who has provided me valuable guidance, full support and strong encouragement all along my Ph.D. studies. His constructive criticisms and amazing physics intuition always led me into the regions of thought that would not have been explored otherwise. It has been an honor of mine to be his first Ph.D. student. Dr. Schaden will always be my mentor in physics.

Most of the work presented here was done in collaboration with Dr. Schaden, Dr. K. V. Shajesh, and Junming Liu. I would like to express my sincere gratitude to each of our group members for their discussions and invaluable input. I also want to thank my Ph.D. dissertation committee members - Dr. Zhen Wu, Dr. Daniel Murnick, Dr. Keun H. Ahn, and Dr. Vitaly A. Shneidman - for their time and support.

I am indebted to my parents, Bo-Min Wu and Bing-Ru Shen, and my cousins, Guan-Ying Shen and Guan-Xiong Shen. Your unconditional love, whole-hearted support, and continuous faith in me have enabled me to discover my potentials, achieve my goals and fulfill my dream.

Last but not least, my time at Rutgers was made enjoyable in large part due to my friends. I owe thanks to them all, and especially to Scott Y. Lin, Felix Chuang, Nai Yun Hsu, Wen Yu Song, Ying Han Chen, An Cheng Ruo, Holly Chiu, Tzu Tai, Tiffany Chiu, and Wei Hao Huang; your warm friendship and support will always be cherished. I would like to express my special appreciation for my girlfriend Victoria Chiu who stuck with me during the long months of writing,
your company and invaluable encouragement are my most precious supports in those days, thank you for standing by me throughout this journey.
Dedication

I dedicate this thesis to my father, Bo-Min Wu, my mother, Bing-Ru Shen and myself.
# Table of Contents

Abstract ........................................................................................................... ii  
Acknowledgements ........................................................................................... iv  
Dedication ........................................................................................................... vi  

List of Figures ................................................................................................... xi  

1. A brief introduction to the Casimir effect ......................................................... 1  
   1.1. The Casimir Effect - A Fluctuation-induced Force ................................. 2  
      1.1.1. Casimir-Polder interaction .............................................................. 2  
      1.1.2. Vacuum energy .................................................................................. 3  
   1.2. Regularization ............................................................................................ 4  
      1.2.1. Single body ....................................................................................... 5  
      1.2.2. Two disjoint bodies .......................................................................... 7  
   1.3. Geometry and material effects ................................................................. 9  
   1.4. Experimental advances in measuring Casimir effects ............................ 10  

2. Theoretical foundations .................................................................................. 13  
   2.1. Multiple scattering approach to the Casimir energy ............................. 13  
   2.2. Temperature ............................................................................................ 17  
   2.3. Statistic description of random roughness .......................................... 19  
      2.3.1. Height Probability Distributions ...................................................... 19  
      2.3.2. Numerical method for generating random rough surface .............. 22  
   2.4. Field theoretic description of roughness correlations .......................... 24
3. Perturbative roughness corrections to the Casimir energy due to a massless scalar field

3.1. The Model

3.1.1. Effective Action

3.1.2. Perturbation in the roughness profile

3.2. Feynman Rules

3.2.1. Propagators

3.2.2. Vertices

3.2.3. Counter terms

3.3. The Dirichlet (strong coupling) limit

3.4. Two-loop contribution to the free energy: the leading roughness correction

3.5. The limit \( a \gg \ell \): An effective low-energy field theory

3.5.1. A rough Dirichlet plate: \( 1/\lambda \ll \ell \ll a \)

3.5.2. A rough semitransparent plate: \( a \gg \ell \ll 1/\lambda \)

4. Perturbative electromagnetic roughness corrections

4.1. The Model

4.2. Counter terms

4.3. The Green’s function approach

4.3.1. Perturbation in the roughness profile

4.3.2. The Roughness scattering matrix \( T^h \)

4.3.3. The Ultraviolet (UV) Problem

4.3.4. Roughness Correction to the Casimir free energy of order \( \sigma^2 \)

4.4. Discussion

4.4.1. The Limit \( l_c \gg \max(1/\omega_p, a) \): the Proximity Force Approximation
4.4.2. Ideal Metal Limit $\varepsilon \to \infty$ ......................... 84

4.4.3. The Limit of Uncorrelated Roughness and the Plasmon Coupling $g^2$ ........................................... 86

4.5. The Effective Low-Energy Field Theory approach ................... 88

4.5.1. Partition Function ........................................ 88

4.5.2. Counter terms .............................................. 89

4.5.3. The Complete Low-Energy Effective Field Theory .......... 93

4.6. Numerical Investigations ..................................... 94

4.6.1. The Response with and without Counter Term ............ 95

4.6.2. (In)sensitivity on High Momentum Components of the Roughness Correlation .................................. 98

4.6.3. Comparison with Experiment ............................. 100

5. Summary and Conclusions ....................................... 105

5.1. Roughness Corrections to the Casimir energy in the Scalar Model 105

5.2. Roughness Corrections in Electromagnetic Model ............. 108

Bibliography ......................................................... 112

Appendix A. .......................................................... 119

A.1. Free Energy of a Massless Scalar Field for Two Flat Parallel Semi-transparent Plates ................................. 119

A.1.1. An isolated flat semi-transparent plate ..................... 119

A.1.2. Irreducible contribution to the free energy of a scalar due to two flat parallel semi-transparent plates .... 121

A.2. Thermal Green’s Function of a Scalar in the Presence of Two Parallel Semitransparent Plates .................... 123
Appendix B. ................................................................. 125

B.1. The Green’s Dyadic for Three Flat Dielectric Slabs ............... 125

B.2. Signed Correlators of the Roughness Profile ....................... 130

B.3. Angular Integrals .................................................... 131

B.4. The Response Function .............................................. 132
List of Figures

2.1. Gaussian surface and its correlation function.[1] (a) Surface profile.
(b) Height correlation function: full curve, the simulated surface correlation function; dotted curve, theoretical gaussian correlation function. rms : 0.4mm, Correlation length : 0.3mm 23
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3.5. (color online) Relative roughness corrections to the Casimir energy and Casimir force in % due to a scalar satisfying Dirichlet boundary conditions on two plates, one of which is flat, the profile of the other is characterized by its variance $\sigma^2 = 49\text{nm}^2$ and correlation length $\ell$. In two-loop approximation the correction is proportional to $\sigma^2$. Pairs of dashed and solid curves of the same color correspond to the same $\ell = 10\text{nm}$ (violet), $15\text{nm}$ (blue), $20\text{nm}$ (cyan), $25\text{nm}$ (green) and $\ell = \infty$ (from the outer pair of curves to the inner). Dashed curves represent the correction as a function of the mean separation $a$, whereas solid curves show it as a function of the effective separation $a_{\text{eff}} = a - \frac{\sigma^2}{\ell} \sqrt{\frac{\pi}{2}}$. The (red) PFA correction for $\ell = \infty$ is the same in both cases.

3.6. Localization of connected vertices in the $\ell \to 0$ limit. Only (f)ast components of internal dynamical surface propagators contribute. External momenta are limited to $|k| < 1/a \ll 1/\ell$.

3.7. One (s)low loop contributions to the free energy in the effective model for a rough plate. Lines correspond to (s)low propagators and dots represent effective local 2-point vertices.
4.1. Two semi-infinite slabs of the same material separated by vacuum.

The low-energy electromagnetic properties of the material are described by a bulk-permittivity $\varepsilon(\omega)$ that only depends on the frequency of the electric field. In Cartesian coordinates the planar interface is at $z = -a$ and the mean separation of the two interfaces is $a$. The surface of the rough slab is at $z = h(x)$ where $h(x)$ is a profile function that generally depends on both transverse coordinates $x = (x,y)$. We develop a perturbative expansion valid for $|h(x)| \ll a$ with no restrictions on the profile other than that it be single-valued. $h(x)$ in particular need not be as smooth as shown here.

4.2. Typical cross-sections of 2-dimensional profiles with different correlations (reproduced from Ref. [2]). From the top: profile with the exponential correlation $D_{\text{Exp}}(q)$ of Eq.(4.49)); profile with the Gaussian correlation $D_{\text{Gauss}}(q)$ of Eq.(4.46); profile with a rational correlation (see text). The correlation length and variance are the same for all three profiles. For clarity the average height of the profiles differs by $-0.4$. Units are arbitrary. Note that only high-frequency components of the profiles differ significantly.
4.3. The counter potential $\tilde{V}^h$ includes two contributions of order $\sigma^2$.

It subtracts the one-loop contribution to the average scattering matrix at vanishing (transverse) momentum and replaces it by the phenomenological one. The latter is modeled by the tree-level plasmon contribution at vanishing transverse momentum. The plasmon couples to radiation due to the roughness of the surface only and its coupling $g^2 \sigma^2$ to this order is proportional to the variance of the roughness profile. The plasmon propagator (dashed) is the one-interface Green’s function $\tilde{G}(z = z' = k = 0)$. We show in the text that $g^2(\zeta/\omega_p, l_c \omega_p) = 1$ at low frequencies.
4.4. Feynman diagrams for the contributions of order $\sigma^2$ to the roughness correction of the Casimir free energy of a rough and a flat interface. a) and b) give corrections from a single scattering off the rough surface and include only one factor of $G|a|$. c) gives the contribution from the counter potential defined in Eq.(4.57) whose two terms are shown in Fig. 4.3. This contribution eliminates the uncontrolled high-momentum contributions to the loop integral of b) in favor of a phenomenological (plasmon) description. d) is the 2-scattering contribution of order $\sigma^2$ and includes two factors of $G|a|$. The momenta in either loop of this term are exponentially restricted to $k, k' \lesssim 1/(2a) \ll \omega_p$ and no subtraction is required.

Wavy lines denote photon propagators for a single flat interface, $\tilde{G}l(k')$, or their correction, $G|a|(k)$, due to the presence of a second flat interface at a mean distance $a$. Solid lines represent the Fourier transform $D(k - k')$ of the roughness correlation function. A (red) dot indicates the effective anisotropic interaction potential $\tilde{V}^h$ due to the roughness profile defined in Eq.(4.37). Combinatorial factors are shown but traces and momentum integrals have been suppressed.

4.5. One-loop Feynman diagrams for the counter term $c_2(q)$. $c_2(q)$ is determined by demanding that the (prescribed) 2-point roughness correlation of a single plate at $T = 0$ is not corrected. We here consider 1-loop contributions only.

4.6. Cancellation of tadpoles by the counter term $c_1(a, T)$ at one loop. Summation to all orders of the $\delta$-function contribution to $G_{zz}^{||}$ replaces $G^{||}$ by $\tilde{G}^{||} + G|a|$ and $V^h$ by $\tilde{V}^h$. 
4.7. 1-particle reducible dumbbell contributions to the free energy that are cancelled by the $c_1$ counter term given in Eq.(4.81). 1-particle reducible contributions to the free energy are of order $1/T$ at low temperatures and would violate Nernst’s theorem.

4.8. 1-particle reducible dumbbell contributions to the free energy that are cancelled by the $c_1$ counter term given in Eq.(4.81). 1-particle reducible contributions to the free energy are of order $1/T$ at low temperatures and would violate Nernst’s theorem.
4.9. The dimensionless normalized response \( \rho(q, a) = R_T(q, a)/R_T(0, a) \)
without counter potential \( \delta V^h = 0 \) for the permittivity \( \varepsilon(\zeta) = 1 + (\omega_p/\zeta)^2 \) to leading order in \( \sigma^2 \) at \( T = 0 \). The dependence on \( q/\omega_p \) of this ratio of the roughness response function \( R_T(q, a) \)
(defined by Eq.(4.88)) is shown for \( a\omega_p = 18.48, 9.24, 2.31 \).
For the plasma frequency \( \omega_p = \omega_p(Au) \sim 0.046\text{nm}^{-1} \), this normalized response without counter potential is identical with that obtained by Ref. [3].

[For \( \omega_p = 0.046\text{nm}^{-1} \) the curves here corresponds to those of Fig. 4 in Ref. [3] at separations \( a = 200, 100, \text{ and } 50\text{nm}. \)]

Note the change in behavior and subsequent linear rise in the region \( q\omega_p \gtrsim 1 \). The region \( q\omega_p \lesssim 1 \) where the effective low-energy theory is valid is shaded light green.

We superimpose typical integration densities for the response function in Eq.(4.88): the momentum space function \( qD(q) \) for Gaussian and exponential 2-point roughness correlation with \( l_c = 1/\omega_p \).

The roughness correction to the Casimir energy with exponential correlation diverges logarithmically and even for Gaussian roughness correlation the (unshaded) region \( q/\omega_p > 1 \) contributes significantly in this uncorrected case. Note that for a gold surface the correlation length here is \( l_c = 1/\omega_p(Au) \sim 21\text{nm}. \)
4.10. (Color online) The ratio $R_T(q, a)/F_T^\parallel(a)$ of the roughness response function to the Casimir energy of flat parallel plates at $T = 0$ with (solid) and without (dashed) counter potential $\delta V^h$ with $g^2 = 1$. The permittivity $\varepsilon(\zeta) = 1 + (\omega_p/\zeta)^2$ is characterized by the plasma frequency $\omega_p$. The dependence on $q/\omega_p$ of the ratio is shown for $a\omega_p = 2.31$ (top, red), $9.24$ (middle, blue) and $18.48$ (bottom, black). For $\omega_p = 0.046\text{nm}^{-1} \sim \omega_p(\text{Au})$ the normalized response without counter potential (dashed) is identical with that of Fig. 3 in Ref. [3] at separations of $a = 50, 100,$ and $200\text{nm}$. Note that the renormalized roughness response is monotonically decreasing and approaches a constant at large momenta that is a factor of 2-3 smaller than the response at $q = 0$. Most of the correction to the Casimir energy in this case arises from the shaded integration region $q/\omega_p < 1$ where the low-energy description is valid.
4.11. (Color online) The dimensionless ratio \((a^2/\sigma^2) \Delta F_{\text{Cas}}^{\parallel}(a)/F_{\text{PFA}}^{\parallel}(a)\) of the roughness correction to the Casimir energy of two parallel flat interfaces at \(T = 0\). The calculation is to leading order in \(\sigma^2/a^2\) for a plasma-model permittivity with plasma frequency \(\omega_p\) for Gaussian roughness with correlation length \(l_c\). Dashed curves give the ratio as a function of \(a\omega_p\) without the counter term contribution of Eq.(4.66) whereas solid curves give the ratio when this counter term with \(g^2 = 1\) is included. Curves of the same color correspond to the same value of \(l_c\omega_p\). From the top: \(l_c\omega_p = 1\) (green, dashed), 3 (black,dashed), 8 (blue,dashed), \(\infty\) (orange), 8 (blue,solid), 3 (black,solid), 1(green,solid) and 0 (red,solid). Note that the \(l_c \to 0\) curve (red) is a lower bound that exists only in the renormalized case. The counter term vanishes in the PFA limit \(l_c \to \infty\) (orange), and this limit is the same for both. Whereas the PFA is an upper bound for the magnitude of the roughness correction when the counter potential is included, it is a lower bound without. The ratio of the roughness correction to the PFA at finite \(l_c\) approaches a finite value at large separations when the counter term is included whereas it otherwise increases indefinitely. The roughness correction in the subtracted case at large separations is less than 50% of the PFA-prediction when \(l_c \leq 1/\omega_p\). Except for \(l_c = 0\), the roughness correction approaches the PFA estimate at sufficiently small separation, but it quickly decreases and approaches the lower bound for \(l_c\omega_p < 1\).
4.12. (Color online) The dimensionless ratio $\Delta F_T^E(a)/\Delta F_T^G(a)$ of the roughness correction to the Casimir energy for exponential(E) and Gaussian(G) roughness with the same correlation length $l_c \omega_p$ as a function of the dimensionless separation $a \omega_p$. $g^2 = 1$ and a plasma-model permittivity characterized by the single plasma frequency $\omega_p$ was assumed. The roughness correlation functions are those of Eq.(4.49)(E) and Eq.(4.46)(G). In the PFA ($l_c \to \infty$) and uncorrelated ($l_c \to 0$) limits the corrections coincide but differ by up to 15% at some separations. For the same variance $\sigma^2$ and correlation length $l_c$, the roughness correction with exponential correlation is always smaller than with Gaussian correlation. Note that the two types of roughness correlation approach the PFA quite differently: at large separations the corrections still differ by over 5% even for $l_c \omega_p \sim 100$.
4.13. The dimensionless ratio \( \rho(a) \) defined in Eq.(4.91) of the Casimir force between a rough gold-coated sphere and a rough gold-coated plate to the Casimir energy between dielectric flat plates. The experimental data is from Ref. [4]. The thickness of the gold coating on the flat plate is 100nm (upper graphs) and 200nm (lower graphs). An exponential roughness correlation and a Drude parametrization of the permittivity is assumed. The standard deviation and correlation length for the sphere’s profile is \( \sigma_{Sph} \sim 8\text{nm} \) and \( l_{c}^{Sph} \sim 33\text{nm} \).

a) The ratio of the force on the rough plate to the Casimir force between a gold-coated flat plate and a smooth sphere at the same mean separation. A Drude parametrization of the permittivity with \( \omega_p = 9\text{eV}, \gamma = 0.045\text{eV} \) was used. (Red) dots is the ratio for experimental data of Ref. [4]. The measured force on the 100nm thick plate was multiplied by a correction factor of 0.94 (see text for details). The solid (blue) line is our best theoretical fit to this ratio with the indicated parameters for the roughness correlation function of the plate in Eq.(4.89). Note that the \( \sim 30\% \) enhancement at separations \( a \sim 20\text{nm} \) is well reproduced for both films. The dashed line is the PFA result for the same total variance.

b) The ratio of the force on the rough plate to that between a smooth sphere and a flat plate at the separation \( a - \delta a \). The indicated \( \omega_{peff} \) for the effective permittivity of the flat plate was obtained from ellipsometric measurements [4] on the rough ones. We assumed the same effective plasma frequency \( \omega_{peff}^{Sph} = 7.5\text{eV} \) for the sphere as for the (similarly rough) 200nm film. The solid (blue) line gives the ratio to the force on the effective flat plate and sphere for the same force including the roughness corrections shown in a).
5.1. (color online) Relative roughness corrections to the Casimir energy in % due to a scalar satisfying Dirichlet boundary conditions on two plates, one of which is flat. The profile of the other is characterized by its variance $\sigma^2 = 49\text{nm}^2$ and correlation length $\ell$. The separation is between equivalent planes representing the plates (see the text and Eq.(3.53) for its relation to the mean separation.) The leading two-loop approximation for different correlation lengths $\ell$ is given by solid curves that correspond to those of fig. 3.5. Dashed curves represent the correction in the effective low energy theory derived in the limit $a \gg \ell$. Pairs of dashed and solid curves of the same color correspond to the same correlation length $\ell = 10\text{nm}$ (violet), $15\text{nm}$ (blue), $20\text{nm}$ (cyan), $25\text{nm}$ (green) and $\ell = \infty$ (red). The leading two-loop approximation interpolates between the low-energy model for large separations $a \gg \ell$ and the PFA result (solid red) for small separations $a \lesssim \ell$. Note that typical roughness corrections are much smaller than the PFA suggests.
Chapter 1
A brief introduction to the Casimir effect

In 1948 [5], Dutch physicist Hendrik Casimir first demonstrated that two neutral parallel conducting plates in vacuum attract. The origin of this attractive force can be traced to the quantum mechanical effect that a perfect vacuum is still filled with unavoidable fluctuations of the electromagnetic field due to the Heisenberg uncertainty principle. The dependence of this zero point energy on the separation of two parallel plates results in the Casimir force between them. This fluctuation-induced force is the electromagnetic dominant force at submicron scales. However, due to the lack of experimental evidence, this unexpected new discovery received relatively little attention in the following decades. The first convincing experimental evidence was presented four decades after Casimir’s prediction of this long-range electromagnetic force. Lamoreaux in 1997 [6], measured the Casimir force of a torsion pendulum at distances of 0.6 to 6 micrometers in good agreement with the theoretical prediction. The subsequent irrefutable experimental confirmation of the Casimir force in the submicron regime using Atomic Force Microscopy (AFM) techniques, since then has widespread implications from fundamental physics to nanotechnology as well as in chemistry and biology.

The following is a brief survey of major theoretical and experimental developments in this field. The rest of this Chapter will be organized as follows. In Section 1.1, I present, historically, how Casimir first came up his ideas of fluctuation-induced quantum force, Casimir force, and its close connections with the van der Waals force. Section 1.2 shows the UV divergence problem in the
calculation of vacuum energy of multiple objects. I will discuss the origin of this problem and different treatments. Section 1.3 presents the material and geometry effects on Casimir energy. Section 1.4 introduce the major experimental advances with slight emphasis on the influence of surface roughness for measuring the Casimir force.

1.1 The Casimir Effect - A Fluctuation-induced Force

1.1.1 Casimir-Polder interaction

One of the unique aspects of quantum mechanics is Heisenberg’s uncertainty principle. It implies spontaneous changes of quantum fields, so-called quantum fluctuations, that give rise to various phenomena such as spontaneous emission, the Lamb shift and the Casimir effect. The first example of a fluctuation-induced interaction between nonpolar molecules was given by Fritz London in 1930 [7, 8]. He used second-order perturbation theory in the Coulomb interaction between the electrons and nuclei of two atoms forming a dimer. He found that the distribution of the electrons of an atom forms spontaneous dipoles that instantaneously induce polarization of nearby atoms and results in an attractive force between them. The interaction energy decreases with the separation of two atoms as $1/R^6$ and is given by,

$$E_{\text{London}} \sim -\frac{\hbar}{R^6} \int_0^\infty d\omega \alpha_1(\omega)\alpha_2(\omega), \quad (1.1)$$

where $R$ is the separation distance between two dipoles and $\alpha_1, \alpha_2$ are the dipole polarizabilities of the respective atoms. This is London’s famous explanation for the attractive interaction Van der Waals [9] postulated almost 20 years earlier to explain the liquid-gas phase transition. However, when Verwey and Overbeek studied the stability of colloidal dispersions and its dependancy on the ionic strength of the electrolyte [10], they found that the attractive interaction must
fall faster than the London potential of Eq. (1.1) predicts. Overbeek pointed out that the deviation must be due to relativistic retardation effects due to the finite speed of light. Eq. (1.1) is the limit of the attractive force when the separation are much smaller than the wavelength \((c/\omega)\) of the atomic frequencies. Heuristically one can argue for a cutoff of the order of \(c/\lambda\) in the frequency integral of Eq. (1.1) [11], since the orientation of dipoles at higher frequencies essentially are uncorrelated. Casimir and Polder considered this retardation effect [12] in their calculations of the attractive force between two atoms quantitatively. Their result is now known as the Casimir-Polder force,

\[
E_{\text{Casimir-Polder}} = -\frac{23\hbar c\alpha_1\alpha_2}{4\pi r^7}
\]

(1.2)

The interaction in Eq. (1.2) is not only of a quantum but also of a relativistic nature. The relativistic correction to the van der Waals interaction increases with the separation and retardation dominates for atomic separations greater than a hundred nanometers. The faster \(1/R^7\) decrease is consistent with Verwey and Overbeek’s experimental observations.

1.1.2 Vacuum energy

As we have seen, the van der Waals force is closely related to the Casimir-Polder force which is its retarded version to the interaction between macroscopic dielectric objects. Following the work of [12], Casimir sought a more elementary derivation of this result. He was inspired by the results because the simplicity of Eq. (1.2). In 1947, he visited Copenhagen and introduced his work on the retarded van der Waals force to Neils Bohr mentioning his quest for a “simpler and more elegant derivation.” Neils Bohr suggested a connection between the Casimir’s effect and the zero-point energy (ZPE). This comment motivated another paper published in the same year by Casimir, as the sole author, entitled On
the attraction between two perfectly conducting plates. This short paper, all of two and a half pages long, concludes that there is an attractive force exerted between two perfect metallic plates due to the vacuum state energy [5]. In the paper, instead of a description in terms of fluctuating dipoles, Casimir calculated the ZPE of the fluctuating electromagnetic fields in the presence of the two plates. This change in the point of view requires one to consider the quantized local action of fields in the framework of quantum field theory.

In quantum field theory, quantized free fields, such as the electromagnetic field, can be described by a set of oscillators of all frequencies. The energy of each mode is given by the harmonic oscillator energy \( E_n = \hbar \omega (n + \frac{1}{2}) \) where \( \hbar \omega \) is the energy of a single quantum, and \( n = 0, 1, 2, \ldots \) is the number of them. The zero point energy of the ground (vacuum) state with \( n = 0 \) quanta thus is

\[
E_0 = \sum_j \frac{1}{2} \hbar \omega_j, \tag{1.3}
\]

where \( j \) represents the quantum numbers of a field mode. For the free electromagnetic field in Minkowski space, the modes are labeled by a continuous wave vector \( \mathbf{k} \) with \( \omega(\mathbf{k}) = c \mathbf{k} \) and \( E_0 \) is infinite. In bounded regions, such as a box, only some discrete wave vectors satisfy the boundary conditions,

\[
E_{0b} = \sum_{\mathbf{k}} \frac{1}{2} \hbar \omega_{\mathbf{k}} \quad \text{with discrete } \mathbf{k}. \tag{1.4}
\]

Although the sum in Eq.(1.4) is also ultraviolet divergent, differences between such infinite energies may be finite.

1.2 Regularization

The vacuum energy due to ZP-fluctuations in general is infinite. The UV divergences arise from infinite degrees of freedom of fluctuating quantum fields. In quantum field theory, these arise from ultraviolet contributions to loop integrals.
To extract physical information from ultraviolet divergent theories, various regularization and renormalization procedures were developed. In general, one first introduces a regularization that yields finite expressions and chooses parameters of the model to reproduce some experimental data. The regularization is then removed while adjusting the model parameters so that the chosen data are reproduced. A renormalizable theory generally only requires a finite, fixed number of data as experimental input and yields finite correlation functions in this limit.

In non-renormalizable effective low-energy field theories such the one we are considering depend on an infinite number of parameters. To render the model insensitive to UV-effects, generally [13] requires input of an infinite amount of experimental data. As we will see below, such effective low-energy field theories nevertheless retain some predictive power in the infrared, i.e. used judiciously, they can accurately predict low-energy experiments.

### 1.2.1 Single body

To obtain finite UV-independent contributions to the Casimir energy of a single contiguous body in an effective model, various regularizations and subtractions have been proposed. The standard UV-analysis treatments with special approaches are required because of the presence of boundaries. The heat kernel expansion [14, 15], which is the asymptotic expansion of the spectral function for high temperatures. It is related to (generalized) zeta function regularization. In this approach, one changes the power of the frequency, $\omega_k$, in the mode sum of Eq.(1.3) as,

$$E_0(s) = \frac{\alpha^2}{2} \sum_j \omega_j^{1-2s}$$

(1.5)

where the $\alpha$ is an factor introduced to maintain dimensionality. The expression Eq.(1.5) converges for $Re[s] > 3/2$. To proceed, we replace the powers of the
frequency by integral,
\[ \omega_j^{1-2s} = \int_0^\infty \frac{d\beta}{\beta} \frac{\beta^{s-\frac{1}{2}}}{\Gamma(s-\frac{1}{2})} e^{-\beta \omega_j^2} \] (1.6)
and rewrite Eq.(1.5) as,
\[ E_0(s) = \frac{\alpha^{2s}}{2} \int_0^\infty \frac{d\beta}{\beta} \frac{\beta^{s-\frac{1}{2}}}{\Gamma(s-\frac{1}{2})} H(\beta) \] (1.7)
where
\[ H(\beta) = \sum_j e^{-\beta \omega_j^2} \] (1.8)
is the heat kernel which normally refers to the solution of the heat conduction equation. The heat kernel expansion for small \( \beta \) (high temperatures) is related to the Casimir effect because it reveals the divergences of the vacuum energy integral for small \( \beta \). We see this by expanding \( H(\beta) \) asymptotically for small \( \beta \),
\[ H(\beta) = \frac{1}{(4\pi\beta)^{3/2}} \left( a_0 + a_{1/2}\sqrt{\beta} + a_{1}\beta + a_{3/2}\beta^{3/2} + \ldots \right) \] (1.9)
the constants \( a_0, a_{1/2}, \ldots \) are the heat kernel coefficients. Consider a system having a volume \( V \) bounded by a surface \( S \) with a background field \( U(r) \). The heat kernel coefficients in this case can be represented as a sum of two local, surface and volume, integrals,
\[ a_{k/2} = \int_V d\mathbf{r} b_{k/2}(\mathbf{r}) + \int_S d\mu(\eta) c_{k/2}(\eta). \] (1.10)
where \( \eta \) is a coordinate on the surface. \( b_{k/2} \) and \( c_{k/2} \) are functions of the local field \( U(r) \) living in bulk \( V \) or on the surface \( S \). They depend only on topological characteristics of the system and on boundary conditions. Combine the Eq.(1.9) and Eq.(1.5), the integration of Eq.(1.7) in the interval \( \beta \in [0,1] \) leads to the divergent part of the vacuum energy in terms of the regularization parameter \( \delta \) [16],
\[ E_0^{\text{div}}(\delta) = \frac{3a_0}{2\pi^2 \delta^4} + \frac{a_{1/2}}{4\pi^{3/2} \delta^3} + \frac{\bar{a}_1}{8\pi^2 \delta^2} + \frac{\bar{a}_2}{16\pi^2 \delta} \ln \delta. \] (1.11)
where $\bar{a}_1 = a_1, \bar{a}_2 = a_2$ for massless fields. All terms in Eq.(1.11) diverge for $\delta \rightarrow 0$. The coefficients proportional to the volume, surface area, etc. are associated with the system geometry. To remove the divergences, one normally has to introduce corresponding counterterms in the volume, surface area etc. contributions to the total energy of the system and redefines the bare parameters of the model by physical ones obtained from measured values. In Eq.(1.11), $a_0$ is the volume of the domain and $a_{1/2}$ is the surface area of its boundary. $a_1$ reflects the average curvature and topological characteristics. The geometric origin of $a_2$ on the other hand is hard to describe because the associated divergence is logarithmic. Resolving this ambiguity usually requires the introduction of an external length scale from the high energy regime that makes low-energy predictions of the model dependent on the scale at which high-energy contributions are subtracted. Case by case considerations in this case are necessary for different configurations.

1.2.2 Two disjoint bodies

As we discussed in the last section, divergences of the vacuum energy can be expressed through the heat kernel coefficients in Eq.(1.11). These coefficients are represented by Eq.(1.10) as integrals over local potentials and topological features. The removal of these divergences is not trivial for a single body systems. However, if only interaction forces between disjoint objects are of interest, the divergences can be removed by a geometrical subtractions [17] procedure that does not depend on the UV-regularization. The idea of the ”geometric” operation can be traced back to Power [18] who used it to calculate the Casimir force between parallel metallic plates without employing any intermediate regularization. Svaiter [19] recognized and succinctly emphasized the physical nature of this scheme.
The total energy $E_{12}$ of a two body system may be decomposed as,

$$E_{12} = E_0 + \Delta E_1 + \Delta E_2 + \Delta E_{12}$$  \hspace{1cm} (1.12)

where $E_0$ is the energy of empty space without objects, $\Delta E_1$ and $\Delta E_2$ are the changes in the total energy in the presence of either body and $\Delta E_{12}$ is the change in energy due to their interaction. To see the subtraction procedure, we rearrange Eq.(1.12) as,

$$\Delta E_{12} = E_{12} - E_0 - \Delta E_1 - \Delta E_2$$

$$= E_{12} - (E_0 + \Delta E_1) - (E_0 + \Delta E_2) + E_0$$

$$= E_{12} - E_1 - E_2 + E_0$$  \hspace{1cm} (1.13)

The expression Eq.(1.13) gives the interaction energy of interest in terms of one-body vacuum energies only. $E_1, E_2$ now are the total energies of either single body present in the vaccum and $E_{12}$ is that of the single body consisting of both objects. Each of them possess the divergences exactly expressed in form of Eq.(1.11). The local heat kernel coefficients in Eq.(1.11) do not contain any information about the other objects nor the distances between them. The local nature of ultraviolet divergences thus implies the complete cancellation of infinite parts between $E_0$, $E_1$, $E_2$ and, $E_{12}$. The singularites arising from the complex shape of the individual objects are subtracted in this linear combination and the procedure does not depend on the regularization. This geometric treatment was extended to calculate the Casimir interaction for many body systems [20]. The $N$-body interaction energies were shown [21] to be finite as long as not all $N$ objects intersect at a common point.
1.3 Geometry and material effects

Kenneth and Klich, in 2006 [22], computed the two bodies interaction Casimir energy, $\Delta E_{12}$ in Eq.(1.13), from the functional determinants of disjoint potentials. They obtain the interaction energy

$$\Delta E_{12} = \frac{1}{2} \int_{-\infty}^{\infty} \frac{d\zeta}{2\pi} \text{Tr} \ln \left[ 1 - G_0 T_1 G_0 T_2 \right]$$  (1.14)

in terms of the free Green’s function, $G_0$, and the scattering matrices, $T_1, T_2$, associated with the individual objects. The result is not only formally concise but also physically revealing. It connects this abstractive quantum effect to the relatively transparent classical notion of "light scattering". As the theory demonstrates, the Casimir force between interacting objects can be found if the electromagnetic scattering matrices of each individual object are known. The one-body scattering matrices $T_i$ in Eq.(1.14) contain all the geometric and material information on each single body relevant to the scattering of electromagnetic waves and imply how the Casimir force depends on these characteristics. Because the computation of electromagnetic scattering matrices is difficult, the calculation of the Casimir energy for geometries and configurations other than parallel plates with real materials and surface roughness remains difficult.

In 1956, Lifshitz [23, 24] generalized Casimir’s original work of the ideal metal and developed a macroscopic theory for two semi-infinite slabs of materials with known dielectric permittivity separated by vacuum,

$$E_L = \frac{1}{(2\pi)^2} \int \int d^2k d\zeta \left\{ \ln \left[ 1 - r_{TE}^2 e^{-2\alpha} \right] + \ln \left[ 1 - r_{TM}^2 e^{-2\alpha} \right] \right\}$$  (1.15)

Here $a$ is the distance between the two slabs and $r_{TE}, r_{TM}$ are the familiar Fresnel reflection coefficients,

$$r_{TE} = \frac{\kappa - \kappa_\varepsilon}{\kappa + \kappa_\varepsilon}, \quad r_{TM} = \frac{\varepsilon \kappa - \kappa_\varepsilon}{\varepsilon \kappa + \kappa_\varepsilon}$$  (1.16)

with $\kappa^2 = k^2 + \zeta^2$, $\kappa_\varepsilon^2 = k^2 + \varepsilon \zeta^2$. 


The theory provides a unified description of the Van der Waals and the Casimir interaction between planar dielectrics at zero temperature. Schwinger in 1978 [25] extended Lifshitz’s results to include the finite temperature correction to the force in the framework of an effective low energy field theory.

The Casimir energy of non-planar configurations have also been investigated. The first Casimir energy of a curved geometry was obtained by Boyer in 1968. Casimir in 1953 [26] had suggested that the repulsive force on a charged sphere (a model for an electron) might be balanced by an attractive Casimir force. Boyer calculated the surface tension due to the Casimir force on a perfectly conducting spherical shell [27] but found it is repulsive. The result was unexpected but different methods, such as the multiple-reflection expansion (Balian and Duplantier 1977 [28]), the Green’s function method (DeRaad and Milton 1981 [29]), and the zeta function method, have confirmed his original calculation. Since then various other geometries like infinitely long circular cylinder [29], cylinders of triangular [30] and rectangular shapes, rectangular boxes [31, 32], wedges [33, 34, 35], and objects of arbitrary shapes have been considered and obtained with various approaches like, mode summation method, zeta function method [36], heat and cylinder kernel method [37], multiple scattering formalism [28, 22, 38], and world-line technique [39], to better understand the sign and magnitude of the Casimir energy [40, 17]. A review is given in the book by Bordag et al. [16].

1.4 Experimental advances in measuring Casimir effects

The theoretical descriptions of the Casimir effect for real macroscopic materials presented in this chapter imply that the measurement of the Casimir force is a complicated scientific and technological problem. The strong dependence on separation, as well as geometrical and material properties of the objects makes
a comparison between experiment and theory challenging. The first attempt to measure the Casimir force was by Sparnaay in 1958 [41]. He used the original configuration of two flat metal plates balanced by springs. The measurement was consistent with the existence of a long range attractive force, but its error was over 100% and no quantitative determination was feasible. One of the major difficulties in these early experiments is the problem of how to make two surfaces parallel at small distances. To circumvent this problem, Derjaguin proposed and Lamoreaux, in 1997 [6], used configuration in which the Casimir force between a gold plated and a gold coated sphere is measured using a torsion pendulum. These measurements agreed with the Lifshitz theory to an accuracy of about 5%. In following years, new measurement technology was employed by Mohideen et al [42, 43, 44] on the plate-sphere configuration using increased-sensitivity atomic force microscopy (AFM). They claimed accuracy of within 5% with theories. This new method demonstrated, for the first time, the influence of the nonzero skin depth and surface roughness on the Casimir force. Another way to tackle the parallelity is using micromechanical torsional oscillators conducted by Decca et al [45, 46, 47, 48, 49]. These experiments allowed a definitive choice between different theoretical approaches to the thermal Casimir force with real metal surfaces.

Since then, the surface roughness effect has been carefully investigated by a series of measurements, using AFM, [50, 51, 4] performed by Palasantzas’s group. It was found that a sharp increase in the force was attributed to particularly high islands of the surface profile that can be seen in some of the AFM scans of the gold surfaces. The pronounced effect of such islands is beyond the scope of a perturbative analysis and was explained by a semi-empirical approach [52] based on the proximity force approximation (PFA). However, in their paper [4], gold films with 100nm and 200nm thickness of relatively low roughness appear to be almost free of such buildup effects. The forces in these cases, contrary to
previous calculation, are smaller than the PFA predictions at small separations. Providing a conceptual explanation and quantitative prediction in the framework of low energy effective theory to these unexpected results would be the main work of this thesis.
Chapter 2
Theoretical foundations

2.1 Multiple scattering approach to the Casimir energy

Let us begin by considering a massless scalar field, \( \phi \), interacting with a, time-independent, and positive local potential \( V(x) \) described by the Lagrangian density,

\[
L(\phi(x)) = \frac{1}{2} \partial_\mu \phi(x) \partial^\mu \phi(x) - \frac{1}{2} V(x) \phi(x)^2.
\]  

(2.1)

Here and in the following we use a Minkowski metric with signature \((-1,-1,-1,-1\) and natural units \(h=c=1\). The corresponding action when the scalar field is linearly coupled to an external source \( P_\omega(x) \) is

\[
S = \int dx \int \frac{d\omega}{2\pi} \left[ \frac{1}{2} \phi_\omega^*(\Delta + \omega^2 - V(x) + i\varepsilon) \phi_\omega + P_\omega(x) \phi_\omega \right].
\]  

(2.2)

Where \( \phi_\omega \) is the Fourier transform in frequency space of \( \phi \). Eq.(2.2) defines the dynamics of this system. The quantum field theory corresponding to the action of Eq.(2.2), is given by the generating functional for the correlations of \( \phi_\omega \) as,

\[
Z[P] = \int D[\phi_\omega] e^{iS(\phi_\omega, P_\omega)}.
\]  

(2.3)

The imaginary, \( i\varepsilon \), ”mass” term in Eq.(2.2) dampens the contribution from large values of \( \phi_\omega \) and makes the functional integral in Eq.(2.3) well defined. Since the action of this model is quadratic in \( \phi_\omega \), this quantum field theory is completely determined by the two-point Green’s function \( G(x, x'; \omega) \) that is the solution of the PDE,

\[
-\left[ \Delta + \omega^2 - V(x) + i\varepsilon \right] G(x, x'; \omega) = \delta^{(3)}(x - x')
\]  

(2.4)
To obtain an explicit expression for Eq.(2.3), we introduce the shifted field, \( \phi'_\omega \),

\[
\phi'_\omega = \phi_\omega + \int \! dx' G(x, x'; \omega) P_\omega(x').
\]  

(2.5)

In terms of this field, the functional integral of Eq.(2.3) factorizes,

\[
Z[P] = \exp \left[ -\frac{1}{2} \int \! dx \int \! dx' \int \! \frac{d\omega}{2\pi} P_\omega(x) G(x, x'; \omega) P_\omega(x') \right] \times
\int \! D[\phi'_\omega] \exp \left[ i \frac{1}{2} \int \! dx \int \! \frac{d\omega}{2\pi} \left[ \phi'^*_\omega (\Delta + \omega^2 - V(x) + i\varepsilon) \phi'_\omega \right] \right]
\]  

(2.6)

into a constant \( Z[0] \), that does not depend on the source \( P \), and a Gaussian dependence on the source,

\[
Z[P] = Z[0] \exp \left[ -\frac{1}{2} \int \! dx \int \! dx' \int \! \frac{d\omega}{2\pi} P_\omega(x) G(x, x'; \omega) P_\omega(x') \right].
\]  

(2.7)

The poles of the propagator \( G \) for complex \( \omega \) are in the second and fourth quadrant due to the \( i\varepsilon \) and the fact that the potential is real. The frequency integral along the real axis of the complex plane can thus be deformed to an integral along the imaginary frequency axis with the substitution \( \omega \rightarrow i\zeta \).

The functional integral for \( Z[0] \) similarly can be continued to the determinant of an elliptic operator \(^1\)

\[
Z[0] = \int \! D[\phi'_\omega] \exp \left[ i \frac{1}{2} \int \! dx \int \! \frac{d\omega}{2\pi} \phi'^*_\omega (\Delta + \omega^2 - V(x) + i\varepsilon) \phi'_\omega \right]
\sim \left[ \det (\Delta + \omega^2 - V(x) + i\varepsilon) \right]^{-\frac{1}{2}}
\sim \left[ \det (1 + V(x)G_0) \right]^{-\frac{1}{2}}.
\]  

(2.8)

Where the proportionality constant does not depend on the potential \( V(x) \) and the Green’s function \( G_0(x, x'; \omega) \) satisfies the differential equation,

\[
-\left[ \Delta + \omega^2 + i\varepsilon \right] G_0(x, x'; \omega) = \delta^{(3)}(x - x')
\]  

(2.9)

\(^1\)This continuation is slightly more complicated: because one also has to continue the integration variables, one has to consider a finite time interval for which the frequency spectrum is discrete.
The change in the zero-point energy due to the potential $V(x)$ is the Casimir energy formally given by,

$$ E_c = F_V - F_{V=0} $$
$$ = \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln \left[ 1 + V(x)G_0 \right] $$
$$ = -\frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln G_0^{-1}. \quad (2.10) $$

The last expression is due to the identity,

$$ G = \left( 1 + V(x)G_0 \right)^{-1} G_0. \quad (2.11) $$

Eq.(2.10) serves as the central formula for calculating the Casimir energy.

To expose the multi-scattering content of Eq.(2.10), we follow standard scattering theory [53] as reviewed by Kenneth and Klich in [54], and define the single-body scattering $T$-matrix as,

$$ T = \tilde{S} - 1 $$
$$ = V - VG_0V + VG_0VG_0V - ... $$
$$ = \frac{V}{1 + G_0V}. \quad (2.12) $$

Comparing Eq.(2.12) and Eq.(2.11), the Casimir free energy Eq.(2.10) may also be written in terms of scattering matrix $T$,

$$ E_c = -\frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln \frac{1}{1 + G_0V} $$
$$ = -\frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln V^{-1}T. \quad (2.13) $$

The formula above formally gives the Casimir free energy for a single body in vacuum. For two disjoint objects, we separate the potential $V$ into two parts,

$$ V = V_1 + V_2, \quad (2.14) $$
Eq.(2.12) in this case can be rewritten in the form,

\[
T = \frac{(V_1 + V_2)}{1 + G_0(V_1 + V_2)}
= (V_1 + V_2) \frac{1}{1 + G_0 V_1} \frac{(1 + G_0 V_1)(1 + G_0 V_2)}{1 + G_0 V_2}
= (V_1 + V_2)(1 - G_0 T_1)(1 - G_0 T_1 G_0 T_2)^{-1}(1 - G_0 T_2)
\]

(2.15)

where the scattering matrices for the individual objects are given by,

\[
T_i = V_i(1 + G_0 V_i)^{-1}, \quad i = 1, 2.
\]

(2.16)

Combining Eq.(2.15) with Eq.(2.13), the total Casimir energy of the two-body system is,

\[
E_c = \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln \left[ (V_1 + V_2)^{-1} T \right]
= \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln \left[ (1 - G_0 T_1)(1 - G_0 T_1 G_0 T_2)^{-1}(1 - G_0 T_2) \right]
= \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \left[ \ln V_1^{-1} T_1 - \ln(1 - G_0 T_1 G_0 T_2) + \ln V_2^{-1} T_2 \right]
= E_{c1} + E_{c12} + E_{c2},
\]

(2.17)

where \(E_{c1}\) and \(E_{c2}\) are the one-body Casimir energies and \(E_{c12}\) is the two-body interaction energy between them, given by

\[
E_{c12} = \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln \left[ 1 - G_0 T_1 G_0 T_2 \right]
= \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln \left[ 1 - V_1 G_1 V_2 G_2 \right],
\]

(2.18)

where the Green’s functions in the presence of a single individual object are,

\[
G_i = (1 + G_0 V_i)^{-1} G_0, \quad i = 1, 2.
\]

(2.19)

The first expression in Eq.(2.18) was given by Emig et al in [55], and by Kenneth and Klich in [54]. The latter is appropriate if the individual Green’s functions are known. One should emphasize that only the free propagator, \(G_0\), contains
all the information on the separation and relative positioning of the two objects. All relevant characteristics (material and geometric) of each dielectric object are represented by its scattering $T_i$ matrix. Note that since high momentum contributions are exponentially suppressed in $G_0$, the Volterra series of $E_{c12}$ in powers of $G_0T_i$,

$$E_{c12} = \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \ln \left[ 1 - G_0T_1G_0T_2 \right]$$

$$= \frac{1}{2} \int \frac{d\zeta}{2\pi} \text{Tr} \left[ 1 - G_0T_1G_0T_2 + \frac{1}{2} G_0T_1G_0T_2G_0T_1G_0T_2 - \ldots \right] \quad (2.20)$$

converges when the individual scattering matrices are well defined.

### 2.2 Temperature

The multiple scattering formalism discussed in the last section is appropriate at zero temperature. In reality this is rarely the case and effects from thermal fluctuations of real photons often have to be included in practice.

A few years after Casimir’s [5] seminal paper, Lifshitz [23], in his generalization, included the effect of finite temperature. This, however, led to some controversies in subsequent years. Schwinger and associates [25] showed that the finite temperature correction depends on how the material properties are extrapolated to zero frequency. The conventional approach to finite temperature effect is to sum over Matsubara frequencies instead of integrating along the imaginary frequency axis,

$$\zeta \to \zeta_n = \frac{2\pi n}{\beta}, \quad \beta = \frac{1}{kT} \quad (2.21)$$

$$\int_0^\infty \frac{d\zeta}{2\pi} \to \frac{1}{\beta} \sum_{n=0}^\infty \prime, \quad (2.22)$$

the prime being the instruction to count the $n = 0$ term in the sum with half weight. For two parallel perfectly conducting slabs separated by a distance $a$ in
vacuum, this leads to the following formula for the Casimir pressure in the limit of an ideal metal with dielectric permittivity $\varepsilon \rightarrow \infty$,

$$ P_T = -\frac{1}{4\pi \beta a^3} \sum_{n=0}^{\infty} \int_0^\infty y^2 dy \frac{1}{ey - 1}, \quad t = \frac{4\pi a}{\beta} \quad (2.23) $$

It is straightforward to obtain the high and low temperature limits for the pressure from Eq.(2.23),

$$ P_T \sim -\frac{1}{4\pi \beta a^3} \zeta(3) - \frac{1}{2\pi \beta a^3} \left(1 + \frac{t^2}{2}\right) e^{-t}, \quad \beta << 4\pi a $$

$$ P_T \sim -\frac{\pi^2}{240a^4} \left[1 + \frac{16}{3} (aT)^4 - \frac{240}{\pi} \frac{a}{\beta} e^{-\pi \beta/a}\right], \quad \beta >> 4\pi a \quad (2.24) $$

However the procedure is controversial [56] because taking the $\varepsilon \rightarrow \infty$ limit before or after letting the $\zeta \rightarrow 0$ leads to different contributions from the TE zero mode. The difference in the order of the limits leads to different results in both the (low and high) temperature regimes for the Casimir pressure of an ideal metal. According to Milton [57], one should consider the finite temperature limit of an imperfect metal. The low temperature Casimir pressure of an ideal in this scheme is given by,

$$ P_T \sim -\frac{\pi^2}{240a^4} \left[1 + \frac{16}{3} (aT)^4\right] + \frac{\zeta(3)}{8\pi a^3} T, \quad \beta >> 4\pi a \quad (2.25) $$

The term linear in $T$ is absent in the previous result, Eq.(2.24), obtained by Lifshitz and other authors [57]. At distances between the plates of the order of $1\mu m$, the linear dependence in T dominates other terms at room temperature (300K) $aT \sim 0.1$. At high temperatures, the Casimir effect in this limit is reduced by a factor 1/2 compared to Eq.(2.24) and is given by,

$$ P_T \sim -\frac{\zeta(3)}{8\pi a^3} T, \quad \beta << 4\pi a \quad (2.26) $$

The linear dependence on temperature at high temperature limit in this case agrees with the behavior expected from the classical Debye-Hückel theory.
2.3 Statistic description of random roughness

To construct a perturbation theory for roughness corrections, a theoretical description of the surface structure has to be first given. We start by considering arbitrary surface profile, \( h(x) \), giving the height deviation from a homogeneous planar surface at the two-dimensional transverse coordinate \( x \). In principle, with full knowledge of the profile function \( h(x) \), one can exactly compute (at least numerically) the Casimir force between rough slabs with the corresponding boundary conditions. However for a random fluctuating rough plate, the function \( h(x) \) can be extremely complex and it is impractical to describe such surfaces microscopically. In Sec. 2.4 we instead will model the generating functional of the roughness correlation functions.

On the other hand, a set of surfaces that have been produced by similar processes and treatments will have statistical similarities that will distinguish them from others. It thus should be possible [58] to characterize such a statistical ensemble of surfaces by a few macroscopic parameters (like size and relative distances between grains). We therefore first present this statistical description of random surface profiles. Note that contrary to the description by the correlators in Sec. 2.4, this statistical description by ensembles is not very useful for deterministically produced (i.e. machined) profiles.

2.3.1 Height Probability Distributions

In general, a random rough surface is statistically described by n-point height probability distribution function \( P_n(x_1, h_1; \ldots; x_n, h_n) \) where,

\[
P_n(x_1, h_1; \ldots; x_n, h_n)dh_1 \ldots dh_n
\]

(2.27)
is the probability of finding surface points at transverse coordinates \((x_1, \ldots x_n)\) with heights between \((h_1, h_2, \ldots, h_n)\) and \((h_1 + dh_1, h_2 + dh_2, \ldots, h_n + dh_n)\). This
statistical modal to describes an ensemble of *static surfaces* by their average profile characteristics such as rms heights and correlation lengths. In most cases one only requires $P_1$ and $P_2$ to obtain acceptable predictions.

From the probability functions, one can calculate the ensemble averages of any functional of the random variables $(h_1, h_2, ..., h_n)$ through the integral,

$$
\langle H \rangle(x_1, ..., x_n) = \int H(h_1, ... h_n)P_n(x_1, h_1; ..., x_n, h_n)dh_1...dh_n. \quad (2.28)
$$

For example, the mean height as a function of transverse position is expressed by,

$$
\langle h \rangle(x) = \int hP_1(x, h)dh. \quad (2.29)
$$

and the height-height two-points correlation function $C_2$ is,

$$
C_2(x_1, x_2) = \langle h_1h_2 \rangle = \int h_1h_2P_2(x_1, h_1; x_2, h_2)dh_1dh_2 \quad (2.30)
$$

If the rough surface is homogeneous and the correlation functions, $C_n$, depend only on distances, $|x_j - x_1|$, between the space points on the surface.

$$
\langle C_n \rangle(x_1, ..., x_n) = \langle C_n \rangle(0, |x_2 - x_1|, ..., |x_n - x_1|) \quad (2.31)
$$

In these cases, the mean height does not depend on the position and one can find a reference plane such that $\langle h \rangle = 0$. Common assumptions for such surfaces are,

(i) the surface heights have a Gaussian distribution,

$$
P_1(h) = \frac{1}{\sigma\sqrt{2\pi}}exp\left(-\frac{h^2}{2\sigma^2}\right) \quad (2.32)
$$

(ii) The root mean square height (variance) is

$$
\langle h^2 \rangle = \int h^2P_1(0, h)dh = \sigma^2 \quad (2.33)
$$

The rms height is widely used (combined with correlation length) to characterize the”degree of roughness” - the larger the $\sigma$, the rougher the surface.
Similarly, the height-height correlation function can be written as,

\[ C_2(x_1, x_2) = \langle h_1(0)h_2(|x_2 - x_1|) \rangle = \int h_1h_2P_2(0; h_1; |x_2 - x_1|, h_2)dh_1dh_2 \]  

(2.34)

It is useful to consider the random varying surface as a superposition of gratings of different periods and amplitudes. One introduces the Fourier expansion [59] of the correlation function, \( C_n \),

\[ \tilde{C}_n = \int dr_2dr_3...dr_n e^{i(q_2 \cdot r_2 + q_3 \cdot r_3 + ... q_n \cdot r_n)}C_n \]  

(2.35)

where \( r_n = \vec{x}_n - \vec{x}_1 \) and \( \mathbf{q} \) is the in-plane wave-vector. If the spectrum function, \( \tilde{C}_n \), decreases slowly with increasing \( q \), short period components of the roughness remain sizable. In the limit of small correlation length, there is little relation between the heights of any two points and the surface is very irregular. On the other hand, if the spectral correlation function vanishes rapidly for large \( q \), the profile varies slowly and the surface is rather smooth.

We so far considered ensemble averages, which require a set of rough surfaces generated by a similar homogeneous random process. However, if only a single surface is available, the spatial averages of the particular profile functional are ensemble averages,

\[ H(0, x_1, ..., x_n) = \lim_{A \to \infty} \frac{1}{A} \int_A \int dx' H[h(x')...h(x' + x_n)] \]  

(2.36)

It happens frequently that each surface of the ensemble carries the same statistical properties about the homogeneous random process as every other surface. The spatial averages for any surface are then all equal and coincide with the ensemble average. The homogeneous random process, in this case, is said to be ergodic.
2.3.2 Numerical method for generating random rough surface

As discussed in the last section, random rough surfaces are characterized by their statistical properties. The most important of these are the height distribution and height correlation functions. Experimental determination of these functions are affected by systematic problems such as sampling intervals, the distance between recording points, and surface extent \[1\]. A short sampling interval can significantly change the short-range behavior of the correlation function. The long-range behavior is mostly determined by the surface extent. Measurements would be more reliable if there is a numerical reference to which one can compare the data.

The technique to numerically generate roughness profiles with prescribed correlations is based on the “moving average method” \[60\]. Consider a rough surface characterized by a set of correlated random numbers \(z_{i,j}\) that represent the height of the surface at the discrete positions \(r = (x_i, y_j)\). To generate these correlated heights a set of normally distributed random numbers \(v_{i,j}\) with zero mean is first generated. The correlated data are obtained as a moving average of these numbers,

\[
z_{i,j} = \sum_{k=-N}^{N} \sum_{l=-M}^{M} v_{i+k,j+l} w_{k,l}
\]  \[[2.37]\]

with fixed weights \(w_{k,l}\). \(N\) and \(M\) give the number of points in the row and column of the set of the simulated data. The weights are normalized,

\[
\sum_{k} \sum_{l} w_{k,l} = 1
\]  \[[2.38]\]
To determine the weights, $w_{k,l}$, that correspond to the desired correlation function $\bar{C}_2$, we evaluate the Fourier spectrum,

$$\bar{C}_2 = \sum_i \sum_j \sum_{i'} \sum_{j'} e^{i(q \cdot r + q' \cdot r')} \langle z_{i,j} z_{i',j'} \rangle$$

$$= \bar{w}_q \bar{v}_q \langle \bar{v}_q \bar{v}_q' \rangle$$

(2.39)

where $\bar{w}_q$ and $\bar{v}_q$ are the Fourier transform of the weighting and distribution functions. For homogeneous and isotropic surfaces, the correlation function $C_2$ only depends on the distances between two points. In those cases, Eq.(2.39) reduces to,

$$w_{k,l} = FT\left[ \frac{\sqrt{\bar{C}_2}}{\langle \bar{v}_q \bar{v}_q' \rangle} \right]$$

(2.40)
For a Gaussian correlation function of $C_2$ the weighting functions are themselves Gaussian,

$$w_{k,l} = \frac{2}{\pi} \exp\left\{ -2\left[ \left( \frac{x_k}{\lambda_x} \right)^2 + \left( \frac{y_l}{\lambda_y} \right)^2 \right] \right\}$$

(2.41)

An example of a 1-dimensional rough surface generated by this technique is shown in Fig. 2.1. The correlation function for the surface Fig. 2.1(a) is shown in Fig. 2.1(b) as a full curve. The corresponding gaussian correlation function it is an approximation to is the dotted line of Fig. 2b. The two curves are in reasonably good agreement, limited only by the finite number of points and the finite extent of the surface.

### 2.4 Field theoretic description of roughness correlations

The main purpose of this thesis is to obtain a systematic perturbative expansion of roughness corrections to Casimir energies. In the spirit of a path-integral approach to Quantum Field Theory (QFT), we here construct a generating functional for the roughness correlations. We consider the standard Casimir configuration of two semi-infinite parallel plates. A Cartesian coordinate system with z-axis normal to the plates will be used. To simplify the presentation, one of the slabs will be assumed to be perfectly flat. We will see that to leading order in the roughness profile, this simplification in fact suffices to also obtain the Casimir pressure between two rough plates if their profiles are uncorrelated. The roughness profile function $h(x)$ at the mean height $\langle z \rangle = 0$ gives the precise position of the rough surface as a function of the transverse coordinates $x = (x, y)$.

The plates are assumed to be large enough for translational invariance to approximately hold on the surface. The n-point correlation functions of the profile
$h(x)$ for a large plate of area $A$ are the averages:

\begin{align}
D_1 &= \langle h(x_1) \rangle := \int_A \frac{d}{A} h(x + x_1) \\
D_2(x_1 - x_2) &= \langle h(x_1) h(x_2) \rangle := \int_A \frac{d}{A} h(x + x_1) h(x + x_2) \\
&\vdots \\
D_n(x_1 - x_2, \ldots, x_{n-1} - x_n) &= \langle h(x_1) \ldots h(x_n) \rangle := \int_A \frac{d}{A} h(x + x_1) \ldots h(x + x_n)
\end{align}

When the plate is far moved from any other object, all these $n$-point single body correlation functions, at least in principle, could be measured. The mean position at $\langle z \rangle = 0$ of the rough plate is fixed by requiring that

$$D_1 = \langle h(x) \rangle = 0$$

We can introduce a single generating functional, $Z_h[\alpha]$, to collect all correlation functions of Eq.(2.42)

$$Z_h[\alpha] = \sum_{n=2}^{\infty} \frac{1}{n!} \iint \alpha(x_1) \alpha(x_2) \ldots \alpha(x_n) D_n(x_1, \ldots, x_n) dx_1 dx_2 \ldots dx_n$$

and directly model $Z_h[\alpha]$ instead of individual correlation functions. With the restriction of Eq.(2.43), the simplest model for the correlations of a rough plate is entirely determined by the two-point correlation function $D_2$ of the profile. The generating functional of such a (quadratic) Gaussian model is of the form,

$$Z_h^{(2)}[\alpha] = \exp \left[ \frac{1}{2} \{ \alpha | D_2 | \alpha \} \right],$$

With,

$$\{ \alpha | D_2 | \alpha \} := \iint \alpha(x_1) D_2(x_1 - x_2) \alpha(x_2) dx_1 dx_2.$$

In general, Eq.(2.45) just gives the leading term in a cumulant expansion of $Z_h$. Stochastic roughness is fully described by the covariance of the profile and a Gaussian model by definition is exact in this case. A Gaussian model also suffices to extract corrections to the free energy to leading order in the roughness profile.
To leading order in the variance $\sigma^2$ even the correlations of a corrugated profile $h_\omega(x) = \sigma \sin(\omega x)$ can be described by such a Gaussian model.

$$D_2^\omega(x - y) = \sigma^2 \int \frac{dr}{L} \sin(\omega(x + r)) \sin(\omega(y + r)) = \frac{\sigma^2}{2} \cos(\omega(x - y))$$ (2.47)

But the four-point correlation in this case is only half of what the Gaussian model predicts,

$$D_4^\omega(x_1, x_2, x_3, x_4)$$

$$= \sigma^4 \int \frac{dr}{L} \sin(\omega(x_1 + r)) \sin(\omega(x_2 + r)) \sin(\omega(x_3 + r)) \sin(\omega(x_4 + r))$$

$$= \frac{1}{2} (D_2^\omega(x_1 - x_2)D_2^\omega(x_3 - x_4) + D_2^\omega(x_1 - x_3)D_2^\omega(x_2 - x_4))$$

$$+ D_2^\omega(x_1 - x_4)D_2^\omega(x_2 - x_3)).$$ (2.48)

The mathematical basis for a field theoretic approach to roughness is that any analytic functional $F[h]$ of the profile $h(x)$ with translation-invariant coefficients can be evaluated using the generating functional $Z_h[\alpha]$. To see this, first consider the evaluation of a monomial in the Taylor expansion of $F[h]$ for small profiles $h(x)$,

$$F[h] = \sum_n \int d\mathbf{x}_1 d\mathbf{x}_2 \ldots d\mathbf{x}_n F_n(\mathbf{x}_1 - \mathbf{x}_2, \ldots, \mathbf{x}_{n-1} - \mathbf{x}_n) h(\mathbf{x}_1) h(\mathbf{x}_2) \ldots h(\mathbf{x}_n)$$

$$= \sum_n \frac{1}{A} \int d\mathbf{x} \int d\mathbf{x}_1 \ldots d\mathbf{x}_n F_n(\mathbf{x}_1 - \mathbf{x}_2, \ldots, \mathbf{x}_{n-1} - \mathbf{x}_n) h(\mathbf{x} + \mathbf{x}_1) \ldots h(\mathbf{x} + \mathbf{x}_n)$$

$$= \sum_n \int d\mathbf{x}_1 \ldots d\mathbf{x}_n F_n(\mathbf{x}_1 - \mathbf{x}_2, \ldots, \mathbf{x}_{n-1} - \mathbf{x}_n) D_n(\mathbf{x}_1 - \mathbf{x}_2, \ldots, \mathbf{x}_{n-1} - \mathbf{x}_n)$$ (2.49)

The second equality in Eq.(2.49) uses the translational invariance of the coefficient functions $F_n$ (but assumes no regularity of the profile $h(x)$ itself.). No further assumptions are required and Eq.(2.49) holds for any profile (random or corrugated) on a sufficiently large plate. Assuming that all coefficient functions $F_n$ in the Taylor expansion of the functional $F[h]$ are translation invariant and
that the expansion converges for the particular profile, Eq.(2.49) implies that one may formally evaluate $F[h]$ by applying the functional derivative,

$$F[h] = F[\frac{\delta}{\delta \alpha}] \left. Z_h[\alpha] \right|_{\alpha=0}.$$  \hspace{1cm} (2.50)

The field theoretic description of the surface correlations in Eq.(2.49) and Eq.(2.50), in principle, is not only valid for stochastic roughness but also for any deterministic profile. The perturbation theory based on Eq.(2.44) therefore allows to calculate the corrections due to arbitrary surface profiles by employing the corresponding correlation functions $D_n$. It remains to determine the dependence of the partition function of the fields on the profiles of on average parallel plates.
Chapter 3
Perturbative roughness corrections to the Casimir energy due to a massless scalar field

3.1 The Model

3.1.1 Effective Action

Let us consider a scalar field, \( \phi \), interacting with delta-function potentials describing two semitransparent parallel rough plate. The Lagrangian density for this model is:

\[
L(\phi(x, z)) = \frac{1}{2} \partial_\mu \phi(x, z) \partial^\mu \phi(x, z) - V_{\text{int}}(x, z) \phi(x, z)^2. \tag{3.1}
\]

with,

\[
V_{\text{int}}(x, z) = \lambda \delta(z - h(x) - a) + \bar{\lambda} \delta(z). \tag{3.2}
\]

The \( h(x) << a/2 \) is the roughness profile of the upper plate surfaces at average position \( \langle z \rangle = 0. \) \( \lambda \) and \( \bar{\lambda} \) are the corresponding coupling constants describing the transparency of the plates. The limit \( \lambda \) or \( \bar{\lambda} \to \infty \) suppresses tunneling through the infinitesimaly thin plate and one recovers Dirichlet boundary conditions on the surfaces. For finite coupling, the plate is semitransparent. Although the scalar model appears far removed from reality, it is simple and sufficient for analyzing the main features we will encounter in the electromagnetic case. It, in particular, essentially describes the thin-plate limit of the electric contribution to the Casimir force [61].
The classical action of Eq.(3.1) determines the generating functional of the quantum theory and defines the generating functional of connected Green’s functions $W[j]$ in the presence of an external source $j(x_i)$,

$$Z[j] = e^{-iW[j]} = \int D[\phi] exp \left[ i \int d^4 x \left( L(\phi) + j \phi \right) \right]$$  \hspace{1cm} (3.3)

Consider the functional derivative of $W[j]$ with respect to $j(x_i)$,

$$\frac{\delta}{\delta j(x_i)} W[j] = i \frac{\delta}{\delta j(x_i)} \log Z = -\frac{\int D[\phi] e^{i \int L(\phi) + j \phi(x_i)}}{\int D[\phi] e^{i \int L(\phi)}} = -\langle \Omega | \phi(x_i) | \Omega_j \rangle$$ \hspace{1cm} (3.4)

the last expression in Eq.(3.4) is the vacuum expectation value of the scalar $\phi(x_i)$ field in the presence of a nonzero source $j(x_i)$. It is analogous to the thermodynamic variable conjugate to $j(x_i)$. One defines the quantity $\phi_{cl}(x_i)$ as,

$$\phi_{cl}(x_i) = \langle \Omega | \phi(x_i) | \Omega_j \rangle$$ \hspace{1cm} (3.5)

The field, $\phi_{cl}$, satisfies the classical equation of motion of the system. One performs the Legendre transform of $W[j]$ to obtain the effective action, $\Gamma[\phi_{cl}]$, of $\phi_{cl}$,

$$\Gamma[\phi_{cl}] = -W[j] - \int d^4 y j(y_i) \phi_{cl}(y_i)$$ \hspace{1cm} (3.6)

The stable ground states of the theory are minima of Gamma because,

$$\frac{\delta}{\delta \phi_{cl}(x_i)} \Gamma[\phi_{cl}] = -\frac{\delta}{\delta \phi_{cl}(x_i)} W[j] - \int d^4 y \frac{\delta j(y_i)}{\delta \phi_{cl}(x_i)} \phi_{cl}(y_i) - j(x_i)$$

$$= -\int d^4 y \frac{\delta j(y_i)}{\delta \phi_{cl}(x_i)} \frac{\delta W[j]}{\delta j(y_i)} - \int d^4 y \frac{\delta j(y_i)}{\delta \phi_{cl}(x_i)} \phi_{cl}(y_i) - j(x_i)$$

$$= -j(x_i)$$ \hspace{1cm} (3.7)

In a perturbative analysis, the effective action separates into that for two flat plates and corrections due to their roughness,

$$\Gamma = \Gamma^{(0)} + \Gamma^{(h)}$$ \hspace{1cm} (3.8)

The zeroth order vertices generated by, $\Gamma^{(0)}$, are obtained by solving the Green’s function of two flat surfaces. The roughness $\Gamma^{(h)}$, will be computed perturbatively in a loop expansion of the roughness profile.
3.1.2 Perturbation in the roughness profile

When the average height of the profile is much smaller than the separation between two plates, the interaction of Eq.(3.2) in terms of Hamiltonian can be expanded as:

\[
H_{\text{int}}[h, \phi] = H^{(e)}[h] + \sum_n \int dx dz [\lambda \delta(z - h(x) - a) + \bar{\lambda} \delta(z)] \phi_n(x, z)^2
\]

\[
= H^{(e)}[h] + \sum_n \int dx \frac{1}{2} [\lambda \phi_n^2(x, a + h(x)) + \bar{\lambda} \phi_n^2(x, 0)]
\]

\[
\sim H^{(e)}[h] + \sum_n H^{(0)}_{\text{int}}[\phi_n] + H^{(1)}_{\text{int}}[h, \phi_n] + H^{(2)}_{\text{int}}[h, \phi_n] + ...
\]

(3.9)

with,

\[
H^{(0)}_{\text{int}}[\phi] = \int dx \left[ \frac{\lambda}{2} \phi_n^2(x, a) + \frac{\bar{\lambda}}{2} \phi_n^2(x, 0) \right],
\]

(3.10a)

\[
H^{(m)}_{\text{int}}[h, \phi] = \frac{\lambda}{2} \int dx \frac{h^m(x)}{m!} \frac{\partial^m}{\partial a^m} \phi_n(x, a) \quad \text{for} \quad m > 0,
\]

(3.10b)

\[
H^{(e)}[h] = \int dx h(x) c_1^{(e)}(a; \lambda, \bar{\lambda}, T) + \frac{1}{2} \int dx dy h(x) c_2^{(e)}(x - y; \lambda) h(y) + ...
\]

(3.10c)

\(H^{(0)}_{\text{int}}\) gives the interaction of the scalar field with two flat plates. \(H^{(m)}_{\text{int}}\) is the \(m\)th order corrections to the potential in the profile. The additional terms \(H^{(e)}\) in the expression Eq.(3.9) and Eq.(3.10c) are counterterms to all orders in the profile \(h(x)\). They are local and do not depend on the dynamical field \(\phi\). Only the one-point counterterm, \(c_1^{(e)}(a; \lambda, \bar{\lambda}, T)\), depends on the plate separation \(a\), temperature \(T\) and both couplings \(\lambda, \bar{\lambda}\). This finite counterterm enforces the constraint \(\langle h \rangle = 0\) at any temperature and separation when the interaction with the scalar field \(\phi\) is turned on. It ensures that the parameter \(a\) represents the mean separation of the plates even when \(\lambda, \bar{\lambda}\) do not vanish. The two-point counterterm, \(c_2^{(e)}(x - y; \lambda)\), guarantees that the measured correlation \(\langle h(x)h(y) \rangle\) at temperature \(T = 0\) is given by \(D_2(x - y)\) when the two plates are far apart and \(\lambda > 0\). \(c_2^{(e)}(x - y; \lambda)\) by construction does not depend on the separation \(a\),
temperature $T$, or the coupling strength $\bar{\lambda}$ of the distant plate. It removes all the $a$ independent Casimir free energy contribution to the force. The $(n > 1)$-point counterterms ensure that the corresponding $n$-points correlation of the profile also remains unchanged at $T = 0$ when the plates are far apart and the interaction with the scalar is switched on. The model requires an infinite number of counterterms and is not renormalizable.

The generating functional for a free massless scalar field in equilibrium at temperature $T$ can be written in Matsubara’s formalism [62] as,

$$Z_0[j; T] = \int D[\phi_n] e^{-\frac{1}{2} \int \partial_\mu \phi_n \partial^\mu \phi_n + j_n \phi_n}$$

$$= \exp\left[-\frac{1}{T} \mathcal{F}^{(0)} + \frac{T}{2} \sum_n (j_n|G^0_n|j_n)\right], \quad (3.11)$$

where $\mathcal{F}^{(0)} = -\frac{\pi^2 T^4 V}{90}$ is the Helmholtz free energy of a massless scalar field in a three-dimensional Euclidean space of volume $V$ and,

$$(j_n|G^0_n|j_n) := \int d^3x \int d^3y j_n(x)G^0_n(x - y)j_n(y). \quad (3.12)$$

The free thermal Greens-function,

$$G^0_n(x - y) = e^{-\frac{2\pi n T |x - y|}{3}} \frac{1}{4\pi |x - y|}, \quad (3.13)$$

satisfies the differential equation,

$$(\zeta_n^2 - \nabla^2)G^0_n(x - y) = \delta(x - y) \quad \text{with} \quad \zeta_n = 2\pi n T. \quad (3.14)$$

The generating function of thermal Green’s functions at temperature $T$ of the interacting model is:

$$Z[j, h; T, a] = \exp\left[-\frac{1}{T} H_{\text{int}}[h, \frac{\delta}{\delta j}]\right]Z[\parallel j; T, a]$$

$$= \exp\left\{ -\frac{1}{T} \left[ H^{(\epsilon)}[h] + \sum_m \sum_n H^{(m)}_{\text{int}}[h, \frac{\delta}{\delta j_n}] \right] \right\} Z[\parallel j; T, a] \quad (3.15)$$
\(Z^{||}[j; T, a]\) contains all the information of the two flat parallel plates. It generates the thermal Green’s functions of the scalar field to all orders in the presence of the two plates separated by a distance \(a\),

\[
Z^{||}[j; T, a] = \exp \left[ -\frac{1}{T} \sum_n H_{\text{int}}^{(0)} \left[ \frac{\delta}{\delta j_n} \right] \right] Z_0[j; T]
\]

\[
= \exp \left[ -\frac{1}{T} \sum_n \int dx \left[ \lambda \frac{\delta^2}{\delta j_n(x, a)^2} + \bar{\lambda} \frac{\delta^2}{\delta j_n(x, a)^2} \right] \right] Z_0[j; T]
\]

\[
= \exp \left[ -\frac{1}{T} \mathcal{F}^{||}(T; a, \lambda, \bar{\lambda}) + \frac{T}{2} \sum_n (j_n |G^{||}_n| j_n) \right]. \quad (3.16)
\]

Here \(\mathcal{F}^{||}\) is the free energy of a massless scalar field in the presence of two semitransparent parallel plates. The detailed derivation of \(\mathcal{F}^{||}\) is given in A.1. \(H_{\text{int}}[h, \frac{\delta}{\delta j}]\) in Eq.(3.15) includes all the interaction with the roughness profile. Since all the Greens functions for two flat plates are translationally invariant, the dependence on the roughness profile in the field theoretic description may be obtained by replacing \(h(x)\) by the derivative operator \(h \to \frac{\delta}{\delta \alpha}\) acting on the roughness generating functional \(Z_h[\alpha]\). From the QFT point of view this promotes the roughness profile to a field on a two-dimensional surface all of whose correlators are known. Note that this field is not dynamical in the sense that only the \(n=0\) Matsubara frequency contributes. With a Gaussian generating functional of roughness correlations, the generating functional of the two interacting scalar fields, \(\phi\) and \(h\), is of the form,

\[
Z^{(\varepsilon)}[j, \alpha; T, a] = \exp \left[ -\frac{1}{T} H^{(\varepsilon)} \left[ \frac{\delta}{\delta \alpha} \right] - \frac{1}{T} \sum_{m=1}^{\infty} \sum_n H_{\text{int}}^{(m)} \left[ \frac{\delta}{\delta \alpha}, \frac{\delta}{\delta j} \right] \right]
\]

\[
\times \exp \left[ \frac{1}{2} \{\alpha |D_2| \alpha\} + \frac{T}{2} \sum_n (j_n |G^{||}_n| j_n) \right]. \quad (3.17)
\]

The thermal Green’s function, \(G^{||}_n\), of a scalar thermal mode in the presence of two flat parallel plates satisfies the partial differential equation,

\[
(\zeta_n^2 - \nabla^2 + \lambda \delta(z - a) + \bar{\lambda} \delta(z))G^{||}_n(x - y, z, z') = \delta(z - z') \delta(x - y)
\]

with \(\zeta_n = 2\pi n T\). \quad (3.18)
For a flat surface with transverse translational symmetry, the solution, $G_n^\parallel$, can be expressed by the reduced Green’s function $g^\parallel$ as,

$$
\left\langle \phi_n(x,z)\phi_n(y,z') \right\rangle^\parallel = G_n^\parallel(x-y,z,z') = \int \frac{dk}{(2\pi)^2} e^{ik(x-y)} g^\parallel(z,z';\kappa_n),
$$

(3.19)

with $\kappa_n^2 = \zeta_n^2 + k^2 = (2\pi nT)^2 + k^2$. Inserting Eq.(3.19) to Eq.(3.18) gives the ordinary second-order differential equation satisfied by $g^\parallel(z,z';\kappa)$,

$$
\left[ \kappa^2 - \frac{d^2}{dz^2} + \lambda\delta(z-a) + \bar{\lambda}\delta(z) \right] g^\parallel(z,z';\kappa) = \delta(z-z').
$$

(3.20)

The solution to the differential equation above is well known [20] and listed below A.2,

$$
g^\parallel(z,z';\kappa) = \frac{e^{-\kappa|z-z'|}}{2\kappa} - \frac{\Delta^{-1}}{2\kappa} \left[ e^{-\kappa|z-a|}, e^{-\kappa|z|} \right] \cdot A
$$

(3.21)

with $\Delta = 1 - t\bar{t}e^{-2\kappa a}$, $t = \frac{\lambda}{2\kappa + \lambda}$ and $\bar{t} = \frac{\bar{\lambda}}{2\kappa + \lambda}$.

### 3.2 Feynman Rules

We now derive the perturbative expansion with associated Feynman rules for the scattering matrix based on Eq.(3.17). Since the $\delta$-function potentials Eq.(3.2) constraint the interaction on the rough surface, it will be advantageous to derive the Feynman rules in transverse momentum space.

#### 3.2.1 Propagators

The model on the plane has four propagators. In transverse momentum space they are given by Eqs. (A.15a),(A.15b), (A.15c) of Appendix A and by the Fourier
transform $d(k)$ of $D_2$. On the two-dimensional plane, $\phi_n(x, a)$ and $\frac{\partial}{\partial a}\phi_n(x, a)$ are independent and distinct modes. Introducing their Fourier components,

$$\psi_n(k) := \int dxe^{ikx}\phi_n(x, a) \quad \text{and} \quad \tilde{\psi}_n(k) := \int dxe^{ikx}\phi'_n(x, a),$$

the four nonvanishing propagators of the surface model in (two-dimensional) Fourier space are

$$\langle \psi_n(k)\psi_n(-k) \rangle = g^{(f)}(\kappa_n) + g^{(s)}(\kappa_n) = \frac{1}{\lambda + 2\kappa_n} - \frac{2\kappa_nt^2\bar{t}e^{-2\kappa_na}}{\lambda^2\Delta_n},$$

$$\langle \psi_n(k)\tilde{\psi}_n(-k) \rangle = g^{(s)}(\kappa_n) = g^{(s)}(\kappa_n) = 0 + \frac{\kappa_nt\bar{t}e^{-2\kappa_na}}{\lambda\Delta_n},$$

$$\langle \tilde{\psi}_n(k)\tilde{\psi}_n(-k) \rangle = g^{(f)}(\kappa_n) + g^{(s)}(\kappa_n) = -\frac{\kappa_n}{2} - \frac{\kappa_nt\bar{t}e^{-2\kappa_na}}{2\Delta_n},$$

$$\langle h(k)h(-k) \rangle = d^{(f)}(\kappa_0) = \int dxdD_2(x)e^{ikx} = 2\pi\sigma^2\ell^2e^{-\ell^2k^2/2},$$

with

$$\Delta_n := 1 - t_n\bar{t}e^{-2\kappa_na}, \quad t_n := \frac{\lambda}{\lambda + 2\kappa_n},$$

$$\bar{t}_n := \frac{\lambda}{\lambda + 2\kappa_n}, \quad \kappa_n := \sqrt{(2\pi nT)^2 + k^2}.$$
the profile is assumed to be a Gaussian Eq.(3.23d). It is characterized by the variance $\sigma^2$ and correlation length, $\ell$ of the profile only. To describe realistic gold films, more sophisticated correlation functions [63] would be required for electromagnetic roughness corrections. It in fact appears impossible to reproduce experimental observations of the Casimir force with a single roughness scale [64]. Relatively rare, but high peaks of the roughness profile appear to dominate the correction at separations close to contact [65]. Although the results here only employ a simple Gaussian form, other correlation functions that vanish faster than any power of the transverse momentum are equally admissible and do not change our considerations and conclusions qualitatively.

The separation between two plates sets the low energy scale in this model. At large distances, the roughness correction is insensitive to local differences of the roughness profiles. For small separations $a \lesssim \ell$ the absolute magnitude of the correction does depends sensitively on the form of the correlation function in Eq.(3.23d). A quantitative comparison with experiments currently is possible only in the electromagnetic case, which is not considered here but will be discussed in the next chapter.

We collect the $\psi, \bar{\psi}$ propagators of Eq.(3.23) in the matrix,

$$g(\kappa) = \begin{pmatrix} g_{00}(\kappa) & g_{01}(\kappa) \\ g_{10}(\kappa) & g_{11}(\kappa) \end{pmatrix},$$

(3.25)

whose negative inverse $\Gamma^{(0)}$ is the matrix of two-point vertices for vanishing profile
\[ h = 0, \]
\[ \Gamma^{(0)}(\kappa) := -g^{-1}(\kappa) = -\frac{1}{\det[g(\kappa)]} \begin{pmatrix} g_{11}(\kappa) & -g_{01}(\kappa) \\ -g_{10}(\kappa) & g_{00}(\kappa) \end{pmatrix} \]
\[ = -\begin{pmatrix} \lambda + 2\kappa(1 + \bar{t}e^{-2\kappa a}) & 2\bar{t}e^{-2\kappa a} \\ 2\bar{t}e^{-2\kappa a} & -\frac{2}{\kappa}(1 - \bar{t}e^{-2\kappa a}) \end{pmatrix} \]
\[ = 2 \begin{pmatrix} -\kappa & 0 \\ 0 & \kappa^{-1} \end{pmatrix} - \begin{pmatrix} \lambda & 0 \\ 0 & 0 \end{pmatrix} - 2\bar{t}e^{-2\kappa a} \begin{pmatrix} \kappa & 1 \\ 1 & \kappa^{-1} \end{pmatrix}. \]

The corresponding generating functional of tree-level two-point vertices is,

\[ \Gamma^{(0)}[\psi, \tilde{\psi}] = \frac{1}{2} \sum_n \int \frac{dk}{(2\pi)^2} (\psi_n(k), \tilde{\psi}_n(k)) \cdot \Gamma^{(0)}(\kappa_n) \cdot \begin{pmatrix} \psi_n(-k) \\ \tilde{\psi}_n(-k) \end{pmatrix}, \quad (3.27) \]

The dependence of \( \Gamma^{(0)} \) on the coupling \( \lambda \) is only in the \( \psi\psi \)-component and is linear. A finite effective action implies vanishing \( \psi \) but does not constrain \( \tilde{\psi} \) in the strong coupling (Dirichlet) limit. Note that the quadratic form \( \Gamma^{(0)}[\psi, \tilde{\psi}] \) is an indefinite metric on the function space.

The vertex function \( \Gamma^{(0)}(\kappa_n) \) is diagonal in the Fourier-space of \( (k, \zeta_n) \)-modes and the free energy can be obtained,

\[ \frac{1}{2} \ln[-\det \Gamma^{(0)}(\kappa_n)] = \frac{1}{2} \ln\left(\frac{4\Delta_n}{1 - \bar{t}_n}\right) = \frac{1}{2} \ln(\Delta_n) + \frac{1}{2} \ln(1 + \frac{\lambda}{2\kappa_n}) + \ln 2. \quad (3.28) \]

Comparing with Eqs. (A.1) and (A.6), Eq.\((3.28)\) is interpreted as the contribution to the free energy of a thermal mode in the presence of two parallel flat plates. Eq.\((3.28)\) includes the contribution to the free energy due to the plate itself but not that due to the other (distant) plate. This corroborates that the (negative) effective action for the surface modes of a flat plate is given by Eq.\((3.27)\).

### 3.2.2 Vertices

The interaction in Eq.\((3.10)\) is quadratic in the scalar \( \phi \) and the profile \( h(x) \) is not dynamic. Primitive vertices thus are diagonal in the Matsubara frequency and we
Figure 3.1: Propagators, vertices and counter terms of the 2+1 dimensional field theory on the planar surface. The ‘roughness field’ \( h \) corresponds to wavy- and the two dynamical surface fields to solid- and dashed- lines. Counter term vertices are depicted as crosses. Apart from \( c_1 \), the theory only requires counter terms with an even number of \( h \)-legs. See the main text for details.

need only specify their dependence on \( \kappa_n = \sqrt{\zeta_n^2 + k^2} \) and \( \kappa'_n = \sqrt{\zeta_n^2 + k'^2} \). The interaction \( H_{\text{int}}^{(1)} \) in Eq.(3.10b) leads to transitions between the \( \psi \)- and \( \tilde{\psi} \)-modes. It corresponds to the three-point vertex \( \gamma_{10}^{(1)} \) in fig. 3.1,

\[
\gamma_{01}^{(1)}(\kappa, \kappa') = \gamma_{10}^{(1)}(\kappa', \kappa) = -\lambda .
\]  

Expressions for primitive \((m+2)\)-point vertices \( \gamma^{(m)} \) with \( m \) external roughness profiles are similarly obtained from Eq.(3.10b) by noting that in Fourier space \((\partial/\partial a)^m \phi_n(k, a)\) may be replaced by \( \kappa_n^2(\partial/\partial a)^{m-2} \phi_n(k, a)\) due to Eq.(3.20). Primitive vertices with an odd number of profiles leading to transitions between \( \psi \) and \( \tilde{\psi} \) modes are,

\[
\gamma_{01}^{(2n+1)}(\kappa, \kappa') = \gamma_{10}^{(2n+1)}(\kappa', \kappa) = -\lambda \sum_{k=0}^{n} \binom{2n+1}{2k} \kappa^{2k} \kappa'^{2(n-k)} .
\]
Vertices with an even number of profiles do not cause transitions between $\psi$ and $\tilde{\psi}$ fields,

$$
\gamma^{(2n)}_{00}(\kappa, \kappa') = -\lambda \sum_{k=0}^{n} \left( \frac{2n}{2k} \right)^{k^2} \kappa^{2(n-k)}
$$

$$
\gamma^{(2n)}_{11}(\kappa, \kappa') = -\lambda \sum_{k=1}^{n} \left( \frac{2n}{2k-1} \right)^{k^2} \kappa^{2(k-1)} \kappa'^{2(n-k)} .
$$

The diagrammatic form of these vertices is shown in fig. 3.1.

Introducing the Fourier-transform $h(k) = \int dxe^{ikx}h(x)$ of the profile, the primitive vertices may be collected to vertex functionals generating the interactions of the $n^{th}$ Matsubara mode with the profile,

$$
\lambda \sum_{n=1}^{\infty} \left( \frac{2\pi}{2m+1} \right)^{4} \left[ \prod_{j=1}^{2m+1} \int \frac{dk_{j}}{(2\pi)^{2}} h(k_{j}) \right] \delta(k + k' + \sum_{j=1}^{2m+1} k_{j}) \gamma_{00}^{(2m)}(\kappa_n, \kappa'_n) 
$$

$$
\lambda \sum_{n=1}^{\infty} \left( \frac{2\pi}{2m+1} \right)^{4} \left[ \prod_{j=1}^{2m+1} \int \frac{dk_{j}}{(2\pi)^{2}} h(k_{j}) \right] \delta(k + k' + \sum_{j=1}^{2m+1} k_{j}) \gamma_{11}^{(2m)}(\kappa_n, \kappa'_n) .
$$

Together with Eq.(3.26) the interactions of Eq.(3.32) determine the vertex functional $\Gamma[\psi, \tilde{\psi}; h]$ for any given profile $h(x)$,

$$
\Gamma[\psi, \tilde{\psi}; h] = \Gamma^{(0)}[\psi, \tilde{\psi}] + \Gamma^{(h)}[\psi, \tilde{\psi}] 
$$

with,

$$
\Gamma^{(h)}[\psi, \tilde{\psi}] = \frac{\lambda}{2} \sum_{n} \int \frac{dkdk'}{(2\pi)^{4}} \langle \psi_n(k), \tilde{\psi}_n(k) \rangle \cdot V_n[h](k, k') \cdot \begin{pmatrix} \psi_n(k') \\ \tilde{\psi}_n(k') \end{pmatrix} 
$$

$$
V_n[h] = \begin{pmatrix} V_n^{00} & V_n^{01} \\ V_n^{10} & V_n^{11} \end{pmatrix} .
$$
3.2.3 Counter terms

The 2-point correlation function of the roughness profile of Eq.(3.23d) decays exponentially at large momenta and the vertex functional given by Eq.(3.33) is quadratic in the field $\phi$. One-particle-irreducible (1PI) vertex functions with only external $\phi$-fields thus are finite if all 1PI vertices with only external roughness fields are. One therefore only requires counter terms for $n$-point vertex functions of the roughness profile.

The 1-point counterterm, $c^{(e)}_1$, is finite for $\varepsilon \rightarrow 0^+$ and vanishes for $a \rightarrow \infty$. This counterterm is necessary for an unambiguous definition of the separation $a$. It ensures that Eq.(2.43) holds at all temperatures, separations and couplings. The parameter $a$ otherwise would not always represent the mean separation of the plates. $c^{(e)}_1$ is the only counterterm that depends on the plate separation $a$, temperature $T$ and both coupling constants $\lambda$ and $\bar{\lambda}$. To leading order in the loop expansion, the equation $\langle h \rangle = 0$ is depicted in the first line of fig. 3.2 and given by,

$$\left. \left[ \frac{\delta Z^{(e)}[j, \alpha; T, a]}{\delta \alpha} \right]_{\alpha=0} \right|_{\text{1-loop}} = \langle h(x) \rangle = 0 \quad (3.35)$$

we obtain,

$$\left. c^{(e=0)}_1(a; \lambda, \bar{\lambda}) \right|_{\text{1-loop}} = -T \lambda \sum_n \int \frac{dk}{(2\pi)^2} g_{10}(\kappa_n) = -T \sum_n \int \frac{dk}{(2\pi)^2} \gamma^{(1)}_{10}(\kappa, \kappa') g_{10}(\kappa_n) \quad (3.36)$$

$$\rightarrow -\frac{\partial}{\partial a} f^{(2)}(T; \lambda, \bar{\lambda}, a)$$

where $f^{(2)}(T; \lambda, \bar{\lambda}, a)$ is the Casimir free energy per unit area at finite temperature on two semitransparent plates due to a massless scalar field given in Eq.(A.6). The last line in Eq.(3.36) reproduces the Casimir pressure on Dirichlet plates...
Figure 3.2: Feynman graphs for $c_1$ and $c_2$ counter-terms to one loop. $c_1$ is finite but eliminates all tadpole contributions and guarantees that $\langle h \rangle = 0$ for any coupling, temperature and separation. Counter terms $c_2, c_4, \ldots$ are local and guarantee that corrections to prescribed roughness correlations vanish at $T = 0$ in the limit $a \to \infty$.

at finite [66] and at zero temperature [5]. It is no coincidence that $c_1^{(e)}$ is the Casimir pressure since this counter term compensates for changes in the Casimir free energy due to $\langle h \rangle \neq 0$. Since it maintains $\langle h \rangle = 0$, the counterterm $c_1^{(\varepsilon=0)}$ cancels all one-particle reducible contributions to the free energy.

Counterterms with more than one external roughness field ensure that prescribed correlation functions of the profile remain unchanged at $T = 0$ when the two plates are (infinitely) far apart. Since $g_{01}^{(f)} = 0$, counter terms with an odd number of external $h$-fields vanish in the limit $a \to \infty$. These counter terms by definition depend only on the coupling $\lambda$ and on the cutoff $\varepsilon$ and can be computed using the fast parts of propagators in Eq.(3.23) that survive the $a \to \infty$ limit. Apart from $c_1$ the model requires only counter terms $c_{2n}^{(e)}$ with an even number of external roughness profiles. To leading order in the loop expansion, $c_2^{(e)}(q;\lambda)$ is obtained by evaluating the second row of diagrams in fig 3.2 at $T = 0$ in the limit $a \to \infty$. For $1/\lambda \gg \varepsilon \to 0^+$

$$
\lim_{a \to \infty} \left[ \frac{\delta^2 Z^{(e)}[j, \alpha; T, a]}{\delta \alpha \delta \alpha'} \right]_{\alpha, \alpha' = 0} = \langle h(k)h(-k) \rangle = d^{(f)}(\kappa_0) \quad (3.37)
$$
one obtains,

\[ c^{(c)}_2(q; \lambda) = \frac{\lambda^2}{2} \int_{-\infty}^{\infty} \frac{d\zeta}{2\pi} \int \frac{dk}{(2\pi)^2} \frac{(\kappa - \kappa'e^{\frac{-\epsilon \kappa}{\lambda}})e^{\frac{-\epsilon \kappa}{\lambda}}}{2\kappa + \lambda} \]

with \( \kappa'^2 = \zeta^2 + (q-k)^2 \)

\[ = \frac{\lambda^2}{32\pi^2} \left[ \frac{7}{\epsilon^3} - \frac{3\lambda}{2\epsilon^2} + \frac{3\lambda^2 - q^2}{6\epsilon} + \frac{q^2\lambda(23 - 24\gamma_E - 24\ln(\epsilon\lambda))}{36} + \frac{\lambda^3(1 - 3\ln 2)}{6} + \frac{5q\lambda^2}{6} + \frac{q^3}{3} - \frac{\lambda(\lambda + 2q)^3}{12q} \ln(1 + \frac{2q}{\lambda}) + O(\lambda\epsilon) \right] \]

For Dirichlet boundary conditions on considers the strong coupling limit \( 0 < 1/\lambda \ll \epsilon \rightarrow 0^+ \). The two-point counter term in this case simplifies to,

\[ c^{(c)}_2(q; \infty) = \frac{\lambda}{2} \int_{-\infty}^{\infty} \frac{d\zeta}{2\pi} \int \frac{dk}{(2\pi)^2} (\kappa - \kappa'e^{\frac{-\epsilon \kappa}{\lambda}})e^{\frac{-\epsilon \kappa}{\lambda}} = \frac{\lambda}{32\pi^2} \left[ \frac{45}{\epsilon^4} + \frac{q^2}{6\epsilon^2} + \frac{q^4}{24} \right] + O(q\epsilon) \]

(3.39)

The Feynman rules derived above define the loop expansion of this model. The total transverse momentum and thermal mode number are conserved at each vertex (assigning the time-independent \( h \)-field the Matsubara frequency \( \zeta_n = 0 \)).

This is a 2+1-dimensional thermal field theory: the presence of another plate in a third spatial dimension manifests itself in the non-local dependence of propagators on the length scale "\( a \)". From the point of view of the two-dimensional brane, this length scale could as well represent the Compton wave length of a massive particle. The model on the surface is holographic in the sense of [67, 68, 69].

### 3.3 The Dirichlet (strong coupling) limit

The vertices \( \gamma_0^{(2n)} \), \( \gamma_{11}^{(2n)} \), \( \gamma_{01}^{(2n+1)} \), and \( \gamma_{10}^{(2n+1)} \) in Eqs. (3.30) and (3.31) are all proportional to \( \lambda \). To leading order in the strong coupling expansion, the propagators \( g_{00}, g_{01}, g_{10} \) are of order \( \lambda^{-1} \) and \( g_{11} \) is of order \( \lambda^0 \). The leading superficial order in \( \lambda \) of a Feynman diagram, \( N_\lambda \), in the strong coupling regime thus is given by,

\[ N_\lambda = \# \gamma_0 + \# \gamma_0 + \# \gamma_{10} + \# \gamma_{11} - \# g_{00} - \# g_{01} - \# g_{10}, \]

(3.40)
where $\#X$ denotes the number of $X$’s the diagram is composed of. Moreover the model conserves the number of scalar surface fields and the $\psi$ and $\tilde{\psi}$ fields of propagators correspond to those of vertices, since the action is quadratic and $\langle h(x) \rangle$ vanishes. *Vacuum* diagrams thus satisfy the additional constraints,

\[
2\#\gamma_{00} + \#\gamma_{01} + \#\gamma_{10} = 2\#g_{00} + \#g_{01} + \#g_{10}
\]
\[
2\#\gamma_{11} + \#\gamma_{01} + \#\gamma_{10} = 2\#g_{11} + \#g_{01} + \#g_{10}
\]
\[
\#\gamma_{01} = \#\gamma_{10} \quad , \quad \#g_{01} = \#g_{10} .
\]

(3.41)

Combining Eq.(3.41) with Eq.(3.40), the leading superficial order of an individual connected vacuum diagram is given by the number of $g_{11}$ ($\lambda^0$ order) propagators it contains,

\[
N_\lambda^{(\text{vac})} = \#g_{11} = \#\gamma_{11} + \#g_{00} - \#\gamma_{00} .
\]

(3.42)

If the strong coupling (Dirichlet) limit of the free energy is to exist, superficially divergent contributions with $N_\lambda^{(\text{vac})} > 0$ have to cancel. Such delicate cancellations generally arise due to underlying symmetries and are the consequence of associated Ward identities. A finite strong coupling limit for *any* profile in this sense is a non-trivial condition on the surface model defined by Eq.(3.33) and Eq.(3.34). That a Ward-like identity may ensure the existence of the strong coupling limit is suggested by the vertex functional $\Gamma^{(0)}$ for a flat plate given in Eq.(3.27). It evidently satisfies the identity,

\[
\frac{\delta}{\delta\bar{\psi}_{n}(k)} \frac{\partial}{\partial\lambda} \Gamma^{(0)} = 0 .
\]

(3.43)

Eq.(3.43) can be interpreted as stating that for vanishing profile the normal derivative $\bar{\psi}$ need not vanish when Dirichlet boundary conditions are enforced. The original interaction with the profile by the $\delta$-function potential of Eq.(3.9) constrains the $\phi$-field at strong coupling but not its normal derivative. The strong coupling limit otherwise would not correspond to Dirichlet boundary conditions.
Even for non-vanishing profile, when \( \psi \) and \( \tilde{\psi} \) are coupled by \( V^{01}[h] \), the strong coupling limit must not require both surface fields to vanish. One therefore expects an \( h \)-dependent linear combination of \( \psi \) and \( \tilde{\psi} \) to survive strong coupling and a generalization of Eq.(3.27) to hold for the vertex functional \( \Gamma[\psi, \tilde{\psi}; h] \). Writing the linear combination of thermal modes in terms of an \( h \)-dependent functional \( A_n[h] \), the generalization of Eq.(3.43) takes the form,

\[
\left[ \frac{\delta}{\delta \tilde{\psi}_n(k)} + \int \frac{dk'}{(2\pi)^2} A_n(k,k'; h) \frac{\delta}{\delta \psi_n(k')} \right] \frac{\partial}{\partial \lambda} \Gamma[\psi, \tilde{\psi}; h] = 0 .
\]  

(3.44)

Inserting Eq.(3.33) and Eq.(3.34) in Eq.(3.44) and varying \( \psi(k) \) and \( \tilde{\psi}(k) \) leads to the two functional relations,

\[
A_n[h] \cdot (\mathbb{1} - V_n^{00}[h]) = V_n^{10}[h] \quad \text{and} \quad A_n[h] \cdot V_n^{01}[h] + V_n^{11}[h] = 0 .
\]  

(3.45)

A solution \( A_n[h] \) to Eq.(3.45) exists only if,

\[
V_n^{11}[h] + V_n^{10}[h](\mathbb{1} - V_n^{00}[h])^{-1}V_n^{01}[h] = 0 ,
\]  

(3.46)

for any profile \( h \). We have explicitly verified Eq.(3.46) to sixth order in the profile \( h(k) \). Although we here do not provide a (combinatoric) proof of Eq.(3.46) to all orders, note that Eq.(3.44) determines \( A[h] \) and \( V^{11}[h] \) for any choice of \( V^{10} \) and \( V^{00} \). Requiring that solutions to the wave equation with Dirichlet boundary conditions are not trivial in this sense determines the interaction \( V_n^{11}[h] \) in terms of \( V^{10}[h] \) and \( V^{00}[h] \). Eq.(3.46) can be viewed as generating \( \gamma_{11} \)-vertices that are consistent with proposed \( \gamma_{01} \) and \( \gamma_{00} \) vertices. It is an indication of the consistency of the model that we can verify that vertices with up to six external roughness fields indeed satisfy Eq.(3.46). We will not require higher vertices in our calculations and may safely assume that Eq.(3.46) in fact holds to all orders in this model.

We still need to show that Eq.(3.46) is sufficient for a finite strong coupling limit of the effective action. In the following a connected Feynman diagram
is called $\bar{\psi}$-reducible if it becomes disjoint by removing a single $g_{11}$ propagator and any number of $d$-propagators\(^1\). In this quadratic model, a vertex thus is $\bar{\psi}$-irreducible only if it contains no internal $g_{11}$ propagators. The analog of Eq.(3.41) for a $\bar{\psi}$-irreducible vertex diagram with two external $\bar{\psi}$-lines and no internal $g_{11}$ propagators implies that,

$$2 \# \gamma_{00} + \# \gamma_{01} + \# \gamma_{10} = 2 \# g_{00} + \# g_{01} + \# g_{10}$$

$$2 \# \gamma_{11} + \# \gamma_{01} + \# \gamma_{10} = 2 + \# g_{01} + \# g_{10}.$$  \hskip 1cm (3.47)

Its leading superficial order in $\lambda$ therefore is,

$$N_{\lambda}(\bar{\psi}\text{-irred. } \bar{\psi}\bar{\psi}\text{-vertex}) = \# \gamma_{00} + \# \gamma_{01} + \# \gamma_{10} - \# g_{00} - \# g_{01} - \# g_{10}$$

$$= \# \gamma_{11} + \# g_{00} - \# \gamma_{00} = 1.$$  \hskip 1cm (3.48)

Eq. (3.46) on the other hand implies that the leading order in $\lambda$ of all contributions to an $\bar{\psi}$-irreducible $\bar{\psi}\bar{\psi}$-vertex in fact cancels. The superficial order in $\lambda$ in Eq.(3.48) does not account for this cancellation among contributions of the

\(^1\)A diagram that can only be separated by cutting $g_{00}$, $g_{01}$, $g_{10}$ propagators and any number of $d$-lines is $\bar{\psi}$-irreducible. A one-particle reducible diagram thus can be $\bar{\psi}$-irreducible.
same superficial order and a $\bar{\psi}$-irreducible $\bar{\psi}\bar{\psi}$-vertex therefore is at most of order $\lambda^0$.

The superficial order in the coupling $\lambda$ of a vacuum diagram was found to be just $\#g_{11}$ in Eq.(3.42). This is precisely the number of $\bar{\psi}$-irreducible $\bar{\psi}\bar{\psi}$-vertices the diagram contains. Since we have just seen that Eq.(3.46) implies that a $\bar{\psi}$-irreducible $\bar{\psi}\bar{\psi}$-vertex in fact contributes at most in $O(\lambda^0)$, the combined contribution to the free energy of all vacuum diagrams with a given number of $g_{11}$ propagators also is at most of order $O(1)$. Eq.(3.44) thus ensures a finite free energy in the strong coupling (Dirichlet) limit.

### 3.4 Two-loop contribution to the free energy: the leading roughness correction

The two-loop vacuum diagrams of Fig. 3.4 give the leading roughness correction to the free-energy. The contribution from the last five diagrams is,

$$\Delta f^{(2)} = \left(V_n^{10}g_{00}(\kappa'_n)V_n^{01}g_{11}(\kappa_n) + V_n^{10}g_{01}(\kappa'_n)V_n^{10}g_{01}(\kappa_n)\right)_{m=0} d(k-k') + \left(V_n^{00}g_{00}(\kappa_n) + V_n^{11}g_{11}(\kappa_n) + c_{2n}^{(e)}\right)_{m=1} d(0) \quad (3.49)$$

The evaluation of Eq.(3.49) simplifies and is more transparent in the Dirichlet limit for both plates. The correction to the Casimir free energy per unit area of
a massless scalar field for two parallel plates due to roughness of one plate in this case is given by the expression [70],

$$\Delta f^{(2)}_D(\sigma, \ell; a, T) = -T \sum_n \int \frac{d\kappa d\kappa'}{(2\pi)^4 (e^{2\kappa a} - 1)(1 - e^{-2\kappa a})},$$  (3.50)

where $d(\kappa - \kappa')$ is the two-point correlation function of the roughness profile. There in addition is a correction to the free energy due to roughness of an isolated plate. It does not depend on the separation $a$ and therefore does not lead to a modification of the force on a rough plate and will be ignored. The correction to the interaction of Eq.(3.50) depends on the exact form of $d(\kappa - \kappa')$, but some conclusions about its general behavior can be drawn in the limit of large ($\ell \gg a$) and of small ($\ell \ll a$) correlation length.

For $\ell \gg a$, the support of the roughness correlation $d(\kappa - \kappa')$ is restricted to $|\kappa - \kappa'| a \ll 1$. One may replace $\kappa'$ by $\kappa$ in the integrand without large error. With $\sigma^2 = (2\pi)^{-2} \int d\kappa d(\kappa)$ this gives the universal limit,

$$\Delta f^{(2)}_D(\sigma \gg a, T) \sim -\frac{\sigma^2}{2} \frac{\partial^2}{\partial a^2} f^{(2)}(T; \lambda \to \infty, \bar{\lambda} \to \infty, a)$$

$$= \frac{\sigma^2}{2} \frac{\partial^2}{\partial a^2} \sum_{m=-\infty}^{\infty} \sum_{n=1}^{\infty} \frac{-a/\pi^2}{(2na)^2 + (m/T)^2} \xrightarrow{2Ta \ll 1} -\frac{\pi^2 \sigma^2}{240a^5},$$

which does not depend on the specific form of the correlation function $d(\kappa)$. As should be expected [71], Eq.(3.51) coincides with the roughness correction in limit of large correlation length so-called proximity force approximation (PFA) [72, 16].

In the opposite limit of short correlation length, $\ell \ll a$, or at large separations, the $\kappa$-integral is exponentially restricted to the domain $|\kappa| \ll 1/a$ whereas the $\kappa'$-integral in Eq.(3.50) is finite only because roughness correlations are negligible for $|\kappa'| \gg 1/\ell \gg 1/a$. The leading behavior of the roughness correction at
Figure 3.5: (color online) Relative roughness corrections to the Casimir energy and Casimir force in % due to a scalar satisfying Dirichlet boundary conditions on two plates, one of which is flat, the profile of the other is characterized by its variance $\sigma^2 = 49\text{nm}^2$ and correlation length $\ell$. In two-loop approximation the correction is proportional to $\sigma^2$. Pairs of dashed and solid curves of the same color correspond to the same $\ell = 10\text{nm}$ (violet), $15\text{nm}$ (blue), $20\text{nm}$ (cyan), $25\text{nm}$ (green) and $\ell = \infty$ (from the outer pair of curves to the inner). Dashed curves represent the correction as a function of the mean separation $a$, whereas solid curves show it as a function of the effective separation $a_{\text{eff}} = a - \frac{\sigma^2}{\ell} \sqrt{\frac{\pi}{2}}$. The (red) PFA correction for $\ell = \infty$ is the same in both cases.

separations $a \gg \ell$ thus is,

$$
\Delta f^{(2)}(\ell \ll a, \lambda \sim \infty) \sim - \int \frac{dk'}{(2\pi)^2} k' d(k') \times T \sum_n \int \frac{d\kappa}{(2\pi)^2} \frac{\kappa_n}{(e^{2\kappa_n} - 1)}
$$

$$
= - \left( \frac{\sigma^2}{\ell} \sqrt{\frac{\pi}{2}} \right) \times \frac{\partial}{\partial a} f^{(2)}(T; \infty, \infty, a)
$$

$$
= f^{(2)}(T; \infty, \infty, a_{\text{eff}}) - f^{(2)}(T; \infty, \infty, a) + O\left( \frac{\sigma^4}{a^5 \ell^2} \right),
$$

where $f^{(2)}(T; \infty, \infty, a)$ is the free energy of Eq.(A.6) for two flat parallel Dirichlet planes at separation $a$ and

$$
a_{\text{eff}} = a - \int \frac{d\kappa}{(2\pi)^2} \kappa d(k) \sim a - \frac{\sigma^2}{\ell} \sqrt{\frac{\pi}{2}}.
$$

The shift away from the mean of the profile is always of order $\sigma^2/\ell$, but the proportionality constant depends somewhat on the shape of the correlation function $d(k)$ and is $\sqrt{\pi/2} \sim 1.25\ldots$ for the one of Eq.(3.23d) only. Note that this displacement in the apparent surface of the profile is within the ”thickness” of the profile for $\sigma < \ell$. This mild condition is a requirement for the validity of the loop
expansion and generally is satisfied by natural surfaces whose roughness is due to random dislocations of surface atoms. However, it should be noted that surfaces with $\sigma > \ell$ can be artificially created. In this case a loop expansion of the free energy in $\sigma^2/\ell^2$ is not applicable [73, 74].

Even though the shift in Eq.(3.53) generally is quite small and well within the profile’s thickness, its effect on the roughness correction can be dramatic. As shown in Fig. 3.5, or as can be deduced by examining Eq.(3.50), the perturbative roughness correction tends to increase with decreasing correlation length when the mean separation between the two plates is used as reference. The correction is quite large even for $a \gg \ell$ and easily exceeds 20% at experimentally accessible separations for typical roughness profiles [50, 51, 75]. However, this effect to a great extent is eliminated by redefining the effective planar ‘surface’ of a rough plate. As shown in Fig. 3.5, the residual roughness correction decreases with decreasing correlation length $\ell$ if the effective separation $a_{\text{eff}}^D$ of Eq.(3.53) is used for the separation. Thus, at least to leading order in the loop expansion, the main effect of roughness is to define the reference plane of the plate. This reference plane generally is not the mean of the profile.

To determine the absolute separation of rough plates can be experimentally challenging. The previous considerations suggest that one could instead experimentally calibrate the (effective) separation of two plates in a manner that eliminates asymptotic $1/a^4$ corrections to the Casimir interaction energy of flat parallel plates (or asymptotic $1/a^5$-corrections to the force). In terms of this definition of the separation, the leading asymptotic correction to the force for large $a \gg \ell$ is of order $1/a^6$ only. Note that PFA-corrections, corresponding to infinite correlation length, are of this order and are not altered by this procedure. Such an intrinsic determination of the effective separation $a_{\text{eff}}^D$ eliminates systematic errors due to electrostatic and other means of deducing the average separation of rough
surfaces and facilitates a theoretical interpretation of experiments. However, the suggested calibration suffers from the fact that the Casimir force and therefore the signal-to-noise ratio decrease rapidly with increasing separation. A truly asymptotic calibration is impractical and a compromise necessary. Fig. 3.5 suggests that intermediate separations (100nm $< a < 300$nm) could be used to optimize this procedure in most experimental situations. In terms of the asymptotically optimal separation, corrections to the Casimir force of two flat plates are much smaller and under better theoretical control.

An improved definition of the effective separation is necessary to avoid the conclusion that unitarity is violated because the reflection coefficient of a rough plate at long wavelengths ($a \gg \ell$) is larger than for a perfectly reflecting mirror. With an improved definition, the scattering matrix of a rough plate and the corresponding Casimir force ought to both decrease in magnitude compared to those for a flat (perfectly reflecting) Dirichlet plate. One furthermore expects the scattering matrix and Casimir force to decrease in magnitude with decreasing $\ell$ for $a \gg \ell$. Both physical requirements are met for $a \gg \ell$ by using the effective separation $a_{\text{eff}}^D$ defined in Eq.(3.53). The corresponding force is always weaker than the PFA suggests. We now show that this improved definition of the separation to a rough plate leads to a scattering matrix with acceptable properties in the limit $\ell \ll a$.

3.5 The limit $a \gg \ell$: An effective low-energy field theory.

In the limit $\ell \ll a$ the two-point correlation function $D_2(x)$ of the profile is localized to $|x| \lesssim \ell \ll a$ and we can use renormalization group techniques[76] to analyze the situation. In this limit we can approximately ”integrate out” high momentum contributions and construct an effective theory of surface fields for
wave numbers $|\mathbf{k}| \lesssim 1/a$. In the present model, the separation of momentum scales already occurs for tree-level surface field propagators. In Eq.(3.23) they naturally decompose into $(f)\text{ast}$ and $(s)\text{oft}$ components.

A local vertex $v_{NN}$ of the effective low-energy theory corresponds to the sum of all connected diagrams that contain only $(f)\text{ast}$ internal propagators and have $2N (s)\text{oft}$ external $\psi$- and $2\tilde{N} (s)\text{oft}$ external $\bar{\psi}$-fields and no external $h$-fields. Because $g_{01}^{(f)} = 0$, the effective local vertices do not mix dynamical surface fields and conserve the number of $\psi$- and $\bar{\psi}$-fields individually. They vanish unless the number of external $\psi$ and $\bar{\psi}$ fields are both even. Since the range of the roughness correlation $D_2(\mathbf{x} - \mathbf{y})$ vanishes, these vertices are local in the limit $\ell \to 0$ and by construction do not depend on the presence of another plate at separation $a$ and coupling $\bar{\lambda}$. Closed loops of fast surface fields correspond to separation-independent corrections to roughness-correlations that are precisely canceled by the corresponding counter terms at $T = 0$. At low temperatures it therefore suffices to consider connected vertex diagrams with only fast internal propagators and no closed internal loops of dynamical surface field propagators. The effective local vertices are finite since all loop momenta are restricted to $|\mathbf{k}|\ell \lesssim 1$ by the roughness-correlations, but some tend to diverge for $\ell \to 0$. To determine the degree of divergence with $\ell$, note that the number, $L$, of transverse momentum loops of a connected vertex diagram with $2(N + \tilde{N})$ external surface fields is given by,

$$L = \#d + 1 - N - \tilde{N} \tag{3.54}$$

where $\#d$ is the number of roughness-propagators $d(\mathbf{k})$ the diagram contains. To determine the dimension of the $NN\tilde{N}$-vertex, $v_{NN\tilde{N}}$, we first consider the effective action for the roughness interaction,

$$\Gamma^{(\text{int})}[\psi, \bar{\psi}] = \int \frac{d\mathbf{k}_1...d\mathbf{k}_{2N} d\tilde{\mathbf{k}}_1...d\tilde{\mathbf{k}}_{2\tilde{N}}}{(2\pi)^{4(N+\tilde{N})}} \delta^2(\mathbf{k}_1 - ... - \mathbf{k}_{2N} - \tilde{\mathbf{k}}_1 - ... - \tilde{\mathbf{k}}_{2\tilde{N}}) \times \psi(\mathbf{k}_1)...\psi(\mathbf{k}_{2N}) \cdot v_{NN\tilde{N}} \cdot \bar{\psi}(\mathbf{k}_1)...\bar{\psi}(\mathbf{k}_{2N}) \tag{3.55}$$
The restriction that $\Gamma^{(\text{int})}[\psi, \tilde{\psi}]$ has zero canonical mass-dimension leads to the relation,

$$[\Gamma^{(\text{int})}] = 0 = 4N + 4\tilde{N} - 2 + 2N[\psi] + [v_{N\tilde{N}}] + 2\tilde{N}[\tilde{\psi}] \quad (3.56)$$

Where $[\ldots]$ represents the mass-dimension. From the definition of Eq.(3.22) and the Green’s function Eq.(3.20), we determine $[\psi] = -\frac{3}{2}$, $[\tilde{\psi}] = -\frac{1}{2}$. Therefore the mass-dimension $[v_{N\tilde{N}}]$ of a $N\tilde{N}$-vertex in transverse momentum space, follow Eq.(3.56), is,

$$[\lambda^{-2N}v_{N\tilde{N}}] = 2 - 3N - 3\tilde{N} \quad . \quad (3.57)$$

In Eq.(3.57) a factor of $\lambda^{-1}$ provided by $g_{00}^{(s)}$ and $g_{01}^{(s)}$ propagators in vacuum diagrams was included for each external $\psi$-field. We distinguish two extreme limits:

### 3.5.1 A rough Dirichlet plate: $1/\lambda \ll \ell \ll a$

For $1/\lambda \ll \ell$ the internal $g_{00}^{(f)}$ propagators, given in Eq.(3.23a), of an effective local vertex may be approximated by $1/\lambda$. $\lambda\ell \gg 1$ includes the case of Dirichlet boundary conditions on the rough plate and we for simplicity consider only this extreme limit. The leading contribution to an $N\tilde{N}$-vertex is proportional to $\lambda^{2N}$ due to the cancellations observed in Sec. 3.3. Note that internal $d$-propagators
of a diagram are proportional to $\sigma^2$. For vanishing external momenta (large internal momentum) Eqs. (3.54) and (3.57) then imply that the sum of $L$-loop contributions to the effective local vertex behaves as,

$$\lambda^{-2N} v_{L}^{(L)} \propto \frac{\sigma^2}{\ell} \left( \frac{\sigma^2 \ell}{\ell^2} \right)^{L-1} \left( 1 + O\left((\lambda \ell)^{-1}\right)\right), \quad (3.58)$$

in the strong coupling limit. Upon summing the all loop contributions, the local effective vertex at vanishing external momentum in the Dirichlet limit thus is of the form,

$$v_{N}^{D} = \sum_{L=1}^{\infty} v_{L}^{(L)} = \lambda^{2N} \frac{\sigma^2}{\ell} \left( \frac{\sigma^2 \ell}{\ell^2} \right)^{N+\tilde{N}-1} Q_{N}^{D} \left( \frac{\sigma^2}{\ell^2} \right), \quad (3.59)$$

where the dimensionless functions $Q_{N}^{D}(s)$ are analytic at $s = 0$. We emphasize that the effective vertices reflect properties of the rough plate only. They do not depend on characteristics of the other parallel plate and we have the desired separation of scales. $\sigma^2/\ell^2 < 0.1$ for typical surfaces used in Casimir studies [45, 77, 50, 51, 75]. Low orders in the loop expansion therefore should provide fairly accurate local vertices $v_{N}^{D}$ in the strong coupling limit.

Before proceeding to evaluate local effective vertices to leading order in the (hard) loop expansion, observe that the function $Q_{N}^{D}$ in Eq.(3.59) depends on the two-point correlation function $d(k)$ and, in principle, also depends on higher correlation functions of the roughness profile. It therefore largely is a matter of perspective whether the vertices $v_{N}^{D}$ of Eq.(3.59) or the correlation functions $D_n$ of Eq.(2.42) are used to describe a rough plate in the low energy effective field theory. Of course, not every set of local vertices $v_{N}^{D}$ corresponds to a physically realizable profile. A model of the correlations provides a basis for appropriate values and relations among the effective vertices $v_{N}^{D}$ of the low-energy description. Nevertheless, within a certain domain, the phenomenological parameters of the low-energy effective theory in effect are the local vertices themselves. Assuming an analytic continuation of the functions $Q_{N}^{D}(s)$ to $s > 1$ to exist, this effective
low-energy description can be extended to a region of the parameter space where a loop-expansion is no longer feasible [73, 74].

Observe that the dependence of effective local vertices on external momenta of (s)oft fields gives rise to contributions to the free energy that are suppressed by powers of $\ell/a$. To leading order in the loop expansion in $\sigma^2/\ell^2$, Eq.(3.59) implies that effective local vertices with more than four (s)oft external fields can be ignored in the limit $\ell/a \rightarrow 0$. As in chiral perturbation theory [78] one arrives at an expansion in the canonical dimension of local vertices, those with more external fields becoming relevant at higher orders of the (soft) loop expansion only. Allowing for at most one hard internal loop, the low-energy effective model in the present limit (with the correlation function $d(k)$ of Eq.(3.23d)) is described by the following local effective vertices,

$$v_{01}^D = \ell^2 \sigma^2 \int_0^\infty \lambda^2 \left( \frac{2}{2k + \lambda} - \lambda \right) e^{-k^2 \ell^2/2} \xrightarrow{\lambda \ell \gg 1} -\frac{\sigma^2}{\ell} \sqrt{2\pi} \delta_{nn'}$$ (3.60a)

$$v_{10}^D = -\lambda^2 \ell^2 \sigma^2 \int_0^\infty \lambda^2 \left( \frac{k}{2e^{-k^2 \ell^2/2}} \right) \xrightarrow{\lambda \ell \gg 1} -\frac{\lambda^2 \sigma^2}{4\ell} \sqrt{2\pi} \delta_{nn'}$$ (3.60b)

$$v_{02}^D = 2\pi \ell^4 \sigma^4 \int_0^\infty \lambda^4 \left( \frac{2}{(2k + \lambda)^2} - \frac{4\lambda^3}{2k + \lambda} + 2\lambda^2 \right) e^{-k^2 \ell^2} \xrightarrow{\lambda \ell \gg 1} 8\pi \sigma^4 (\delta_{nn'} \delta_{mm'} + \delta_{nm} \delta_{nm'} + \delta_{nm'} \delta_{nm})$$ (3.60c)

$$v_{11}^D = 2\pi \lambda^2 \ell^2 \sigma^2 + 2\pi \ell^4 \sigma^4 \int_0^\infty \lambda^4 k \left( \frac{\lambda^4 k}{2k + \lambda} \right) e^{-k^2 \ell^2} \xrightarrow{\lambda \ell \gg 1} 2\pi \lambda^2 \sigma^2 (\ell^2 (\delta_{nn} \delta_{mm} + \delta_{nm} \delta_{nm'}) + \sigma^2 \delta_{nm} \delta_{nm'})$$ (3.60d)

$$v_{20}^D = 2\pi \ell^4 \sigma^4 \int_0^\infty \lambda^4 k^2 \frac{1}{2} e^{-k^2 \ell^2} \xrightarrow{\lambda \ell \gg 1} \frac{\pi \lambda^4 \sigma^4}{2} (\delta_{nn'} \delta_{mm'} + \delta_{nm} \delta_{nm'} + \delta_{nm'} \delta_{nm})$$ (3.60e)

etc.

Only the final expressions of Eq.(3.60) include Kronecker symbols for the Matsubara modes [indices with a bar designate $\tilde{\psi}$ modes]. Note that the tree-level ("one-roughness-exchange") and one-loop contributions to $v_{11}$ differ in the flow...
of mode indices. The individual terms of the intermediate expressions correspond to contributions to the vertex from topologically different diagrams.

The free energy of the effective low-energy theory with the (s)oft propagators of Eq.(3.23) and local vertices of Eq.(3.60) describes separation-dependent corrections due to the profile of a Dirichlet plate at separations $a \gg \ell$ from a smooth parallel plate. The free energy of the low-energy effective theory in powers of $\sigma/a$ is obtained in the (s)oft loop expansion. The effective 2-point vertices $v_{10}^D$ and $v_{01}^D$ play a crucial rôle: they correct the low-energy behavior of propagators and thus affect all higher orders of the expansion as well.

The ratio $v_{10}^D : v_{01}^D = \lambda^2/4$ precisely compensates for the ratios of soft propagators $g^{(s)}_{11} : g^{(s)}_{10} : g^{(s)}_{00} = -\lambda/(2t)$ in the Dirichlet ($t \rightarrow t^D = 1$) limit. The roughness and separation-dependent correction, $\Delta f^{(2)}$, to the free energy per unit area of the effective low energy model thus is obtained by evaluating the 1-loop diagrams of Fig. 3.7 with an effective self-interaction $-2\rho^D = 2v_{01}^D$ for a soft scalar with propagator $g^{(s)}_{11}$,

$$\Delta f^{(2)}_{1\text{-loop}}(\rho^D, a \gg \ell \gg 1/\lambda) = -T \sum_n \int \frac{dk}{(2\pi)^2} \sum_{k=1}^{\infty} \frac{1}{2k} \left( \frac{2\rho^D \kappa_n \bar{t}_n e^{-2\kappa_n a}}{2\Delta_n} \right)^k$$

$$= \frac{T}{2} \sum_n \int \frac{dk}{(2\pi)^2} \left[ \ln(\Delta_n - \rho^D \kappa_n \bar{t}_n e^{-2\kappa_n a}) - \ln(\Delta_n) \right]$$

$$= \frac{T}{2} \sum_n \int \frac{dk}{(2\pi)^2} \left[ \ln(1 + \rho^D \kappa_n \bar{t}_n e^{-2\kappa_n a}) - \ln(\Delta_n) \right]$$

$$= \frac{T}{2} \sum_n \int \frac{dk}{(2\pi)^2} \left[ \ln(1 - t^\text{rough}_D(\kappa_n) \bar{t}_n e^{-2\kappa_n a_{\text{eff}}}) - \ln(\Delta_n) \right]$$

(3.61)

The one-loop free energy depends on the mean plate separation $a$ and on the length $\rho^D = -v_{01} \sim \sqrt{2\pi} \sigma^2/\ell$ that characterizes the profile. The effective separation of the two plates, $a^D_{\text{eff}} = a - \rho^D/2$, in one-hard-loop approximation coincides with the one found perturbatively in Eq.(3.53). We in addition obtain the reduced
scattering matrix $t^D_{\text{rough}}$ for low-energy scattering off a rough Dirichlet plate,

$$t^D_{\text{rough}}(\kappa) = (1 + \rho^D \kappa)e^{-\rho^D \kappa}. \tag{3.62}$$

$t^D_{\text{rough}}(\kappa)$ is positive and never exceeds unity. It satisfies all the requirements of a reduced scattering matrix and is consistent with phenomenology for scattering off a rough plate in that only short wavelengths with $\kappa \rho^D \gg 1$ are strongly affected. $t^D_{\text{rough}}(\kappa) < 1$ is due to diffuse scattering of part of the incident wave with (transverse) wave vector $k$. The intensity of the outgoing wave with (transverse) wave-vector $k$ is thereby reduced. Diffuse scattering by a rough surface is more effective at shorter wavelengths and negligible for wavelengths that are long compared to $\rho^D \sim \sigma^2/\ell$. Note that the scattering matrix found in this approximation does not depend on the separation $a$ of the two plates (as the $GTGT$-formula[22] indeed requires). However, the approximations in deriving the low energy effective theory are justified only for $a \gg \ell$. 

Figure 3.7: One (s)low loop contributions to the free energy in the effective model for a rough plate. Lines correspond to (s)low propagators and dots represent effective local 2-point vertices.
3.5.2 A rough semitransparent plate: \( a \gg \ell \ll 1/\lambda \)

This limit includes that of weak coupling. We proceed similarly as for the Dirichlet case but \( \ell \) now is the smallest correlation length. The leading behavior of a local vertex thus is determined by its degree of divergence as the ‘cutoff’ \( \ell \) on hard loop momenta is removed. In the limit of large transverse momenta we have that \( g^{(f)}_{00} \sim 1/k, g^{(f)}_{11} \sim -k/2 \). Neither depends on \( \lambda \) and a local vertex in this case is proportional to \( \lambda^{N_V} \), where \( N_V \) is the total number of primitive vertices it is composed of. Eqs. (3.57) and (3.54) then imply that for vanishing external momenta,

\[
v^{(#L)}_{NN} \propto \frac{\lambda^{2N}}{\ell^2} \left( (\ell \sigma^2)^\tilde{N} + N (\lambda \ell)^{N_V - 2N} \left( \frac{\sigma^2}{\ell^2} \right)^{#L-1} \left( 1 + \mathcal{O}(\lambda \ell) \right) \right) .
\]

The implication of Eq.(3.63) becomes clear upon noting that for any connected diagram \( N_V - 2N \geq \tilde{N} - N + 1 \). At any given order in the loop expansion, the largest contribution to an effective local vertex in the present limit therefore is from diagrams with the minimal number \( N_V = \tilde{N} + N + 1 \) of internal vertices. Local vertices that include external \( \tilde{\psi} \)-fields thus are suppressed by powers of \( \lambda \ell \ll 1 \) compared to \( n \)-point vertices with \( \psi \)-legs only. The low energy effective model for \( a \gg \ell \ll 1/\lambda \) thus is described by a scalar with propagator \( g^{(s)}_{00} \) and local \( v_{N0} \) vertices only. To first order in the loop expansion one again obtains the vertices of Eqs. (3.60b) and (3.60e),

\[
v_{10} = -\lambda^2 \ell^2 \sigma^2 \int_0^{\infty} dk k^2 e^{-k^2 \ell^2/2} \xrightarrow{\lambda \ell \ll 1} -\frac{\lambda^2 \sigma^2}{4 \ell} \sqrt{2\pi} \delta_{nn'} \quad (3.64a)
\]

\[
v_{20} = 2\pi \ell^4 \sigma^4 \int_0^{\infty} dk k^2 \left( \frac{\lambda^2 k^2}{2} \right)^2 e^{-k^2 \ell^2} \xrightarrow{\lambda \ell \ll 1} \frac{\pi \lambda^4 \sigma^4}{2} \left( \delta_{nn'} \delta_{mm'} + \delta_{nm} \delta_{mn'} + \delta_{nm'} \delta_{nm} \right) \quad (3.64b)
\]

but the local effective interactions \( v_{01}, v_{11} \) and \( v_{02} \) become negligible. To one \( (s) \)oft loop, the roughness and separation-dependent correction \( \Delta f^{(2)} \) to the free energy
per unit area in the limit \( a \gg \ell \ll 1/\lambda \) is,

\[
\Delta f^{(2)}_{\text{1-loop}}(\rho; a \gg \ell \ll 1/\lambda) = -T \sum_n \int \frac{d\mathbf{k}}{(2\pi)^2} \sum_{k=1}^{\infty} \frac{1}{2k} \left( \frac{\rho \kappa_n \bar{t}_n e^{-2\kappa_n a}}{\Delta_n} \right)^k
\]

\[
= T \sum_n \int \frac{d\mathbf{k}}{(2\pi)^2} \left[ \ln(\Delta_n - \rho \kappa_n \bar{t}_n e^{-2\kappa_n a}) - \ln(\Delta_n) \right]
\]

\[
= T \sum_n \int \frac{d\mathbf{k}}{(2\pi)^2} \left[ \ln(1 - (1 + \rho \kappa_n) \bar{t}_n e^{-2\kappa_n a}) - \ln(\Delta_n) \right]
\]

\[
= T \sum_n \int \frac{d\mathbf{k}}{(2\pi)^2} \left[ \ln(1 - t_{\text{rough}}(\kappa_n) \bar{t}_n e^{-2\kappa_n a_{\text{eff}}}) - \ln(\Delta_n) \right]
\]

(3.65)

with

\[
t_{\text{rough}}(\kappa) = (1 + \kappa \rho) t(\kappa) e^{-\kappa \rho} \leq t(\kappa) \text{ and } a_{\text{eff}} = a - \rho/2 .
\]

(3.66)

One reproduces the Dirichlet boundary condition result of Eq.(3.62) by simply letting \( t \to t^D = 1 \) and \( \rho \to \rho^D \) in Eq.(3.66). However, for a similar profile the parameter \( \rho \) is only half that found in the Dirichlet limit,

\[
\rho = \frac{\sigma^2}{\ell} \sqrt{\frac{\pi}{2}} = \rho^D/2 .
\]

(3.67)

The displacement of the equivalent surface of the rough plate from the mean of the profile by \( \rho \) evidently also depends on the transparency of the plate. Considering the effective shift \( \rho(\lambda) \) as a phenomenological parameter of the rough plate, the main effect due to roughness in the limit \( a \gg \ell \) is to define the position of the effective planar scattering surface and simultaneously modify the scattering matrix of a flat plate as in Eq.(3.66). It is interesting that the two effects are not independent. The two extreme limits we have considered provide a range for the parameter \( \rho(\lambda) \) in terms of the variance and correlation length of a profile described by Eq.(3.23d),

\[
\sqrt{\frac{\pi}{2}} \frac{\sigma^2}{\ell} \leq \rho(\lambda) \leq \sqrt{2\pi} \frac{\sigma^2}{\ell} .
\]

(3.68)

The upper bound of Eq.(4.74) corresponds to a rough surface with Dirichlet boundary conditions and the lower to weak coupling. Note that the effective
scattering plane does not coincide with the mean of the profile even for weak coupling $\lambda \sim 0$ [although the scattering matrix is arbitrary small].
Chapter 4
Perturbative electromagnetic roughness corrections

4.1 The Model

In this chapter, we extend our scalar model of semitransparent plates to the electromagnetic case with real materials. We start by considering the QED action without any net charge and current,

$$S = \int \left( -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right) d^4x$$

(4.1)

where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$ is the electromagnetic field tensor described by the covariant four-potential $A_\mu$. The homogenous Maxwell’s equations are obtained using the least action principle for the action of Eq.(4.1),

$$\partial_\mu F^{\mu\nu} = 0$$

(4.2)

We now define the $E$ and $B$ fields as,

$$E_i = -F^{0i}, \quad \varepsilon^{ijk} B_k = -F^{ij}$$

(4.3)

The gauge-invariance of the local action of Eq.(4.1) implies the $E$ and $B$ fields can be expressed in terms of a scalar potential $\phi$ and $A$ through the relation:

$$E = -\nabla \phi - \frac{\partial A}{\partial t}, \quad B = \nabla \times A$$

(4.4)

For simplicity we here choose the Weyl’s gauge, $\phi = 0$ for the following analysis and express the $E$ and $B$ fields in terms of the vector potential only,

$$E = -\frac{\partial A}{\partial t}, \quad B = \nabla \times A$$

(4.5)
Figure 4.1: Two semi-infinite slabs of the same material separated by vacuum. The low-energy electromagnetic properties of the material are described by a bulk-permittivity \( \varepsilon(\omega) \) that only depends on the frequency of the electric field. In Cartesian coordinates the planar interface is at \( z = -a \) and the mean separation of the two interfaces is \( a \). The surface of the rough slab is at \( z = h(x) \) where \( h(x) \) is a profile function that generally depends on both transverse coordinates \( x = (x,y) \). We develop a perturbative expansion valid for \( |h(x)| \ll a \) with no restrictions on the profile other than that it be single-valued. \( h(x) \) in particular need not be as smooth as shown here.

The QED action of Eq.(4.1) describes the electromagnetic field’s propagation in the vacuum. However, when the electromagnetic field interacts with real materials, different low-energy effective models are often used to describe the systems at low energies. We here consider the configuration shown in Fig. 4.1 of two dielectric (metallic) slabs of the same material at an average separation \( a \) that is much less than their transverse dimension and only one of which is rough with permittivities,

\[
\varepsilon_3 = 1 \quad \varepsilon_2 = \varepsilon = \varepsilon_1 .
\]

and use the Schwinger’s low-energy effective field theory [25] for electromagnetism. The action in this model is a functional of of the local electric permittivity tensor \( \varepsilon_i \) of the medium and of an external polarization source \( \mathbf{P} \),

\[
S = \int d^4x \left[ (-\nabla \phi - \frac{\partial \mathbf{A}}{\partial t}) \cdot \varepsilon \mathbf{E} - \mathbf{H} \cdot (\nabla \times \mathbf{A}) - \frac{1}{2} \varepsilon \mathbf{E}^2 + \frac{1}{2} \mathbf{H}^2 + (-\nabla \phi - \frac{\partial \mathbf{A}}{\partial t}) \cdot \mathbf{P} \right] .
\]
Substituting Eq.(4.5) into Eq.(4.7) and using the Weyl’s gauge, the action can be simplified to,

\[
S = \int dt \int d^3x \left( \frac{1}{2} (E \cdot D - B \cdot H) + E \cdot P \right)
\]

\[
= S_E + S_B + \int dt \int d^3x E \cdot P
\]

(4.8)

In this thesis, I focus on homogeneous and non-magnetic materials whose permittivity tensor \(\varepsilon\) is diagonal and \(\mu = 1\). The electric displacement field \(D\) depends on the response of dielectric medium to the external \(E\) field.

\[
D(x, z; t) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \varepsilon(x, z; \omega) E(x, z; \omega) e^{-i\omega t}
\]

(4.9)

We proceed by mapping the electromagnetic fields in Eq.(4.8) to the frequency domain. The electric and magnetic part of Eq.(4.8) then can be written as,

\[
S_E = \frac{1}{2} \int dt \int d^3x E \cdot D
\]

\[
= \frac{1}{2} \int dt \int d^3x \int \frac{d\omega'}{2\pi} e^{-i\omega't} E \cdot \int \frac{d\omega}{2\pi} e^{-i\omega t} \varepsilon(x, z; \omega) E(x, z; \omega)
\]

\[
= \frac{1}{2} \int d^3x \int \frac{d\omega}{2\pi} E(-\omega) \cdot \varepsilon(x, z; \omega) E(\omega)
\]

(4.10)

For the non-magnetic, \(\mu = 1\), medium,

\[
S_B = -\frac{1}{2} \int dt \int d^3xB \cdot H
\]

\[
= -\frac{1}{2} \int d^3x \int dt \int \frac{d\omega}{2\pi} (\nabla \times A(\omega)) e^{-i\omega t} \cdot \int \frac{d\omega'}{2\pi} (\nabla \times A'(\omega')) e^{-i\omega't}
\]

\[
= -\frac{1}{2} \int d^3x \int \frac{d\omega}{2\pi} A(\omega) \cdot \nabla \times \nabla \times A(-\omega)
\]

(4.11)

We combine Eq.(4.10) and Eq.(4.11) and perform Wick rotation on the frequency \(\omega \rightarrow i\zeta\). In Weyl gauge the partition function of the system then is given by the functional integral,

\[
Z(P) = \int D[E]exp\left\{ -\frac{1}{2} \int \frac{d\zeta}{2\pi} \int d^3x E^\dagger(\zeta, \vec{x}) [\varepsilon(\zeta)(\vec{x}) + \frac{1}{\zeta^2} \nabla \times \nabla \times] E(\zeta, \vec{x}) + E \cdot P \right\}
\]

(4.12)
The dielectric function $\varepsilon_\zeta(\vec{x})$ depends on position because two plates separated by vacuum is not a homogeneous medium. The rough interface is assumed to be without enclosures and the deviation from a flat one at $z = 0$ is described by a single-valued function $h(x)$ that satisfies

$$\langle h \rangle := \frac{1}{A} \int_A dx \; h(x) = 0. \tag{4.13}$$

When the cross-sectional area $A$ of the slab is taken large, finite size effects can be ignored and the $n$-point correlation function,

$$D_n(x - y) = \langle h(x_1)h(x_2)\ldots h(x_n) \rangle := A^{-1} \int_A dr \; h(r + x_1)\ldots h(r + x_n) \tag{4.14}$$

is invariant under transverse translations.

### 4.2 Counter terms

The dielectric permittivity function $\varepsilon(\zeta, x_i)$ in this effective low-energy field theory is of the form,

$$\varepsilon(\zeta, \vec{x}) = \mathbb{1}[(\varepsilon_2(\zeta) - \varepsilon_3(\zeta))\theta(z - h(x)) + (\varepsilon_1(\zeta) - \varepsilon_3(\zeta))\theta(-z - a)] + \delta V^h \nonumber$$

$$= V^\parallel(\zeta, z) + V^h(\zeta, x, z), \tag{4.15}$$

where

$$V^h(\zeta, x, z) = \mathbb{1}[(\varepsilon_2(\zeta) - \varepsilon_3(\zeta))\theta(z - h(x)) - \theta(z)] \tag{4.16}$$

is the deviation due to the roughness profile $h(x)$ from the dielectric permittivity of a transversely homogeneous medium given by,

$$V^\parallel(\zeta, z) = \mathbb{1}[(\varepsilon_3(\zeta) + (\varepsilon_2(\zeta) - \varepsilon_3(\zeta))\theta(z - h(x)) + (\varepsilon_1(\zeta) - \varepsilon_3(\zeta))\theta(-z - a)] + \delta V^h(\zeta, z) \tag{4.17}$$

---

1A Cartesian coordinate system with $z$-axis normal to the plates is used to describe this system. We use bold type $\mathbf{x} = (x, y)$ for 2-dimensional vectors perpendicular to the $z$-axis, whereas $\vec{v}$ denotes an ordinary 3-dimensional vector.
We shall argue that the counter term \( \delta V^h(\zeta, z) \) to the dielectric permittivity of three flat slabs is necessary for a consistent perturbative expansion in the framework of this low-energy theory. It incorporates all the high energy contributions which are not correctly described by the effective low-energy action Eq.(4.12). This counter term in general would have to be determined phenomenologically. \( \delta V^h(\zeta, z) \) may depend on gross properties of the profile \( h(x) \) but not on the transverse position \( x \) nor on the separation of the two interfaces. This counter term ensures that the single-interface scattering matrix is reproduced by the low-energy effective theory. To leading order \( \delta V^h(\zeta, z) \) is proportional to the variance \( \sigma^2 \) of the rough interface. We are thus calculating the perturbative expansion for the rough interface at \( z = 0 \) about an effective \( x \)-independent (bare) permittivity,

\[
\varepsilon_{\text{eff}}(\zeta, z) = \mathbb{I}\varepsilon_2(\zeta)\theta(z) + \mathbb{I}\varepsilon_3(\zeta)\theta(-z) + \delta V^h(\zeta, z) .
\] (4.18)

\( \delta V^h(\zeta, z) \) has support near the surface at \( z \sim 0 \) only\(^2\). To approximate scattering off a rough interface by an effective \( \varepsilon_{\text{eff}}(\zeta, z) \) is conceptually appealing and not a new idea [79, 80]. We here develop a consistent low-energy approach in which this approach is realized perturbatively. Contrary to commonly used ansätze for the effective \( \varepsilon_{\text{eff}} \), \( \delta V^h(\zeta, z) \) will be found to be not isotropic.

The inherent limitations of the effective low-energy description are not restricted to a perturbative analysis and derive from the fact that electromagnetic interaction with matter is encoded in the permittivity function. The dimensionless permittivity function \( \varepsilon(\zeta) = \varepsilon(\zeta/\omega_P) \) implicitly depends on an energy scale that can be identified with the plasma frequency \( \omega_P \) of the material. At momentum- or energy-transfers (or temperatures) much larger than \( \omega_P \) the effective low-energy theory of Eq.(4.12) fails to incorporate non-linear effects and

\(^2\)To first order in the variance we find in Eq.(4.57) of that \( \delta V^h(\zeta, z) \propto \delta(z) \), that is \( \varepsilon_{\text{eff}}(\zeta, z) \) differs from that of an interface by the insertion of an arbitrary thin plate.
to account for the creation of free charges. The assumption that the permittivity does not depend on the profile furthermore become incorrect for surface structures with wavelengths comparable to the plasma wavelength \( l_p = 2\pi/\omega_P \): the description in terms of the bulk permittivity of the homogeneous material is not warranted within the plasma skin depth of order \( l_p \). For gold surfaces \( \omega_P \sim 0.046\text{nm}^{-1} \sim 9\text{eV} \) and \( l_p \sim 140\text{nm} \). The low-energy description of electromagnetic interactions with such materials by Eq.4.15 therefore becomes questionable at wave numbers \( q \gg \omega_P \sim 0.046\text{nm}^{-1} \) that resolve less than 140nm or about 200 gold atoms. We will see that roughness corrections to the Casimir force with correlations lengths \( l_c \lesssim 1/\omega_P \) depend on momentum transfers \( q \gg \omega_P \) which the low-energy theory describes inadequately. The conservative approach is to use the effective low-energy theory to only compute roughness corrections with \( l_c \gg 1/\omega_P \sim 20\text{nm} \), a regime where the proximity force approximation generally is quite accurate. We improve on this restriction by introducing phenomenological input.

### 4.3 The Green’s function approach

Schwinger [25] obtained the Casimir free energy and the response to an external polarization source \( \vec{P}(x, z) = \vec{P}(x, z; \zeta) \) for three parallel slabs in the framework of the low energy effective field theory. To includes the temperature effect, one replaces the \( \zeta \) integral by a sum over Matsubara frequencies,

\[
Z_T[\vec{P}; \varepsilon] = \prod_n \int D[\vec{E}_n] \exp \left\{ -\frac{1}{2T} \int d^3x E_n^\dagger(\vec{x}) \left[ \varepsilon(\zeta_n, \vec{x}) + \frac{1}{\zeta_n^2} \nabla \times \nabla \times E_n(\vec{x}) \right] + 2T \vec{E}_n(\vec{x}) \cdot \vec{P}_n(\vec{x}) \right\}
\]

(4.19)

The free energy in this case is [25],

\[
\mathcal{F}_T^\parallel(a, \vec{P}) = F_T^\parallel(a) - \frac{T^2}{2} \sum_n \{ \vec{P}_n | G^{(n)} | \vec{P}_n \} \,.
\]

(4.20)
Here $F_T^\parallel$ is the well-known Lifshitz’s formula Eq.(1.15) for three parallel slabs at finite temperature,
\[ F_T^\parallel(a) = \frac{AT}{2} \sum_n \int \frac{dk}{(2\pi)^2} \left[ \ln(1 - r_1 r_2 e^{-2\kappa_3 a}) + \ln(1 - \bar{r}_1 \bar{r}_2 e^{-2\kappa_3 a}) \right], \quad (4.21) \]
where the reflection coefficients at the $i$-th interface of area $A$ for the TE- and TM-modes are,
\[ r_i = r_i^{TE} = \frac{\kappa_3 - \kappa_i}{\kappa_3 + \kappa_i} \quad \text{and} \quad \bar{r}_i = r_i^{TM} = \frac{\bar{\kappa}_3 - \bar{\kappa}_i}{\bar{\kappa}_3 + \bar{\kappa}_i} \]
with $\kappa_i = \sqrt{k^2 + \zeta^2_n \varepsilon_i(\zeta_n)}$ and $\bar{\kappa}_i = \kappa_i \varepsilon_i(\zeta_n).$ \quad (4.22)

The response due to the $n$-th Matsubara mode to an external source of polarization is,
\[ \{ \vec{P}_n | G^{\parallel(n)} | \vec{P}_n \} = \int dzdz' dxdy \vec{P}_n^\dagger(x, z) \cdot G^{\parallel}(x, z, y, z'; \zeta_n, a) \cdot \vec{P}_n(y, z) \quad (4.23a) \]
\[ = \int \frac{dk}{(2\pi)^2} dzdz' \vec{P}_n^\dagger(k, z) \cdot G^{\parallel}(k, z, z'; \zeta_n, a) \cdot \vec{P}_n(k, z). \quad (4.23b) \]

$G^{\parallel}$ in Eq.(4.23a) is the Green’s dyadic solving\(^3\),
\[ \left[ V^{\parallel}(\zeta_n, z) - \delta V^h(\zeta_n, z) + \frac{1}{\zeta^2_n} \nabla \times \nabla \times \right] G^{\parallel}(x, z, y, z'; \zeta_n, a) = \mathbb{I} \delta(z - z') \delta(x - y). \quad (4.24) \]

Due to translational invariance in transverse directions, $G^{\parallel}(x, z, y, z'; \zeta_n, a)$ is a function of $x - y$ and the Fourier-representations in Eq.(4.23b) are,
\[ G^{\parallel}(x, z, y, z'; \zeta_n, a) = \int \frac{dk}{(2\pi)^2} e^{i k(x - y)} G^{\parallel}(k, z, z'; \zeta_n, a) \]
\[ \vec{P}_n(k, z) = \int dx e^{-i k x} \vec{P}_n(x, z). \quad (4.25) \]

$G^{\parallel}$ can be decomposed into a single-interface Green’s dyadic $G^{|}(x - y, z, z'; \zeta_n) = G^{\parallel}(x, z, y, z'; \zeta_n, a \to \infty)$ where the second interface has been removed and the correction $G^{|a}(x - y, z, z'; \zeta_n, a)$ due to the presence of a second flat interface.

\(^3\)G$^{\parallel}(\zeta)$ is related to Schwinger’s\(^{25}\) dyadic $\Gamma(\omega)$ at angular frequency $\omega$ by $G^{\parallel}(\zeta) = -\Gamma(i\omega)$. 


at mean separation \( a \). In momentum space the latter vanishes exponentially for \( a \to \infty \),

\[
G^\parallel(k, z, z'; \zeta_n, a) = G^l(k, z, z'; \zeta_n) + G^{[a]}(k, z, z'; \zeta_n).
\]

(4.26)

Explicit expressions for components of \( G^l(k, z, z'; \zeta_n) \) and \( G^{[a]}(k, z, z'; \zeta_n) \) when \( z \) and \( z' \) are in slab \#2 or slab \#3 are collected in B.1.

### 4.3.1 Perturbation in the roughness profile

We now construct the perturbation theory in the surface roughness based on the Green’s function formalism. A straightforward perturbative expansion in the roughness potential \( V^h \) is possible only for media with \( \varepsilon_2 - \varepsilon_3 \ll 1 \). Since the Casimir free energy itself is rather small, roughness corrections would be all but negligible in this weak coupling scenario. However, the support of \( V^h \) is restricted to \( |z| \leq \max_x |h(x)| \sim \sigma \ll a \) and a perturbative expansion in \( \sigma/a \) exists even for media whose permittivity is rather large. This expansion in fact is possible even for ideal metals.

Let us consider the Casimir free energy for two interfaces separated by an average distance \( a \). In terms of the Greens-dyadic \( G^\parallel \) of parallel flat slabs satisfying Eq.(4.24), the full Greens function \( G \) when one of the surfaces is rough is given by (see Eq.(2.11)),

\[
\left[ \mathbb{I} + VG^\parallel \right] G^{\parallel^{-1}} G = \mathbb{I} ,
\]

(4.27)

with,

\[
V = V^h + \delta V^h = \mathbb{I}(\varepsilon(\zeta) - 1)(\theta(z - h(x)) - \theta(z)) + \delta V^h(\zeta, z).
\]

(4.28)

As was shown in Eq.(2.10), the change in the free energy due to roughness of one interface then is [81, 20],

\[
\Delta F_T[h, a] = -\frac{1}{2} \text{Tr} \ln(G^{\parallel^{-1}} G) = \frac{1}{2} \text{Tr} \ln(\mathbb{I} + VG^\parallel),
\]

(4.29)
where the trace includes a summation over Matsubara frequencies and over a complete set of scattering states. The expression in Eq.(4.29) still is rather formal because it includes the change in free energy due to roughness in the absence of the second (flat) interface. This infinite single-body contribution to the free energy does not depend on the mean separation \(a\). Subtracting from \(\Delta F_T[h, a]\) its value when the two interfaces are infinitely far apart gives the correction to the Casimir free (interaction) energy due to roughness of an interface as,

\[
\Delta F_{\text{Cas}}^T[h, a] := \Delta F_T[h, a] - \Delta F_T[h, \infty] = \frac{1}{2} \text{Tr} \ln(\mathbb{1} + VG^{\parallel}) - \frac{1}{2} \text{Tr} \ln(\mathbb{1} + VG^{\perp}) \\
= \frac{1}{2} \text{Tr} \ln(1 + T^h G[a]) ,
\]  
(4.30)

where

\[
T^h = V - VG^{\perp}T^h
\]  
(4.31)

is the single-plate scattering matrix due to the roughness potential \(V\). \(T^h\) does not depend on the separation \(a\) and describes scattering due to roughness in the absence of the second (flat) interface. Since high momenta are exponentially suppressed in \(G^{[a]}\), the Volterra series of \(\Delta F_{\text{Cas}}^T[h, a]\) in powers of \(T^h\),

\[
\Delta F_{\text{Cas}}^T[h, a] = \frac{1}{2} \text{Tr} \ln(1 + T^h G^{[a]}) \\
\sim \frac{1}{2} \text{Tr} \left[ T^h G^{[a]} - \frac{1}{2} T^h G^{[a]} T^h G^{[a]} + \ldots \right]
\]  
(4.32)

converges when the norm of \(T^h\) is finite.

### 4.3.2 The Roughness scattering matrix \(T^h\)

The well known solution of the Green's function Eq.(4.24) for three parallel slabs was obtained by Schwinger [25],

\[
G^{\parallel}(k, z, z', \zeta, a) = \begin{bmatrix}
\frac{-1}{\varepsilon_z} \frac{\partial}{\partial z} \frac{1}{\varepsilon_{z'}} \frac{\partial}{\partial z'} g_H & 0 & -\frac{ik}{\varepsilon_z \varepsilon_{z'}} \frac{\partial}{\partial z} g_H \\
0 & \zeta^2 g_E & 0 \\
\frac{ik}{\varepsilon_z} \frac{\partial}{\partial z} g_H & 0 & \frac{1}{\varepsilon_z} \delta(z - z') - \frac{k^2}{\varepsilon_z \varepsilon_{z'}} g_H
\end{bmatrix}
\]  
(4.33)
where the reduced Green’s function $g_E$ and $g_H$ solve the differential equations,

$$
\left[-\frac{\partial^2}{\partial z^2} + k^2 + \zeta^2 \delta_z \right] g_E(k, z, z'; \zeta) = \delta(z - z') \quad (4.34)
$$

$$
\left[-\frac{\partial}{\partial z} \frac{1}{\delta_z} \frac{\partial}{\partial z} + \frac{k^2}{\delta_z} + \zeta^2 \right] g_H(k, z, z'; \zeta) = \delta(z - z')
$$

and are explicitly given in Eq.(B.5). Noting that the component $G^i_{zz}(k, z, y, z'; \zeta)$ in Eq.(4.33) includes a $\delta$-function contribution, Eq.(4.31) can be rewritten,

$$
T^h = \tilde{V} - \tilde{V}\tilde{G}^i T^h, \quad (4.35)
$$

in terms of the Green’s dyadic $\tilde{G}^i$ with Fourier components,

$$
\tilde{G}^i(k, z, z'; \zeta) = G^i(k, z, z'; \zeta) - \text{diag}(0, 0, 1) \delta(z - z') , \quad (4.36)
$$

and a new potential $\tilde{V}$. $\tilde{G}$ is devoid of $\delta$-function singularities (but not continuous at $z = 0$) with components given in Eq.(B.6). To order $\sigma^2$ the potential $\tilde{V}$ is,

$$
\tilde{V}(x, z; \zeta) = \tilde{V}^h(\zeta, x, z) + \delta \tilde{V}^h(\zeta, z) \quad (4.37)
$$

$$
= (\varepsilon - 1)[\theta(z - h(x)) - \theta(z)] \text{diag}[1, 1, \varepsilon \theta(z) + \theta(-z)/\varepsilon] + \delta \tilde{V}^h(\zeta, z)
$$

The reformulation of Eq.(4.31) in the form of Eq.(4.35) resums local contributions of the same order in $h$. It allows the formulations of a consistent perturbative expansion in $\sigma$ even in the ideal metal limit $\varepsilon(\zeta) \to \infty$. Just as for $V$, the support of $\tilde{V}$ is restricted to the interval $|z| < \max_x |h(x)| \sim \sigma$ only. Since $\tilde{G}^i$ is free of ultra-local $\delta$-function singularities, contributions to $T^h$ of $n$-th order in $\tilde{V}$ are at least of $n$-th order in the standard deviation $\sigma$ of the profile $h(x)$.

To second order in $\sigma$ we need only consider the first two terms of the Volterra series,

$$
T^h \approx \tilde{V} - \tilde{V}\tilde{G}^i \tilde{V} \approx \tilde{V} - \tilde{V}^h \tilde{G}^i \tilde{V}^h = T^{(1)} + T^{(2)} , \quad (4.38)
$$

since the counterterm potential $\delta \tilde{V}^h$ is itself of order $\sigma^2$ (as will be seen). The
second-order contribution $T^{(2)}$ of Eq.(4.38) is at least of order $\sigma^2$ and its integrated expectation to this order is,

$$t^{(2)}(x - y, \zeta) := \langle \int dz \, dz' \, T^{(2)}(x, z, y, z'; \zeta) \rangle$$

(4.39)

$$= -\langle \int dz \, dz' \, \tilde{V}^h(x, z; \zeta) \tilde{G}^l(x - y, z; \zeta) \tilde{V}^h(y, z'; \zeta) \rangle + \mathcal{O}(\sigma^3)$$

Because $\int dz \, \tilde{V}^h(x, z, \zeta)$ already is of order $\sigma$, the Fourier components of $t^{(2)}$ are$^4$,
functional of roughness correlations are related to the two-point correlator $D_2$ as,

$$
\langle h_+(x)h_+(y) \rangle = \langle h_-(x)h_-(y) \rangle = \frac{\sigma^2}{2\pi}(\sin \phi + (\pi - \phi) \cos \phi) \tag{4.43}
$$

$$
\langle h_+(x)h_-(y) \rangle = \langle h_-(x)h_+(y) \rangle = \frac{\sigma^2}{2\pi}(\phi \cos \phi - \sin \phi), \quad \text{with } 0 \leq \cos \phi = D_2(x - y)/D_2(0) \leq 1
$$

for a roughness correlation function $D_2(r)$ that is positive and monotonically decreasing with $r = |x - y|$. The signed correlators do not vanish and approach $\pm \sigma^2/(2\pi)$ for $r \to \infty$ if $D_2(r \to \infty) \sim 0$. At small separations $r = |x - y| \ll l_c$, $\cos \phi = D_2(r)/D_2(0) \sim 1 - \beta r^\alpha$. Thus $\phi \propto r^{\alpha/2}$ for $r \sim 0$ with an exponent $\alpha > 0$. The expressions of Eq.(4.43) for small $\phi$ then imply the behavior,

$$
\langle h_+(x)h_+(y) \rangle = \langle h_-(x)h_-(y) \rangle \sim \frac{1}{2}D_2(r) \tag{4.44}
$$

$$
\langle h_+(x)h_-(y) \rangle = \langle h_-(x)h_+(y) \rangle \sim -\frac{\sigma^2}{6\pi}(2\beta r^\alpha)^{3/2} \text{ for } r \ll l_c
$$

After Fourier transformation the asymptotic behavior at large momenta $ql_c \gg 1$ of $D_{++}(q) = D_{--}(q)$ is the same as that of $\frac{1}{2}D(q \gg 1/l_c)$, whereas the mixed correlators $D_{+-}(q) = D_{-+}(q)$ fall off more rapidly.

### 4.3.3 The Ultraviolet (UV) Problem

For $l_c \ll 1/\omega_p$ high momentum contributions are appreciable and may even dominate the 1-loop corrections to the diagonal components of the scattering matrix in Eq.(4.40). For example,

$$
t^{(2)}_{xx}(0, \zeta) = -\left(\varepsilon - 1\right)^2 \int_0^{\infty} \frac{qdq}{4\pi} \left( \frac{\kappa \kappa_\varepsilon}{\kappa_\varepsilon + \varepsilon \kappa} + \frac{\zeta^2}{\kappa_\varepsilon + \kappa} \right) D(q)
$$

$$
\downarrow_{l_c \to 0} \quad \frac{\left(\varepsilon - 1\right)^2}{1 + \varepsilon} \int_0^{\infty} \frac{qdq}{4\pi} qD(q) \tag{4.45}
$$
Whether or not loop integrals like Eq.(4.45) diverge depends on the roughness correlation function. For Gaussian roughness,

\[
\langle h(x)h(y) \rangle = \sigma^2 e^{-\frac{1}{2}(x-y)^2/l_c^2} \Rightarrow D_{\text{Gauss}}(q) = 2\pi \sigma^2 l_c^2 e^{-\frac{1}{2}q^2 l_c^2}
\]

or one-dimensional sinusoidal corrugation,

\[
\langle h(x)h(y) \rangle = \frac{\sigma^2}{2} \cos\left[\frac{2\pi}{l_c}(x-y)\right] \Rightarrow D_{\text{Sin}}(q) = 2\pi \sigma^2 \delta(q_x - \frac{2\pi}{l_c}) \delta(q_y)
\]

the integral converges, but the roughness ”correction” becomes (arbitrary) large for \( l_c \sim 0 \). This invalidates the perturbative expansion in \( \sigma/a \) and, for sufficiently small \( l_c \), violates unitarity. It furthermore is not physical that roughness corrections to the scattering matrix for profiles with a fixed small variance become arbitrary large as \( l_c \rightarrow 0 \).

For a scalar field and Gaussian roughness correlation, higher orders in the loop expansion are of the same order in \( \sigma/l_c \) in this limit [82]. Assuming the scalar model is valid at all energy scales, we resummed the leading \( \sigma/l_c \) contributions to the scalar Casimir energy in Chapter 3 and found that they amount to a change in the effective separation \( \Delta a \sim \sigma^2/l_c \) of the two interfaces. However, the effective low-energy electromagnetic theory of Eq.(4.19) evidently is not valid at momenta that far exceed the plasma frequency \( \omega_p \). One therefore cannot be certain that summing incorrect higher loop contributions in this effective low energy theory would improve the situation. In the electromagnetic case we therefore will not approximately resum high-momentum contributions as in the scalar case and proceed differently.

Although the loop integrals in Eq.(4.46) and Eq.(4.47) converge with Gaussian and sinusoidal correlation functions, the finiteness of Eq.(4.45) is precarious and
not guaranteed. The integral of Eq.(4.45) for instance diverges for correlation
functions that correspond to machined profiles such as square-shaped corrugation
of wavelength $2\pi/l_c$ and correlation function,

$$D_{\text{Squ}}(q) = (2\pi)^2 \left[ 4f^2 \delta(q_x) + \sum_{n=1}^{\infty} \left( \frac{2 \sin\left( n \pi f \right)}{n \pi} \right)^2 \left[ \delta(q_x + \frac{2\pi n}{l_c}) + \delta(q_x - \frac{2\pi n}{l_c}) \right] \right] \delta(q_y)$$

(4.48)

Here $f$ is the filling factor. The integral of Eq.(4.45) in fact diverges for any
correlation function with non-vanishing slope at $r = |x - y| = 0$, that is if
$D'_2(r = 0) \neq 0$. An important class are exponential roughness correlations,

$$\langle h(x)h(y) \rangle = \sigma^2 e^{-|x-y|/l_c} \Rightarrow D_{\text{Exp}}(q) = \frac{2\pi \sigma^2 l_c^2}{(1 + q^2 l_c^2)^{3/2}}$$

(4.49)

Their 2-dimensional Fourier-transform decay as a power law proportional to $q^{-3}$
at large momenta. The integral in Eq.(4.45) and other (diagonal) components of
the roughness correction $t^{(2)}$ Eq.(4.40) in this case are logarithmic UV-divergent
for any correlation length $l_c > 0$.

Experiment [63] does not distinguish Gaussian roughness correlations\(^5\), and
roughness profiles with correlation lengths $l_c \omega_p \ll 1$ are readily manufactured.
Restricting the model to a particular form for the roughness correlation would
not address the fact that the effective low-energy theory does not describe high-
momentum contributions to loop integrals correctly. From a practical point of
view, roughness corrections to the Casimir free energy and other low-energy ob-
servables in this model are exceptionally sensitive to high-frequency components
of the profile because $G^\dagger(k \sim \infty, 0, 0; \zeta) \sim k$ at large momenta. Fig. 4.2 depicts
typical roughness profiles to three different correlation functions with the same
correlation length and variance: a) exponential as in Eq.(4.49), b) Gaussian as

\(^5D_{\text{Gauss}}(q) = D_{\text{Exp}}(q) = D_{1/2}''(q) \text{ in the class of } L_1 \text{ correlations } \{D_s(q) := 2\pi \sigma^2 l_c^2 \left( 1 + \frac{q^2 l_c^2}{2s} \right)^{-s-1}, \text{ with } s > 0 \}. \text{ The corresponding coordinate space correlation functions are } D_s(r) = \sigma^2 2^{(2s+1)/2} K_s \left( 4 \frac{r \sqrt{2s}}{l_c} \right) / \Gamma[s]. \text{ Ref. [4] uses a correlation in this affine class with } s = 0.9 \text{ for which the loop integral converges but is sensitive to contributions from high-momenta.}
Figure 4.2: Typical cross-sections of 2-dimensional profiles with different correlations (reproduced from Ref. [2]). From the top: profile with the exponential correlation $D_{\text{Exp}}(q)$ of Eq.(4.49)); profile with the Gaussian correlation $D_{\text{Gauss}}(q)$ of Eq.(4.46); profile with a rational correlation (see text). The correlation length and variance are the same for all three profiles. For clarity the average height of the profiles differs by $-0.4$. Units are arbitrary. Note that only high-frequency components of the profiles differ significantly.
in Eq.(4.46) and c) Rational as $D_{\text{Rational}}(r) = \sigma^2/(1 + (r/l_c)^2)^2$. It is evident from Fig. 4.2 that the three profiles differ only in their high-frequency components. However, to leading order in the variance, corrections to the low-energy scattering matrix apparently are very different for the three types of profiles. The roughness correction diverges in the exponential case a) but is finite for profiles b) and c). This sensitivity can be traced to the UV behavior of the 1-loop integrands like that of Eq.(4.45). It is unphysical and an artifact of taking the low-energy effective theory beyond its limits.

Analogous problems arise in any non-renormalizable low-energy effective field theory [83, 76] and we here prescribe a common cure: whereas high momenta may dominate loop corrections to the scattering matrix, they generally are sufficiently suppressed in differences thereof. Differences of elements of the scattering matrix thus often can be reliably estimated within the framework of the low-energy effective field theory. However, phenomenological input is required to determine the high-momentum contributions to loop integrals that are beyond the reach of the low-energy model.

One for instance can rewrite $t_{xx}^{(2)}(k, \zeta)$ of Eq.(4.40) in the form,

$$t_{xx}^{(2)}(k, \zeta) = t_{xx}^{(2)}(0, \zeta) + (t_{xx}^{(2)}(k, \zeta) - t_{xx}^{(2)}(0, \zeta)) = t_{xx}^{(2)}(0, \zeta) - (\varepsilon - 1)^2 \int \frac{d\kappa'}{(2\pi)^2} \left( \frac{\kappa' \kappa' \cos^2 \theta}{\kappa' + \varepsilon \kappa'} + \frac{\zeta^2 \sin^2 \theta}{\kappa' + \kappa'} \right) (D(|k' - k|) - D(k'))$$

where $q = k' - k$, $\kappa' = \sqrt{(k + q)^2 + \zeta^2 \varepsilon(\zeta)}$ and $\kappa = \sqrt{q^2 + \zeta^2 \varepsilon(\zeta)}$ in the last expression. The one-loop correction to $t_{xx}^{(2)}(0, \zeta)$ in Eq.(4.50) converges for any
\( D(q) \) for which
\[
\langle h^2(x) \rangle = \int_0^{\infty} \frac{qdq}{2\pi} D(q) = \sigma^2 < \infty .
\] (4.51)

More importantly, the correction to \( t^{(2)}_{xx}(0, \zeta) \) in Eq.(4.50) is of order \((k\sigma)^2\) and thus small at low transverse momenta for any correlation length \( l_c \) of the profile. The correction to \( t^{(2)}_{xx}(0, \zeta) \) therefore is reliably computed in the framework of the low-energy theory.

It remains to determine \( t^{(2)}(0, \zeta) \). This is the correction due to roughness to the (analytically continued) scattering matrix of an electromagnetic wave of frequency \( \omega = i\zeta \) that is incident perpendicular to the rough plate. \( t^{(2)}(0, \zeta) \) is a single-interface low-energy characteristic that, at least in principle, can be derived from ellipsometric measurements of the rough interface. Instead of directly incorporating such experimental data, we here model the corrections of order \( \sigma^2 \) to the low-energy scattering matrix by the coupling to surface plasmons induced by roughness. We determine the coupling by demanding that this phenomenological description of \( t^{(2)}(0, \zeta) \) be consistent with the low-energy field theory in the limit of large correlation length \( l_c \) and that the ideal metal limit exist for any correlation length.

Roughness couples electromagnetic radiation to surface plasmons [84]. At low transverse wave numbers this coupling is of the order of the rms-roughness \( \sigma \). To order \( \sigma^2 \) the corresponding tree-level correction to the scattering matrix is schematically shown in Fig. 4.3. The diagram depicts the creation, propagation and subsequent annihilation of a surface plasmon by an incident electromagnetic wave.

For \( \mathbf{k} \to 0 \) a surface plasmon on the interface of a flat plate at \( z = 0 \) propagates with the dyadic,
\[
G_{\text{plasmon}}(\mathbf{k} \sim 0; \zeta) = \tilde{G}^i(k = 0, z = z' = 0; \zeta) \sim \frac{\zeta}{1 + \sqrt{\varepsilon(\zeta)}} \text{diag}(1, 1, 0) .
\] (4.52)
Figure 4.3: The counter potential $\tilde{V}^h$ includes two contributions of order $\sigma^2$. It subtracts the one-loop contribution to the average scattering matrix at vanishing (transverse) momentum and replaces it by the phenomenological one. The latter is modeled by the tree-level plasmon contribution at vanishing transverse momentum. The plasmon couples to radiation due to the roughness of the surface only and its coupling $g^2\sigma^2$ to this order is proportional to the variance of the roughness profile. The plasmon propagator (dashed) is the one-interface Green’s function $\tilde{G}(z = z' = k = 0)$. We show in the text that $g^2(\zeta/\omega_p, l_c\omega_p) = 1$ at low frequencies.

To second order in $\sigma$, the correction $t^{(2)}(0, \zeta)$ to the scattering matrix at vanishing momentum transfer from surface plasmons thus is,

$$t^{(2)}(0, \zeta) \approx t^{(2)}_{\text{plasmon}}(k = 0, \zeta) = -\sigma^2 g^2 \frac{\zeta(\varepsilon(\zeta) - 1)^2}{1 + \sqrt{\varepsilon(\zeta)}} \text{diag}(1, 1, 0),$$

(4.53)

where $g(\zeta/\omega_p; l_c\omega_p)$ is a dimensionless coupling that depends only on the frequency of the plane wave incident perpendicular to the rough plate. The coupling $g(\zeta/\omega_p; l_c\omega_p)$ in general is not calculable within this low-energy effective model and has to be determined phenomenologically. We argue below that $g^2 \sim 1$ at low energies.

Since $g(\zeta/\omega_p; l_c\omega_p)$ is a phenomenological function rather than just a constant, one could have directly modeled $t^{(2)}(0, \zeta)$. However, the ansatz of Eq.(4.53) is consistent with the low-energy scattering theory in the sense that roughness correlation functions for large correlation length $l_c\omega_p \gg 1$ approach representations of the $\delta$-distribution:

$$\lim_{l_c \to \infty} D(\mathbf{q} ; l_c) = (2\pi)^2 \sigma^2 \delta(\mathbf{q})$$

(4.54)

$^6$on the space of measurable $L^0$ test-functions. The subtracted loop integrand is in this class.
Loop integrals in the limit $l_c \to \infty$ become trivial and furthermore involve only momenta $q \ll \omega_p$. Predictions of the low energy theory therefore should be reliable in the limit $l_c \to \infty$. Evaluating the loop integrals of Eq.(4.40) for $k \to 0$ using Eq.(4.54) and comparing with the plasmon contribution of Eq.(4.53) this requires that

$$g(\zeta/\omega_p, l_c \omega_p \sim \infty) = 1.$$ \hspace{1cm} (4.55)

We will find that Eq.(4.55) not only ensures consistency, but also the existence of an ideal metal limit. It in addition ensures that the proximity force approximation (PFA) to the Casimir free energy is recovered in the limit $l_c \omega_p \to \infty$.

At finite $l_c \omega_p \lesssim 1$ the coupling $g(\zeta/\omega_p, l_c \omega_p \lesssim 1)$ in principle has to be determined phenomenologically. However, the coupling is severely constrained if we impose some theoretical requirements. Since the range of frequencies $\zeta$ that contribute to the Casimir energy satisfy $\zeta a \lesssim 1 \ll \omega_p a$ and the plasmon coupling does not diverge at low frequencies, we in the following ignore the $\zeta$-dependence of $g(\zeta/\omega_p, l_c \omega_p)$ and for low frequencies approximate,

$$0 < g(\zeta/\omega_p, l_c \omega_p) \sim g(l_c \omega_p) \lesssim 1$$ \hspace{1cm} (4.56)

in Eq.(4.53). Eq.(4.56) assumes that the plasmon coupling is strongest for an ideal metal $l_c \omega_p \gg 1$. Note that the fact that $g$ is dimensionless links the ideal metal to the large $l_c$ limits.

To order $\sigma^2$ the subtraction of the one-loop contribution $t^{(2)}(k = 0, \zeta)$ and its replacement by phenomenological plasmon scattering is implemented by a (local
in transverse coordinates) counter term potential $\delta \tilde{V}(\zeta, z)$ of the form,

$$\delta \tilde{V}^h = \text{diag}(\delta V^{h}_{xx}(\zeta, z), \delta V^{h}_{yy}(\zeta, z), (\varepsilon \theta(z) + \frac{1}{\varepsilon} \theta(-z)) \delta V^{h}_{zz}(\zeta, z)),$$

with

$$\delta V^{h}_{xx}(\zeta, z) = \delta V^{h}_{yy}(\zeta, z) = \delta(z)(\varepsilon - 1)^2 \frac{-g^2 \sigma^2 \zeta}{1 + \sqrt{\varepsilon}} + \int_{0}^{\infty} \frac{k dk}{4\pi} D(k) \left( \frac{\kappa \kappa_{\varepsilon}}{\varepsilon \kappa + \kappa_{\varepsilon}} + \frac{\zeta^2}{\kappa + \kappa_{\varepsilon}} \right)$$

$$\delta V^{h}_{zz}(\zeta, z) = -\delta(z)(\varepsilon - 1)^2 \int_{0}^{\infty} \frac{k dk}{2\pi} D(k) \frac{k^2}{(\varepsilon \kappa + \kappa_{\varepsilon})}.$$  \hspace{1cm} (4.57)

Note that the support of $\delta V^{h}(\zeta, z)$ is in the immediate vicinity of $z = 0$ only.

Due to rotational and translational symmetry of the rough plate, this ”counter potential” is local and diagonal but anisotropic\(^7\).

As mentioned in Sec.4.2, the counter potential may be interpreted as the modification of the dielectric permittivity (to order $\sigma^2$) in the vicinity of the flat interface necessary to describe the rough interface with permittivity $\varepsilon$ and roughness correlation $D_2(x - y)$. There is no compelling reason for perturbing about a flat interface with the same permittivity as the rough one. We have seen that the expansion about a flat plate with the same permittivity is not consistent with the low-energy description, since it implies unacceptably high momenta in the loop integrals. Expanding instead about the bare permittivity function of Eq.(4.17) yields a better controlled approximation and Eq.(4.57) strongly suppresses high-momentum contributions to 1-loop.

### 4.3.4 Roughness Correction to the Casimir free energy of order $\sigma^2$

We finally are in a position to evaluate the roughness correction to the Casimir free energy within the framework of the improved low-energy effective field theory.

\(^7\)The product of distributions in $\delta \tilde{V}^h(\zeta, z) \propto \delta(z)(\varepsilon(\zeta)\theta(z) + \varepsilon^{-1}(\zeta)\theta(-z))$ here means that integration with a test function $f(z) \in L^0$ gives $\int dz(\varepsilon\theta(z) + \varepsilon^{-1}\theta(-z))\delta(z)f(z) := \frac{1}{2}(\varepsilon \lim_{z \to 0^+} + \varepsilon^{-1} \lim_{z \to 0^-})f(z)$. 
Figure 4.4: Feynman diagrams for the contributions of order $\sigma^2$ to the roughness correction of the Casimir free energy of a rough and a flat interface. a) and b) give corrections from a single scattering off the rough surface and include only one factor of $G^{[a]}$. c) gives the contribution from the counter potential defined in Eq.(4.57) whose two terms are shown in Fig. 4.3. This contribution eliminates the uncontrolled high-momentum contributions to the loop integral of b) in favor of a phenomenological (plasmon) description. d) is the 2-scattering contribution of order $\sigma^2$ and includes two factors of $G^{[a]}$. The momenta in either loop of this term are exponentially restricted to $k, k' \lesssim 1/(2a) \ll \omega_p$ and no subtraction is required. Wavy lines denote photon propagators for a single flat interface, $\tilde{G}^{[a]}(k')$, or their correction, $G^{[a]}(k')$, due to the presence of a second flat interface at a mean distance $a$. Solid lines represent the Fourier transform $D(k-k')$ of the roughness correlation function. A (red) dot indicates the effective anisotropic interaction potential $\tilde{V}^h$ due to the roughness profile defined in Eq.(4.37). Combinatorial factors are shown but traces and momentum integrals have been suppressed.

From Eq.(4.32) and Eq.(4.38) we have altogether four contributions to order $\sigma^2$,

$$\Delta F_{T}^{\text{Cas}}[a] = \frac{1}{2}\langle \text{Tr} \tilde{V}^h G^{[a]} \rangle - \frac{1}{2}\langle \text{Tr} \tilde{V}^h \tilde{G}^{[a]} \tilde{G}^{[a]} \rangle + \frac{1}{2}\text{Tr} \delta \tilde{V}^h G^{[a]}$$

$$- \frac{1}{2}\langle \text{Tr} \tilde{V}^h G^{[a]} \tilde{V}^h G^{[a]} \rangle + O(\sigma^3).$$

The corresponding Feynman diagrams are shown in Fig. 4.4 and we consider them in turn.

The first is the seagull contribution of Fig. 4.4a given by,

$$\frac{1}{2}\langle \text{Tr} \tilde{V}^h G^{[a]} \rangle = -\frac{AT}{2} \sum_n (\varepsilon - 1) \langle \int_0^\infty \frac{kdk}{2\pi} \int_0^{h(x)} \frac{dz}{2\pi} \left( G^{[a]}_{xx}(k,z,z;\zeta) + G^{[a]}_{yy}(k,z,z;\zeta) \right) + (\varepsilon \theta(z) + \frac{\theta(-z)}{\varepsilon}) G^{[a]}_{zz}(k,z,z;\zeta) \rangle \right) \right)$$

$$= -\frac{AT}{2} \sum_n \int_0^\infty \frac{kdk}{2\pi} \kappa \kappa \frac{\varepsilon^2}{c^2 - r^2} + \frac{r^2}{c^2 - r^2} \right) \langle \int_0^{h(x)} dz \rangle + O(\sigma^3)$$

$$= -AT \sigma^2 \sum_{\zeta \in \{\zeta_n\}} \int_0^\infty \frac{kdk}{2\pi} \kappa \kappa \frac{\varepsilon^2}{c^2 - r^2} + \frac{r^2}{c^2 - r^2} \right) + O(\sigma^3).$$
The expressions of Eq.(B.7) in App B. here have been expanded for small $z$. There are (as expected) no corrections of order $\sigma$ and the final line exhibits equally weighted contributions from both polarizations. Note that this remarkable simplification occurs only upon summation of all $\delta$-function contributions to $G_{zz}^{||}$ - which leads to an expansion in $\tilde{V}^h$, defined in Eq.(4.37), rather than in the original $V^h$.

This roughness contribution to the free energy is entirely local and does not depend on the correlation length $l_c$. The loop-integral over transverse momenta and the sum over Matsubara frequencies are exponentially restricted to momenta $2a\kappa \lesssim 1$ and the evaluation of the seagull diagram using the low-energy propagators should be accurate for all $a\omega_p \gg 0.5$, that is for $a \gtrsim 12\text{nm}$ in the case of gold plates.

Due to the $\kappa \varepsilon$ factor of the integrand, the contribution of Eq.(4.59) is proportional to $\omega_p\sigma^2/a^4$ for $a\omega_p \gg 1 \gg T\alpha$ and diverges in the ideal metal limit. Fortunately the seagull is not the whole story to order $\sigma^2$.

The other contribution to the Casimir free energy of order $\sigma^2$ from a single scattering off the rough interface corresponds to the diagram of Fig. 4.4b. This unsubtracted 2-loop contribution is formally given by,

$$\frac{1}{2} \langle \text{Tr} \tilde{V}^h \tilde{G}^i \tilde{V}^h G^i \rangle = -\frac{A T}{2} \sum_n \int \frac{dk dk'}{(2\pi)^4} \text{Tr} \left[ D_{++}(q) \tilde{G}^i_{++}(k') V^{(n)+}_{+-} G^a_{++}(k) V^{(n)+} + D_{+-}(q) \tilde{G}^i_{--}(k') V^{(n)-}_{-+} G^a_{--}(k) V^{(n)-} + D_{-+}(q) \tilde{G}^i_{+-}(k') V^{(n)+}_{++} G^a_{+-}(k) V^{(n)+} + D_{--}(q) \tilde{G}^i_{-+}(k') V^{(n)-}_{++} G^a_{-+}(k) V^{(n)+} \right],$$

with $q = |k - k'|$ and interaction vertices,

$$V^{(n)+} = (\varepsilon(\zeta_n) - 1) \text{diag}(1, 1, \varepsilon(\zeta_n)), \quad V^{(n)-} = (\varepsilon(\zeta_n) - 1) \text{diag}(1, 1, 1/\varepsilon(\zeta_n)).$$

$$G^{(n)+}_{\pm\pm}(k) := G(k, z \to 0^{\pm}, z' \to 0^{\mp}; \zeta_n)$$

denote one-sided limits of propagators. Explicit expressions are given in Eq.(B.8). The correlation functions $D_{\pm\pm}(q)$ of
positive and negative components of the roughness profile are defined in Eq.(4.41) and computed in App. B.2.

A lengthy but otherwise straightforward evaluation of Eq.(4.60) using the expressions of Eq.(B.8) and Eq.(B.3) yields,

\[-\frac{1}{2}\langle \text{Tr} \tilde{V}^h \tilde{G} | \tilde{V}^h G | a \rangle \]

\[= -\frac{AT}{2} \sum_n (\varepsilon - 1)^2 \int_0^\infty \frac{kdk}{2\pi} \int_0^\infty \frac{k'dk'}{(2\pi)^2} \int_{-\pi}^{\pi} d\theta D(\sqrt{k^2 + k'^2 - 2kk'\cos\theta}) \]

\[\times \left\{ \frac{r(1 - r^2)}{2(e^{2a\kappa} - r^2)\kappa_\varepsilon} \left( \frac{\kappa'_\varepsilon \sin^2\theta}{\varepsilon\kappa' + \kappa'_\varepsilon} + \frac{\zeta^2 \cos^2\theta}{\kappa' + \kappa'_\varepsilon} \right) \right. \]

\[+ \frac{\bar{r}(1 - \bar{r}^2)}{2(e^{2a\kappa} - \bar{r}^2)\varepsilon} \left( \frac{\varepsilon k^2 k'^2 - \kappa_\varepsilon^2 \kappa'_\varepsilon \cos^2\theta}{\kappa_\varepsilon (\varepsilon\kappa' + \kappa'_\varepsilon)} - kk'\cos\theta - \frac{\kappa_\varepsilon \zeta^2 \sin^2\theta}{\kappa' + \kappa'_\varepsilon} \right) \right\} . \tag{4.62} \]

The signed correlation functions in Eq.(4.60) combine and Eq.(4.62) depends on the roughness correlation \(D(|k - k'|)\) only. In App. B.3 the integral over \(\theta\) in Eq.(4.62) is performed analytically for the class of correlations \(D_s(q)\), but this angular integral in general has to be evaluated numerically. More importantly, the leading term of order \(\omega_p\) in the limit \(\omega_p \to \infty\) of Eq.(4.62) cancels the leading asymptotic behavior \(\propto \omega_p\) of the seagull term in Eq.(4.59).

The limit of Eq.(4.62) for large correlation length \(l_c \gg 1/\omega_p\) is found using Eq.(4.54) to trivially evaluate the \(k'\)-integrals. Some algebraic manipulations simplify the expression in this limit to,

\[-\frac{1}{2}\langle \text{Tr} \tilde{V}^h \tilde{G} | \tilde{V}^h G | a \rangle \]

\[\xrightarrow{l_c \to \infty} AT\sigma^2 \sum_n \int_0^\infty \frac{kdk}{2\pi} \kappa_\varepsilon (\kappa_\varepsilon - \kappa) \left( \frac{r^2}{\varepsilon^{2a\kappa} - r^2} + \frac{\bar{r}^2}{\varepsilon^{2a\kappa} - \bar{r}^2} \right) . \tag{4.63} \]

Both loop integrals of this contribution (shown in Fig. 4.4d) to the Casimir free energy are exponentially constrained to low momenta \(k, k' \lesssim 1/(2a) \ll \omega_p\) –
a regime in which the low-energy description is expected to hold. We find that,

\[-\frac{1}{4} \langle \mathrm{Tr} \tilde{V}^h \tilde{G}^{[a]} \tilde{V}^h G^{[a]} \rangle\]

\[= \frac{-AT}{16} \sum_n (\varepsilon - 1)^2 \int_0^\infty \frac{kdk}{2\pi} \int_0^\infty \frac{k'dk'}{(2\pi)^2} \int_{-\pi}^\pi d\theta D(\sqrt{k^2 + k'^2 - 2kk' \cos \theta})\]

\[\times \left[ \frac{r(1 - r^2)\zeta^2}{(e^{2ak^2} - r^2)k^2} \left( \frac{r'(1 - r'^2)\zeta^2 \cos^2 \theta}{(e^{2ak^2} - r^2)k^2} - \frac{2r'(1 - r'^2)k'^2 \sin^2 \theta}{(e^{2ak^2} - r^2)\varepsilon} \right) \right.\]

\[+ \left. \frac{\bar{r}r'(1 - \bar{r}^2)(1 - r'^2)}{(e^{2ak^2} - \bar{r}^2)(e^{2ak^2} - \bar{r}^2)} \frac{k'^2k^2}{\kappa\kappa'} + \frac{2kk' \cos \theta}{\varepsilon} + \frac{\kappa\kappa'}{\varepsilon^2} \right] \right] \quad \text{(4.64)}\]

For profiles with large correlation length \(l_c \gg 2a \gtrsim 1/\omega_p\) Eq.(4.64) simplifies to

\[-\frac{1}{4} \langle \mathrm{Tr} \tilde{V}^h \tilde{G}^{[a]} \tilde{V}^h G^{[a]} \rangle\]

\[\xrightarrow{l_c \to \infty} -AT\sigma^2 \sum_n \int_0^\infty \frac{kdk}{2\pi} \kappa^2 \left( \frac{r^4}{(e^{2ak^2} - r^2)^2} + \frac{\bar{r}r^4}{(e^{2ak^2} - \bar{r}^2)^2} \right) \quad \text{(4.65)}\]

due to Eq.(4.54) (shown in Fig. 4.4d).

As for \(t^{(2)}\) in Eq.(4.40), the loop-integral of Eq.(4.62) generally includes high momentum contributions \(k' \gg \omega_p\) for which the low-energy description is not justified. The same 1-loop counter potential of Eq.(4.57) that corrects roughness corrections to the scattering matrix to 1-loop also removes the uncontrolled high-momentum contributions to the Casimir free energy and replaces them by the phenomenological plasmon contribution.

The correction of the Casimir free energy by this counter potential is shown diagrammatically in Fig. 4.4c and the two Feynman diagrams of this counter term are depicted in Fig. 4.3. To order \(\sigma^2\) the contribution to the Casimir free energy from the counter potential \(\delta\tilde{V}\) of Eq.(4.57) is,

\[\frac{1}{2} \mathrm{Tr} \delta \tilde{V} G^{[a]}\]

\[= \frac{AT}{2} \sum_n (\varepsilon - 1)^2 \int_0^\infty \frac{kdk}{2\pi} \int_0^\infty \frac{k'dk'}{2\pi} D(k') \left[ \frac{r(1 - r^2)k^2}{2(e^{2ak^2} - r^2)k^2} \frac{k'^2}{(\varepsilon \kappa' + \kappa')^2} \right.\]

\[+ \left. \left( \frac{r(1 - r^2)\zeta^2}{2(e^{2ak^2} - r^2)k^2} - \frac{\bar{r}(1 - \bar{r}^2)\kappa^2}{2(e^{2ak^2} - \bar{r}^2)\varepsilon} \right) \left( \frac{\kappa'\kappa'/2}{\varepsilon \kappa' + \kappa'} + \frac{\zeta^2/2}{\kappa' + \kappa'} - \frac{g^2\zeta}{1 + \varepsilon} \right) \right] \quad \text{(4.66)}\]
This correction to the Casimir free energy remains finite in the ideal metal limit when Eq. (4.55) is satisfied. The existence of this limit is assured by the consistency of the low-energy theory in the limit $l_c \gg 1/\omega_p$. Using Eq. (4.54), the counterterm correction of Eq. (4.66) for $l_c \gg 1/\omega_p$ becomes,

$$
\frac{1}{2} \text{Tr} \delta \tilde{V} G^{[a]}|_{l_c \rightarrow \infty} = AT \sigma^2 \sum_n (g^2 - 1) \zeta(\sqrt{\varepsilon} - 1) \int_0^\infty \frac{kdk}{2\pi} \kappa \left( \frac{r^2}{\varepsilon e^{2\alpha \kappa} - r^2} + \frac{\bar{r}^2 \kappa^2}{\varepsilon k^2 + \kappa^2} \right)
$$

(4.67)

and vanishes when Eq. (4.55) is enforced. This should be expected of a model that is valid at low energies. Note that magnetic and electric modes do not enter the counter term correction symmetrically even at large correlation length because we subtracted at $k = 0$: the factor $\kappa_\varepsilon^2/(\varepsilon k^2 + \kappa_\varepsilon^2)$ in Eq. (4.67) differs from unity in order $k^2/\omega_p^2$ only.

4.4 Discussion

4.4.1 The Limit $l_c \gg \max(1/\omega_p, a)$: the Proximity Force Approximation

Although $l_c \gg a$ is a necessary condition for the PFA, the limiting expressions of Eqs. (4.63) and (4.67) evidently hold only when $l_c$ is large compared to $a$ and $1/\omega_p$. The latter restriction arises because the scattering matrix locally can be approximated by a flat surface only if the plasma length is shorter than the typical length scale of the surface structure.

For a rough profile with $l_c \gg \max(1/\omega_p, a)$ Eqs. (4.63), (4.67) and (4.65) should all be reasonable approximations. Including the seagull term of Eq. (4.59), the roughness correction to the Casimir free energy of Eq. (4.58) in the limit of
large correlation length $l_c \gg \text{max}(1/\omega_p, a)$ is,

$$
\Delta F_{T}^{\text{Cas}}[a]|_{l_c \to \infty} = -AT\sigma^2
\times \sum_n \int_0^\infty \frac{k^2 dk}{2\pi} \left( \frac{r^4}{(e^{2\alpha} - r^2)^2} + \frac{r^2}{(e^{2\alpha} - r^2)^2} + \frac{\bar{r}^4}{(e^{2\alpha} - \bar{r}^2)^2} + \frac{\bar{r}^2}{(e^{2\alpha} - \bar{r}^2)^2} \right)
= \frac{1}{2}\sigma^2 \frac{\partial^2}{\partial a^2} \sum_n \int_0^\infty \frac{k dk}{2\pi} \ln \left( 1 - r^2 e^{-2\alpha} \right) + \ln \left( 1 - \bar{r}^2 e^{-2\alpha} \right)
= \frac{1}{2}\sigma^2 \frac{\partial^2}{\partial a^2} F_T^I(a) ,
$$

(4.68)

where $F_T^I(a)$ is the Casimir free energy for two flat parallel semi-infinite slabs at a separation $a$ given by Eq.(4.21). This is precisely the roughness correction in PFA for a rough surface with $\langle h(x) \rangle = 0$ and $\langle h^2(x) \rangle = \sigma^2$. Although trivial, one should note that the PFA here emerges in the limit of large $l_c$ from requiring consistency of the low-energy effective field theory. It is due to the absence of high-momentum contributions in this limit and does not require any phenomenological correction.

### 4.4.2 Ideal Metal Limit $\varepsilon \to \infty$

It perhaps is remarkable that the requirement of Eq.(4.55) not only guarantees that the PFA is recovered in the $l_c \to \infty$ limit but also ensures the existence of an ideal metal limit. If $g^2$ is analytic at $\zeta = 0$ one can argue that $\zeta/\omega_p$ and $1/(l_c\omega_p)$ (see Eq.(4.74)) corrections are absent and $g^2$ for large $\omega_p$ has the expansion
\( g^2 = 1 + \mathcal{O}(\zeta^2/\omega_p^2) \). The ideal metal limit in this case is uniquely given by,

\[
\frac{1}{2} \langle \text{Tr} \tilde{V}^h G^{[a]} \rangle - \frac{1}{2} \langle \text{Tr} \tilde{V}^h \tilde{G}^{[a]} \tilde{V}^h G^{[a]} \rangle \\
= -AT \sum_n \int_0^\infty \frac{kdk}{2\pi} \int_0^\infty \frac{k'dk'}{(2\pi)^2} \int_{-\pi}^\pi d\theta D(\sqrt{k^2 + k'^2 - 2kk' \cos \theta}) \\
\times \left[ \frac{(\zeta^2 + kk' \cos \theta)^2 + \kappa^2 \kappa'^2}{\kappa\kappa'(e^{2ak} - 1)} - \frac{4k\zeta^2(k - k' \cos \theta)e^{2a\kappa}}{\kappa^2(e^{2ak} - 1)^2} \right] \\
\frac{-1}{4} \langle \text{Tr} \tilde{V}^h \tilde{G}^{[a]} \tilde{V}^h G^{[a]} \rangle \\
= -AT \sum_n \int_0^\infty \frac{kdk}{2\pi} \int_0^\infty \frac{k'dk'}{(2\pi)^2} \int_{-\pi}^\pi d\theta D(\sqrt{k^2 + k'^2 - 2kk' \cos \theta}) \\
\times \left[ \frac{(\zeta^2 + kk' \cos \theta)^2 + \kappa^2 \kappa'^2}{(e^{2ak} - 1)(e^{2ak'} - 1)\kappa\kappa'} \right] \\
\frac{1}{2} \text{Tr} \delta \tilde{V} G^{[a]} \\
= AT \sum_n \int_0^\infty \frac{kdk}{2\pi} \int_0^\infty \frac{k'dk'}{2\pi} D(k') \left[ \frac{2k^2k'^2 + (\kappa^2 + \zeta^2)(\kappa' - \zeta)^2}{2(e^{2ak} - 1)\kappa\kappa'} \right]
\]

Note that the counter term contribution of Eq.(4.71) does not vanish and cancels the contribution from high \( k' \)-momenta in Eq.(4.69) also for an ideal metal. High-momentum contributions to the roughness correction thus persist in the ideal metal limit in the unrenormalized theory. Without counter term this perturbative correction would diverge for \( l_c \to 0 \) (and for some correlations would diverge for all \( l_c \)). This apparently is at odds with exact calculations for square-wave profiles [85] and demands an explanation. The reason for convergence of these ”exact” calculations in the limit \( l_c \to 0 \) (and divergence of the unsubtracted perturbation theory) for such profiles is subtle and related to the fact that for \( l_c \ll \sigma \) the leading term in the exact calculation is \( \mathcal{O}(\sigma) \) and not \( \mathcal{O}(\sigma^2) \) as perturbation theory suggests [85]. The non-analytic dependence on \( \sigma \) for \( l_c \to 0 \) arises due to an effective UV-cutoff in the exact calculation of \( \mathcal{O}(\sigma) \) – there is no other scale to compare with in this limit. Ignoring this effective cutoff (as a perturbative expansion in \( \sigma \) does ) leads to an UV-divergent expression in the limit \( l_c \to 0 \). The non-analyticity of the exact result for \( \sigma/a \ll 1 \) in the limit \( l_c \to 0 \) is only possible if wave-numbers of order \( 1/\sigma \) of the profile contribute significantly. The
non-analyticity in \( \sigma \) in this sense implies that high-momenta \( 1/a < k' < 1/\sigma \) must dominate the exact Casimir energy calculation for an ideal metal in the limit \( 0 \leq l_c < \sigma \sim 0 \).

A simple model that qualitatively reproduces this explanation of the non-analytic dependence on \( \sigma \) is obtained by replacing \( l_c \to l_c + \gamma \sigma \) in the Gaussian correlation function of Eq.(4.46) where the constant \( \gamma \) is of \( \mathcal{O}(1) \). For \( l_c \gg \sigma \) one recovers the quadratic perturbative dependence on \( \sigma \) in leading order, but for \( 0 \leq l_c \ll \sigma \to 0 \) the \( k' \) integral of Eq.(4.69) is of order \( \sigma^2/(l_c + \gamma \sigma) \stackrel{l_c \ll \sigma}{\to} \sigma/\gamma \) as in the "exact" calculation. The UV-divergence \( \propto 1/\sigma^3 \) of the \( k' \)-integral that leads to this (non-analytic) behavior is due to momenta \( k' \sim 1/\sigma \gg 1/a \).

Although the exact evaluation of such high-momentum contributions is of itself correct, the low-energy description used to compute them is not justified. The fact that the plasmon contributes and the counter term of Eq.(4.71) removes high momentum contributions even for an ideal metal indirectly supports the assertion that roughness corrections of real materials in fact remain analytic in the variance \( \sigma^2 \) also in the limit of uncorrelated roughness.

### 4.4.3 The Limit of Uncorrelated Roughness and the Plasmon Coupling \( g^2 \)

The high-roughness limit \( l_c \ll 1/\omega_p \) is obtained by examining the loop integrals in Eqs. (4.59), (4.62), and (4.66) at large momentum transfers \( q = |k' - k| \). In the limit of uncorrelated roughness \( l_c \to 0 \) the correction is,

\[
\Delta F_{T}^{\text{Cas}}[a]|_{l_c \to 0} = -AT\sigma^2 \sum_{n} \int_{0}^{\infty} \frac{kdk}{2\pi} \left[ \frac{r^2\kappa\kappa_{\varepsilon}(2\varepsilon-1)k^2 + \kappa_{\varepsilon}^2 - g^2(\sqrt{\varepsilon} - 1)\zeta_{\kappa_{\varepsilon}}}{(e^{2ak} - r^2)(k^2\varepsilon + \kappa^2)} \right. \\
\left. + \frac{r^2\kappa(\kappa_{\varepsilon} - g^2(\sqrt{\varepsilon} - 1)\zeta_{\kappa})}{e^{2ak} - r^2} \right] \tag{4.72}
\]
Note that the correction to the Casimir free energy for $l_c = 0$ is strictly negative when $g^2 \leq 1$. The Casimir free energy of a rough interface thus is always larger in magnitude than of a flat one at the same average separation. We believe this is due to two opposing effects. The specular reflection off a rough surface with vanishing $l_c$ but finite $\sigma$ never is quite the same as that off a flat interface with the same bulk permittivity: the situation is analogous to the change in bulk permittivity due to the inclusion of sub-wavelength spheres of a different material. Since the included "material" in this case is vacuum with $\varepsilon = 1$, the effective reflection coefficient decreases compared to that for the flat plate. This effect by itself would tend to decrease the Casimir free energy in magnitude for $l_c \rightarrow 0$. However, this decrease is more than compensated by the reduced separation to this effective interface.

The ideal metal limit of Eq.(4.72) exists only for $g^2 \rightarrow 1$ and is analytically given by,

$$
\Delta F_{T}^{\text{Cas}}[a, l_c \ll 1/\omega_p \rightarrow 0] = -AT\sigma^2 \sum_n \int_0^\infty \frac{kdk}{2\pi} \frac{\zeta(\kappa^2 + \zeta^2)}{\kappa(e^{2\kappa} - 1)} \xrightarrow{T \rightarrow 0} -\frac{9A\sigma^2}{32\pi^2 a^5} \zeta(5) \approx -0.02955 \frac{A\sigma^2}{a^5} .
$$

The ideal metal and $l_c \rightarrow 0$ limits in fact commute and $g^2 \rightarrow 1$ is required for the ideal metal limit to exist. Assuming that $g^2(\zeta l_c, l_c \omega_p)$ is analytic in both arguments, the existence of an ideal metal limit implies,

$$
1 = \lim_{l_c \omega_p \rightarrow \infty, \omega_p \rightarrow 0} g^2(\zeta l_c, l_c \omega_p) = g^2(0, \beta) .
$$

We therefore have that $g^2 = 1$ at low frequencies for any value of $l_c$ and $\omega_p$. In the following we consider only the (plasmon) coupling,

$$
g^2 = 1 .
$$
4.5 The Effective Low-Energy Field Theory approach

Although we obtained a roughness correction that is compatible with the low-energy theory of Schwinger by the Green’s function approach, it is instructive to construct the effective low energy field theory from which these corrections derive. The effective field theory allows one to in principle explore other approximations and corrections. It also provides a general framework for systematically taking into account higher orders and for including other interactions. In this formulation the necessity of the counter terms furthermore is readily apparent.

4.5.1 Partition Function

In the presence of external sources of polarization \( P(x, z; \zeta_n) \), Schwinger’s free energy for two parallel interfaces is given by Eq.(4.20). The partition function for a flat and a rough interface described by the profile \( h(x) \) corresponding to the potential \( V(\zeta, h(x), z) \) of Eq.(4.28) therefore formally is,

\[
Z_T[P, h] = \exp \left[ -\frac{1}{T} \left( F_\parallel(a) + \delta F[h] \right) \right] \prod_n \exp \left[ -\frac{1}{T} (\mathcal{V}_n[h] + \delta \mathcal{V}^h_n) \right]
\times \exp \left[ \frac{T}{2} \{ P_n | G^{(n)} | P_n \} \right]
\]

(4.76)

where \( \mathcal{V}_n[h] \) is the functional derivative operator,

\[
\mathcal{V}_n[h] = -\frac{1}{2} \int dx \int_0^{h(x)} dz \frac{\delta}{\delta P_n(x, z)} \cdot (\varepsilon(\zeta_n) - \mathbb{1}) \cdot \frac{\delta}{\delta P_n^*(x, z)}
\]

(4.77)

representing the interaction of the \( n \)-th Matsubara mode with the roughness profile \( h(x) \).
4.5.2 Counter terms

The counter potential of Eq.(4.57) corresponds to a functional derivative operator of the form,

\[ \delta T_n^{h} = \frac{1}{2} \int dz \int dx \frac{\delta}{\delta P_n(x, z)} \cdot \delta V^h(\zeta_n, z) \cdot \int dy \frac{\delta}{\delta P_n^\dagger(y, z)}. \] (4.78)

It corrects for polarization effects due to surface roughness. Note that the counter potential of Eq.(4.57) in Eq.(4.78) has support in the immediate vicinity of the plane at \( z = 0 \) only and does not depend on the transverse position \( x \) nor on the mean separation \( a \) of the two interfaces. The counter potential \( \delta V^h(\zeta) \) ensures that the scattering of electromagnetic waves incident perpendicular to the rough surface is reproduced.

We in addition have to include a counterterm \( \delta F[h] \) to the free energy that is a functional of the profile \( h(x) \). It is analytic at \( h(x) = 0 \) and has the expansion,

\[ \delta F[h] = c_0 + \int dx \ h(x)c_1(a, T) + \frac{1}{2} \iint dx dy \ c_2(x - y)h(x)h(y) \]

\[ + \frac{1}{6} \iiint dx dy dz \ c_3(x - z, y - z)h(x)h(y)h(z) + \ldots \] (4.79)

with translation-invariant \( n \)-point coefficient functions \( c_n \) that depend only on transverse coordinate differences. These coefficient functions are used to systematically remove corrections to the correlation functions of the profile \( h(x) \) in the presence of electromagnetic interactions. The constant 1-point counter term \( c_1(a, T) \) ensures that \( \langle h(x) \rangle = 0 \) at any separation \( a \) and temperature \( T \). \( c_1(a, T) \) is the only coefficient that may depend on \( a \) and \( T \) because its contribution to the free energy in fact vanishes for profiles that satisfy Eq.(4.13). The higher order terms of \( \delta F[h] \) are constructed so that connected correlation functions of the profile at \( T = 0 \) are the prescribed ones when the second flat interface is removed. They do not depend on the temperature \( T \) nor on the separation \( a \).
Figure 4.5: One-loop Feynman diagrams for the counter term \( c_2(q) \). \( c_2(q) \) is determined by demanding that the (prescribed) 2-point roughness correlation of a single plate at \( T = 0 \) is not corrected. We here consider 1-loop contributions only.

This ensures that,

\[
\frac{\partial}{\partial T} \delta F[h] = \frac{\partial}{\partial a} \delta F[h] = 0 \quad \text{for any profile for which} \quad \int_A dx h(x) = 0 .
\] (4.80)

This counter-term to the free energy therefore does not affect thermodynamic state functions like the entropy or pressure. It cancels loop contributions to the energy (at \( T \to 0 \)) when the flat interface is removed \( (a \to \infty) \). The Casimir free energy remains (its finite, \( a \)-dependent value at \( T = 0 \) is the Casimir energy).

In obtaining the Casimir free energy by the Green’s function method the contribution to the free energy from the counter term coefficient \( c_2(x - y) \) was implicitly taken into account by subtracting \( \Delta F_T[h, \infty] \) in Eq.(4.30). Requiring the absence of one-loop corrections to the 2-point roughness correlation at large separation \( a \) and temperature \( T = 0 \) determines \( c_2(q) \). The Feynman diagrams involved in this condition are shown in Fig. 4.5. The counter term \( c_2 \) also ensures that there is no single-interface correction to the Casimir energy at \( T = 0 \). For \( T > 0 \) a finite \( a \)-independent contribution to the single-interface free energy remains that we have not calculated here.

The Green’s function approach implicitly also accounted for contributions of \( c_1(a, T) \) by simply assuming that Eq.(4.13) holds to order \( \sigma^2 \). \( c_1(a, T) \) cancels tadpole contributions to the scattering matrix (see Fig. 4.6) and 1-particle reducible contributions to the Casimir free energy like those of Fig. 4.8 vanish in
Figure 4.6: Cancellation of tadpoles by the counter term $c_1(a, T)$ at one loop. Summation to all orders of the $\delta$-function contribution to $G_{zz}^\parallel$ replaces $G_{zz}^\parallel$ by $\tilde{G}_1 + G_{zz}^{|a|}$ and $V^h$ by $\tilde{V}^h$.

\[
\begin{align*}
\frac{1}{2} \quad \tilde{g}_1(k) + G^{|a|}(k) \quad + \quad c_1(a, T) = 0
\end{align*}
\]

Figure 4.7: 1-particle reducible dumbbell contributions to the free energy that are cancelled by the $c_1$ counter term given in Eq.(4.81). 1-particle reducible contributions to the free energy are of order $1/T$ at low temperatures and would violate Nernst’s theorem.

\[
\begin{align*}
\frac{1}{8} \quad + \quad \frac{1}{2} \quad + \quad \frac{1}{2} \quad = 0
\end{align*}
\]

We defined the mean separation $a$ by Eq.(4.13) and demanding that corrections to $\langle h_\pm(x) \rangle$ vanish determines $c_1(a, T)$ to one loop. The diagrammatic form of this condition is shown in Fig. 4.6 and evaluates to,

\[
c_1(a, T) = \frac{T}{D(0)} \sum_n \int \frac{dk}{(2\pi)^2} \left[ D_{++}(0) \text{Tr} V^{(n)}_+(\tilde{G}_1^{(n)}(k) + G_{zz}^{|a|}(k)) \\
+ D_{+-}(0) \text{Tr} V^{(n)}_-(G_{zz}^{(n)}(k) + G_{zz}^{|a|}(n)(k)) \right] \\
= c_1(\infty, T) - T \sum_n \int_0^\infty \frac{dk}{2\pi} K \left( \frac{\bar{\rho}^2}{e^{2\kappa a} - \bar{\rho}^2} + \frac{\bar{\rho}^2}{e^{2\kappa a} - \bar{\rho}^2} \right) \\
= c_1(\infty, T) - \frac{\partial}{\partial a} F_T^\parallel(a),
\]

(4.81)

where $c_1(\infty, T)$ is the (infinite) one-interface contribution that does not depend

\[
\begin{align*}
\frac{1}{8} \quad + \quad \frac{1}{2} \quad + \quad \frac{1}{2} \quad = 0
\end{align*}
\]

Figure 4.8: 1-particle reducible dumbbell contributions to the free energy that are cancelled by the $c_1$ counter term given in Eq.(4.81). 1-particle reducible contributions to the free energy are of order $1/T$ at low temperatures and would violate Nernst’s theorem.
on the separation $a$. The interpretation of Eq. (4.81) is straightforward and could have been anticipated: for $\langle h \rangle \neq 0$, the separation $a$ is redefined at one loop. Since

$$F^\|_T(a) - \int_A d\mathbf{x} h(\mathbf{x}) \frac{\partial}{\partial \mathbf{A} a} F^\|_T(a) \approx F^\|_T(a - \langle h \rangle) \ .$$

(4.82)

To leading order in $\langle h \rangle$, the $c_1$-counterterm arises from the free energy of two parallel flat interfaces at separation $a_B$, where $a = a_B + \langle h \rangle$, is the separation at which Eq. (4.13) holds.

The $a$-independent but temperature-dependent contribution from $c_1(\infty, T)$ similarly is the difference in free energy due to a shift of a flat interface by $-\langle h \rangle$.

The bulk contribution to the free energy density thereby increases by,

$$c_1(\infty, T) = -\frac{T}{4} \sum_n \int_0^\infty \frac{k dk}{2\pi} \text{Tr}(V_+^{(n)} \tilde{G}_{++}^{(n)}(k) + V_-^{(n)} \tilde{G}_{--}^{(n)}(k))$$

$$= -\frac{T}{2} \sum_n (\varepsilon(\zeta_n) - 1) \int_0^\infty \frac{k dk}{2\pi} \left( \frac{\kappa_\varepsilon \kappa - k^2}{\varepsilon \kappa + \kappa_\varepsilon} + \frac{\zeta^2}{\kappa_\varepsilon + \kappa} \right)$$

$$= T \sum_n \int_0^\infty \frac{k dk}{2\pi} (\kappa - \kappa_\varepsilon) = \frac{1}{V} (F_T^\gamma[1] - F_T^\gamma[\varepsilon])$$

(4.83)

where $F_T^\gamma[\varepsilon]/V$ is the free energy density of a photon gas in a homogeneous medium with permittivity $\varepsilon(\zeta)$. The difference in free energy density in the dielectric and in vacuum depends on the permittivity $\varepsilon(\zeta)$. For the plasma model with $\varepsilon(\zeta) = 1 + (\omega_p/\zeta)^2$, this separation-independent contribution to the free energy is,

$$(F_T^\gamma[1] - F_T^\gamma[\varepsilon]) \frac{A\langle h \rangle}{V} = A\langle h \rangle \left[ c_1(\infty, 0) - \frac{T^4 \pi^2}{45} + \frac{T^2 \omega_p^2}{\pi^2} \sum_{n=1}^\infty \frac{K_2(n\omega_p/T)}{n^2} \right] ,$$

(4.84)

where the modified Bessel function $K_2(x)$ is normalized to $K_2(x \sim 0) \sim 2/x^2$.

The generally infinite constant $c_1(\infty, 0)$ does not depend on temperature nor on the separation $a$. It is sensitive to the behavior of $\varepsilon(\zeta)$ at energies $\zeta \gg \omega_p$. Estimating this contribution to the free energy in the framework of the low-energy effective theory is meaningless since the loop integral is dominated by momenta.
and energies \(k, \zeta \gg \omega_p\). For the sake of completeness, this formal contribution with a proper time cutoff \(\beta\) is,

\[
c_1(a \sim \infty, T = 0) = -\frac{1}{16\pi^2} \int_{\beta}^{\infty} \frac{d\lambda}{\lambda^3} (1 - e^{-\lambda \omega_p^2}) .
\] (4.85)

It is a quadratically and logarithmically UV-divergent constant contribution to the total energy of the system. It is canceled by the counter term \(c_0\) and has no physical implications.

### 4.5.3 The Complete Low-Energy Effective Field Theory

Since the Greens-function \(G^\|\) of parallel interfaces as well as the counter terms are invariant under transverse translations, the partition function \(Z_T(P = 0, h)\) defined in Eq.(4.76) for vanishing polarization sources is a functional of the roughness profile \(h(x)\) with translation-invariant coefficients. We thus can use Eq.(2.50) to evaluate it in terms of correlation functions of the profile \(h(x)\) rather than the profile itself. We have that,

\[
Z_T[\vec{P} = 0, h] = Z_T[\vec{P} = 0, \frac{\delta}{\delta \alpha}] Z_h[\alpha]_{\alpha=0} ,
\] (4.86)

with \(Z_h[h]\) defined by Eq.(2.44). The complete generating functional of the Gaussian model we are considering thus is,

\[
Z_T[\vec{P}, \alpha] := \exp \left[ -\frac{1}{T} (F^\|_T(a) + \delta F[\delta/\delta \alpha]) \right] \prod_n \exp \left[ -\frac{1}{T} (\mathcal{V}_n[\delta/\delta \alpha] + \delta \mathcal{V}^h_n) \right] \\
\times \exp \left[ \frac{T}{2} \{P_n | G^{\|} | P_n \} + \frac{1}{2} (\alpha | D_2 | \alpha) \right] ,
\] (4.87)

with \((\alpha | D_2 | \alpha)\) given by Eq.(2.46). The partition function of Eq.(4.86) is just \(Z_T[\vec{P} = 0, \alpha = 0]\). From the point of view of Euclidean field theory, Eq.(4.87) promotes the roughness profile \(h(x)\) to a field on a two-dimensional (planar) subspace that is coupled to a vector field in \(\mathbb{R}^3 \times S_1\). Correlation functions of \(h(x)\) are obtained by functional differentiation of Eq.(4.87) with respect to the
scalar source $\alpha$ and $Z$ defines the loop-expansion in the usual manner. The main difference to ordinary field theory is that all correlation functions of $h(x)$ are prescribed and counter-functions enforce the absence of any corrections to them at $T = 0$ and $a \sim \infty$. The low energy effective field theory encoded by Eq. (4.87) evidently is not renormalizable – new counter terms (functions) are required at each order of the loop expansion. The three counterterms $c_1$, $c_2$ of $\delta F[h]$ and $\delta V^h$ suffice at the 1-loop level since only the connected two-point functions and $\langle h \rangle$ are superficially UV-dominated if $D_2(0) = \sigma^2$ is finite.

Instead of employing the Green’s function approach, one can derive the loop corrections to the free energy from Eq. (4.87). The Casimir free energy to one loop is the same in both approaches. However, the generating functional Eq. (4.87) of the low-energy effective theory has conceptual and methodical advantages: once the set of counter-terms is determined, the field theory yields consistent low-energy results not just for the Casimir energy, but for the scattering matrix as well. No ad-hoc arguments and procedures are required to cancel uncontrolled high-energy loop corrections and the necessity of the counter terms and their interpretation is readily apparent.

### 4.6 Numerical Investigations

We numerically investigated the correction $\Delta F_T^{\text{Cas}}(a)$ to the Casimir free energy due to the roughness of one of the interfaces. To order $\sigma^2$ the correction in Eq. (4.58) is linear in the roughness correlation function and one may define $[3]$

a response function $R_T(q, a)$,

$$
\Delta F_T^{\text{Cas}}(a) = \int_0^\infty \frac{qdq}{2\pi} R_T(q, a) D(q) ,
$$

(4.88)

that does not depend on the roughness correlation function $D(q)$. Analytical expressions for $R_T(q, a)$ are obtained by changing the integration variable from
\( \mathbf{k}' \) to \( \mathbf{q} = \mathbf{k}' - \mathbf{k} \) in Eq.(4.59), Eq.(4.62), Eq.(4.66) and Eq.(4.64). The corresponding expressions are given in App. ???. For clarity and to compare with earlier investigations, we in the following present numerical results at \( T = 0 \) only. Temperature corrections are sizable only when \( 2\pi aT \gtrsim 1 \). For gold surfaces at 300°K, temperature corrections become important at separations of the order of microns - a distance at which perturbative roughness is irrelevant.

4.6.1 The Response with and without Counter Term

Fig. 4.9 gives the normalized response as a function of the dimensionless variable \( \frac{q}{\omega_p} \) when the counterterm of Eq.(4.66) is omitted. The low-energy theory is justified in the shaded momentum region \( \frac{q}{\omega_p} < 1 \). Note the linear rise of the low-energy response function for all separations \( a \) in the uncontrolled region \( \frac{q}{\omega_p} \gg 1 \). The integration weight \( qD(q) \) for Gaussian and exponential roughness correlation with a typical correlation length \( l_c \sim \frac{1}{\omega_p} \) is superimposed. A sizable contribution to the roughness correction in Eq.(4.88) evidently is due to loop momenta \( q > \omega_p \) for which the low-energy expressions are unreliable.

Inclusion of the counter potential gives a constant high-momentum response. Fig. 4.10 shows the response functions with and without the counterterm contribution of Eq.(4.66). With the same model for the bulk permittivity of gold, the response function shown in Fig. 3 of Ref. [3] is reproduced when the counterpotential is omitted. Inclusion of the counter potential gives a constant high-momentum response and the correction to the Casimir (free) energy is of order \( \sigma^2 \). Note that with \( g^2 = 1 \) the response at \( q = 0 \) does not change.

The correction to the Casimir energy at \( T = 0 \) for Gaussian roughness with and without inclusion of the counter term of Eq.(4.66) is shown in Fig. 4.11. Whereas the PFA-limit \( l_c \to \infty \) coincides for both cases, the behavior is remarkably different at finite \( l_c \). Including the counter term of Eq.(4.66) the roughness
Figure 4.9: The dimensionless normalized response $\rho(q,a) = \frac{R_T(q,a)}{R_T(0,a)}$ without counter potential $\delta V^h = 0$ for the permittivity $\varepsilon(\zeta) = 1 + (\omega_p/\zeta)^2$ to leading order in $\sigma^2$ at $T = 0$. The dependence on $q/\omega_p$ of this ratio of the roughness response function $R_T(q,a)$ (defined by Eq.(4.88)) is shown for $\alpha \omega_p = 18.48(- -), 9.24(\cdots\cdots)$ and $2.31(----)$. For the plasma frequency $\omega_p = \omega_p(Au) \sim 0.046\text{nm}^{-1}$, this normalized response without counter potential is identical with that obtained by Ref. [3]. [For $\omega_p = 0.046\text{nm}^{-1}$ the curves here corresponds to those of Fig. 4 in Ref. [3] at separations $a = 200, 100$, and $50\text{nm}$.] Note the change in behavior and subsequent linear rise in the region $q\omega_p \gtrsim 1$. The region $q\omega_p \lesssim 1$ where the effective low-energy theory is valid is shaded light green. We superimpose typical integration densities for the response function in Eq.(4.88): the momentum space function $qD(q)$ for Gaussian and exponential 2-point roughness correlation with $l_c = 1/\omega_p$. The roughness correction to the Casimir energy with exponential correlation diverges logarithmically and even for Gaussian roughness correlation the (unshaded) region $q/\omega_p > 1$ contributes significantly in this uncorrected case. Note that for a gold surface the correlation length here is $l_c = 1/\omega_p(Au) \sim 21\text{nm}$. 

\[ R_T(q,a) = \frac{R_T(q,a)}{R_T(0,a)} \]
Figure 4.10: (Color online) The ratio $R_T(q,a)/F^\parallel_T(a)$ of the roughness response function to the Casimir energy of flat parallel plates at $T = 0$ with (solid) and without (dashed) counter potential $\delta V^h$ with $g^2 = 1$. The permittivity $\varepsilon(\zeta) = 1 + (\omega_p/\zeta)^2$ is characterized by the plasma frequency $\omega_p$. The dependence on $q/\omega_p$ of the ratio is shown for $\omega_p = 2.31$(top,red), 9.24(middle,blue) and 18.48(bottom,black). For $\omega_p = 0.046\text{nm}^{-1} \sim \omega_p(\text{Au})$ the normalized response without counter potential (dashed) is identical with that of Fig. 3 in Ref. [3] at separations of $a = 50, 100, \text{and } 200\text{nm}$. Note that the renormalized roughness response is monotonically decreasing and approaches a constant at large momenta that is a factor of 2-3 smaller than the response at $q = 0$. Most of the correction to the Casimir energy in this case arises from the shaded integration region $q/\omega_p < 1$ where the low-energy description is valid.
correction to the Casimir energy *decreases* in magnitude for decreasing correlation length and approaches a finite (uncorrelated) limit for $l_c \to 0$. Roughness increases the Casimir force but the PFA is an upper bound in this case. The ratio of the roughness correction to the PFA furthermore approaches a constant, $l_c$-dependent, value with increasing separation rather than increasing indefinitely as in the unsubtracted case (for exponential roughness, the roughness correction without the counter term of Eq.(4.66) would diverge at any separation and for all $l_c$). Let us also note that for $l_c \lesssim 1/\omega_p$ the roughness correction at large separations is less than 50% of the PFA prediction. Although we here are considering only perturbative roughness corrections, the suppression at large separations for $l_c \lesssim 1/\omega_p$ is of a similar magnitude as that observed [86] for machined profiles with correlation length $l_c \sim 1/\omega_p$.

### 4.6.2 (In)sensitivity on High Momentum Components of the Roughness Correlation

The counter potential $\delta V^h$ was introduced to correct for uncontrolled high momentum contributions to loop integrals with the help of phenomenological input. We therefore investigated the sensitivity of the roughness correction to the correlation function $D(q)$ numerically. Fig. 4.12 shows the ratio of the correction for Gaussian- and for exponential- roughness of the same correlation length $l_c$. The two are identical for $l_c = 0$ and $l_c \sim \infty$ (PFA) at any $a\omega_p$. The (dimensionless) ratio of these corrections never drops below 85% for any separation $a\omega_p$ and correlation length $l_c\omega_p$. Without counter potential this ratio is infinite. Exponential roughness always gives a smaller correction than Gaussian roughness of the same correlation length and variance. The two correlation functions provide rather similar descriptions of low energy scattering and the low-energy effective theory.
Figure 4.11: (Color online) The dimensionless ratio \( \frac{a^2 \Delta F_T}{\sigma^2 F_T^{\parallel}} \) of the roughness correction to the Casimir energy of two parallel flat interfaces at \( T = 0 \). The calculation is to leading order in \( \sigma^2/a^2 \) for a plasma-model permittivity with plasma frequency \( \omega_p \) for Gaussian roughness with correlation length \( l_c \). Dashed curves give the ratio as a function of \( a\omega_p \) without the counter term contribution of Eq.(4.66) whereas solid curves give the ratio when this counter term with \( g^2 = 1 \) is included. Curves of the same color correspond to the same value of \( l_c\omega_p \). From the top: \( l_c\omega_p = 1 \) (green, dashed), 3 (black, dashed), 8 (blue, dashed), \( \infty \) (orange), 8 (blue, solid), 3 (black, solid), 1 (green, solid) and 0 (red, solid). Note that the \( l_c \to 0 \) curve (red) is a lower bound that exists only in the renormalized case. The counter term vanishes in the PFA limit \( l_c \to \infty \) (orange), and this limit is the same for both. Whereas the PFA is an upper bound for the magnitude of the roughness correction when the counter potential is included, it is a lower bound without. The ratio of the roughness correction to the PFA at finite \( l_c \) approaches a finite value at large separations when the counter term is included whereas it otherwise increases indefinitely. The roughness correction in the subtracted case at large separations is less than 50% of the PFA-prediction when \( l_c \lesssim 1/\omega_p \). Except for \( l_c = 0 \), the roughness correction approaches the PFA estimate at sufficiently small separation, but it quickly decreases and approaches the lower bound for \( l_c\omega_p < 1 \).
Figure 4.12: (Color online) The dimensionless ratio $\Delta F_E^T(a)/\Delta F_G^T(a)$ of the roughness correction to the Casimir energy for exponential (E) and Gaussian (G) roughness with the same correlation length $l_c\omega_p$ as a function of the dimensionless separation $a\omega_p$. $g^2 = 1$ and a plasma-model permittivity characterized by the single plasma frequency $\omega_p$ was assumed. The roughness correlation functions are those of Eq.(4.49)(E) and Eq.(4.46)(G). In the PFA ($l_c \to \infty$) and uncorrelated ($l_c \to 0$) limits the corrections coincide but differ by up to 15% at some separations. For the same variance $\sigma^2$ and correlation length $l_c$, the roughness correction with exponential correlation is always smaller than with Gaussian correlation. Note that the two types of roughness correlation approach the PFA quite differently: at large separations the corrections still differ by over 5% even for $l_c\omega_p \sim 100$. 

The low energy theory for electromagnetic interactions with rough surfaces ultimately must be compared to experiment. Unfortunately only very few studies are dedicated to the systematic investigation of Casimir forces between rough
surfaces. Many employ non-isotropic machined surfaces with rather large $\sigma/a$-ratios\cite{73, 86} that are not accessible perturbatively. Nevertheless, these experiments qualitatively contradict the predictions of exact calculations, that essentially any kind of roughness tends to increase the Casimir force above the PFA estimate. A notable exception is a series of investigations of isotropically rough surfaces by Palasantzas et al.\cite{50, 51, 4}. For sufficiently rough surfaces, this group does observe (see Fig. 3 of Ref. [4]) an increase of the Casimir force by 200-400% at small separations. This sharp increase in the force was attributed to particularly high islands of the surface profile that can also be seen in some of the AFM scans of the gold surfaces. The pronounced effect of such islands is beyond the scope of a perturbative analysis and was explained by a semi-empirical approach \cite{52} based on the PFA.

However, gold films with 100nm and 200nm thickness of relatively low roughness appear to be almost free of such buildup effects. At small separations the force in these cases is smaller than the PFA prediction. In Fig. 4.13 we compare the low-energy theory to the measurements of Ref. [4] on these thin films. The experiments measure the force between a gold-coated sphere and a gold-coated plate. Both surfaces are rough, but their profiles are uncorrelated. For two parallel rough gold-coated plates the correction to the Casimir energy to leading order in $\sigma/a$ is that for a single rough plate with a roughness correlation that is the sum of the roughness correlations functions of the sphere and the flat plate,

\begin{equation}
D(q) = D_{\text{plate}}(q) + D_{\text{sphere}}(q) .
\end{equation}

We use Derjaguin’s PFA approximation\cite{87} to correct for the curvature of the sphere of radius $R = 100\mu m \gg a$. The force $f_T(a)$ at temperature $T$ between the sphere and a plate with (closest) separation $a$ in this approximation is,

\begin{equation}
f_T(a) = 2\pi RF_T^{\text{Cas}}[a]/A ,
\end{equation}
where $F_{T}^{\text{Cas}}[a]/A$ is the Casimir free energy per unit area (not the pressure) of two parallel rough plates. Due to the large radius of the sphere, this is an excellent approximation for separations $a < 200\text{nm} \sim R/500$. Fig. 4.13a gives the ratio $\rho(a)$ of this force to the Casimir energy per unit area $F_{T}^{\parallel}[a]/A$ of two flat parallel gold plates with separation $a$,

$$
\rho(a) := \frac{f_{T}(a)A}{2\pi R F_{T}^{\parallel}[a]} = \frac{F_{T}^{\text{Cas}}[a]}{F_{T}^{\parallel}[a]} = 1 + \frac{\Delta F_{T}^{\text{Cas}}[a]}{F_{T}^{\parallel}[a]}, \quad (4.91)
$$

at $T = 0$. The experimental Casimir force for the rough sphere and plate at separations $\sigma \ll a < l_{c}$ is up to 30% greater than the Casimir energy for flat plates.

Since we do not differentiate between contributions from high and low peaks of the roughness profile and only use a single correlation function, all standard deviations of Ref. [4] were multiplied by a factor of 1.7. We used $\sigma_{\text{Sph}}^{\text{Sp}} = 8\text{nm}$, $\sigma^{100} = 2.6\text{nm}$ and $\sigma^{200} = 4.3\text{nm}$ for the coatings of the sphere, 100nm and 200nm thick films respectively. These standard deviations also approximately correspond to those estimated from the AFM-scans of these surfaces (see Fig. 1 in Ref. [4]).

The correlation lengths $l_{c}^{\text{Sph}} = 33\text{nm}$, $l_{c}^{100} = 21\text{nm}$ and $l_{c}^{200} = 25\text{nm}$ are those of Ref. [4]. The ratio $\rho(a)$ for the 200nm thick film is well reproduced by the low-energy theory with exponential as well as with Gaussian correlations. We only show the result for exponential roughness in Fig. 4.13, but the fit for Gaussian roughness is of similar quality. For comparison we show the roughness correction in PFA for the same standard deviations.

The ratio $\rho(a)$ is close to unity at larger separations $100\text{nm} < a < 150\text{nm}$ where roughness corrections are relatively small. While this on average is approximately observed for the 200nm film, the ratio for the 100nm film is systematically
about 6% above unity at larger distances. To correct for this (unexplained) discrepancy we multiplied the force observed on the 100nm thick film by 0.94 before comparing with theory.

From a practical point of view the comparison in Fig. 4.13b with the Casimir energy of two parallel flat plates at a slightly smaller separation $a_{\text{eff}} = a - \delta a$ perhaps is more useful. The Drude-model permittivity describing reflection off these effective flat plates in Ref. [4] was obtained from ellipsometric measurements on the rough surfaces. We merely adjusted $\delta a$ for the best fit. Fig. 4.13b shows that effective flat surfaces at a reduced separation $a - \delta a$ reproduce the low-roughness data remarkably well. (The force data of the 100nm film was multiplied by the same correction factor of 0.94 as in the graph of Fig. 4.13a.) Since ellipsometric measurements on thin films are quite standard, this observation essentially reduces low-roughness corrections to Casimir energies to a determination of the optimal shift $\delta a$. Instead of measuring the absolute average distance between the profiles of two rough surfaces (in itself a delicate procedure that involves a number of corrections), we suggest that precision Casimir studies with low-roughness surfaces simply determine an effective separation for flat plates with the measured (perpendicular) reflection coefficients. Fig. 4.13b is evidence that the data at small separations robustly determines this distance to better than 1nm, at the same time all but eliminating the need for roughness corrections.

---

8While this correction factor is ad hoc, we would like to point out that the ratios of Fig. 4.13 are less forgiving than logarithmic depictions of the data. The experimental error probably increases sharply at larger separations simply because the force is rapidly decreasing in magnitude.
Figure 4.13: The dimensionless ratio $\rho(a)$ defined in Eq.(4.91) of the Casimir force between a rough gold-coated sphere and a rough gold-coated plate to the Casimir energy between dielectric flat plates. The experimental data is from Ref. [4]. The thickness of the gold coating on the flat plate is 100nm (upper graphs) and 200nm (lower graphs). An exponential roughness correlation and a Drude parametrization of the permittivity is assumed. The standard deviation and correlation length for the sphere’s profile is $\sigma_{\text{sph}} \sim 8\text{nm}$ and $l_{\text{sph}} \sim 33\text{nm}$.

a) The ratio of the force on the rough plate to the Casimir force between a gold-coated flat plate and a smooth sphere at the same mean separation. A Drude parametrization of the permittivity with $\omega_p = 9\text{eV}, \gamma = 0.045\text{eV}$ was used. (Red) dots is the ratio for experimental data of Ref. [4]. The measured force on the 100nm thick plate was multiplied by a correction factor of 0.94 (see text for details). The solid (blue) line is our best theoretical fit to this ratio with the indicated parameters for the roughness correlation function of the plate in Eq.(4.89). Note that the $\sim 30\%$ enhancement at separations $a \sim 20\text{nm}$ is well reproduced for both films. The dashed line is the PFA result for the same total variance.

b) The ratio of the force on the rough plate to that between a smooth sphere and a flat plate at the separation $a-\delta a$. The indicated $\omega_{p_{\text{eff}}}$ for the effective permittivity of the flat plate was obtained from ellipsometric measurements [4] on the rough ones. We assumed the same effective plasma frequency $\omega_{\text{p_{eff}}_{\text{sph}}} = 7.5\text{eV}$ for the sphere as for the (similarly rough) 200nm film. The solid (blue) line gives the ratio to the force on the effective flat plate and sphere for the same force including the roughness corrections shown in a).
Chapter 5
Summary and Conclusions

5.1 Roughness Corrections to the Casimir energy in the Scalar Model

In chapter 3., we developed a field theoretical description of the Casimir free energy for a massless scalar field in the presence of a rough and a smooth parallel semi-transparent $\delta$-function plate. Changes in the free energy due to the interaction of the scalar with the rough surface were found to be described by an effective $2+1$-dimensional field theory on an equivalent plane involving two dynamical surface fields, $\psi$ and $\tilde{\psi}$ as well as the static profile $h$. The model on this planar boundary of the original space is holographic in that the existence of another dimension and of a second parallel plate at a separation $a$ are encoded in its non-local propagators. The theory in this sense is a low-dimensional analog of brane models in string theory [67, 68, 69].

Two-loop contributions to the free energy of this model give the leading roughness correction. For a massless scalar field this correction is qualitatively similar to that for electromagnetic fields obtained by perturbative analysis [88, 89, 90, 91, 92, 50], but the field theoretic origin allows for a consistent inclusion of finite temperature effects and for a more transparent interpretation. In the strong coupling (Dirichlet) limit, the leading 2-loop correction is given by Eq.(3.50) and is shown in fig. 3.5. As for the electrodynamic corrections considered in [90, 91, 92, 50, 51, 75], the PFA result [72, 16] is reproduced for $a \ll \ell$ and the
Casimir force appears to strengthen with decreasing $\ell/a$. From the point of view of the multiple-scattering expansion of the Casimir energy, this strengthening of the force is not intuitive and in fact violates unitarity when $a \gg \ell$.

In the scalar model, we found that the problem could be traced to an inappropriate choice of the equivalent planar surface for a rough plate. This plane does not coincide with the mean of the profile but is displaced a distance $\rho \propto \sigma^2/\ell$ from it. For this improved definition of the effective surface, roughness corrections are much smaller and the Casimir force weakens with increasing roughness $\sigma^2/\ell$. Roughness strengthens the Casimir force only for $\sigma/\ell \lesssim 0.5$ and only for $a \lesssim 4\ell$. In this regime our unitarity argument based on transverse translational symmetry does not hold. In terms of the effective absolute separation, the PFA to the roughness correction is approached from below with increasing correlation length. As pointed out at the end of Sect. 3.4 it should be possible to intrinsically calibrate experimental results to the effective absolute separation and take advantage of the smaller roughness corrections.

We further derived an effective low energy field theory in the limit $a \gg \ell$ that depends on a single length parameter $\rho \sim \sigma^2/\ell$ characterizing the roughness of a plate. The correction in this limit is described by an effective scattering matrix $t_{\text{rough}}$, given in Eq.(3.66), for a scattering plane displaced a distance $\rho/2$ from the mean of the profile. As illustrated by fig. 5.1, roughness weakens the force at all separations in the effective low energy theory and the reflection coefficient is always less than for a flat plate of the same material, approaching that of a flat plate at long wavelengths $1/\kappa \gg \rho$. It is also evident from fig. 5.1 that the 2-loop estimate in terms of the effective absolute separation interpolates between the low energy effective model and the PFA, approaching the former for small and the latter for large correlation length $\ell$. At common correlation lengths and variances of the profile, the roughness correction at separations of $a_{\text{eff}} \sim 100\text{nm}$
Figure 5.1: (color online) Relative roughness corrections to the Casimir energy in % due to a scalar satisfying Dirichlet boundary conditions on two plates, one of which is flat. The profile of the other is characterized by its variance \( \sigma^2 = 49\text{nm}^2 \) and correlation length \( \ell \). The separation is between equivalent planes representing the plates (see the text and Eq.(3.53) for its relation to the mean separation.) The leading two-loop approximation for different correlation lengths \( \ell \) is given by solid curves that correspond to those of fig. 3.5. Dashed curves represent the correction in the effective low energy theory derived in the limit \( a \gg \ell \). Pairs of dashed and solid curves of the same color correspond to the same correlation length \( \ell = 10\text{nm} \) (violet), \( 15\text{nm} \) (blue), \( 20\text{nm} \) (cyan), \( 25\text{nm} \) (green) and \( \ell = \infty \) (red). The leading two-loop approximation interpolates between the low-energy model for large separations \( a \gg \ell \) and the PFA result (solid red) for small separations \( a \lesssim \ell \). Note that typical roughness corrections are much smaller than the PFA suggests.
for a scalar field satisfying Dirichlet boundary conditions is just a few percent. It is even less for semitransparent materials.

5.2 Roughness Corrections in Electromagnetic Model

We also obtained roughness corrections to low-energy scattering and the Casimir free energy in the framework of Schwinger’s effective field theory for dielectrics. The energy scale in this theory is the plasma frequency $\omega_p \sim 0.046\text{nm}^{-1} \sim 9\text{eV}$ of typical materials like gold. We found that roughness corrections generally include large contributions from high momentum excitations. Evaluating their contribution in the low-energy framework is inconsistent and notoriously unreliable. We emphasize that this is not a limitation of the perturbative description; exact (numerical) calculations in the framework of a model also are only as accurate as the model itself. The Casimir energy of short-wavelength periodic rectangular profiles for instance involves momenta at which a description in terms of the bulk permittivity of the material breaks down and the mathematically exact analysis of such a model leads to physically erroneous and unacceptable conclusions. Using the bulk permittivity to describe scattering off profiles structures on the order of the plasma wavelength or smaller (about 137nm for gold) is not justified. Effects due to roughness on the scale of the plasma frequency generally are grossly overestimated by the uncorrected low-energy theory. This has been experimentally verified for machined profiles with a period $\lambda \lesssim 2\pi/\omega_p$: the exact calculations [93, 94] for such profiles tend to overestimate the observed [86] Casimir force by factors of 2-3.

In the second part of this thesis I presented a perturbative analysis of roughness corrections based on the low-energy effective field theory of Schwinger and includes counter terms to correct for uncontrolled high-momentum contributions.
The counter terms subtracts high-momentum contributions to loop integrals at the cost of phenomenological input. Apart from correlations of the roughness profile itself, we in addition modeled the averaged single-interface scattering matrix at vanishing transverse momentum by the plasmon contribution. To leading order in the roughness variance $\sigma^2$ this semi-empirical ansatz depends on a single coupling constant $g^2$. Consistency of the low-energy theory and the existence of an ideal metal limit at any correlation length constrains this dimensionless coupling to $g^2 = 1$ at low energies (see Sec. 4.4.3). The resulting low-energy theory is free of high-momentum contributions to one-loop integrals, approaches the PFA for $l_c \sim \infty$ and has a finite ideal metal limit for any $l_c$. It is relatively insensitive to the high-momentum behavior of the roughness correlation function and has a drastically different, but physically acceptable dependence on $l_c$ than the uncorrected model. Instead of large (infinite) differences, roughness correlation functions that differ only at high momenta now give similar low-energy predictions. Decreasing the correlation length of the roughness profile no longer increases the Casimir force (indefinitely). Instead the magnitude of the force decreases with decreasing correlation length and approaches a finite lower bound for uncorrelated roughness.

Although the coupling $g^2$ of the plasmon contribution to the counter-term potential Eq.(4.57) was constrained to $g^2 = 1$ by selfconsistency and the existence of certain limits of the effective low-energy theory, this nevertheless is only a model for the roughness contribution to the average scattering matrix at low transverse momenta. It would be phenomenologically preferable to instead parameterize empirical data for this component of the scattering matrix. However, there is some evidence that surface plasmons describe low-energy scattering due to roughness reasonably well. In this sense the model for the leading roughness correction is phenomenologically reasonable apart from being relatively simple and consistent
with the low energy theory.

Interestingly the PFA is accurate at small separations for $l_c \gtrsim 1/\omega_p$ only. At large separations it can overestimate the correction to the force by up to 250% (see Fig. 4.11). For $l_c \lesssim 1/\omega_p$ the roughness correction to the Casimir energy is significantly (a factor $\sim 1/2-1/3$) below the PFA prediction at all but the smallest separations. The ratio remains approximately constant for $a \sim \infty$ and does not increase with increasing separation as in the uncorrected model. Although we considered only isotropic roughness profiles in the perturbative regime, it perhaps is interesting that the reduction of the correction compared to the PFA prediction by a factor of 2 for $l_c \sim 1/\omega_p$ is of the same order of magnitude as the experimental reduction in the overall force observed [86] by experiments with corrugated rectangular wave profiles.

The Casimir energy of low-roughness profiles was found to be essentially that of flat plates with the measured reflection coefficients of the rough one at separations that are slightly smaller than the mean separation of the interfaces. The change in separation is less than the standard deviation of the rough profile. Although the precise value of this shift depends on properties of the profile, this observation enables one to empirically correct for (low-level) roughness and accurately calibrate the effective separation in the plate-sphere geometry.

For conceptual reasons we here derived all expressions for the Casimir free energy at finite temperature, but only investigated implications of this theory at $T = 0$. We intend to extend the numerical investigations to finite temperature in the future. Although the roughness correction at finite temperature is not expected to change at small separations, the regime $1 < a/l_c < aT$ where temperature and roughness corrections are of similar importance could be of some interest. Here we note only that the summands in all expressions at finite temperature are finite in the limit $\zeta \to 0$ for any reasonable permittivity function of
metal (Drude- and plasma-model).
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Appendix A

A.1 Free Energy of a Massless Scalar Field for Two Flat Parallel Semitransparent Plates

A.1.1 An isolated flat semi-transparent plate

Although this single-body contribution to the free energy does not depend on the separation \(a\) between two flat plates, it is finite and does depend on the temperature. We compute it for the sake of completeness.

Using Matsubara’s formalism one \cite{20} readily finds that the irreducible contribution to the Helmholtz free energy per unit area, \(f^{(1)}\), of a massless scalar field due to a semi-transparent flat plate of area \(A\) described by the potential interaction \(V(z) = \lambda \delta(z)\) is given by,

\[
f^{(1)}(T, \lambda) = \frac{T}{2} \sum_{n=-\infty}^{\infty} \int \frac{dk}{(2\pi)^2} \ln \left( 1 + \frac{\lambda}{2\kappa_n} \right),
\]

(A.1)

where \(T\) is the temperature and \(\kappa_n^2 = (2\pi n T)^2 + k^2\). Poisson’s resummation formula allows one to rewrite Eq.(A.1) in the form,

\[
f^{(1)}(T, \lambda) = \frac{1}{2} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d\zeta}{2\pi} e^{in\zeta/T} \int \frac{dk}{(2\pi)^2} \ln \left( 1 + \frac{\lambda}{2\kappa} \right) \\
= \sum_{n=1}^{\infty} \frac{T}{2\pi^2 n} \int_0^{\infty} d\kappa \kappa \sin(n\kappa/T) \ln \left( 1 + \frac{\lambda}{2\kappa} \right) \sin(\kappa) \ln \left( 1 + \frac{\lambda n}{2Tx} \right)
\]

(A.2)

where the divergent, but temperature-independent, \(n = 0\) summand has been dropped by requiring that the free energy vanishes at \(T = 0\). This ignores the
divergent change in zero-point energy due to insertion of a semitransparent plate. In deriving the second expression of Eq. (A.2) we introduced spherical coordinates with $\kappa^2 = \zeta^2 + \mathbf{k}^2$ and performed the angular integrations. The final expression in Eq. (A.2) is in fact finite. We may perform the summation and reduce the expression for the free energy per unit area of a flat plate to a single integral,

$$f^{(1)}(T, \lambda) = \frac{T^3}{2\pi^2} \int_0^\infty \frac{dy}{y} \left[ \sum_{n=1}^{\infty} \frac{1 - e^{-ny\lambda/(2T)}}{n^3} \right] \int_0^\infty dx \sin(x) e^{-xy}$$

$$= \frac{T^3}{\pi^2} \int_0^\infty \frac{dy}{(1 + y^2)^2} \left[ \zeta(3) - \text{Li}_3(e^{-y\lambda/(2T)}) \right] > 0. \quad (A.3)$$

The asymptotic behavior of $f^{(1)}$ is readily found,

$$f^{(1)}(T \ll \lambda) \sim \frac{T^3}{4\pi} \zeta(3) \quad (A.4)$$

$$f^{(1)}(\lambda \ll T) \sim \frac{T^2\lambda}{24} \quad (A.5)$$

For Dirichlet boundary conditions ($\lambda \to \infty$), the asymptotic expression in Eq. (A.4) holds at any temperature. Eq. (A.5) is accurate to leading order in $\lambda$ for a weakly interacting plate. Note that the free energy of a single semi-transparent plate is positive and increases monotonic with temperature for any value of $\lambda$. The corresponding contribution to the entropy therefore decreases with increasing temperature. However, this ignores the bulk contribution to the entropy which generally overwhelms this reduction. Including the bulk contribution, the total entropy due to insertion of a Dirichlet plate is negative only for $1/T > \frac{(2\pi)^3}{135} V/A \sim 2V/A$. It is negative only when the boundary of the container (on average) is within a thermal wavelength of the plate. Ignoring the finite size of the container in obtaining the entropy change due to the plate is no longer warranted in this situation. Although we here do not quantify the correction, it very likely is perfectly consistent that the entropy change due to insertion of a single plate is negative and decreases as the temperature increases. The negative contribution to the entropy can be qualitatively understood by the fact that the energy difference
for excited cavity states increases upon insertion of the plate and the occupation numbers for excited states therefore decrease.

**A.1.2 Irreducible contribution to the free energy of a scalar due to two flat parallel semi-transparent plates**

We again use Matsubara’s formalism and proceed as for a single plate. The irreducible contribution to the free energy per unit area, \(f^{(2)}\), due to two semi-transparent parallel plates at separation \(a\) is given by,

\[
f^{(2)}(T; \lambda, \bar{\lambda}, a) = \frac{T}{2} \sum_{n=-\infty}^{\infty} \int \frac{dk}{(2\pi)^2} \ln(\Delta(\kappa_n)) = \frac{T}{4\pi} \sum_{n=-\infty}^{\infty} \int \frac{\kappa d\kappa}{2\pi|n/T|} \ln(\Delta(\kappa)),
\]

(A.6)

where \(\kappa_n^2 = (2\pi nT)^2 + k^2\) as before and \(\Delta(\kappa)\) is given by Eq.(A.14). Contrary to the irreducible contribution from a single plate, \(f^{(2)}\) is finite for any separation \(a > 0\). We again use Poisson’s resummation formula to express the free energy in dual variables,

\[
f^{(2)}(T; \lambda, \bar{\lambda}, a) = \frac{1}{2} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{d\zeta}{2\pi} e^{in\zeta/T} \int \frac{dk}{(2\pi)^2} \ln(\Delta(\kappa))
\]

\[
= \frac{1}{2\pi^2} \int_{0}^{\infty} d\kappa \kappa \left( \frac{\kappa}{2} + T \sum_{n=1}^{\infty} \frac{\sin(n\kappa/T)}{n} \right) \ln(\Delta(\kappa))
\]

\[
= \frac{T}{2\pi} \int_{0}^{\infty} d\kappa \kappa N\left( \frac{\kappa}{2\pi T} \right) \ln\left(1 - \frac{\lambda\bar{\lambda}e^{-2\kappa}}{(\lambda + 2\kappa)(\bar{\lambda} + 2\kappa)}\right).
\]

(A.7)

Here \(N(x)\) is the staircase function (\([x]\) denoting the largest integer less than \(x\)),

\[
N(x) := 1/2 + [x] = x + \frac{1}{\pi} \arctan(\cot(\pi x)).
\]

(A.8)

At low temperatures \(f^{(2)}\) behaves as,

\[
f^{(2)}(2\pi T \bar{a} \ll 1; \lambda, \bar{\lambda}) \sim \frac{1}{4\pi^2} \int_{0}^{\infty} d\kappa \kappa^2 \ln(\Delta) + A\bar{a}^2 T^4 \frac{\pi^2 T^4}{90},
\]

(A.9)
where the effective separation $\tilde{a} = a + \frac{1}{\lambda} + \frac{1}{\bar{\lambda}}$. The first term is just the Casimir energy of two semi-transparent plates [81]. Note that the $T^4$ behavior of the second term is the same as that of the bulk contribution to the free energy. In the Dirichlet limit $\lambda, \bar{\lambda} \sim \infty$ it simply subtracts the contribution to the free energy from the volume between the two plates. This again is qualitatively caused by the increased energy difference to excited states between the plates. The second term in Eq.(A.9) is not correct in the weak coupling limit when $2\pi T \gg \lambda, \bar{\lambda}$. In the range $\lambda, \bar{\lambda} \ll 2\pi T \ll 1/a$ we have that

$$f^{(3)}(\lambda, \bar{\lambda} \ll 2\pi T \ll 1/a) \sim \frac{\lambda \bar{\lambda}}{32\pi^2 a} \left(1 + 2\pi T a \left(\frac{\lambda \ln(T/\bar{\lambda}) - \lambda \ln(T/\lambda)}{\lambda - \bar{\lambda}} + 1.27036\right) - \frac{19}{12}(2\pi T a)^2 + \ldots\right)$$

Note that for weak coupling the entropy apparently diverges like $\ln(T)$ for small $T$. However, there is no violation of Nernst’s theorem in this case, because Eq.(A.10) only holds for $2\pi T \gg \lambda, \bar{\lambda}$. For lower temperatures Eq.(A.9) is valid and the entropy vanishes proportional to $T^3$. The first term of Eq.(A.10) reproduces the leading term of the Casimir energy for two weakly interacting parallel plates [81, 20].

The total free energy $\mathcal{F}^\parallel$, of a massless scalar field in the presence of two parallel flat plates is the sum of the bulk contribution, the irreducible one-body contributions of the individual plates in Eq.(A.3) and the irreducible two-body contribution of Eq.(A.7),

$$\mathcal{F}^\parallel(T; \lambda, \bar{\lambda}, a) = -V\frac{\pi^2 T^4}{90} + A f^\parallel(T; \lambda, \bar{\lambda}, a) , \quad (A.11)$$

with

$$f^\parallel(T; \lambda, \bar{\lambda}, a) = f^{(1)}(T, \lambda) + f^{(1)}(T, \bar{\lambda}) + f^{(2)}(T; \lambda, \bar{\lambda}, a) . \quad (A.12)$$

We have absorbed a divergent, but temperature- and separation-independent, factor in the normalization of the generating function so that $\mathcal{F}^\parallel$ vanishes at $T = 0$ for widely separated plates.
A.2 Thermal Green’s Function of a Scalar in the Presence of Two Parallel Semitransparent Plates

In Matsubara’s formalism [62, 95, 96] thermal Green’s functions of a mode at temperature $T$ are given by evaluating Euclidean Green’s functions at the corresponding Matsubara frequency $\xi_n = 2\pi n T$. We thus can draw on the literature for the Euclidean Green’s function of a massless scalar in the presence of two parallel semitransparent plates [81, 16, 20]. The physical solution to Eq. (3.20) is,

\[
g_{\parallel}(z, z'; \kappa) = e^{-\kappa|z-z'|} \left[ \begin{array}{cc} t & -te^{-\kappa a}\bar{t} \\ -te^{-\kappa a\bar{t}} & \bar{t} \end{array} \right] \left[ \begin{array}{c} e^{-\kappa|z-a|} \\ e^{-\kappa|z'|} \end{array} \right]
\]

with $\Delta(\kappa) = 1 - t\bar{t}e^{-2\kappa a}$, $t = \frac{\lambda}{2\kappa + \lambda}$ and $\bar{t} = \frac{\lambda}{2\kappa + \lambda}$.

(A.14)

Of particular interest to us is the correlation function in momentum space at $z = z' = a$ and its derivatives $(\phi_n'(x,a) = \frac{\partial}{\partial a} \phi_n(x,a), \phi_n''(x,a) = \frac{\partial^2}{\partial a^2} \phi_n(x,a)), \phi_n'''(x,a) = \frac{\partial^3}{\partial a^3} \phi_n(x,a)),$
\[
\int d\mathbf{x} e^{-i k x} \langle \phi_n(x, a) \phi_n(0, a) \rangle \parallel = \lim_{z, z' \to a} g^\parallel(z, z'; \kappa_n) = \frac{1}{\lambda} - \frac{2\kappa t}{\lambda^2 \Delta} \bigg|_{\kappa=\kappa_n}, \quad (A.15a)
\]

\[
\int d\mathbf{x} e^{-i k x} \langle \phi_n(x, a) \phi_n'(0, a) \rangle \parallel = \lim_{z, z' \to a} \partial_z g^\parallel(z, z'; \kappa_n) = \frac{\kappa t e^{-2\kappa a}}{\lambda \Delta} \bigg|_{\kappa=\kappa_n},
\]

(A.15b)

\[
\int d\mathbf{x} e^{-i k x} \langle \phi_n(x, a) \phi_n''(0, a) \rangle \parallel = \lim_{z, z' \to a} \partial^2_z g^\parallel(z, z'; \kappa_n) = \frac{\kappa^2}{\lambda} - \frac{2\kappa^3 t}{\lambda^2 \Delta} \bigg|_{\kappa=\kappa_n},
\]

(A.15c)

\[
\int d\mathbf{x} e^{-i k x} \langle \phi_n^{(j)}(x, a) \phi_n^{(j-2)}(0, a) \rangle \parallel = \kappa_n^2 \int d\mathbf{x} e^{-i k x} \langle \phi_n^{(j-2)}(x, a) \phi_n^{(j)}(0, a) \rangle \parallel, \quad (A.15d)
\]

where the expressions are to be evaluated at the \(n\)-th Matsubara frequency \((\kappa \to \kappa_n = \sqrt{(2\pi nT)^2 + k^2})\). The correlations in Eq.\((A.15)\) are found by taking normal derivatives of Eq.\((A.13)\) and using that \(\lim_{s \to 0} \text{sign}(s) = 0\), \(\lim_{s \to 0} \text{sign}^2(s) = 1\) and \(\lim_{s \to 0} \delta(s) = \lim_{s \to 0} \text{sign}'(s) = 0\). Eq.\((A.15e)\) expresses the fact that Eq.\((3.20)\) relates correlations on the surface of the rough plate to correlations with two fewer normal derivatives of \(\phi\). Increasing the number of normal derivatives by two amounts to multiplying the Fourier-space correlation function by \(\kappa^2\). The three correlation functions of Eqs. \((A.15a), (A.15b)\) and \((A.15c)\) thus generate all correlations with a higher number of normal derivatives such as Eq.\((A.15d)\). This allows us to obtain Feynman rules for vertices with an arbitrary number of \(h\)-fields.
Appendix B

B.1 The Green's Dyadic for Three Flat Dielectric Slabs

In Schwinger's formalism [25] the parallel-plate Green's dyadic is determined by reduced electric and magnetic Green's functions. In the coordinate system in which \( \mathbf{k} = (k, 0) \) points along the +x axis, this Green's dyadic is,

\[
G^\parallel(k, z, z'; \zeta, a) = \begin{bmatrix}
-\frac{1}{\varepsilon_z} \frac{\partial}{\partial z} & -\frac{1}{\varepsilon_{z'}} \frac{\partial}{\partial z'} & g_H & 0 \\
0 & \zeta^2 g_E & 0 \\
\frac{-ik}{\varepsilon_z} \frac{\partial}{\partial z} & \frac{1}{\varepsilon_{z'}} \delta(z - z') - \frac{k^2}{\varepsilon_z \varepsilon_{z'}} g_H
\end{bmatrix}
\]  \hspace{1cm} (B.1)

where the \( g_E \) and \( g_H \) solve the differential equations,

\[
\left[ -\frac{\partial^2}{\partial z'^2} + k^2 + \zeta^2 \varepsilon_z \right] g_E(k, z, z'; \zeta) = \delta(z - z') \hspace{1cm} (B.2)
\]

\[
\left[ -\frac{1}{\varepsilon_z} \frac{\partial}{\partial z} + \frac{k^2}{\varepsilon_z} + \zeta^2 \right] g_H(k, z, z'; \zeta) = \delta(z - z')
\]

One recovers the Green's function for arbitrary transverse momentum \( \mathbf{k} \) by rotation about the \( z \)-axis,

\[
G^\parallel(k, z, z'; \zeta, a) = \mathbf{R} \cdot G^\parallel(k = |\mathbf{k}|, z, z'; \zeta, a) \cdot \mathbf{R}^T \hspace{1cm} (B.3)
\]

\[
\mathbf{R} = \frac{1}{k} \begin{pmatrix}
k_x & -k_y & 0 \\
k_y & k_x & 0 \\
0 & 0 & k
\end{pmatrix}
\]

The solution to Eq.(B.2) in different regions of \( z \) and \( z' \) will be denoted,

\[
g_i(k, z, z'; \zeta) = \begin{bmatrix}
g_{i+}^+(k, z > 0, z' > 0; \zeta) & g_{i-}^+(k, z > 0, z' < 0; \zeta) \\
g_{i+}^-(k, z < 0, z' > 0; \zeta) & g_{i-}^-(k, z < 0, z' < 0; \zeta)
\end{bmatrix}
\]  \hspace{1cm} (B.4)

with \( i = E \) or \( H \).
We divide the reduced Green’s functions into $g_i^j$ for a single flat plate and its correction $g_i^{[a]}$ due to the presence of a parallel flat plate at a distance $a$:

$$g_i(k, z, z', \zeta, a) = g_i^j(k, z, z', \zeta) + g_i^{[a]}(k, z, z', \zeta, a) \quad (B.5)$$

$$g_E^j(k, z, z', \zeta) = \begin{bmatrix} \frac{1}{2\kappa_2}(e^{-\kappa_2|z-z'|} - r_2e^{-\kappa_2(z+z')}) & \frac{1}{\kappa_2+\kappa_3}e^{\kappa_3(z'-z)} \\ \frac{1}{\kappa_2+\kappa_3}e^{\kappa_3z-\kappa_2z'} & \frac{1}{2\kappa_3}(e^{-\kappa_3|z-z'|} + r_2e^{\kappa_3(z+z')}) \end{bmatrix}$$

$$g_H^j(k, z, z', \zeta) = \begin{bmatrix} \frac{1}{2\kappa_2}(e^{-\kappa_2|z-z'|} - \bar{r}_2e^{-\kappa_2(z+z')}) & \frac{1}{\kappa_2+\kappa_3}e^{\kappa_3z'-\kappa_2z} \\ \frac{1}{\kappa_2+\kappa_3}e^{\kappa_3z-\kappa_2z'} & \frac{1}{2\kappa_3}(e^{-\kappa_3|z-z'|} + \bar{r}_2e^{\kappa_3(z+z')}) \end{bmatrix}$$

$$g_E^{[a]}(k, z, z', \zeta, a) = \frac{r_1}{e^{2\alpha\kappa_3} - r_1\bar{r}_2} \times \begin{bmatrix} \frac{1}{2\kappa_2}(1 - r_2^2)e^{-\kappa_2(z+z')} & \frac{1}{\kappa_2+\kappa_3}(e^{-\kappa_2z-\kappa_3z'} + r_2e^{-\kappa_2z+\kappa_3z'}) \\ \frac{1}{\kappa_2+\kappa_3}(e^{-\kappa_2z'-\kappa_3z} + r_2e^{-\kappa_2z'+\kappa_3z}) & \frac{1}{2\kappa_3}(e^{-\kappa_3z} + r_2e^{\kappa_3z})(e^{-\kappa_3z'} + r_2e^{\kappa_3z'}) \end{bmatrix}$$

$$g_H^{[a]}(k, z, z', \zeta, a) = \frac{\bar{r}_1}{e^{2\alpha\kappa_3} - \bar{r}_1\bar{r}_2} \times \begin{bmatrix} \frac{1}{2\kappa_2}(1 - \bar{r}_2^2)e^{-\kappa_2(z+z')} & \frac{1}{\kappa_2+\kappa_3}(e^{-\kappa_2z-\kappa_3z'} + \bar{r}_2e^{-\kappa_2z+\kappa_3z'}) \\ \frac{1}{\kappa_2+\kappa_3}(e^{-\kappa_2z'-\kappa_3z} + \bar{r}_2e^{-\kappa_2z'+\kappa_3z}) & \frac{1}{2\kappa_3}(e^{-\kappa_3z} + \bar{r}_2e^{\kappa_3z})(e^{-\kappa_3z'} + \bar{r}_2e^{\kappa_3z'}) \end{bmatrix}$$

Note that continuity of $E_x$, $E_y$, and $\varepsilon E_z$ across the flat interface implies that of $g_E$, $g_H$, and $\frac{1}{\varepsilon_x} \frac{\partial}{\partial z} \frac{1}{\varepsilon_y} \frac{\partial}{\partial z'} g_H$ are continuous as well. The components of Eq.(B.1) in
different regions domains of $z$ and $z'$ are:

$$
\tilde{G}_{xx}^1(k, z, z'; \zeta) = -\frac{1}{\varepsilon_z} \frac{\partial}{\partial z} \frac{1}{\varepsilon_{z'}} \frac{\partial}{\partial z'} g_H
$$

$$
= \frac{1}{2} \left[ \tilde{r}_2(e^{-\kappa_2|z-z'|} + \bar{r}_2e^{-\kappa_2(z+z')}) \tilde{r}_3(1 - \bar{r}_2)e^{-\kappa_3z-z'} \\
\tilde{r}_3(1 - \bar{r}_2)e^{-\kappa_2z'+\kappa_3z} \tilde{r}_3(e^{-\kappa_3|z-z'|} - \bar{r}_2e^{\kappa_3(z+z')}) \right]
$$

$$
\tilde{G}_{yy}^1(k, z, z'; \zeta) = \zeta^2 g_E
$$

$$
= \zeta^2 \left[ \frac{1}{2\kappa_2}(e^{-\kappa_2|z-z'|} - r_2e^{-\kappa_2(z+z')}) \frac{1}{\kappa_2+\kappa_3} e^{\kappa_3z'-\kappa_2z} \\
\frac{1}{\kappa_2+\kappa_3} e^{\kappa_3z'-\kappa_2z'} \frac{1}{2\kappa_3}(e^{-\kappa_3|z-z'|} + r_2e^{\kappa_3(z+z')}) \right]
$$

$$
\tilde{G}_{zz}^1(k, z, z'; \zeta) = -\frac{k^2}{\varepsilon_z\varepsilon_{z'}} g_H
$$

$$
= -k^2 \left[ \frac{1}{2\varepsilon_2\kappa_2}(e^{-\kappa_2|z-z'|} - r_2e^{-\kappa_2(z+z')}) \frac{1}{\varepsilon_2\kappa_2+\varepsilon_3\kappa_3} e^{\kappa_3z'-\kappa_2z} \\
\frac{1}{\varepsilon_3\kappa_2+\varepsilon_2\kappa_3} e^{\kappa_3z'-\kappa_2z'} \frac{1}{2\varepsilon_2}(e^{-\kappa_2|z-z'|} + r_2e^{\kappa_2(z+z')}) \right]
$$

$$
\tilde{G}_{zz}^1(k, z, z'; \zeta) = -\frac{ik}{\varepsilon_z\varepsilon_{z'}} \frac{\partial}{\partial z} g_H = \frac{ik}{2}
$$

$$
\times \left[ \frac{1}{\varepsilon_z}(\text{sgn}(z - z')e^{-\kappa_2|z-z'|} - r_2e^{-\kappa_2(z+z')}) \frac{1}{\varepsilon_3}(1 - \bar{r}_2)e^{-\kappa_3z-z'} \\
-\frac{1}{\varepsilon_2}(1 + \bar{r}_2)e^{-\kappa_2z'+\kappa_3z} \frac{1}{\varepsilon_3}(\text{sgn}(z - z')e^{-\kappa_3|z-z'|} - \bar{r}_2e^{\kappa_3(z+z')}) \right]
$$

$$
\tilde{G}_{xx}^1(k, z, z'; \zeta) = \frac{ik}{\varepsilon_z\varepsilon_{z'}} \frac{\partial}{\partial z} g_H = \frac{ik}{2}
$$

$$
\times \left[ \frac{1}{\varepsilon_z}(\text{sgn}(z - z')e^{-\kappa_2|z-z'|} + \bar{r}_2e^{-\kappa_2(z+z')}) \frac{1}{\varepsilon_2}(1 + \bar{r}_2)e^{-\kappa_2z'+\kappa_3z} \\
-\frac{1}{\varepsilon_3}(1 - \bar{r}_2)e^{-\kappa_3z'+\kappa_3z} \frac{1}{\varepsilon_3}(\text{sgn}(z - z')e^{-\kappa_3|z-z'|} + \bar{r}_2e^{\kappa_3(z+z')}) \right]
$$
The corresponding separation-dependent part is,

\[ G^{[a]}_{xx}(k, z, z'; \zeta, a) = \frac{-\bar{r}_1}{2(e^{2a\kappa_3} - \bar{r}_1 \bar{r}_2)} \]

\[ \times \left[ \bar{r}_2 \left(1 - \bar{r}_2^2\right)e^{-\kappa_2(z+z')} \bar{r}_3 \left(e^{-\kappa_2z} - \bar{r}_2 e^{-\kappa_2z'}\right) \left(e^{-\kappa_3z} - \bar{r}_2 e^{\kappa_3z'}\right) \right] \]

\[ G^{[a]}_{yy}(k, z, z'; \zeta, a) = \frac{\zeta^2 r_1}{e^{2a\kappa_3} - r_1 \bar{r}_2} \]

\[ \times \left[ \frac{1}{2c_2} \left(1 - \bar{r}_2^2\right)e^{-\kappa_2(z+z')} \frac{1}{\kappa_2+\kappa_3} \left(e^{-\kappa_2z} - \bar{r}_2 e^{-\kappa_2z} + \bar{r}_2 e^{-\kappa_2z'+\kappa_3z} + r_2 e^{-\kappa_2z'+\kappa_3z} - r_2 e^{-\kappa_2z'+\kappa_3z'}\right) \right] \]

\[ G^{[a]}_{zz}(k, z, z'; \zeta, a) = \frac{-k^2 \bar{r}_1}{e^{2a\kappa_3} - r_1 \bar{r}_2} \]

\[ \times \left[ \frac{1}{2c_2} \left(1 - \bar{r}_2^2\right)e^{-\kappa_2(z+z')} \frac{1}{\kappa_2+\kappa_3} \left(e^{-\kappa_2z} - \bar{r}_2 e^{-\kappa_2z} + \bar{r}_2 e^{-\kappa_2z'+\kappa_3z} + r_2 e^{-\kappa_2z'+\kappa_3z} - r_2 e^{-\kappa_2z'+\kappa_3z'}\right) \right] \]

\[ G^{[a]}_{xz}(k, z, z'; \zeta, a) = \frac{ik \bar{r}_1}{2(e^{2a\kappa_3} - \bar{r}_1 \bar{r}_2)} \]

\[ \times \left[ \frac{1}{\varepsilon_2} \left(1 - \bar{r}_2^2\right)e^{-\kappa_2(z+z')} \frac{1}{\varepsilon_2} \left(e^{-\kappa_2z} - \bar{r}_2 e^{-\kappa_2z} + \bar{r}_2 e^{-\kappa_2z'+\kappa_3z} + r_2 e^{-\kappa_2z'+\kappa_3z} - r_2 e^{-\kappa_2z'+\kappa_3z'}\right) \right] \]

\[ G^{[a]}_{zx}(k, z, z'; \zeta, a) = \frac{-ik \bar{r}_1}{2(e^{2a\kappa_3} - \bar{r}_1 \bar{r}_2)} \]

\[ \times \left[ \frac{1}{\varepsilon_2} \left(1 - \bar{r}_2^2\right)e^{-\kappa_2(z+z')} \frac{1}{\varepsilon_2} \left(e^{-\kappa_2z} - \bar{r}_2 e^{-\kappa_2z} + \bar{r}_2 e^{-\kappa_2z'+\kappa_3z} + r_2 e^{-\kappa_2z'+\kappa_3z} - r_2 e^{-\kappa_2z'+\kappa_3z'}\right) \right] \]

The limits of these propagators as \( z \) and \( z' \) approach 0 are of particular interest. In this case the components of the matrices \( \tilde{G}^l(k; \zeta) := \tilde{G}^l(k, 0, 0; \zeta) \) and
\( \mathbf{G}^{[a]}(k; \zeta, a) := \mathbf{G}^{[a]}(k, 0, 0; \zeta, a) \) simplify to,

\[
\tilde{G}^{[a]}_{xx}(k; \zeta) = \frac{k_2 k_3}{\varepsilon_2 k_3 + \varepsilon_3 k_2} \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}
\]

(B.8)

\[
G^{[a]}_{xx}(k; \zeta, a) = \frac{-\bar{r}_1 (1 - \bar{r}_2^2) k_2}{2 (\varepsilon_2 k_3 - \bar{r}_1 \bar{r}_2) \varepsilon_2} \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}
\]

\[
\tilde{G}^{[a]}_{yy}(k; \zeta) = \frac{\zeta^2}{k_2 + k_3} \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}
\]

\[
G^{[a]}_{yy}(k; \zeta, a) = \frac{r_1 (1 - r_2^2) \zeta^2}{2 (\varepsilon_2 k_3 - r_1 r_2) k_2} \begin{bmatrix}
1 & 1 \\
1 & 1
\end{bmatrix}
\]

\[
\tilde{G}^{[a]}_{zz}(k; \zeta) = \frac{-k^2}{\varepsilon_2 k_3 + \varepsilon_3 k_2} \begin{bmatrix}
\varepsilon_3/\varepsilon_2 & 1 \\
1 & \varepsilon_2/\varepsilon_3
\end{bmatrix}
\]

\[
G^{[a]}_{zz}(k; \zeta, a) = \frac{-\bar{r}_1 (1 - \bar{r}_2^2) k^2}{2 (\varepsilon_2 k_3 - \bar{r}_1 \bar{r}_2) \varepsilon_3} \begin{bmatrix}
\varepsilon_3/\varepsilon_2 & 1 \\
1 & \varepsilon_2/\varepsilon_3
\end{bmatrix}
\]

\[
\tilde{G}^{[a]}_{xz}(k; \zeta) = \frac{ik}{\varepsilon_2 k_3 + \varepsilon_3 k_2} \begin{bmatrix}
\varepsilon_3 \bar{k}_2 & \kappa_2 \\
-\kappa_3 & -\varepsilon_2 \bar{k}_3
\end{bmatrix}
\]

\[
G^{[a]}_{xz}(k; \zeta, a) = \frac{ir_1 (1 - r_2^2) k}{2 (\varepsilon_2 k_3 - \bar{r}_1 \bar{r}_2)} \begin{bmatrix}
1/\varepsilon_2 & 1/\varepsilon_3 \\
1/\varepsilon_2 & 1/\varepsilon_3
\end{bmatrix}
\]

\[
\tilde{G}^{[a]}_{zx}(k; \zeta) = \frac{-ik}{\varepsilon_2 k_3 + \varepsilon_3 k_2} \begin{bmatrix}
\varepsilon_3 \bar{k}_2 & -\kappa_3 \\
\kappa_2 & -\varepsilon_2 \bar{k}_3
\end{bmatrix}
\]

\[
G^{[a]}_{zx}(k; \zeta, a) = \frac{-i \bar{r}_1 (1 - \bar{r}_2^2) k}{2 (\varepsilon_2 k_3 - \bar{r}_1 \bar{r}_2)} \begin{bmatrix}
1/\varepsilon_2 & 1/\varepsilon_3 \\
1/\varepsilon_3 & 1/\varepsilon_3
\end{bmatrix}
\]
B.2 Signed Correlators of the Roughness Profile

We here obtain the correlation functions of positive and negative components of the roughness profile for a Gaussian generating functional of roughness correlation functions,

\[ \langle e^{\int dx \alpha(x) h(x)} \rangle = e^{\frac{1}{2} \int dx dy \alpha(x) D_2(x-y) \alpha(y)} , \] (B.9)

that is fully determined by the two-point correlation function \( \langle h(x) h(y) \rangle = D_2(x-y) \). We in the following assume that \( D_2(0) \geq D_2(x-y) > 0 \).

Exploiting an integral representation of the \( x\theta(x) \) distribution, one has that

\[ h_{\pm}(x) = h(x) \theta(\pm h(x)) = \pm \frac{1}{2\pi} \lim_{\varepsilon \to 0^+} \int_{-\infty}^{\infty} \frac{d\beta}{(\beta - i\varepsilon)^2} e^{\pm i\beta h(x)} . \] (B.10)

We use Eq.(B.10) to write,

\[ \langle h_+(x) h_\mp(y) \rangle = \pm \lim_{\varepsilon \to 0^+} \int_0^\infty \lambda_1 d\lambda_1 \int_0^\infty \lambda_2 d\lambda_2 e^{-\varepsilon(\lambda_1 + \lambda_2)} \int_{-\infty}^{\infty} \frac{d\beta}{(2\pi)^2} e^{-i\lambda\beta} \langle e^{i(\beta_1 h(x) \pm \beta_2 h(y))} \rangle . \] (B.11)

The expectation in Eq.(B.11) is of the form given in Eq.(B.9) with \( \alpha(x') = i(\beta_1 \delta(x' - x) \pm \beta_2 \delta(x' - y)) \) and therefore evaluates to,

\[ \langle e^{i(\beta_1 h(x) \pm \beta_2 h(y))} \rangle = e^{-\frac{1}{2} \beta^T \cdot M_{\pm} \beta} , \] (B.12)

where the symmetric real, and positive \( 2 \times 2 \) matrix,

\[ M_{\pm} = \begin{bmatrix} D_2(0) & \pm D_2(x-y) \\ \pm D_2(x-y) & D_2(0) \end{bmatrix} \] (B.13)

has determinant \( \det M_{\pm} = D_2^2(0) - D_2^2(x-y) > 0 \) for \( |x-y| > 0 \). Performing the two-dimensional Gaussian integral in \( \beta = (\beta_1, \beta_2) \) (for \( |x-y| > 0 \) gives,

\[ \langle h_+(x) h_\mp(y) \rangle = \pm \frac{(\det M_{\pm})^{-1/2}}{2\pi} \int_0^\infty d\lambda_1 \int_0^\infty d\lambda_2 \lambda_1 \lambda_2 e^{-\frac{1}{2} \lambda^T \cdot M_{\pm}^{-1} \lambda} . \] (B.14)
Converting to polar coordinates \((\lambda_1, \lambda_2) = (\cos \theta, \sin \theta)\) and noting that the integral extends over the first quadrant with \(0 < \theta < \pi/2\) only,

\[
\langle h_+(x)h_-(y) \rangle = \pm \frac{(\det M_\pm)^{-1/2}}{2\pi} \int_0^{\pi/2} d\theta \frac{\sin (2\theta)}{2} \int_0^\infty \lambda^3 d\lambda e^{-\frac{1}{2} \lambda^2 (D_2(0) \pm \sin (2\theta) D_2(x-y)) / \det M_\pm} \nonumber
\]

\[
= \pm \frac{(\det M_\pm)^{3/2}}{4\pi} \int_0^\pi d\theta \frac{\sin \theta}{(D_2(0) \mp D_2(x-y) \sin \theta)^2} \nonumber
\]

\[
= \pm \frac{D_2(0)}{2\pi} (\sin \phi + (\frac{\pi}{2} \pm \frac{\pi}{2} - \phi) \cos \phi) \tag{B.15}
\]

with \(\cos \phi = D_2(x-y)/D_2(0), 0 < \phi < \pi/2\). This result is reproduced in Eq.(4.43). The last expression uses that the lengths \(D_2(0), D_2(x-y)\) and \(\det M_\pm\) can be interpreted as the sides of a right triangle with hypotenuse \(D_2(0)\).

### B.3 Angular Integrals

For the class of correlations functions,

\[
D_s(q) = 2\pi \sigma^2 l^2_c (1 + q^2 l^2_c / (2s))^{-1-s} \quad \text{with} \quad s > 0, \tag{B.16}
\]

the angular integrals of Eqs. (4.62), (4.64), (4.69) and (4.70) are all of the form,

\[
A_n(s) = \int_{-\pi}^{\pi} \frac{d\theta \cos^n \theta}{(1 + a - b \cos \theta)^{s+1}} \tag{B.17}
\]

\[
= \frac{\Gamma(s+1-n)}{\Gamma(s+1)} \frac{\partial^n}{\partial b^n} \left( \frac{2\pi}{(1+a+b)^{s+1-n}} \right) \nonumber
\]
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1/2 and the relevant angular integrals in this case are complete elliptic integrals,

\[ A_0(1/2) = \frac{4}{(1 + a - b)\sqrt{1 + a + b}} E\left(\frac{2b}{1 + a + b}\right) \]  

\[ A_1(1/2) = \frac{4}{(1 + a - b)b\sqrt{1 + a + b}} \times \left( (1 + a)E\left(\frac{2b}{1 + a + b}\right) - (1 + a - b)K\left(\frac{2b}{1 + a + b}\right) \right) \]  

\[ A_2(1/2) = \frac{4}{(1 + a - b)b^2\sqrt{1 + a + b}} \times \left( (2(1 + a)^2 - b^2)E\left(\frac{2b}{1 + a + b}\right) - 2(1 + a)(1 + a - b)K\left(\frac{2b}{1 + a + b}\right) \right) \]

with \( a = (k^2 + k'^2)l_c^2 \) and \( b = 2kk'l_c^2 \).

The limit \( s \to \infty \) of the Gaussian correlation in Eq.(4.46) is best obtained directly. The angular integrals in this limit are,

\[ A_n(\infty) = e^{-l_c^2(k^2+k'^2)/2} \int_{-\pi}^{\pi} d\theta \cos^n \theta e^{l_c^2kk'\cos\theta} \]

\[ = 2\pi e^{-l_c^2(k^2+k'^2)/2} \frac{\partial^n}{\partial \alpha^n} I_0(\alpha) \bigg|_{\alpha=l_c^2kk'} \]  

(B.19)

where \( I_0(x) \) is the modified Bessel function of the first kind of 0-th order. The relevant angular integrals for Gaussian roughness correlation thus are,

\[ A_0(\infty) = 2\pi e^{-l_c^2(k^2+k'^2)/2} I_0(l_c^2kk') \]

\[ A_1(\infty) = 2\pi e^{-l_c^2(k^2+k'^2)/2} I_1(l_c^2kk') \]

\[ A_2(\infty) = \pi e^{-l_c^2(k^2+k'^2)/2} (I_0(l_c^2kk') + I_2(l_c^2kk')) \]  

(B.20)

**B.4 The Response Function**

The roughness correction to the Casimir free energy of order \( \sigma^2 \) is given in Eq.(4.58). This correction is linear in \( D(q) \) and one may define [3] the response function \( R_T(q,a) \) of Eq.(4.88) defined by,

\[ \Delta F_{\text{Cas}}^T[a] = \frac{1}{2} \langle \text{Tr} \tilde{V}^h G[a] \rangle - \frac{1}{2} \langle \text{Tr} \tilde{V}^h \tilde{G}^a \tilde{V}^h G[a] \rangle + \frac{1}{2} \text{Tr} \delta \tilde{V}^h G[a] - \frac{1}{4} \langle \tilde{V}^h G[a] \tilde{V}^h G[a] \rangle \]

\[ = \int_0^\infty \frac{qdq}{2\pi} D(q) R_T(q,a) \]  

(B.21)
To obtain $R_T(q,a)$ we change the integration variable from $k'$ to $q = k' - k$ in Eqs. (4.59), (4.62), (4.66) and (4.64) and choose $k = (k,0)$ to define the positive $x$-axis. In these coordinates $k'_x = k + q \cos \theta, k'_y = q \sin \theta$ and explicit expressions for the response function $R_T(q,a)$ can be read off from,

\[
\frac{1}{2} \langle \mathbf{Tr} \tilde{V}^h \mathbf{G}^{[a]} \rangle = \int_0^\infty dq \frac{D(q)}{2\pi} \sum_n (-AT) \int_0^\infty \frac{kdk}{2\pi} \kappa' \kappa_{\epsilon}(\frac{\tilde{r}^2}{e^{2\alpha_k} - r^2} + \frac{r^2}{e^{2\alpha_k} - r^2}) 
\]

- \frac{1}{2} \langle \mathbf{Tr} \tilde{V}^h \tilde{G}^{[a]} \tilde{V}^h \mathbf{G}^{[a]} \rangle

\[
= \int_0^\infty \frac{dq}{2\pi} \sum_n (-AT)(\epsilon - 1)^2 \int_0^\infty \frac{kdk}{2\pi} \int_{-\pi}^\pi d\theta \times \left[ \frac{r(1 - r^2)\zeta^2}{4(e^{2\alpha_k} - r^2)\kappa_{\epsilon}} \times \left( \frac{k'_{x}k'_{z}}{\epsilon k' + k'_{z}} \right)^2 \left( \frac{k'_{y}}{k'} \right)^2 + \frac{\zeta^2}{k' + k'_{z}} \left( \frac{k'_{y}}{k'} \right)^2 \right] \]

- \frac{1}{4} \langle \mathbf{Tr} \tilde{V}^h \tilde{G}^{[a]} \tilde{V}^h \mathbf{G}^{[a]} \rangle

\[
= \int_0^\infty \frac{dq}{2\pi} \sum_n (-AT)(\epsilon - 1)^2 \int_0^\infty \frac{kdk}{2\pi} \int_{-\pi}^\pi d\theta \times \left[ \frac{r(1 - r^2)\zeta^2}{16(e^{2\alpha_k} - r^2)\kappa_{\epsilon}} \left( \frac{r'(1 - r'^2)\zeta^2}{(e^{2\alpha_k'} - r'^2)\kappa_{\epsilon}} \right)^2 \left( \frac{k'_{x}}{k'} \right)^2 - \frac{2\zeta^2}{(e^{2\alpha_k} - r^2)} \frac{k'_{x}}{\epsilon} \left( \frac{k'_{y}}{k'} \right)^2 \right] \]

\[
\frac{1}{2} \mathbf{Tr} \delta \mathbf{G}^{[a]} = \int_0^\infty \frac{dq}{2\pi} \sum_n AT(\epsilon - 1)^2 \int_0^\infty \frac{kdk}{2\pi} \times \left[ \frac{\tilde{r}(1 - \tilde{r}^2)}{4(e^{2\alpha_k} - \tilde{r}^2)\kappa_{\epsilon}} \frac{k^2q^2}{\epsilon k' + k'_{z}} \right] + \left( \frac{r(1 - r^2)\zeta^2}{4(e^{2\alpha_k} - r^2)\kappa_{\epsilon}} - \frac{\tilde{r}(1 - \tilde{r}^2)\kappa_{\epsilon}}{4(e^{2\alpha_k} - \tilde{r}^2)\kappa_{\epsilon}} \right) \left( \frac{\kappa^2}{\epsilon k' + k'_{z}} + \frac{\zeta^2}{\epsilon k' + k'_{z}} - \frac{g^2\zeta}{1 + \sqrt{\epsilon}} \right) \]

In the last (counter term) expression of Eq.(B.22d) $k' = \sqrt{q^2 + \zeta^2}$ and $\kappa_{\epsilon}' = \sqrt{q^2 + \zeta^2} \zeta(\zeta)$. Note that the angular integration in these coordinates cannot be performed analytically.
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