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ABSTRACT 

COMPARATIVE ANALYSIS OF CLASSIFICATION MODELS FOR PROSTATE 

CANCER 

By  

KHALED SAAD S ALQAHTANI 

Among different types of cancers which occur in men, prostate cancer is the most 

commonly occurring one. However, prostate cancer epidemiology is not completely 

identified. Neither the causation nor pathogenesis of prostate cancer can be totally 

understood by today’s information. As a result, prostate cancer screening tests cannot 

always detect the disease. Prostate-specific antigen (PSA) blood test is the most widely 

used test to screen men for prostate cancer. However, PSA blood test adversaries accuse 

this test as rendering misguided results that lead to over-diagnosis and overtreatment. 

According to The National Cancer Institute, men who go through a prostate biopsy 

procedure because of an elevated PSA test result, only about 25 percent of them actually 

have prostate cancer. The other 75% of men might face the side effects of prostate biopsy 

which includes serious infections, pain, and bleeding. 

This study utilized the Nationwide Inpatient Sample (NIS), and the Surveillance, 

Epidemiology, and End Results (SEER) Program data to identify some key risk factors 

for those patients who are more likely to be diagnosed with prostate cancer. In addition, 

an Artificial Neural Network has been implemented a long with the most used 

classification methods that include Logistic Regression, k-Nearest Neighbors, Naïve 

Bayes classifier, Decision Tree classifier, and Support Vector Machine, in order to 
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recognize prostate cancer in an early stage. All these classification methods’ results were 

analyzed using confusion matrix and Receiver Operating Characteristic (ROC) analyses. 

This study found that age, ethnicity, family history of cancer, fat intake, vitamin D 

deficiency, inflammation of prostate, vasectomy, and hypertension are positively 

associated with prostate cancer. Although, obesity, alcohol abuse, and smoking were 

significantly associated with the prostate cancer, this association found to be negative. 

The result of classification methods’ tests showed that the Artificial Neural Network had 

success rates of 87.53% on NIS data and 99.31% on SEER data compared to Logistic 

Regression (81.71%, 84.95%), k-Nearest Neighbors (73.46%, 91.62%), Naïve Bayes 

classifier (70.86%, 86.56%), Decision Tree classifier (78.02%, 90.34%), and Support 

Vector Machine (72.33%, 88.52%).  

In conclusion, this study tried to minimize the PSA false result by identifying more key 

risk factors and providing a prediction tool based on Artificial Neural Network to predict 

and to support the clinical decision in prostate cancer screening. 
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CHAPTER I 

I. INTRODUCTION 

Cancer is a major cause of morbidity and mortality worldwide. In 2012, around 14 

million new cases were registered and 8 million cancer-related deaths across the world 
1
. 

Among men, the five most common sites of cancer diagnosed in 2012 were the lung 

(16.7% of the total), prostate (15.0%), colorectum (10.0%), stomach (8.5%), and liver 

(7.5%) 
1
. Prostate Cancer had the second highest incidence (31.1 per 100 000) worldwide 

1
. However, in the United States, prostate cancer is the most common cancer in men. 

With an aging male population, the 2014 new cases estimated for prostate cancer is 

233,000  and 29,480 deaths 2. As shown in Figure 1, prostate cancer is number one in the 

top ten cancer sites for men in the United States for all races.  

 

Figure 1: Top 10 Cancer Sites: 2010, Male, United States - All Races 
3 
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Early detection of prostate cancer by using the prostate-specific antigen (PSA) blood test 

has increased the number of new incidents. However, prostate cancer death rates are 

showing a significant decline of 40 percent since 1993. Many experts believe that using 

prostate-specific antigen (PSA) blood test is the main reason for the declining death rates 

as shown in Figure 2.  

 

 

Figure 2: Number of New Cases and Deaths per 100,000, in the United States 
4 

According to 
4
 and 

5
 a male born today faces a risk of 15.3 percent of being diagnosed 

with prostate cancer at some point during his lifetime. In addition, he has a 3 percent 

chance of dying of prostate cancer. Despite of these numbers, a statistical numbers from a 

large national health database indicate that a significant number of men who have been 

diagnosed with prostate cancer are more likely to live as long as men in the same age 

group who have not been diagnosed with prostate cancer. 

Prostate cancer is more common in older men than younger men. Almost 60 percent of 

new cases occur at age of 65 years old and older 4. Men of African American descent 

have the highest numbers of incidents and death rates 4. Also, men with a positive 

family history of prostate cancer are more likely to be diagnosed with prostate cancer. 
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1.1 Background and Statement of the Problem 

Among different types of cancers which occur in men, prostate cancer is the most 

commonly occurring one. However, prostate cancer epidemiology is not completely 

identified. Neither the causation nor pathogenesis of prostate cancer can be totally 

understood by today’s information. As a result, prostate cancer screening tests cannot 

always detect the disease. Prostate-specific antigen (PSA) blood test is the most widely 

used test to screen men for prostate cancer. Since it became available 20 years ago, the 

effect of the PSA blood test on prostate cancer screening has been more noticeable 

through the rise of the total of new prostate cancer incidences.  

The cells of the prostate gland produce a serum protein called Prostate-Specific Antigen 

(PSA) which is released into the blood. The PSA test measures the serum PSA level in a 

patient’s blood. The normal level of PSA is 4.00 nanograms per milliliter and lower, but 

it might be different from one patient to another. If the PSA level is above 4.00 ng/mL, 

physicians might request a prostate biopsy in order to determine the existent of cancer.  

However, PSA blood test adversaries accuse this test as rendering misguided results that 

lead to over-diagnosis and overtreatment. According to 
6
, men who go through a prostate 

biopsy procedure because of an elevated PSA test result, only about 25 percent of them 

actually have prostate cancer. The other 75% of men might face the side effects of 

prostate biopsy which includes serious infections, pain, and bleeding. 

1.2 Objectives and Significance of the Research 

The main objectives of this study were, first, to identify the key risk factors of prostate 

cancer; and then, develop an artificial neural network model for early prediction of this 
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disease; and to examine whether an artificial neural network model can effectively 

predict the likelihood of prostate cancer. Five years (2007, 2008, 2009, 2010, and 2011) 

of the Nationwide Inpatient Sample (NIS) data were used to investigate the association of 

these factors with prostate cancer. In addition, the Surveillance, Epidemiology, and End 

Results (SEER) Program data was also used to test an artificial neural network model 

based on age, race, Prostatic Specific Antigen (PSA) lab value, PSA interpretation, 

Gleason's score, and tumor size variables.  

This study tried to identify some key risk factors for those patients who are more likely to 

be diagnosed with prostate cancer. These risk factors were classified into four categories. 

First category, general factors include age, race/ethnicity. Genetic factors are the second 

category, which include family history of cancer. Third category, lifestyle factors include 

obesity, physical activity, smoking, alcohol abuse, dietary fat, and vitamin D deficiency. 

Last category is chronic disease and surgical procedure which include inflammation of 

prostate, vasectomy, and hypertension. 

The aforementioned variables have been found in previous studies to affect the likelihood 

of having prostate cancer. From the years 2006 – 2010, the median age at diagnosis was 

66, indicating that 50% of the men who were diagnosed during these years were 66 or 

younger when they developed prostate cancer 
7
. This study is necessary to further build 

the research and provide implications and useful information about prostate cancer 

screening.  

The research questions are: 
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 Is Artificial Neural Network a significant technique in predicting the risk of 

prostate cancer? 

 Does Artificial Neural Network predict the risk of prostate cancer better than 

logistic regression the popular used technic for prediction or the other 

classification methods?  

 Is Family history of any other type of cancer a significant factor in predicting the 

risk of prostate cancer? 

 Is Obesity a significant factor in predicting the risk of prostate cancer? 

 Is Physical activity a significant factor in predicting the risk of prostate cancer? 

 Is Alcohol abuse a significant factor in predicting the risk of prostate cancer? 

 Is Smoking a significant factor in predicting the risk of prostate cancer? 

 Is Fatty acid Deficiency a significant factor in predicting the risk of prostate 

cancer? 

 Is Cholesterol a significant factor in predicting the risk of prostate cancer? 

 Is Vitamin D Deficiency a significant factor in predicting the risk of prostate 

cancer? 

 Is Inflammation of Prostate a significant factor in predicting the risk of prostate 

cancer? 

 Is Vasectomy a significant factor in predicting the risk of prostate cancer? 

 Is Hypertension a significant factor in predicting the risk of prostate cancer? 

1.3 Research Hypotheses 

The hypotheses are: 
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1. Artificial Neural Network is a significant technique in predicting the risk of 

prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

2. Artificial Neural Network predicts the risk of prostate cancer better than logistic 

regression.  

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

3. Family history of any other type of cancer is a significant factor in predicting the 

risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

4. Obesity is a significant factor in predicting the risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

5. Physical Activity is a significant factor in predicting the risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 
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6. Alcohol Abuse is a significant factor in predicting the risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

7. Smoking is a significant factor in predicting the risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

8. Fatty acid Deficiency is a significant factor in predicting the risk of prostate 

cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1  

9. Cholesterol is a significant factor in predicting the risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

10. Vitamin D Deficiency is a significant factor in predicting the risk of prostate 

cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1   
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11. Inflammation of Prostate is a significant factor in predicting the risk of prostate 

cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

12. Vasectomy is a significant factor in predicting the risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

13. Hypertension is a significant factor in predicting the risk of prostate cancer. 

Null Hypothesis: H0 = H1 

Alternative Hypothesis: H0 ≠ H1 

 

1.4 Study Limitation 

The Nationwide Inpatient Sample (NIS) data set does not include PSA test result. 

Therefore, the Surveillance, Epidemiology, and End Results (SEER) Program data which 

include PSA test result was used beside the Nationwide Inpatient Sample (NIS) data. In 

addition, this study did not investigate some factors details such as alcohol consumption 

or smoking habit. This study relied on the diagnosis codes that registered on NIS data and 

SEER data only.   
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CHAPTER II 

II. LITERATURE REVIEW 

2.1 Prostate Cancer Overview 

The prostate is part of the male’s reproductive and urological systems. Its location is in 

front of the rectum, under the bladder, and behind the public bone. The prostate is a solid 

organ that surrounds the urethra which is connected to the bladder. The urethra carries 

urine and semen out of the body. Seminal vesicles are located behind the prostate and 

their function is to provide fluid for semen. The normal healthy prostate in younger men 

is about the size of a walnut (4×3×2cm3) and typically weighs 20-30 grams. Size and 

weight will vary with age 
8
. 

The prostate has different types of cells. Gland cells which make the prostate fluid are the 

most common cells that develop cancer. In some rare situations, other cells like sarcomas, 

small cell carcinomas, and transitional cell carcinomas can develop a cancer. 

Most prostate cancers grow slowly, but in some cases they can grow and spread quickly. 

According to the American Cancer Society, many older men (and even some younger 

men) who died of other diseases also had prostate cancer that never affected them during 

their lives. In many cases, neither they nor their doctors even knew they had it 
8
.  

Prostate cancer cells look different under the microscope.  Based on their abnormal 

shape, they can be classified into two types. The first type is called “Low-grade Prostatic 

intraepithelial neoplasia” which the patterns of prostate cells appear almost normal. The 

second type is “High-grade Prostatic intraepithelial neoplasia” which the patterns of cells 
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look more abnormal. In as early as their 20s, some men have shown prostatic 

intraepithelial neoplasia in their prostate 
8
. By the age of 50, around 50 percent of men 

have prostatic intraepithelial neoplasia 
8
. Prostate cancer can invade (metastasize) to 

different organs of the body such as rectum, lymph nodes, bones and bladder. If the 

cancer spreads to other organs, additional symptoms appear such as bone pain
9
. 

The diagnosis process for prostate cancer takes several steps before cancer has been 

determined. First, the patient’s medical history and symptoms such as frequent urination, 

blood in the urine or painful urination, is reviewed. The second step is screening. There 

are two options for the screening: digital rectal exam (DRE) which is a physical exam 

that can be done by inserting a gloved finger into the patient’s rectum to palpate hard 

areas in the prostate. The second screening option is a prostate-specific antigen (PSA) 

blood test. This test is designed to measure the level of PSA in the patient’s blood. When 

the DRE and/or PSA test result show that the patient may have prostate cancer, a biopsy 

from the prostate is necessary to confirm the cancer.  

The clinical stages of prostate cancer are classified into four stages. The clinical stage 

tells how much the cancer may have grown within the prostate and whether it has spread 

to other tissues or organs. In the first two stages, the cancer is undetectable during a DRE 

exam. The third stage is the most often found when a prostate biopsy is done because of a 

PSA test result that showed a high PSA blood level. This is the most commonly 

diagnosed stage of prostate cancer. The fourth stage means that prostate cancer can be 

felt during a DRE, but is still only in the prostate. 
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2.2 Prostate Cancer Screening 

The screening of prostate cancer is very vital tool towards the prevention of secondary 

prostate cancer. During annual screening, questions are asked about urination, prostate-

specific antigen (PSA) blood tests are evaluated and digitally examinations of the rectum 

(DRE) are carried out. The American Cancer Society and the American Urological 

Association presently have made recommendations for males who seek information and 

desire that their condition be evaluated in order to increase life expectancy.   

Recommendations made by American Cancer Society suggest that screening should be 

initiated at the age of 50 years for common men, 45 for those who have increased risk 

factors. And 40 for those who have risks associated because of hereditary causes. 

Guidelines presented by American Cancer Society in the year 2009 showed prominent 

variations from previous suggestions rectum examination was made an option, those who 

had PSA of more than 2.5 nanograms per millimeters should go through screening on a 

yearly basis and those who have PSA less than the above-mentioned value should go 

through screening every two years. Also evaluations of risks on an individual basis must 

be a component of the referred decisions for patients with PSA in the range 2.5 to 4.0 

nanogram per millimeter 
10

. 

There are some present who also oppose prostate cancer screening. They say that it 

generally carries out the detection of irrelevant cancers and doesn’t produce an influence 

upon entire survival and can produce adverse reactions upon a patient’s quality of life. In 

place of regular prostate cancer screening, adversaries suggest making this an option.  
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Supporters of prostate cancer screening share the opinion that major number of patients 

who are detected with an elevated PSA are clinically significant and if this is not given 

proper treatment then life can be at risk 
11

. The information which is being presented 

suggests that regular screening brings an improvement in survival 
11

.  

Two larger control studies were carried out for determining the information which 

supports prostate cancer screening. The studies provided various results. 7 or 10 years 

Prostate, Lungs, Colorectal, and Ovarian (PLCO) screening trial study failed to show 

reduction in deaths related with prostate cancer in males who went through prostate 

cancer screening 
12

. On the other hand, European Randomized Study for Prostate Cancer 

(ERSPC) found that deaths in screening arm is less than control arm by 20% after mean 

of 8.8 years 
13

. For preventing a single death because of prostate cancer, 1410 males will 

require screening and in addition to this 48 males will require treatment. Also reduction 

in death rate associated with prostate cancer was noted for males who were in trials for 

twelve years. In addition to this incidences of tumors related with T3 & T4 were twenty 

two percent low and incidences of lesions of M1 were forty one percent less in ERSPC 

trials. Basic difference among two researches may be responsible for conflicting 

conclusions.  

162000 males were studied in the ERSPC trials from 7 countries of Europe, the PLCO 

trial focused upon 76,693 males from the same country. Eighty five percent males who 

had biopsy indications in the trial of ERSPC showed acceptance towards biopsy of 

prostate. Contrary to this, 30% males in the screening arm of the research of PLCO with 

irregular level of PSA went with the biopsy of prostate. Also in the trials of PLCO 52% 

of males in control arm passed from Screening of PSA. This can provide an explanation 
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why incidences of death from the prostate cancer were not significant among the control 

group and screening group.  

Information from the United States is congruent with the results of ERSPC trials. The 

Surveillance, Epidemiology, and End Results (SEER) data show that the new cases of 

prostate cancer have reduced more than three times ever since prostate cancer screening 

was introduced in the early 1990s. In addition, the American Cancer Society data indicate 

that mortality from the prostate cancer has reduced to fifty percent during the past twenty 

years.  

Table 1: PSA Thresholds for age and race referance 

Age Group Black White Asian 

40–49 0–2 0–2.5 0–2 

50–59 0–4 0–3.5 0–3 

60–69 0–4.5 0–4.5 0–4 

70–79 0–5.5 0–5.5 0–5 

 

Usual levels of PSA can vary with the age and race as shown in Table 1 
14

. Volume of 

prostate and reinforcements of the testing of PSA like the PSA free from percentage and 

velocity PSA with age and race all together can play a vital role in identifying males with 

higher risks of developing prostate cancer 
11

. 

Ratio among overall PSA and the unbound PSA is measured by percentage free PSA. 

This kind of testing is vital for the values of PSA in 4.0 and10 nanogram per millimeter 

lower percentage indicates higher risk of the prostate cancer 
15

. The determination of 
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PSAV is carried out by evaluating three values of PSAV with the gap of six months 
11

. 

The calculation of PSAV in continuous mean of alteration in 3 visits is done in 

accordance with the formula which follows 
16

: 

 

 
1

2
× ([

(𝑃𝑆𝐴2 −  𝑃𝑆𝐴1)

𝑒𝑙𝑎𝑝𝑠𝑒𝑑 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑦𝑒𝑎𝑟𝑠
] + [

(𝑃𝑆𝐴3 −  𝑃𝑆𝐴2)

𝑒𝑙𝑎𝑝𝑠𝑒𝑑 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑦𝑒𝑎𝑟𝑠
]) (1) 

The 
17

 screening based on PSA with four years gap shows the outcome in the death rate 

associated with decrease of 32 percent prostate cancer related deaths in males who were 

between 55 to 69 years of age at the start of testing. The 
18

 study compared the influence 

of screening for a male selecting to undergo screening on a repeated basis with the PSA 

testing in greater than the influence produced by larger random trials. That gives 

estimates of the level of population.  

The 
19

 study suggested that prostate cancer is crucial for the health related issues and it 

has been deduced through various researches that screening is vital in bringing reduction 

in the risks that are related with malignancy related pathologies and deaths associated 

with the prostate cancer. It is important to take steps for addressing the issues related with 

wrong evaluation and wrong treatment of pathologies prior to screening plans based on 

population can be endorsed. 

2.3 prostate cancer risk factors 

The fundamental cause of prostate cancer is unknown. However, cancer in general takes 

a long period of time to develop and produce a cancerous cell. This development 

classified as two-step process. First, there are initial factors that prompt the cell to be 

changed to a cancerous cell. Secondly, there are motivated and supported factors that 
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allow the cancerous cells to continue to grow and progress. These factors are under study 

and investigation and some of them are still unknown how they associate with cancer.  

In prostate cancer, some factors such as age, race, family history, and lifestyle have been 

shown as risk factors to certain degree. These risk factors are classified to four main 

categories: General factors which include age and race, Genetic factors which are family 

history, and lifestyle factors that include obesity, smoking, alcohol abuse, physical 

activity, dietary fat, and vitamin D deficiency. Last category is chronic disease and 

surgical procedure which include inflammation of prostate, vasectomy, and hypertension. 

Each one of these categories will be discussed with more details as follow.  

2.3.1 General factors 

2.3.1.1 Age 

Prostate cancer is a cancer that affects the older male population. According to 
4
 the 

average age at diagnosis is 66 years while 65 to 74 years are the most common diagnosed 

age as shown in Figure 3. Nevertheless, prostate cancer can occur to men of any age 

group. The Prostate Cancer Prevention Trial (PCPT) demonstrated that with an increase 

in age by 1 year the risk associated with it increases by 3% in the presence of Gleason 

score 8 to 10 prostate cancer subsequent to adjusting for identified risk factors of high-

grade prostate cancer 
20

.  
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Figure 3: Prostate Cancer Percent of New Cases and Deaths by Age Group 
4 

Occurrence and death of prostate cancer are both strongly related to age. The influence of 

age on this cancer is further made difficult by the race/ethnicity of the patient, which is 

another chief risk factor for prostate cancer. 
21

 and 
22

 declare that about 80% of men will 

develop cancerous cells in their prostate gland when they reach 80 years of age. It has 

been found via autopsy and research reports that around 70% to 90% of men above the 

age of 80 years have prostates with cancer undetected 
23

; some type of cancers spread 

quickly, while most of the cancers show slow growth and spread.   

Prostate cancer is more common in older male population and it becomes essential to 

undergo screening for its early detection and management as the age increases 
24

.   

Surveillance, Epidemiology, and End Results (SEER) dataset has recently carried out an 

analysis of this cancer. This analysis specifies that following the use of the PSA blood 

test in the year of 1986 and onward, the high rate of growth of prostate cancer in men of 

20 to 49 years of age was seen 
25

. This study 
25

 recommended that this growth would be 
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the result of an extensive use of prostate-specific antigen (PSA) test for the purpose of 

screening.  

Prostate cancer usually does not manifest itself via symptoms and signs in its early 

stages, and thus, people do not know of its existence in their body during this dormant 

period. The men of age 40 to 44 are of particularly at risk, 
26

 discovered an average 

marked increase in risk by 3.5% every year. Nonetheless, 
27

 identifies that certain 

subgroups of male in age group of 40 to 54 years may be at benefit because early 

screening can be done with resultant earlier detection of the cancer in them.   

For instance, men at high risk for prostate cancer, like those people who have a strong 

family history or those who belong to African-American race, may get benefit from early 

detection, because of their increased chances of disease 
28

. These particular men should 

be notified of both the recognized harms and the possible benefits of early screening, and 

mutual decision-making should proceed with the belief that there are no proportional data 

to show that men at increased risk than borderline for prostate cancer will benefit more 

from screening when compared to those at average risk 
27

.  

With the increase in age, an increase in the level of Prostate-Specific Antigen (PSA) in 

the blood also increases; a high level of PSA may point towards the development of 

prostate cancer 
29

. This test becomes specific with advancing age.  A correlational 

research study performed by 
30

 discovered that with advancing age, men showed less 

eagerness to undergo PSA screenings. Additionally, men that have an apparently normal-

sized prostate gland and their PSA levels are below 4 micrograms per liter, encompass a 

15% risk of developing this cancer; men with a PSA level between 4 and 10 micrograms 
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per liter show a 25% risk of prostate cancer, and lastly, men with PSA greater than 10 is 

suggestive of a 67% risk of developing a prostate cancer 
30

.   

Older men with numerous co-morbidities should be enlightened of their increased chance 

of death from other causes prior to getting a survival advantage from surgical procedures 

or radiotherapy for low- and intermediate-risk illness. In the USA, about 58% of men 

with diagnosed prostate cancer are above 75 years of age 
7
.  

It is also identified that men of an increasing age will exhibit an increase in the size of the 

gland because of benign prostatic hyperplasia (BPH). This is very common, in about 70% 

of men with aged over 70 years 
31

. The danger of prostate cancer-specific mortality raises 

with an increase of age are shown in men who have Gleason score 6 and 7, but not 8 to 

10, prostate cancer 
31

.  

Pertaining to the benefits and disadvantages of yearly screening in men of age group 40 

to 55 years with a less risk for developing prostate cancer and the scarcity of lethal 

prostate cancers occurring in this age group, 
27

 does not advise routine screening. This 

does not suggest that there is totally no advantage of the PSA screening at this age group, 

instead that there are substantial issues related with this screening that the gains are not 

good enough to overshadow the problems 
27

.  

32
 says that studies performed on prostate cancer in middle-aged male population are 

small in number, because more emphasis is given on findings involving men over age 60 

years.   
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Currently, there is no definite information highlighting the etiology of prostate cancer 

present, though, research demonstrates that a positive family history of prostate cancer 

increases the chance of development of this cancer at an early age 
32

.   

At present, more advanced research is needed to comprehensively become aware of the 

preventive measures, the etiology, the commencement, and the management of this 

cancer in people of age 40 and above. Men will age devoid of any prostate related issues 

if they become acquainted with information regarding the prostate health and its 

maintenance at an early age.   

2.3.1.2 Race/Ethnicity 

In the United States, prostate cancer claims men’s lives more prolifically than any other 

cancer 
6,33

. Although there are many protocols for prevention, detection, research, and 

treatments for prostate cancer, many elements remain undiscovered 
23

. Regarding cancer 

and ethnicity in general, the death rate from cancer for African Americans is 34% higher 

than that of Caucasian Americans 
23

. Death rates tabulated for the years between 1975 

and 2005 revealed variation according to ethnicity 
7
. For example, during this period, 

African American men were observed as those most likely to die from prostate cancer, 

specifically, above all other ethnic groups. Caucasian American men were recorded with 

the second highest mortality rate, followed by Native American, Hispanic and then 

Asian/Pacific Islander ethnicities 
6,7

.  
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Figure 4: Prostate Cancer Number of New Cases and Deaths by Race/Ethnicity 
4 

Race plays an important role in determining susceptibility to many diseases including 

cancer. There is enough evidence available to generate wide acceptance that ethnicity is a 

factor that is strongly associated with the likelihood of contracting prostate cancer 
22,34,35

 

with thousands of men – particularly those of African American and Afro-Caribbean 

(most notably Jamaican) origin, falling victim to this disease every year 
36

.  

Internationally, men who descend from sub-Saharan Africa are at a substantially higher 

risk of developing prostate cancer in their lifetime 
1
.  In the United Kingdom, the 

numbers of Black men who were diagnosed with prostate cancer are double all men from 

other races in the United Kingdom 
34

. On the other hand, men of Asian descendants have 

the lowest probability of suffering from the disease 
4
. Asian descendants who remain 

residents of Asia are much less likely to acquire prostate cancer than Asian males who 
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live in the United States 
37

, or than those men who are born in the United Kingdom. 

Furthermore Asians who migrate to the United States are less likely to be afflicted than 

Caucasian Americans 
38

.  

According to the Center for Disease Control and Prevention (CDC), since 1975, African 

Americans have had and continue to have the highest incidence of prostate cancer - with 

Caucasian American men notable for the second highest incidence, followed by Latinos, 

Asian/Pacific Islander and Native American men 
33

.  

Many studies including 
39-41

 find that African American men are less likely than 

Caucasian American men to be screened for prostate cancer. 
42

 reported that African 

American men are less likely to maintain regular screening practices, perhaps leading to a 

delay in diagnosis. Of those patients who did in fact present for screening. African 

Americans were found to be younger and indicated higher PSA values compared with 

other race patients 
43

. 

Studies by 
44,45

 found that men are more likely to contract advanced prostate cancer due 

to lower socioeconomic status, which is associated with disparities in areas such as lack 

of access to healthcare, understanding of obesity issues, lack of insurance, low income, 

and lower levels of literacy and general education. However, data suggest that, even 

when controlling for these and other socioeconomic considerations, African Americans’ 

ancestry remained an independent predictor of disease recurrence, poor prognosis 

(particularly in cases of obesity 
46,47

) or mortality 
48

. Moreover, African Americans are 

more likely to be diagnosed with a higher grade (degree of aggression) prostate cancer 

and/or higher stage (level of advancement) than Caucasian Americans 
49

. 
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However, African Americans men have around 1.8 times the risk of developing cancer as 

likely as the Caucasian Americans men, but African Americans are about 2.5 times more 

likely to die from cancer than Caucasian Americans 
50

. Considering the disparities in the 

treatment of cancer and prostate health in the United States alone, where social, political, 

and economic processes are observed to be of measurable influence, perhaps it stimulates 

thought that, at least theoretically, the incidence and advancement of prostate cancer 

might be slowed, prevented from occurring or even be eliminated once these 

socioeconomic factors are identified and addressed 
49,51,52

. 

2.3.2 Genetic factors 

2.3.2.1 Family History 

After age the biggest risk cause for prostate cancer is the family history, with an 

incidence of about 10% to 20% among men who develop prostate cancer because of a 

positive family history of this disease 
53

. The most major clinical aspect of prostate 

cancer perhaps in men with a positive family history is its relatively early development, 

and these men characteristically get this disease being diagnosed 6 - 7 years before as 

compared to men with no such family history of this cancer 
53

 
54

. 

The family history of prostate cancer put the men at high risk of developing it as well as 

to high mortality. Men, whose father had a diagnosed prostate cancer, have double the 

risk as compared to men with no family history of this disease. Moreover, if anyone has a 

brother with diagnosed prostate cancer, then the risk for him increases threefold. The 

presence of diagnosed family history in both the brother and the father boosts the risk 

approximately ninefold 
55

. Even a positive family history in male population is linked 
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with fatal prostate cancer. Death danger from this tumor is about double more for men 

with a brother or a father who passed away of this cancer than men with this cancer 

devoid of any positive family history 
56

. 

The evaluation of family history of prostate cancer reported by the affected individual has 

become slightly harder in the time of PSA. This is because of the associated exposure to 

this test within members of the same family, and the high utilization of PSA testing by 

men having a family history of prostate cancer 
57

. Results from two studies put forward 

that the incidence of familial aggregation of prostate cancer in great part is attributable to 

genetic factors 
58

.  

Certainly, prostate cancer is expected to have one of the extreme heritability, while above 

40% of unpredictability of prostate cancer is due to genetic factors. Genome-wide 

association studies have tried to find a common single-nucleotide poly-morphisms 

(SNPs) related to the incidence of prostate cancer 
59

. Up till now, scientists have 

discovered 41 risk loci and also verified them across numerous studies, this is a huge 

number of loci than any other cancer has 
60

. It is anticipated that these forty one loci 

interpret almost one-quarter of the variability of the frequency of prostate cancer 

associated with genetic factors 
60

. It is worth mentioning that the inheritance of prostate 

cancer emerges to be the consequences of small positive connections of genetic variants 

of low-penetrant type instead of big connections with high-penetrance alleles 
60

. 

Most of the recognized germline dangerous loci seem to be more weakly linked with fatal 

or benign prostate cancer 
61

. Nevertheless, family studies show a familial constituent of 

prostate cancer-associated survival 
62

. So far, only one study based on genome-based 



24 
 

 
 

association of deadly prostate carcinoma has been published 
63

.  Though no SNPs 

attained genome-associated implication, three SNPs were related to this malignant cancer 

at 10
-5

, and out of these three one was consequently confirmed in an autonomous cohort 

60
. One of the problems in prostate cancer survival and studying germline variants is the 

recognition of cohorts with adequate numbers of cancer-specific incidents 
60

. 

Consequently, more research is required to approximate the inheritance of prostate cancer 

survival, in addition to bigger genome-wide association studies of malignant disease. 

A positive history of this cancer in the family of the male individual affected by prostate 

cancer basically shows a multifaceted blend of environmental and genetic factors. About 

5% to 10% of cases of prostate cancer has been approximated that are the result of 

dominant inherited susceptibility to this cancer 
64

, and autosomal recessive and X-linked 

sorts of inheritance have in addition been implied 
65

. The effect of genetics on the growth 

of prostate cancer was demonstrated in a study comprising of 44,788 duos of twins 

scheduled in registries such as Danish, Finnish, and Swedish identical registries 
58

. The 

researchers observed the statistically significant outcomes of genetic factor responsible 

for causing cancer of the prostate gland, with innate genes causing forty two percent to 

the entire possibility of onset of prostate cancer and unknown environmental factors 

forming the residual 58% of the danger.  Latterly, genome-associated research has been 

employed to recognize inherited threat for prostate cancer, with more than 24 prostate 

cancer risk is related to solitary-nucleotide polymorphisms (SNPs) that have been 

determined and further predicted being found out from studies conducting from time to 

time 
66,67

. Albeit all of the SNPs found out to date are only somewhat linked with the risk 

of prostate cancer, collectively they show a stronger connection 
67

. Besides, a SNP that is 
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considerably connected to the risk of development of most malignant nature of prostate 

cancer and not the benign prostate cancer has in recent times been reported 
68

. 

 The risk of this cancer for life has been expected to be about 12 percent for a male 

having a father with prostate cancer diagnosed at an age above 60 years while it is 35% to 

45% for a male with 3 or more diagnosed male family members. The absolute risk of 

prostate cancer is only 8% in males with no such family history of the disease 
69

. 

There is huge evidence present to demonstrate that men with a positive family history of 

prostate cancer are at high risk of developing it than those lacking a family history 
70

. 

Furthermore, a man’s risk can be influenced additionally in accordance with the level of 

association with the affected family member, his age at the moment of cancer detection 

and the entire number of family members who got affected with this cancer 
70

. Provided 

that family history is a plain aspect to evaluate regular clinical practice via essential 

queries from the patient, it should be considered as an imperative factor to think about 

alongside PSA for assessment of the prostate cancer risk 
70

. Additionally, family history 

can be evaluated from a comparatively less than or around 40 years of age (in case a 

father is diagnosed with this cancer), possibly providing the chance for medical 

involvement beforehand for male individuals at elevated danger of prostate cancer by 

better examination and, at some point, vigorous strategies for reduction of risk may 

become available 
70

. 

Prostate cancer has three different epidemiological varieties, namely familial, hereditary 

and sporadic 
71

. Different studies have established a fact that there are no such differences 

with respect to pathology among these epidemiological varieties of prostate cancer 
72-74

. 
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At present, no such clinical testing is present for genes implicated in hereditary prostate 

cancer. 
71

 conducted the sentinel study at Johns Hopkins University and gave the first 

definition for inherited prostate cancer, called as the Hopkins Criteria, and it is still the 

only way even after twenty years to imply hereditary prostate cancer.  

In 1992, 
71

 described hereditary prostate cancer by using family history. A person was 

believed to have hereditary prostate cancer, if his family ancestry disclosed a history of 

prostate cancer in the following cases:  

1. Family having 3 or more first-degree relatives i.e. comprising father, son, and brother.  

2. Three consecutive generations of either the paternal or maternal ancestries; or  

3. No less than two relatives diagnosed at or before the 55 years of age.  

Males with familial prostate cancer also showed a positive family history, but it was not 

so encouraging but inadequate to come true to the hereditary criteria of prostate cancer. 

Those patients who didn’t have any family history of prostate cancer were thought to 

suffer from sporadically induced prostate cancer 
71

. In one of the study 
75

 made the 

different definitions of hereditary prostate cancer simply by saying that sporadic prostate 

cancer is a type of cancer developing haphazardly in the population while the familial 

type of prostate cancer is random grouping of prostate cancer in families and, hereditary 

prostate cancer is a powerful grouping with formation of prostate cancer prematurely in 

families.  

71
 stated that about 43 percent of prostate cancer onset at an early age (i.e. an age less 

than 55 years) was the result of an autosomal dominant inheritance of an uncommon 
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allele. Above all, a number of researchers discovered that hereditary prostate cancer of an 

early age onset comprised of only a small amount (such as only 9% by the age of 85 

years) of all prostate cancer incidences. This research results showed that only 2 percent 

of prostate cancer takes place in men of EuAm with an age below 55 years. These 

researchers concluded that the influence of hereditary prostate cancer in these people is 

greatest in the younger ages, i.e. below age 55 years 
76

.  

Men belonging to the African lineage may possess a powerful genetic tendency to 

develop cancer of the prostate as compared to the men belonging from other lineages 
77

. 

Though, positive screening rates have been seen in men of the different populations 

having a positive family history of prostate cancer, but studies conducted recently shows 

that not all men’s groups show same screening rates. These studies show that men of the 

African-American ancestry have considerably lower screening rates even with a strong 

family history of prostate cancer than men of the Caucasian origin with a strong family 

history 
78

. This study shows that only 45 percent of men of the African-American origin, 

having a positive family history of prostate cancer with more than four affected relatives, 

ever underwent a PSA testing while only 35 percent of men ever underwent a DRE 
78

.  

In another study carried out in the United States consisting of 56 men having an affected 

FDR were not like to undergo this DRE or PSA testing as compared to 100 men without 

FDRs who were affected in the past by prostate cancer 
79

. 

A number of studies have evaluated the psychological, sociodemographic, and medical 

features linked to screening of prostate cancer in males with a positive family history of 

prostate cancer. It has been noted that men having a family history of this cancer who are 
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elder, 
79-82

 married 
83

 and have much incomes 
81-84

 are more expected to receive a PSA 

screening. Also, having a high number of diagnosed relatives 
82,84,85

 and having talked 

about screening with a doctor 
80

 have been found as predictors of a high screening rate. In 

contrary, men appear least interested to undergo screening frequently even if they have an 

elevated cancer associated risk. A Swedish study particularly demonstrated that men with 

an established family history of the prostate cancer (with 3 or more relatives with this 

disease) were least interested of having a screening test in case they had an increased 

tendency to avoid cancer related risk 
85

. 

Latest data propose not only a family history of prostate cancer does affect its risk, but 

possibly family history of breast cancer too. A number of studies put forward that a 

family history of breast cancer boosts the risk of prostate cancer by70 percent 
86

 and 

death by 16 percent 
87

. On the other hand, others studies have found no such connection 

of risk between family histories of breast cancer and prostate cancer 
88-90

. 

A family history of prostate cancer in either brother(s) or father raised cancer risk by 48 

percent and 11 percent, respectively 
91

.Given that prostate cancer history in a sibling 

(brother) was more mightily related to high cancer risk compared to history of prostate 

cancer in a father only, we assumed that this might consequence from the likely early age 

at diagnosis of the sibling (average age of 64 years) against average father’s age of 71 

years 
91

. 

About 46% men with positive family history of prostate cancer were found to have low 

grade disease while 51% of such men were found to have a high-grade disease, than men 

with no family history 
91

. The existence of family history of both prostate and breast 
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cancer raised the risk of development of low- and high-grade cancer by 119 percent and 

247 percent compared with men with no such family histories of either cancer 
91

. When a 

comparison was done in men with a family history of prostate cancer only, it was found 

that those with a positive family history of breast and prostate cancer were 69% and 

133% more expected to develop low- and high-grade cancer, respectively 
91

. 
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2.3.3 Lifestyle factors 

2.3.3.1 Obesity 

Stronger evidences in relation to the significant part played by lifestyle and surroundings 

in the causes of prostate cancer are there 
92

. In the West, Obesity is very common and the 

prostate cancer is one of the most significant health issues. 

 

Figure 5: Self-Reported Obesity Among U.S. Adults in 2012 
93 

In Unites States, 14 to 20 percent of deaths associated with cancer are related with 

obesity 
94

. Adding to this it has also been found that obesity also increases the risks 

associated with the several type of cancer and aggressive types of prostate cancer 
23

.  
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More than 66% of population of America is suffering from obesity 
95

.Small variations 

were seen in the percentage of obese adults aging between twenty to seventy four years 

from the year 1960 -1962 to 1976 - 1980. However much different to all this, the rates 

associated with Obesity witnessed a great increase in the years 1976 to 1980 &1999 to 

2002. It was more than doubled from 15.1% to 31%. The increment was noticed across 

races, ethnic group and genders
23

.  

Differences based upon races and ethnicities are normally constant among states as 

shown in Figure 5. In the years 2006 to 2008, the rates of Obesity among states were in 

the range of 23-45 percent in the African American population. In Hispanic population, 

the rates are twenty one to thirty seven percent and nine to thirty percent in the white 

population 
96

. The increase in rates of adults whom are categorized as extremely obese 

has prominently contributed to the raise of the rates of obesity in the last twenty five 

years. The rates associated with severe obesity in adults aging between 24-74  faced an 

increase from the percentage of 1.4 in between the years 1976 to 1980 to the percentage 

of 6.3 in between the year 2009 to 2010 
23

. 

The situation deserves attention because over the past few decades the raise of obesity 

rates has become a major public health concern 
97

. Adults are facing the obesity threat, 

but at the same time children are also being affected by this disease as well. As result, 

this can further bring increase in the adult obesity rates in United States with the passage 

of time 
98

.  It is very important to develop a clear and deep understanding about the 

effects which are produced by obesity upon developing, preventions of diseases related 

with Obesity. This understanding can play an important part in results related with health 

concern.  



32 
 

 
 

Body Mass Index (BMI) is the popularly used ratio by many academies and health care 

practitioners for obesity measurement 
99

. The Obesity of the body of individuals can be 

checked with the help of BMI in which they are classified as normal, overweight or 

obese. Body Mass Index (BMI) can be calculated by dividing the mass in kilograms on 

the height in meters squared 
100

. According to the World Health Organization (WHO), 

Body Mass Index (BMI) result can be interpreted as follow 
99

: 

 Body mass index less than 18.5 kilograms per meter square is considered 

Underweight. 

 Body mass index in the limit between 18.5 and 24.99 kilograms per meter square 

is considered normal. 

 Body mass index in the limit between 25.0 and 29.99 kilograms per meter square 

is considered Overweight. 

 Body mass index greater than 30 kilograms per meter square is considered Obese. 

Researches have shown links between chronic diseases and Obesity like inflammations, 

dyslipidemia. Diabetes, blood pressure, cardiac anomalies, osteoarthritis, cancers and 

stroke 
101

. On the other hand, losing weight toward normal weight reduce the risks and 

aggressive form of co-illnesses that are related to Obesity.  

Weight loss can also act as a way for preventing cancer development 
50,102,103

. The 

chances of developing breast cancer in women who have had their menopause are 

increased by obesity also risks associated with the colon cancer and esophagus are 

increased 
104-106

. Moreover, it needs to be mentioned that Obesity is associated with 

aggressive form of prostate and breast cancer 
107

.  
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In prostate cancer cases, the gaining of function of the receptor of androgen is the main 

step in the development of cancer which is dependent upon hormone to the cancer which 

is not dependent upon hormone like the prostate cancer 
108

. Males who are obese are at 

lower risks of developing the prostate cancer in comparison to those obese individuals 

who are higher risk of dying because of this pathology in comparison to those who are 

lean 
109

. Therefore, obese men have higher risk of developing prostate cancer.  

The majority of male population can survive the cancer of prostate, but those men who 

are associated with hormone-refractory metastatic prostate cancer have a chance less than 

six percent to survive another five years. Never the less, Obese men are at higher risk of 

facing death than those men who have normal body mass index 
109-111

.  

Obesity might be link to prostate cancer mortality. Obesity may cause false-negative PSA 

test result which lead to treatment delay 
23

. Men who are obese more often face failures 

related with biochemistry; they develop highly metastatic tumors and lead to prostate 

cancer which is not dependent upon androgen 
111

. As mention before, Obesity links with 

advanced stage of prostate cancer. Also, surgery can be very complicated and difficult 

radiation treatment for prostate cancer patients who are obese 
112

. It has been found that 

obese prostate cancer patients sometime have a true PSA test result, but they still develop 

aggressive form of prostate cancer which indicates there are biological mechanisms 

played part in the development of prostate cancer
112

.  

 Obesity is related with changed levels of different hormones that include testosterone, 

insulin, IGF-1, estrogen, leptin etc 
105

. They all have been associated with prostate cancer. 

Because Obesity is a result of dietary style, those who are obese possess positive balance 
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of energy and show consumption of great quantity of fats from diet and all of them are 

related with cancer 
113

.  Also obesity is related with mediator of inflammation and it can 

be a developing factor of prostate cancer 
113

.  

Researches which examine the relation between adult’s body mass index and 

development risks of prostate cancer have provided mixture of outcomes. Many larger 

cohort studies showed increase body mass index related with a great risk of the prostate 

cancer 
114-117

, but some of these studies described these relations as not sufficiently 

strong. On the other hand, some different researches showed no relationship between 

body mass index and risks of prostate cancer 
118,119

. A recent group study from the United 

States showed inverse relation among obesity and the diagnosis of prostate cancer, but 

males who were less than sixty years or those who have a positive family history of 

prostate cancer 
120

.  

In regarding to race, great numbers of African-American males were obese in present 

regiment. Obesity can be regarded as a risk that can be modified, which can be related 

with more violet tumors 
46

. Obese African-American males have higher risks pathology 

related aspects than obese non-African-American males 
46

. False PSA test result is more 

often occur with African-American men; and obesity contributes to increases this false 

result of PSA test 
46

. Obesity may be responsible for the racial discrimination that is 

present in prostate cancer.  

Epidemiological relation between Obesity and violent prostate cancer is specifically 

related because of universal nature of pathology and the numbers of males that are 

victims 
121

. Apart from race and age there are some developed risks for the prostate 
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cancer. The recognition of Obesity as another risk for violent prostate cancer is of great 

importance for the health of public because of its nature, which can be modified. The fat 

tissues are different in their capacities to undergo expansion and reduction during the life 

of a person and reduction can be brought by bringing changes in lifestyle 
121

. 

Epidemiological evidences which link obesity with violent prostate cancer  shows the 

significance of considering size of body into consideration while carrying out the 

screening, monitoring and treatment of  patients of prostate cancer also guiding patients 

about healthy choices 
121

.  

2.3.3.2 Physical Activity 

Physical activity plays a role in various ways to decrease the risk of numerous varieties of 

cancer, along with cancers of the endometrium, breast, prostate and colon 
122

. 

Additionally, physical activity if performed regularly assists to keep a healthy body 

weight by harmonizing caloric intake with energy utilize. The physiological benefits of a 

physically active way of life outdo decreasing the risk of cancer, and incorporate 

decreased risk of death 
23

. 

Though, the best possible intensity, frequency, and duration of physical activity required 

to lower cancer risk are unidentified, researchers recommend that increased levels of 

physical activity (such as performing an activity of or more than 300 minutes weekly or 

of activity of high energy comprising 150 minutes weekly) may offer even better 

declining in cancer risk 
94

. A number of other research have revealed that being energetic 

at these high degrees of physical activity aids in preventing weight gain and Obesity 

122,123
. By serving as a source of maintaining weight, this level of physical activity can 

have an influence on decreasing the risk of onset of obesity-associated cancers 
94

. 
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Figure 6: Percentage of adults who reported recent walking, by age group and race, 2005 and 2010 
124 

In the year of 2011, approximately 25.4% of adults informed that they have no free time 

for physical activity. The fraction of adults notifying no free time for physical activity 

varied from 16.5% and 36% in Colorado and Mississippi, respectively 
23

. In the same 

year, about 20.6% of adults informed that they spare extra time to engage themselves in 

no less than 150 minutes of moderate activity or 75 minutes of strong activity every week 

23
. 

Physical activity is proven to be helpful at any age and it helps claim a positive health 

condition. So as to observe the consequence of physical activity, the difference is made 

between levels of physical activity, like light, light-moderate, moderate, strong and 

intense exercises. A study demonstrates that moderate- strong physical activity, for 

example sports, is helpful in reducing the risk for the development of all types of 

malignant cancers 
125

. A study discovered a strong opposite connection between prostate 

cancer and physical activity 
32

. Moreover, 
32

 stated that the results of physical activity 
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were conflicting. 
125

 found that the regular performing of strong physical activity reduces 

the risk for prostate cancer among males of the middle-age group.  

Physical activity has been considered a main tool by researchers for making the overall 

life quality better. Among older people (above age 60 years old) who were the prostate 

cancer survivors for a long time, 
126

 discovers that steady moderate-to-strong exercise 

performed weekly makes the physical function, quality of life and health perception 

better. One study illustrates that energetic physical activity boosts the levels of 

androstenedione hormone in the body. It is, therefore, very important that middle-aged as 

well as older adults keep themselves busy in adapting physical activity routines. One 

study discovered associations between education level and physical activity. With 

increasing age and low education levels, cancer patients don’t bother about the 

importance of physical activity usefulness for them whereas a people of higher education 

level were found to be engaged in a regular weekly exercise 
126

. In general, physical 

activity has been believed to be defensive against hormone-related tumor development 

because the physical activity decreases the power of endogenous hormones travelling all 

through the body 
127

. Though, the results concerning physical activity and the danger for 

prostate cancer are indecisive.  

However, the accurate biologic mechanisms that connect physical activity and risk of 

prostate cancer remain uncertain, it is conceivable that physical activity may perhaps 

decrease the risk of this cancer via this pathway, i.e. It may impact the levels of some 

endogenous hormones associated with risk of prostate cancer, for instance androgen 

levels 
128

,  levels of insulin 
129

, as well as insulin-like growth factors 
130

,while daily 

activity may decrease testosterone levels 
131

, levels of serum insulin 
132

, and of IGF-I 
133

. 
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On the whole, there was 10% i.e. a statistically significant decreased risk of prostate 

cancer when evaluated against the maximum versus the minimum degree of activity 
134

. 

Physical activity if done in the age group of 20 to 45 years and the 45 to 65  years 

considerably decreased the risk of prostate cancer, while physical activity earlier than 20 

years of age and after 65 years of age  did not decrease the risk of prostate cancer 
134

.  

The 
134

 results of physical activity on the risk of prostate cancer varied among dissimilar 

populations. For Europeans, Occupational physical activity (OPA) and Total physical 

activity (TPA) markedly diminished the risk of this cancer, while the Recreational 

physical activity (RPA) was not associated with the reduction in risk. A feeble but 

noteworthy outcome of the RPA was discovered when limited to cohort studies. The 

collective RRs from the USA populations were also considerable for occupational 

physical activity and total physical activity but not for recreational physical activity. On 

the contrary, there was no clear link between physical activity and possibility of prostate 

cancer in Canadian people found. On top, we discovered a little proof for any effect of 

physical activity on the risk of this malignancy among populations of the Asia-Pacific 
134

. 

134
 noticed a 19% reduction in risk of prostate cancer for occupational physical activity 

and only a five percent slightly statistically significant reduction of risk for RPA. When 

many researches were limited to those of superior quality, the RPA as well as OPA 

consequences were satisfied with a drop of risk by 14% and 3%, respectively 
134

. 

In regard to the race, 
135

 found that there was a major association noticed between more 

than 9 metabolic equivalent (MET) hours weekly and a reduced risk of this cancer on 

biopsy in white men than men who were inactive (less than 3 MET hours weekly). White 
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men who completed 3 to 8.9 MET hours every week did not receive the same advantage 

135
.in addition, 

135
 observed that high levels of exercise have an opposite connection with 

the danger of development of prostate carcinoma particularly in men of white origin but 

not in men of black origin. It is noteworthy to consider that there was no significant 

variation found pertaining to the level of exercise between the two groups. During the last 

decades exercise has been found to be discreetly related to a high risk of prostate cancer 

in black men 
135

. There was no association found between any degree of exercise and the 

danger of positive biopsy results in black men 
135

.  

2.3.3.3 Alcohol Abuse 

Alcohol has been in use and abuse for long in a great diversity of cultures all over the 

world, and its consumption has been rising fast in several countries  
1
. According to The 

National Institute on Alcohol Abuse and Alcoholism (NIAAA), in 2012, the percentage 

of adults who aged 18 or older drank alcohol at some point in their lifetime is 87.6%. 

Adults who drank in the past year are 71%; and 56.3% for they who drank in the past 

month 
136

. Substance use is everywhere in the general public, with 60- 80% of people 

consuming alcohol, and about 10% of people use some type of substance to the extent of 

addiction or abuse 
137

. Given that the link between alcohol and a variety of types of 

cancer is comparatively modest at reduced levels of consumption, there have been 

various observational studies, showing most of the participants using low to moderate 

quantity of alcohol, and thus, an important positive link, a nonexistence of a considerable 

association, or a noteworthy negative link between alcohol consumption and the danger 

of death and disease were found from certain type of cancers 
1
. 
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Figure 7: Alcohol Use, Persons Aged 18 or Older, by Demographic Characteristics: Percentages, 2011 and 2012 

The precise nature of the connection between alcohol drinking and prostate cancer risk 

has been vague regardless of the big number of research studies undertaken as reviewed 

in 
138-143

. Despite the fact that there seems to be small evidence for an association as a 

whole, a little risk increase with high levels of alcohol drinking has been found in 
144

 but 

not always has been found in 
138

. In view of the fact that these early reviews and meta-

analyses 
140-143

, 6 extra cohort 
145-150

, and 6 case–control 
151-156

 research studies have been 

issued on the connection between risk of prostate cancer and alcohol drinking of which 1 

case–control 
156

 and 2 cohorts 
146,148

 studies revealed a significant larger risk associated 

with heavy alcohol drinking. 
157

 found a link between lifetime alcohol drinking and high 

risk of prostate cancer. 

A latest meta-analysis that tried to separate methodological concerns with a scrupulous 

attention on amount of alcohol use concluded that alcohol drinking of two or more drinks 

daily was linked to a high risk of prostate cancer derived from confirmation from case–



41 
 

 
 

control population- based studies 
143

. One concern that has not been sufficiently identified 

is how this association may differ by the aggressiveness of the tumor. Until now, 9 

studies 
145,149,153,154,158-162

 have regarded at least several features of the severity of the 

cancer and the consequences have been uncertain. 

157
 studied the association of different type of alcohol with prostate cancer. They found 

that there was a noteworthy higher possibility of occurrence of prostate cancer when 

measured using statistical data with regard to excessive drinking of beer, during 

evaluating the dose of alcohol drinking for whole life. 1.65 as odds ratio obtained for 

those who had drunk 7 beers or more weekly in comparison to nondrinkers for benign 

cases versus controls, with (p= 0.003). For the aggressive cases versus controls, odds 

ratio of 1.99 was obtained, with (p=0.002) for males who used to drink 7 alcoholic drinks 

or more weekly than who does not drinker. The insignificant associations were found for 

liquor or wine lifetime drinking. 

Those males who drank about twenty one alcohol drinks weekly or more had notably 

elevated risk of developing prostate cancer, irrespective of any type of alcohol
157

. For 

increasing intake of alcohol, there was a statistically significant high risk of prostate 

cancer with rising quartiles of alcohol drinking 
157

. 

Heavy consumption of alcohol (i.e. greater than 50 g of alcohol every day) and customary 

heavy drinking (i.e. greater than 4 drinks on a daily basis or more than 5 days weekly) 

were related to an increased risk of prostate cancer of high-grade nature (RR, 2.01 [95% 

CI, 1.33 to 3.05] and 2.17 [95% CI, 1.42 to 3.30], respectively); a lesser amount of 

drinking was not linked with cancer risk 
159

. 
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(Middleton Fillmore et al., 2009) meta- analysis consisting of 16 cohort studies and 31 

case–controls reported a significant pooled RR for any alcohol consumption drinking 

against no alcohol consumption of 1.08 (95% CI, 1.01 to 1.16), and proposed that 

prostate cancer occurrence is certainly linearly linked with alcohol drinking, and with an 

RR of 1.16 (95% CI, 1.06 to 1.26) for an increase in everyday alcoholic drink unit. 

However, the authors declared that this association needs more exploration, particularly 

with regard to heavy drinking. 

With reference to the link between prostate cancer and alcohol by stage, alcohol drinking 

raise the risk of terminal or advanced prostate cancer, 
159

 though a current potential U.S. 

cohort study stated a less important connection between alcohol and  malignant cancers 

and an augmented risk of benign cancer 
162

. Other research that demonstrated no linkage 

between prostate cancer and alcohol may have been distressed by the discovery of an 

error in screening, which would disguise this link if people who drink heavily were less 

interested to receive PSA screening 
163

. 

164
 confirmed a positive connection between alcohol consumption and high-grade prostate 

cancer. On the other hand, 
138

 comprehensive meta-analysis offered no confirmation 

about a material linkage between prostate cancer and alcohol drinking, even at very high 

drinking doses. 

In China,
142

 meta-analysis found that no major association found between drinking 

alcohol and certain cancers such as that of colon and rectum, lung, ampulla of Vater, 

prostate, extra hepatic bile duct or pancreas. The consequence of alcohol consumption on 
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the risk of several cancers may differ with traditions, the form of alcohol used, its dose, 

or the standard of living of the participants. 

2.3.3.4 Smoking 

The consumption of tobacco is regarded as the most significant risk of cancer, which can 

be avoided. Around hundred million individuals died in 20th century all around the globe 

because of the diseases, which are related with tobacco, such as chronic lung disease, 

cancer, stroke and cardiovascular disease. A quarter of those who smoke will meet death 

in a premature manner during the age of 35 to 69
23

. The prevalence of smoking in the 

grownups of the United States faced a reduction between 2005 and 2011 it has a 

percentage of 20.9% to 19% and prominent reductions were there for both males and 

females (23.9% to 21.6%) and (18.1% to 16.5%) respectively 23.  

 

Figure 8: Cigarette Consumption, United States, 1900-2007 
165 

A great part of smokers develop tobacco addiction prior to the legal age for purchasing 

cigarettes. The younger generation shows more sensitivity towards nicotine 
166

. The use 
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of tobacco improves risks of malignancy of mouth, lungs, larynx, esophagus, pharynx, 

liver, bladder, ovary, pancreas and cervix 
167,168

 . Smoking of cigarette is the supreme 

cause of death and illness that can be prevented in the United States 
169

.  

 

Figure 9: Number of Adults in millions, Who Were Current Smokers by Age, from 1999 to 2009 
170 

No doubt smoking is related with improved incidences of many cancers which include 

lung, bladder, and kidney cancers; and its relation with the prostate cancer stays not clear. 

In addition to this the influence of smoking on the treatment of prostate cancer is a matter 

under consideration. A new study showed that smoking of cigarette is related with poorer 

diagnosis and high prostate cancer related deaths irrespective of the approach of 

treatment 
171

. In patients who undergo radical prostatectomy, smoking is related with 

improved risks for metastasis. Smoking is related with a high risk of CRPC, BCR and 

death rate 
172

. 

Heavy smokers possess an improved risk of 24% to 30 % death from prostate cancer in 

comparison to those who don’t smoke 
171

. Moreover, previous smokers possess small 
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raise in the risks of prostate cancer; for them the risks of tumors were nine percent greater 

than those who don’t smoke 
171

. A great part of the potential cohort studies indicated that 

existing smoking is related with medium level increase of thirty percent in lethal prostate 

cancer risks in comparison to those who don’t smoke 
173

. Smoking is an important risk 

factor as far as the development of the prostate cancer is concerned and must be taken as 

related exposures in the research of prostate cancer and preventing death from this cancer 

173
.  

However, in 
174

 recent study conclude some opposite finding.  In their study they found 

that current smokers have a decreased risk of prostate cancer in comparison with those 

who don’t smoke, with statistically significant for localised and low-grade disease, but 

this is not for higher grade disease.
174

 found that males who used to smoke at enrollment 

possessed ten percent low risks for the prostate cancer in comparison to those who don’t 

smoke. On the other hand, those who smoke more than 25 cigarettes per day and males 

who had smoked for a longer time period more than 40 years have a greater risk of 

prostate cancer deaths 
174

. It appears that smoking is related with decreased risks of less 

violent prostate cancer. On the other hand, heavy smokers are related with high risks of 

the death due to prostate cancer 
174

.  

In another recent study from Japan, the results of 
164

 depict smoking brought a reduction 

in the risks of cancers in subjects, but this negative relation may have impaired in 

subjects in which cancer has been detected. The outcome gets support from a recent 

analysis of 24 groups which depicted improved risks of prostate cancer 
171

. 
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Smoking is not a very significant risk as far as the males who are smoking in decade prior 

to the diagnosing show a poor prognosis and great death rate from this pathology 
173

. 

However the cause for this relation is not apparent the evidences show that smoking in a 

direct manner contributes towards a violent prostate cancer phenotype instead of 

improving risks in an indirect manner via a delay in diagnosis. Therefore, smoking must 

be taken as a related exposure in the prostate cancer research and death prevention from 

this pathology 
173

.   

2.3.3.5 Dietary Fat  

Aspects related with diet are considered as very important environmental factors which 

influence the development and progress of the prostate cancer. In accordance with the 

opinion provided by experts 30 % to 35 % of all the malignancies are related with aspects 

of diet 
175

. Higher intake of calories, lower fibers and higher intake of saturated fats are 

taken as risks for the prostate cancer. On the other hand, vegetables, vitamin D, vitamin 

E, tomatoes, selenium can act as protective agents 
176,177

. 

The link between fats from diet and prostate cancer cases has been researched in detail 

after early ecological evidences which link per capita consumption of fat to the prostate 

cancer death rate 
178

. The intake of fatty acids has also passed through investigations in 

relation to the prostate cancer occurrence and report suggests that a lower risk of the 

development of prostate cancer was reported with higher diet and blood concentrations of 

the marine omega-3, polyunsaturated fatty acids and positive links among alpha-linolenic 

acid and advanced 
179

 fatal 
180,181

 cancer of prostate, but the results are not converging 

every time 
182,183

. 
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The consumption of fat is related with prostate cancer 
184,185

, however, the part played by 

fats of diet and other specified types is not clear 
184,186

. International ecological research 

showed that the total intake of animal fat relates with the prostate cancer death rate 
187

. 

Researchers have indicated that saturated fats 
188,189

 monounsaturated fats 
190,191

, alpha-

linolenic fatty acids 
192,193

 related with the prostate cancer, but no prominent relation has 

been figured out by others 
194,195

. Researchers have shown that intake of the specified 

saturated fatty acid 
196

 was strongly associated with prostate cancer risks.  

A large nationwide, case-control study, 
197

found that pointed parts of diet show 

association with prostate cancer risks and diet lower in trans-fats can bring reduction in 

risks associated with prostate cancer.  

The migration researches showed that prostate cancer incidence is high in immigrants 

who come from Japan to the United States than in Japan and this indicates towards the 

point that lifestyles or deity factors can play part in the development of prostate cancer 

198,199
. Western diets can be described as higher fat intake, diet fat and many fatty acids. 

Fatty acids like n-6 polyunsaturated fatty acids (PUFA) are highlighted for playing a part 

in the prostate cancer cause and development 
200

. Fatty acids and their related metabolite 

show involvement in many paths with significant effects on the development of prostate 

cancer 
200

. 

Consumption of fat remained the main consideration of diet related studies and risk of the 

prostate cancer. Fat is that part of diet which is most energy crowded. It produces 9 

calories per gram upon full oxidation. Looking at its chemical makeup it consists of a 

backbone of glycerine with which attachment of fatty acids are placed. Fatty acids are 
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categorized in three ways, saturated fatty acid (SFA), monounsaturated fatty acid 

(MUFA) and polyunsaturated fatty acid (PUFA). There is difference present between 

their biological qualities because of saturation degrees and the number of carbons in a 

chain 
186

. It has been indicated that forty percent of entire intake of energy in a 

conventional diet of West comes from fat 
201

. Association between diet related intake of 

fats and the prostate cancer has been indicated via a relationship of per capita 

consumption of fat and the larger international level variation in the rates of prostate 

cancer 
202,203

.  

204
 found that there is a relation between early onset of prostate cancer and higher 

consumption of fats. A significant risk was linked to higher consumption of all fatty acid, 

MUFA, PUFA and SFA. A prominent dose-respond association was figured out for entire 

fat and its types (p= 0.001), indicating that there is incremental in the risks associated 

with the prostate cancer with high consumption of fat 
204

. Causative fractions indicate that 

if these relationships were informal, then almost forty percent of the early onset cases of 

prostate cancer can have aetilogical existence associated with the consumption of fat 
204

.  

200
 cohort study found that the association of fat and fatty acids showed difference by the 

severity of the prostate cancer. Consumption of fat and fatty acid was not associated with 

risks of prostate cancer, which has not reached advanced levels 
200

. On the other hand, 

consumption of saturated fat (EPA and ALA) is associated with high risk of progressed 

prostate cancer 
200

.  
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It was found by 
205

that higher total dietary fat and fatty acid with short chain consumption 

were not positively associated with survival after the confirmation of prostate cancer 

which is localized in group study of Swedish males.  

For the cholesterol association with prostate cancer, 
206

 shows that the present of 

cholesterol metabolism is essential in prostate cancer development. In addition, 
207

 in 

their study suggest that hypercholesterolemia has an essential role in prostate cancer 

development. Cholesterol works as a mediator of cell growth, inflammation,  

steroidogenesis, and  membrane dynamics; therefore, there is a link between cholesterol 

and prostate cancer development. 
208

 study and 
209

 population-based cohort study both 

provide further evidence that cholesterol levels in blood are associated with increased risk 

of prostate cancer. Moreover, they suggest that parts of aggressive and non-aggressive 

prostate cancer are related to cholesterol levels. On the other hand, 
210

 find that a low 

cholesterol levels might be an effective strategy to prevent and delay prostate cancer 

development.  

2.3.3.6 Vitamin D Deficiency 

The importance of Vitamin D as one of the secosteroid hormones exhibiting pleiotropic 

actions can never be ignored. It is already very famous as far as the calcium regulatory 

action is concerned, these days it is getting great attention because of the fact that 

Vitamin D possesses the potential of regulating immunological changes along with this it 

can also perform against inflammations and is equipped with properties which enable it 

to cause regression of fibrosis. In addition it has its part in cell division as well. 
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Prior to interacting with the receptor an activation procedure consisting of three steps is 

required in the case of Vitamin D. A major amount of this vitamin is manufactured in 

skin because of sunlight. Initially UVB converts 7-dehydrocholesterol to the pre-vitamin 

D3 that is then changed into Vitamin D3 via a procedure that is dependent upon heat. 

Here the important point to highlight is that disproportionate exposure to sun is not 

responsible for causing the intemperance of Vitamin D as additional Vitamin D3 is 

demolished by sun. From diet a smaller percentage of this vitamin is obtained and it can 

be obtained from fishes, egg, ultraviolet irradiated mushroom, supplement etc. Vitamin 

D2 and D3 that are derived from diet their absorption takes place from procedures that 

are related with bile acids. On the other hand, Vitamin D is merged in the lumen of 

intestines and from there enterocytes absorb it turning them into chylomicrons which 

enter the circulatory system through lymphatic system. The synthesized vitamins from 

both the above mentioned sources can be placed in fat tissues or they can witness 25- 

hydroxylation in the liver.  

Ecological researches conducted have shown that mortality due to prostate cancer is 

inversely proportional to sun levels 
211,212

.  It can also depict that Vitamin D is inversely 

proportional to the prostate cancer 
213-215

 as the standing of this vitamin is related with the 

amount of sunlight which skin is exposed to and also the potential of skin related with its 

manufacturing as a result it carries out the regulation of the growth of cells and their 

division 
213,216

. The studies, which have been conducted provide evidences that risks 

associated with prostate cancer are reduced in those males who are more exposed to the 

light of sun 
215,217,218

 also the pigmentary properties which can stop the synthesis of 

Vitamin D, like darker skin
35,215

 or easy tanning 
219

 related with prostate cancer. 
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Ecological indications containing contraindications that higher level of ultra-violet 

exposure are related with increase risks associated with the death rate related with 

prostate cancer 
220

.  

There are evidences present which indicated that Vitamin D indeed plays a part in the 

development of the prostate cancer. Genetic variations in the receptor are related with the 

Gleason score 139 also the variation causing agents in the pathway of Vitamin D are 

related with risks leading to reappearance  of the death rate associated with prostate 

cancer 
221

. Higher expressions of the receptor proteins in the prostate cancer are related 

with low risks of deadly cancers in males this was exhibited in Health Professionals 

Follow-up study and Physicians. Males in the highest versus low quarter of the 

expressions of Vitamin D receptors possessed risks of 0.37 with the PSA adjustments at 

diagnosing 
222

. Also a research related with prostate cancer death rate carried out at HPFS 

and the PHS figured that the prostate cancer sufferers that have low concentrations of the 

prediagnostic 25 D possessed a prominent threat related with the prostate cancer deaths 

and 1.59 RR for high versus low quarter 
223

. The levels of vitamin D that are pre-

diagnostic are prominently related with stages as well as grades of the research. So it is 

found that the exposure to the discussed vitamin apparently is not related with low rates 

of the incident of the cancer of prostate, but different evidences show that its pathway can 

play its part in the development of the cancer of prostate. It was found in a research that 

in migrants from Asia increase risks of the incidents of prostate cancer is present because 

of the adaptation of western ways of living a diet that is not good in containing larger 

quantity of Vitamin D enriched fish oil 
224

.   
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225
 study provides weak supporting to the concept that good amount of skin exposed to 

sun can provide protection against prostate cancer development. However the 
226

 study 

showed that 25(OH) D amounts are related with more violent cancers; and there are no 

evidences of relation between the risks of cancer of prostate. The little exposure to 

sunlight for obtaining vitamin D can bring reduction in violent prostate cancer. 

Epidemiology based relations in prostate cancer and Vitamin D can play an important 

part in growth and division of prostate cancer 
224

. But the researches which link serum 

levels of vitamin D and the prostate cancer death rate have no strong correlation 
227

. 

228
 found that the deficiency of Vitamin D is related with risks of prostate cancer as 

basically as exposure to ultraviolet B radiations or in the form of diet related factors or in 

the form of endogenous units. 

2.3.4 Chronic Disease and Surgical Procedure 

2.3.4.1 Inflammation of prostate 

Chronic inflammation diseases have been linked to cancer development such as bladder, 

liver, large-intestine cancers, and stomach 
229,230

.  Inflammation plays an important role in 

angiogenesis, cancer cell invasion, cancer initiation and growth, and metastatic 

dissemination 
231

. Therefore, inflammation has been considered as a risk factor of 

prostate cancer 
231

. In fact, inflammatory infiltrates are commonly found in prostate 

biopsies 
232

. 
233

 find that prostate inflammation, mostly chronic type, is associated with an 

increased the likelihoods of prostate cancer. Moreover, prostate inflammation increases 

high-grade prostate cancer which leads to develop high aggressive cancer. On the other 

hand, 
234

 found that chronic inflammation is associated with a lower risk of prostate 
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cancer. Also, inflammation that found in prostate biopsies might lower the risk of 

subsequent prostate cancer detection. 

2.3.4.2 Vasectomy 

According to 
235

 there are studies did not find a clear association between vasectomy and 

prostate cancer development. However, there are several studies indicate that there are a 

positive association between vasectomy and increased risk of prostate cancer. 
236

 found 

that there is a small association between vasectomy and the risk of prostate cancer. They 

describe the biological mechanism that supports the relationship between vasectomy and 

prostate cancer as unlikely. Also, they sagest that this association must be tested again if 

there are more prostate cancer factors found in order to clarified the association with 

vasectomy. 
237

 did not find a clear association between vasectomy and prostate cancer 

risk. 

2.3.4.3 Hypertension 

Early studies do not have a sufficient amount of data to confirm the association between 

high blood pressure and prostate cancer. Some of these studies found that there are no a 

significant association between prostate cancer and high blood pressure 
238,239

. However, 

240
 a case control study in African Americans community found that the prostate cancer 

risk was increased by 2.4 fold among patients with hypertension. In 2011, an animal 

experiment done by 
241

 on rat laboratory found some evidence that link hypertension with 

increase the risk of prostate cancer. 
242

 recent study on a large sample of patients showed 

that there is an association between hypertension and obesity and prostate cancer risk. 

Moreover, hypertension was associated with poor diagnosis of prostate cancer patients; 
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and also, patient who is overweight and has hypertension had a statically significant 

shorter survival time (p = 0.037) 
243

. 

 

2.4 Artificial Neural Network 

2.4.1 Artificial Neural Networks Overview 

Artificial Neural Networks (ANN) that work in a parallel as well-structured information 

processing units, act just like a human brain and nervous system by imitating their great 

computational ability. In comparison to serial processors, the fundamental computational 

elements of a human brain are quite slow. However, they’re still able to perform some 

tasks that a traditional computer may consume an enormous amount of time to do. And in 

most cases, computers may not even perform at all. These neural networks learn from 

experiences, generalize from past examples, outline important aspects from the input of 

unnecessary data, and deal with ambiguous situations, all by simulating the brain. ANN 

includes many neurons and synaptic strengths called weights. They emulate the nervous 

system in a way the weight signals move through the network. 

Lately the research community has started to advocate the use of ANNs as a means of 

solving biomedical and healthcare problems 
244

. Artificial Neural Networks are similar to 

biological neurons due to the functional similarity. However, they are much simpler and 

therefore any similarity between the two is still at the fundamental level 
244

. 

Apart from just emulating the human intelligence, neural networks have great ability in 

learning the relationship between the input and output mapping of a dataset without 

having any earlier knowledge or assumptions of the statistical distribution of the data. 
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This remarkable capability makes the neural network the right tool for the task of 

classification and also the regression in practical circumstances. These two tasks are 

pretty essential and are marked as a fundamental part of biomedical applications. Also, in 

contrast to many conventional methods based on linear techniques, neural networks are 

quite applicable for correct modeling of intricate data patterns mainly because they are 

non-linear 
244

. 

 

Figure 10: Artificial Neural Network Structure 

These computer systems known as ANN have been constructed to automatically carry out 

tasks such as deducing new information by learning and formulating new information and 

discovering. All these abilities are traits of a human brain. As shown in Figure 10, ANN 

is made up of several layers; input layer, one or more hidden layers, and an output layer. 

On each layer, there are particular components connected to one another. These are called 
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nodes or neurons. Each of the neuron’s connected to weights and the following 

communication network. In this network, signals travel via neurons over weight. 

Collective signals are received by each neuron depending on their weights and bring 

about an output signal that may also be generated by other neurons. Effectively, ANN has 

been used to predict the future occurrence of diseases such as reoccurrence of cancer, 

cardiology ailment and to help physicians with prognostic and decision support 
245

. 

Neural networks can emulate feed forward systems and can also administer a large 

quantity of input data. They can, in fact, function as or take the place of the missing data 

given their parallel design. They have the ability to pick on the built-in rules of a given 

system, look after long term memory, and recognize patterns in both changing and noisy 

environments.  

Classification is one of the many uses of an ANN. For this task, each pattern of input is 

forced systematically to output the pattern indicators that are part of the training data; this 

training set contains the input covariate x with the corresponding class labels. Also called 

multilayer perceptrons (MLP), feed forward networks are made to mold a set of input 

signals (X) into a set of output signals (G). The feedback networks commence with the 

beginning activity state of a feedback system. Once the state transition has been done, the 

asymptotic final state is established as a result of the computation. Associative memories 

are one of the many uses of the feedback network. For example, when presented with a 

pattern near the prototype X, the output should produce pattern X. One other use is that of 

autoassociative memory or contents addressable memory with the help of which the 

requested output is completed to become an X. In every circumstance, the network picks 

on and is trained by the repetitive pattern with known outputs, also called pattern 
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indicators. Supervised neural networks find an association f: X G for pairs of giving 

sets of inputs and outputs 
246

. 

2.4.2 Artificial Neural Networks for Prediction of Prostate Cancer 

Among different types of cancers which occur in men prostate cancer is the most 

commonly occurring one. Both prostate specific antigen (PSA) and digital rectal 

examination (DRE) are the most common tools for early detection and screening for 

prostate cancer. No doubt that PSA has the reputation of being an important marker for 

the prostate cancer 
247

. However, PSA has important limitation related with its use in the 

diagnosis of cancer, which is the prominent overlapping of patients with prostate cancer 

and those who suffer from other prostate pathologies. When PSA test indicate that the 

serum level in blood is higher than normal, the patient has prostate cancer. However, the 

serum PSA level can be affected by benign prostate hyperplasia (BPH), prostatitis or 

prostate manipulations, especially when the range of serum PSA is between 4.0 and 10.0 

nanogram per millimeter
248

.  

The utilization of prostate specific antigen (PSA) has resulted in unnecessary diagnosis 

and treatment of the prostate cancer because of its accuracy limitation and poor 

specificity for early detection 
249

. A great part of the problem is related with the 

limitations of the prostate specific antigen test. Different types of efforts have been put in 

for improving the situation, but the results have not been very convincing.  

During the past ten year artificial intelligence (AI) has gained decent recognition in 

different medical practices. Artificial neural network (ANN) is one of the important 

technic used in artificial intelligence. Neural network emerges as a famous help for 
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assisting when it is about making prognosis related choices for patients. These types of 

models can give deep understanding into choices based on decisions and aids these 

choices by the development of prognostics which allow getting information from 

previous clinical information 
245

. 

The data which has been published states that the models of ANN have appeared as 

important tools when it’s about decreasing the work pressure on the clinicians by 

carrying out the detection and giving choice related support.  

In comparison to other concepts related with machine learning, many appreciating points 

are present in neural networks, which deserve the attention of potential users. Great 

architecture combined with other tools makes ANNs a great tool for processing. It can be 

used for any quantity of output as well as input and they have a good support in various 

languages of programming. Via alteration of weight before training, imposition of 

restrictions related with custom changes the present knowledge can included in the design 

and construction. In addition to this neural network is normally not very expensive for 

utilization after training and this makes it decent for real application. Latest outcomes 

show that these carry out the generation of results that can be compared to any state-of-

art classifiers 
250,251

. 

Utilization of ANNs in the prostate cancer is great option as: 

1. More than one factor to make prediction which leave impact on the results. 

2. The demands of offering individualized consulting that utilize several different 

tests result together. 
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3. Free limitation in compere with logistic regression analysis which has serious 

limitations.   

4. The demand for an up-to-date tool which can be applied without difficulty to all 

who need it.  

In regard to prostate cancer, ANNs improves the precision associated with prediction of 

the primary biopsy of prostate in comparison to parameters related with PSA for patients 

that are examined for early detection or screening of prostate cancer 
252

. 

In 
253

 study, they use neural network model to provide a predictive outcome for prostate 

cancer patients whether they have cancer or not by using free prostate-specific antigen, 

total prostate-specific antigen and age information. Their study outcomes of ANN, rate of 

success 94.11 percent and 94.44 percent were accomplished for the diagnosis of cancer as 

well as validity correspondingly. This setting doesn’t carries out the diagnosis of 

malignancy in a conclusive manner it aids clinicians in making the decision that if biopsy 

is required by giving data related with patient having prostate cancer or not.  

In 2012, the 
254

 independent cohort and 
255

 show that the ANN is a good aid in regular 

activities for improving the detection rate of prostate cancer  and brings reduction in not 

required biopsies. Moreover, 
256

study shows that the models of ANN are aids in assessing 

the risk of cancer of prostate and for making the decision that if biopsy is required or not. 

257
 utilizes ANN and generally used analysis techniques logistic regression for developing 

predictor models for the cancer of prostate survival rate. Their outcomes show that the 

ANNs, is more precise than the logistic regressions with a precision of 91.07 percent and 

89.61 percent correspondingly. Similar study by 
249

 carried out the comparison of neural 
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network to the logistic regressions. It was shown that ANN is more precise. 
258

 used the 

neural network study of the history of employment as one of the risk factors for prostate 

cancer.  

In 
259

 study that based on a large population aims to distinguish between patients with 

prostate cancer and those who do not show evidence of cancer by using benign prostate-

specific antigen (bPSA) and benign prostatic hyperplasia-associated (BPHA). They exam 

the result by using a percent free PSA (%fPSA)-based artificial neural network (ANN) 

model. Their result shows that BPHA/tPSA-based artificial neural network was most 

accurate compering to all other parameters. 

On the other hand, 
260

 study shows that PSA velocity (PSAV) has restricted value for 

detecting prostate cancer with seventy one percent improving PSA value; and twenty nine 

percent of all prostate cancers don’t have usual PSAV. Although they indicate that 

artificial neural network velocity which based on the combination of PSAV and a %free 

PSA-based ANN cannot improve the rate of prostate cancer detection, it might reduce 

unnecessary prostate biopsy by 11.00% to 17.00% . 

A review by 
261

 of some PubMed publications that utilized artificial neural network in 

clinical trials to draw a future trends in some clinical areas such as diagnosis, prognosis 

and recovery guidance for cancer patients, in addition to the need for detailed application 

of hard methods. It has suggestions for design of study for addressing some other 

empirical model for medical detection based on generic non-linear function 

approximations, which includes artificial neural networks. 
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CHAPTER III 

III. METHODS 

3.1 Overview 

This study utilizes series of data processing, statistical procedures, and data mining 

techniques to achieve its goals. Data modeling, extraction, cleaning, and recoding were 

used to prepare the row data for the study. Logistic regression, analysis of variance 

(ANOVA), and descriptive analysis were used in this study as statistical procedures. 

Artificial neural network is the main technique used in this study. All these methods were 

used to process and analyze a large data set driven from multiple years. 

3.2 Data Sources 

3.2.1 The Nationwide Inpatient Sample (NIS) 

The Nationwide Inpatient Sample (NIS) is one of the main sources of data for this study. 

The NIS is considered to be the largest database in the United States for all-payer 

inpatient health care. This study will utilize NIS data for the following years 2007, 2008, 

2009, 2010, and 2011, with a total of 12,004,120 records as shown in Table 2. These 

records were selected for each man with age of 35 years and older. Approximately 5.35% 

of the data population has prostate cancer.  

Table 2: The distribution of NIS data by years 

Year Prostate Cancer  Total 

2007 115,628 4.96%  2,333,312 19.44% 

2008 125,571 5.13%  2,446,883 20.38% 

2009 127,685 5.41%  2,358,344 19.65% 
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2010 127,656 5.37%  2,378,964 19.82% 

2011 146,113 5.88%  2,486,617 20.71% 

Total 642,653 5.35%  12,004,120 100.00% 

 

3.2.2 The National Health Interview Survey (NHIS) 

The National Health Interview Survey (NHIS) is part of the major data collection 

programs of the National Center for Health Statistics (NCHS). NHIS data is targeting the 

health information of the United States civilian who is 18 years and old. The major goal 

of NHIS is to monitor the health of the United States population. This study utilizes 

NHIS data for the years of 2009 to 2012 to exam the association of physical activity with 

prostate cancer. Men with age of 35 years and older were selected to be analyzed for this 

study. In NHIS data, there are three main questions about the type of physical activity 

(vigorous, light or moderate, and strengthening). Also, three to one sub questions for each 

one of the main questions which asked about the length of doing physical activity and 

time period for length.  

3.2.3 Surveillance, Epidemiology, and End Results (SEER) Program 

In the United States, the National Cancer Institute (NCI) fund and run the Surveillance, 

Epidemiology, and End Results (SEER) Program which consider a very important source 

of cancer patients’ data and information. SEER program cover around 28 percent of the 

United States population. The SEER program collects data from several different 

geographic areas of the United States, which include Alaska Native Tumor Registry, 

Arizona Indians, Cherokee Nation, Connecticut, Detroit, Atlanta, Greater Georgia, Rural 

Georgia, San Francisco-Oakland, San Jose-Monterey, Greater California, Hawaii, Iowa, 
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Kentucky, Los Angeles, Louisiana, New Jersey, New Mexico, Seattle-Puget Sound, and 

Utah. 

In addition, it is the only source of cancer patients’ data collects stage of cancer at the 

time of diagnosis and patient survival data.  

 

Figure 11 : The distribution of SEER data by years 

This study utilizes SEER data for the years of 2004 to 2011 as shown in Figure 11, with a 

total of 172,545 records. All patients whose age between 35 years and 100 years were 

selected to analyze their data which include age, race, Prostatic Specific Antigen (PSA) 

lab value, PSA interpretation, Gleason's score, and tumor size data. 

3.3 Statistical Analysis and Tools 

In this study, all preliminary analyses were performed using SAS version 9.3(SAS 

Institute, Cary, NC, USA). In addition, MATLAB version 8.3(The MathWorks, Inc., 

Natick, MA USA) with Artificial Neural Network toolbox was used to simulate the 

classification models and exam their result. Microsoft Excel 2010 and Microsoft Vision 



64 
 

 
 

2010(Microsoft Corp, Redmond, WA USA) were also used to create charts, diagrams, 

and figures. All calculated p values were two-sided and p value less than 0.05 were 

considered statistically significant. 

3.3.1 Analysis of Variance (ANOVA) 

Analysis of variance was conducted to determine which group is significantly different 

than other groups. Age and race variables were examined by analysis of variance.  

3.3.2 k-Fold Cross-Validation 

The k-Fold Cross-Validation technique was used in this study to ensure the selection of 

the classifier models with the highest accuracy and the lowest prediction errors.  

 

Figure 12 : k-fold Cross-Validation technique 
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As shown in Figure 12, the main dataset was divided into a training and validation dataset 

(85%) and testing dataset (15%). The testing dataset was created randomly. The training 

and validation dataset was partitioned into k (a positive integer) equal size sub-dataset.  

Subsequently k iterations of training and validation were performed. In each iteration 

cycle, a different sub-dataset was held-out for validation while the remaining sub-datasets 

(k -1) were used for training. At the end of each training cycle, the classifier models were 

run against the validation dataset to make predictions and then calculate the errors. Each 

model was stored in models array with its own error rate. Upon completion, all 

observations were used for both training and validation; and the model with lower error 

rate was selected as the final model.  

Algorithm 1 k-Fold Cross-validation. 

 

 

3.3.3 Logistic Regression 

This study used logistic regression analysis to exam the association probability of each 

risk factor and the incidence of prostate cancer. In the logistic regression model, prostate 

Require: T, a training data set 

Require: k, the number of folds 

Require: a, a learning algorithm 

F = Split Into Folds(T, k) 

modelsArray = [a, error rate] 

for i = 1 to k do 

for j = 1 to k do 

if j ≠ i then 

Train(a, F[j]) 

end if 

end for 

r ← calculate errors by Validate(a, F[i]) 

modelsArray[i] ← [a, r] 

end for 

c ← Selected Classifier(modelsArray [a, Minimum (r)]) 
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cancer is the dependent variable. The prostate cancer risk factors which include age, race, 

family history of prostate cancer, family history of any other cancer, obesity, physical 

activity, alcohol abuse, smoking, fat intake, vitamin D deficiency, inflammation of 

prostate, vasectomy, and hypertension are the independent variables. The Logistic 

Regression model helped to identify the critical variables that can be used to predict 

prostate cancer incidence.  Moreover, odds ratios were used for each independent 

variable to measure the expected number of times prostate cancer risk factor will occur 

relative to the number of times it will not occur. 

 

 𝑝 =
𝑒𝛽0+ 𝛽1𝑋1+ 𝛽2𝑋2+⋯ +𝛽𝑘𝑋𝑘

1 + 𝑒𝛽0+ 𝛽1𝑋1+ 𝛽2𝑋2+⋯ +𝛽𝑘𝑋𝑘  
 ,𝑤ℎ𝑒𝑟𝑒 𝑋1 ,..., 𝑋𝑘 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑘 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 (2) 

 

In addition, logistic regression classification models were created for both NIS dataset 

and SEER dataset by using MATLAB 8.3. For NIS dataset, prostate cancer is the 

dependent variable in the logistic regression model. The independent variables are age, 

race, family history of prostate cancer, family history of any other cancer, obesity, 

physical activity, alcohol abuse, smoking, fat intake, vitamin D deficiency, inflammation 

of prostate, vasectomy, and hypertension. The logistic regression model for SEER dataset 

use prostate cancer as the dependent variable. On the other hand, age, race, Prostatic 

Specific Antigen (PSA) lab value, PSA interpretation, Gleason's score, and tumor size 

data are independent variables. In both models, the distribution is set to binomial. The 

link function is set to “logit”. 
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 𝑋𝛽 = log (
𝜇

1 − 𝜇
) (3) 

 𝑤ℎ𝑒𝑟𝑒  𝜇 =
1

1 + exp (−𝑋𝛽)
 (4) 

 

3.3.4 k-Nearest Neighbors 

k-Nearest Neighbors (KNN) algorithm is a classification method that classifies unlabeled 

data to the nearest most similar labeled data. In other words, a set of observation data (X) 

is classified based on its label (Y). A new data that is unlabeled will be assigned a label 

similar to the nearest most similar labeled data.  For distance measures, there are several 

distance functions; and all of them are used with continuous variables only.  

 𝑃𝑟(𝑌 = 𝑗 |𝑋 = 𝑥0) =
1

𝐾
∑ 𝐼 (𝑦𝑖 = 𝑗)

𝑖𝜖𝑁0

 (5) 

 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑘

𝑖=1

 (6) 

 

KNN classifier is simple but very effective with high accuracy. Also, KNN is insensitive 

to outliers; and does not make assumptions about the underlying data distribution. On the 

other hand, KNN does not generate a model and requires a large amount of memory. 

In this study, KNN classifier models were created for both NIS dataset and SEER dataset 

by using MATLAB 8.3. For NIS dataset, prostate cancer is the dependent variable in the 

K-Nearest neighbors’ model. The independent variables are age, race, family history of 

prostate cancer, family history of any other cancer, obesity, physical activity, alcohol 
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abuse, smoking, fat intake, vitamin D deficiency, inflammation of prostate, vasectomy, 

and hypertension. The K-Nearest neighbors’ classifier model for SEER dataset uses 

prostate cancer as the dependent variable. On the other hand, age, race, Prostatic Specific 

Antigen (PSA) lab value, PSA interpretation, Gleason's score, and tumor size data are 

independent variables. In both models, the distance measure function is Euclidean. 

3.3.5 Naive Bayes Classifier 

Naïve Bayes classifier is utilizing Bayesian methods to classify data. During the training 

phase, Naïve Bayes classifier calculates the probability of every class based on 

independent variables. After that, these probabilities will be used to classify unlabeled 

data to the most likely class.  

 𝑝(𝑦, 𝑥1, … , 𝑥𝑘) = 𝑞(𝑦) ∏ 𝑞𝑖(𝑥𝑖|𝑦)

𝑘

𝑖=1

 (7) 

 

Naïve Bayes classifier is simple, it is fast and very effective, and works well with small 

datasets as well as large datasets. However, Naïve Bayes classifier has the assumption 

that each variable is important and independent, and it is not always true.  

In this study, Naïve Bayes classifier models were created for both NIS dataset and SEER 

dataset by using MATLAB 8.3. For NIS dataset, prostate cancer is the dependent variable 

in the Naïve Bayes classifier model. The independent variables are age, race, family 

history of prostate cancer, family history of any other cancer, obesity, physical activity, 

alcohol abuse, smoking, fat intake, vitamin D deficiency, inflammation of prostate, 

vasectomy, and hypertension. The Naïve Bayes classifier model for SEER dataset use 
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prostate cancer as the dependent variable. On the other hand, age, race, Prostatic Specific 

Antigen (PSA) lab value, PSA interpretation, Gleason's score, and tumor size data are 

independent variables. 

3.3.6 Decision Tree 

Decision Tree is a hierarchical data structure which is started with one root and ends up 

with leaves by applying the divide-and-conquer technique. As a result, a decision tree is 

built by decision nodes and terminal leaves. Each decision node has two branches as an 

output path. Inside each decision node, a test function that determines which branch path 

should be taken by the input variable to reach a leaf node as the final destination.     

 𝐼[𝑌; 𝑋] = ∑ Pr(𝑋 = 𝑥𝑖) 𝐼[𝑌; 𝑋 = 𝑥𝑖]

𝑖=1

 (8) 

 

Decision Tree is simple and more understandable when is converted to a set of IF-THEN 

statements. However, Decision Tree model sometimes can be over-fit or under-fit.  

In this study, Decision Tree classifier models were created for both NIS dataset and 

SEER dataset by using MATLAB 8.3. For NIS dataset, prostate cancer is the dependent 

variable in the Decision Tree classifier model. The independent variables are age, race, 

family history of prostate cancer, family history of any other cancer, obesity, physical 

activity, alcohol abuse, smoking, fat intake, vitamin D deficiency, inflammation of 

prostate, vasectomy, and hypertension. The Decision Tree classifier model for SEER 

dataset use prostate cancer as the dependent variable. On the other hand, age, race, 
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Prostatic Specific Antigen (PSA) lab value, PSA interpretation, Gleason's score, and 

tumor size data are independent variables. 

3.3.7 Support Vector Machines 

Support Vector Machine (SVM) classifies data by creating a flat boundary between data. 

This boundary called a hyper-plane, which separate data into two fairly homogeneous 

partitions on both sides.  The best hyper-plane is one that gives the largest minimum 

distance to data, which is called a margin. All data points that are located on the margin 

boundary and are the nearest data points to the hyper-plane are called the support vectors.  

The Support Vector Machine (SVM) is a state-of-the-art classification method that is 

referred to as black box processes. Although, SVM can be slow during the training phase, 

it has high accuracy and superiority over other classification methods.  

In this study, Support Vector Machine classifier models were created for both NIS dataset 

and SEER dataset by using MATLAB 8.3. For NIS dataset, prostate cancer is the 

dependent variable in the Support Vector Machine classifier model. The independent 

variables are age, race, family history of prostate cancer, family history of any other 

cancer, obesity, physical activity, alcohol abuse, smoking, fat intake, vitamin D 

deficiency, inflammation of prostate, vasectomy, and hypertension. The Support Vector 

Machine classifier model for SEER dataset use prostate cancer as the dependent variable. 

On the other hand, age, race, Prostatic Specific Antigen (PSA) lab value, PSA 

interpretation, Gleason's score, and tumor size data are independent variables. 
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3.3.8 Artificial Neural Network 

Artificial Neural Network (ANN) is a very sophisticated prediction method which can 

deal with non-linear functions effectively. This study uses multilayer perceptron (MLP), 

which is the most used artificial neural network architecture. Multilayer perceptron has a 

strong ability to classify and predict complex problems.  

The Multilayer perceptron structure is designed to group the neurons into layers as shown 

in Figure 10. The first layer called input layer; and it represents the input variables which 

can be n number of neurons. The last layer is called the output layer and it contains the 

result variables which can be also n number of neurons. The middle layer is called the 

hidden layer and it can be more than one layer. A typical artificial neural network is 

represented mathematically by the following equation. 

 

 𝑦(𝑘) = 𝐹 (∑ 𝑤𝑖(𝑘) ∙ 𝑥𝑖(𝑘) + 𝑏

𝑛

𝑖=1

) (9) 

Where:   

 y(k) is output value in discrete time k 

 F is a transfer function 

 n is total of input variables   

 wi is weight value in discrete time k where i = from0 to n 

 xi is input value in discrete time k where i= from 0 to n 

 b is bias 

 

Activation functions: 
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Equation 1: Sigmoid   

 𝑓(𝑥) =
1

1 +  𝑒−𝛽𝑥
 (10) 

Equation 2: Gaussian 

 𝑓(𝑥) =
1

√2𝜋𝜎
 𝑒

−(𝑥−𝜇)2

2𝜎2  (11) 

Equation 3: Threshold 

 𝑓(𝑥) = {
1 𝑖𝑓 𝑥𝑖 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
0 𝑖𝑓 𝑥𝑖 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

 (12) 

 

In this study, Artificial Neural Network classifier models were created for both the NIS 

dataset and SEER dataset by using MATLAB 8.3. Both models are feed-forward 

networks which data moves only forward from the input neurons to the output neurons 

through the hidden layers.    

For the NIS dataset, prostate cancer is the dependent variable in the Artificial Neural 

Network classifier model. The independent variables are age, race, family history of 

prostate cancer, family history of any other cancer, obesity, physical activity, alcohol 

abuse, smoking, fat intake, vitamin D deficiency, inflammation of prostate, vasectomy, 

and hypertension. The Artificial Neural Network classifier model for the SEER dataset 

uses prostate cancer as the dependent variable. On the other hand, age, race, Prostatic 

Specific Antigen (PSA) lab value, PSA interpretation, Gleason's score, and tumor size 

data are independent variables. 

Both data was divided randomly into three sub-datasets: Training Data (70%), Validating 

Data (15%), and Testing Data (15%). The hidden layer size was determined by 
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Minimum-Hidden-Layer-Size algorithm. The Neural Network model for NIS dataset had 

best performance with hidden layer size of 44 neurons. And for the Neural Network 

model for SEER dataset, the best performance was with hidden layer size of 52 neurons. 

Algorithm 2 Minimum-Hidden-Layer-Size. 

 

 

The final Artificial Neural Network classifier model combines the Neural Network model 

for NIS dataset and the Neural Network model for SEER dataset with their weights and 

biases values.  

 𝑦(𝑘) = 𝐹 ((∑ 𝑤𝑖(𝑘) ∙ 𝑥𝑖(𝑘) + 𝑏

𝑛

𝑖=1

) . (∑ 𝑤𝑗(𝑘) ∙ 𝑥𝑗(𝑘) + 𝑏

𝑚

𝑗=1

) + �̅�) (13) 

 

  

Require: D, a data set 

Require: m, maximum number of hidden layer neurons, where m ≥ s 

mimHiddenLayerSize ← 0 

s ← total number of D variables 

v ← 0 

for i = s to m do 

 net ← create Neural Network with hidden layer size (i) 

 Train (net, D) 

 Validate(net, D) 

 p ← calculate performance (Test(net, D)) 

if p > v then 

mimHiddenLayerSize  = i 

v = p 

end if 

end for 

return mimHiddenLayerSize 
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3.4 Research Design 

In this study, datasets were obtained from the Nationwide Inpatient Sample (NIS), the 

National Health Interview Survey (NHIS), and the Surveillance, Epidemiology, and End 

Results (SEER) Program. The raw datasets were extracted and stored in a relational 

database. This study used the open source MySQL database to store the data. ICD 9 

codes for every related factor were extracted and stored as shown in Table 3.  

Table 3 : ICD-9-CM Diagnosis Codes 

 Disease / Procedure 

Clinical 

Classifications 

Software 

ICD-9-CM diagnosis 

1 Cancer of Prostate 29 185, 2334, V1046 

2 
Family history of malignant 

neoplasm of prostate 
- V1642 

3 
Family history of malignant 

neoplasm 
- 

V160, V161, V162, V163, 

V164, V1640, V1641, 

V1643, V1649, V165, 

V1651, V1652, V1659, 

V166, V167, V168, V169 

4 Obesity - 

2780, 27800, 27801, 

27802, V8521, V8522, 

V8523, V8524, V8525, 

V8530, V8531, V8532, 

V8533, V8534, V8535, 

V8536, V8537, V8538, 

V8539, V854 

5 Alcohol-related disorders 660 

2910, 2911, 2912, 2913, 

2914, 2915, 2918, 29181, 

29182, 29189, 2919, 

30300, 30301, 30302, 

30303, 30390, 30391, 

30392, 30393, 30500, 

30501, 30502, 30503, 

76071, 9800, 3575, 4255, 

53530, 53531, 5710, 

5711, 5712, 5713 

6 Tobacco use disorder - 3051 
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7 
Disorders of fatty acid 

oxidation 
- 27785 

8 Pure hypercholesterolemia - 2720 

9 Vitamin D Deficiency - 2680, 2681, 2682, 2689 

10 
Inflammatory diseases of 

prostate 
- 

6010, 6011, 6012, 6013, 

6014, 6018, 6019 

11 Vasectomy - V2652 

12 Essential hypertension 98 4011, 4019 

 

The data was cleaned and recoded as binary data (0 and 1). The prostate cancer column 

was created; and assigned “1” value for each patient who has been diagnosed with 

prostate cancer; and “0” value for those patients who do not have prostate cancer. The 

risk factors variables were also treated the same as prostate cancer variable. Age variable 

was tested as the quantitative variable in all datasets. However, in order to exam the 

relationship between age groups and Prostate Cancer in NIS dataset, age was divided into 

subgroups and recoded as a binary data as shown in Figure 14. These age subgroups were 

35-44 group, 45-54 group, 55-64 group, 65-74 group, 75-84 group, and 85 and older 

group. Also, categorical variables that have more than two option values such as race 

were converted to dummy indicator variables. Each indicator variable has the values 0 

and 1. Any categorical variable with n categories has been split into n indicator variables. 

For example, race variable was divided into 7 variables: White, Black, Hispanic, Asian or 

Pacific Islander, Native American, Other Race, and Missing.  
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Figure 13: A graphical representation of the study process. 

Artificial Neural Network (ANN) classification method was used to predict the 

occurrence of prostate cancer. ANN classifier models were built for NIS data and for 

SEER data, as well. In addition, five classification methods were built for each data to 

evaluate our ANN models. These classification methods were Logistic Regression, k-

Nearest Neighbors, Naïve Bayes classifier, Decision Tree classifier, and Support Vector 

Machine. All these classifiers were simulated by MATLAB version 8.3.   

Data was divided randomly into three sub-datasets: Training Data (70%), Validating Data 

(15%), and Testing Data (15%) as shown in Figure 13. The outcome of each model was 

stored and evaluated against other classification models.  
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Figure 14: Binary Data 

The effectiveness of each model was tested using two methods: Receiver Operating 

Characteristic (ROC) Analysis and Confusion Matrix. ROC curve was the main 

evaluation method used. The area under the curve (AUC) indicating the accuracy of the 

model as shown in Figure 15. 

 

Figure 15 : The ROC space. 

The AUC can be calculated as a normalized Wilcoxon-Mann-Whitney statistic
262

 as 

follow. 
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  𝐴𝑈𝐶 =
1

𝑃. 𝑁
∑ ∑ 𝐶(𝑥𝑖𝑦𝑗)

𝑁

𝑗=1

𝑃

𝑖=1

 (14) 

 

𝑤ℎ𝑒𝑟𝑒 𝐶(𝑥𝑖𝑦𝑗) = {
1 𝑖𝑓 𝑥𝑖 >  𝑦𝑗  ,

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,
 

𝑃 𝑖𝑠 𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑙𝑎𝑏𝑒𝑙 ′1′ 

𝑁 𝑖𝑠 𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑙𝑎𝑏𝑒𝑙 ′0′ 

 

 

Confusion Matrix was the second evaluation method. It evaluated the models performed 

by calculating false positives classification and false negatives classification; and then, 

calculated the models’ accuracy and the miss-classification rate. 

Table 4 : Confusion Matrix 

 Predicted Class (0) Predicted Class (1) 
 

Actual Class (0) True Negative (TN) False Positives (FP) 
 

Actual Class (1) False Negatives (FN) True Positive (TP) 
 

    

 

 𝑀𝑜𝑑𝑒𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (15) 

 𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (16) 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (17) 

 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒) =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
 (18) 
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The main goal was to determine which model has the highest performances and accurate 

classification for Prostate Cancer diagnose.  

Both Neural Network models’ outputs with their weights and biases values were 

combined to calculate the final result. 

For the ethical consideration, all patients’ identifications were removed from the data. 

Also, all participants in this study were anonymous. The HCUP Data Use Agreement 

(DUA) along with training course on data security were completed and signed before 

having access to the data. In addition, the Surveillance, Epidemiology, and End Results 

(SEER) Use Agreement was signed and submitted before having access to SEER data. 
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CHAPTER IV 

IV. RESULTS 

4.1 Introduction 

A promising combination of some techniques of state of the art classifiers and sample 

data of 12,004,120 patients’ record from the Nationwide Inpatient Sample (NIS) and 

172,545 patients’ records from the Surveillance, Epidemiology, and End Results (SEER) 

Program. This study helps in identifying some of the risk factors of prostate cancer and to 

use them as possible prediction factors for early detection of prostate cancer. Age, race, 

family history of prostate cancer, family history of any other cancer, obesity, physical 

activity, alcohol abuse, smoking, fatty acid deficiency, hypercholesterolemia, vitamin D 

deficiency, inflammation of prostate, vasectomy, and hypertension factors are expected to 

have a vary association with prostate cancer as well as early signs of detection prostate 

cancer. This study expects to find age, race, and positive family history of cancer are 

statistically significant risk factors and strong early warning of prostate cancer. Although, 

this study expects to find different association between prostate cancer and the other 

factors which include obesity, physical activity, alcohol abuse, smoking, fatty acid 

deficiency, hypercholesterolemia, vitamin D deficiency, inflammation of prostate, 

vasectomy, and hypertension  from strong to weak association, they will be very helpful 

in early detection of prostate cancer. 
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4.2 NIS Data Analysis 

4.2.1 Descriptive Statistics 

The main data are derived from a larger dataset of The Nationwide Inpatient Sample 

(NIS) through the years 2007, 2008, 2009, 2010 and 2011. The sample (12,004,120) is of 

men age 35 and older, and the average age of the patients is 64 years old with a standard 

deviation of 14.7. The demographic characteristics of the data showed in Table 2. 

Table 5: The demographic characteristics of the NIS data 

    Prostate Cancer  No Prostate Cancer  Total 

Number of patient  642,653 5.35% 11,361,467 94.65% 12,004,120 100.00% 

Mean [SD] age  74.59 [10.64] 63.58 [14.66] 64.17 [14.69] 

  

n % n % n % 

Age group (years)             

  35-44 1,503 0.23% 1,256,845 11.06% 1,258,348 10.48% 

  45-54 24,178 3.76% 2,229,455 19.62% 2,253,633 18.77% 

  55-64 93,504 14.55% 2,468,735 21.73% 2,562,239 21.34% 

  65-74 176,363 27.44% 2,375,514 20.91% 2,551,877 21.26% 

  75-84 225,644 35.11% 2,072,487 18.24% 2,298,131 19.14% 

  85 and older 121,461 18.90% 958,431 8.44% 1,079,892 9.00% 

Race/Ethnicity             

  White 425,067 66.14% 6,899,518 60.73% 7,324,585 61.02% 

  Black 73,731 11.47% 1,262,011 11.11% 1,335,742 11.13% 

  Hispanic 29,487 4.59% 797,556 7.02% 827,043 6.89% 
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Asian or Pacific 

Islander 
7,644 1.19% 193,006 1.70% 200,650 1.67% 

  Native American 2,126 0.33% 62,830 0.55% 64,956 0.54% 

  Other 12,203 1.90% 275,990 2.43% 288,193 2.40% 

  Missing 92,395 14.38% 1,870,556 16.46% 1,962,951 16.35% 

Risk Factors             

  PCa Family History 5,504 0.86% 10,598 0.09% 16,102 0.13% 

  

Other Cancer Family 

History 
7,104 1.11% 93,025 0.82% 100,129 0.83% 

  Obesity 32,907 5.12% 962,369 8.47% 995,276 8.29% 

  Alcohol 7,649 1.19% 400,058 3.52% 407,707 3.40% 

  Smoking 46,716 7.27% 1,864,834 16.41% 1,911,550 15.92% 

  Fatty Acid deficiency 0 0.00% 29 0.00% 29 0.00% 

 Hypercholesterolemia 62,119 9.67% 831,685 7.32% 893,804 7.45% 

  Vitamin D deficiency 2,702 0.42% 37,323 0.33% 40,025 0.33% 

 

Inflammation of 

prostate 
3,054 0.48% 34,591 0.30% 37,645 0.31% 

 Vasectomy 519 0.08% 2,880 0.03% 3,399 0.03% 

 Hypertension 417,999 65.04% 6,669,577 58.70% 7,087,576 59.04% 

 

In the sample data, 642,653 patients were diagnosed with prostate cancer and represent 

approximately 5.35% of the entire data. The age distribution of prostate cancer patients is 

shown in Figure 16. Prostate cancer patients whose age 65 years and older are the 

majority with 81.45% of all prostate cancer data. 
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Figure 16: The age distribution of prostate cancer patients 

On the other hand, the distribution of race is shown in Figure 17. Unfortunately, there are 

around 14% of race data is recorded as missing from the source. 

 

Figure 17: The race distribution of prostate cancer patients 

Patients who are obese represent 8.29% of the whole data; 5.12% of them were diagnosed 

with prostate cancer. Alcoholic patients represent 3.40% of the whole data; 1.19% of 
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them were diagnosed with prostate cancer. Patients who are smoking represent 15.92% of 

the whole data; and 7.27% of them were diagnosed with prostate cancer. Also, patients 

who were diagnosed with fatty acid deficiency, vitamin D deficiency, inflammation of 

prostate, and vasectomy each one of them represent less than 0.35% of the whole data. 

Patients who were diagnosed with hypercholesterolemia represent 7.45% of the whole 

data. Hypertension patients represent 59.04% of the whole data. 

4.2.2 Analysis of Risk Factors for Prostate Cancer 

The relationship probability of the independent variables which are age, race, family 

history of prostate cancer, family history of any other type of cancer, obesity, physical 

activity, alcohol abuse, smoking, fat intake, vitamin D deficiency, inflammation of 

prostate, vasectomy, and hypertension were examined against prostate cancer diagnosis 

as dependent variable by using logistic regression analysis. The model of logistic 

regression assisted to identify which variables are critical in prediction of prostate cancer. 

The Receiver Operating Characteristic (ROC) curve has been used. 

4.2.2.1 Dependent Variable: Prostate Cancer 

With a total of 642,653 patients were diagnosed with prostate cancer in the simple data, prostate 

cancer variable was signed the value “1” for the patient who were diagnosed with prostate cancer; 

and “0” value for patient who were not diagnosed with prostate cancer. All patients are men with 

age of 35 years and older.  
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Table 6: Odds Ratio Estimates result 

Odds Ratio Estimates 

Effect 
Point 95% Wald 

Estimate Confidence 
Limits 

Age 1.04 1.039 1.041 

Age 35-44 0.069 0.064 0.074 

Age 45-54 0.421 0.406 0.437 

Age 55-64 0.988 0.962 1.015 

Age 65-74 1.288 1.265 1.312 

Age 75-84 1.256 1.242 1.27 

White 1.139 1.13 1.147 

Black 1.649 1.632 1.666 

Hispanic 0.902 0.89 0.915 

Asian 0.72 0.702 0.737 

Native American 0.787 0.753 0.823 

Other Race 0.99 0.97 1.009 

Family history of prostate cancer 7.752 7.407  8.065 

Family history of cancer 1.708 1.666 1.751 

Obese 0.807 0.798 0.817 

Alcohol Abuse 0.655 0.64 0.67 

Smoking 0.746 0.739 0.754 

Hypercholesterolemia 1.243 1.233 1.254 

Vitamin D deficiency 1.082 1.04 1.126 

Inflammation of prostate 1.376 1.325 1.429 

Vasectomy 2.906 2.641 3.197 

Hypertension 1.184 1.178 1.19 
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Figure 18: Odds Ratios Result 

4.2.2.2 Independent Variable: Age 

The variable age is shown to be predictive of prostate cancer (p < 0.0001) with an Odd 

Ratio = 1.041. The odds of developing prostate cancer are 1.041 times greater for each 

year increase in age. 

The age group 35 to 44 years is significantly associated with the prostate cancer (p < 

0.0001) with odds of 0.070. This indicates that the odds of men with age between 35 and 

44 years have decreased the risk of developing prostate cancer by 0.070 compering to 

older groups. 
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The age group 45 to 54 years is significantly associated with the prostate cancer (p < 

0.0001) with odds of 0.421. This indicates that the odds of men with age between 45 and 

54 years have decreased the risk of developing prostate cancer by 0.421compering to 

older groups. 

The age group 55 to 64 years is not significantly associated with the prediction of 

prostate cancer (p = 0.2505). 

The age group 65 to 74 years is significantly associated with the prostate cancer (p < 

0.0001) with odds of 1.287. This indicates that the odds of men with age between 65 and 

74 years have increased risk of developing prostate cancer by 1.287 greater than younger 

groups. 

The age group 75 to 84 years is significantly associated with the prostate cancer (p < 

0.0001) with odds of 1.258. This indicates that the odds of men with age between 75 and 

84 years have increased risk of developing prostate cancer by 1.258 greater than younger 

groups. 

4.2.2.3 Independent Variable: Race 

Race is statically significant with (p <0.0001). The white race is significantly associated 

with the prostate cancer (p < 0.0001) with odds of 1.134. This indicates that the odds of 

white men have increased risk of developing prostate cancer by 1.134 greater than other 

race. 

The black race is significantly associated with the prostate cancer (p < 0.0001) with odds 

of 1.650. This indicates that the odds of black men have increased risk of developing 

prostate cancer by 1.650 greater than other race. 
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The Hispanic race is significantly associated with the prostate cancer (p < 0.0001) with 

odds of 0.902. This indicates that the odds of Hispanic men have decreased the risk of 

developing prostate cancer by 0.902 compering to other race. 

The Asian race is significantly associated with the prostate cancer (p < 0.0001) with odds 

of 0.720. This indicates that the odds of Asian men have decreased the risk of developing 

prostate cancer by 0.720 compering to other race. 

The Native American race is significantly associated with the prostate cancer (p < 

0.0001) with odds of 0.789. This indicates that the odds of Native men have decreased 

the risk of developing prostate cancer by 0.789 compering to other race. Patients who are 

classified as other race are not significantly associated with the prostate cancer (p = 

0.3178).  

4.2.2.4 Independent Variable: Positive family history of prostate cancer 

The variable family history of prostate cancer is significantly associated with the prostate 

cancer (p < 0.0001) with odds of 7.752. This indicates that the odds of men with positive 

family history of prostate cancer have increased the risk of developing prostate cancer by 

7.752 greater than men with no family history of prostate cancer.  

4.2.2.5 Independent Variable: Positive family history of any other type of cancer 

The variable family history of any other type of cancer is significantly associated with the 

prostate cancer (p < 0.0001) with odds of 1.717. This indicates that the odds of men with 

positive family history of any other type of cancer have increased the risk of developing 

prostate cancer by 1.717 greater than men with no family history of other cancer. 
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4.2.2.6 Independent Variable: Obesity 

The variable obesity is significantly associated with the prostate cancer (p < 0.0001) with 

odds of 0.808. This indicates that obesity is not good in predicting prostate cancer. 

4.2.2.7 Independent Variable: Physical activity 

For all three type of physical activity, vigorous (p = 0.3255), light-moderate (p =0.5866), 

strengthening activity (p =0.9724), none of them show a significant association with 

prostate cancer. 

4.2.2.8 Independent Variable: Alcohol Abuse 

The variable alcohol abuse is significantly associated with the prostate cancer (p < 

0.0001) with odds of 0.657. This indicates that alcohol is not good in predicting prostate 

cancer. 

4.2.2.9 Independent Variable: Smoking 

The variable smoking is significantly associated with the prostate cancer (p < 0.0001) 

with odds of 0.747. This indicates that smoking is not good in predicting prostate cancer. 

4.2.2.10 Independent Variable: Fat intake 

Fatty acid deficiency is not statically significant to be associated with the prostate cancer 

(p = 0.5404). However, the variable hypercholesterolemia is significantly associated with 

the prostate cancer (p < 0.0001) with odds of 1.243. This indicates that the odds of 

hypercholesterolemia patients have increased the risk of developing prostate cancer by 

1.243 greater than men who do not diagnosis with hypercholesterolemia. 
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4.2.2.11 Independent Variable: Vitamin D deficiency 

The variable vitamin D deficiency is significantly associated with the prostate cancer (p < 

0.0001) with odds of 1.079. This indicates that the odds of men who have vitamin D 

deficiency have increased the risk of developing prostate cancer by 1.079 greater than 

men who do not have vitamin D deficiency. 

4.2.2.12 Independent Variable: Inflammation of prostate 

The variable inflammation of prostate is significantly associated with the prostate cancer 

(p < 0.0001) with odds of 1.351. This indicates that the odds of men who have prostate 

inflammation have increased the risk of developing prostate cancer by 1.351 greater than 

men who do not have prostate inflammation. 

4.2.2.13 Independent Variable: Vasectomy 

The variable vasectomy is significantly associated with the prostate cancer (p < 0.0001) 

with odds of 2.906. This indicates that the odds of men who have vasectomy have 

increased the risk of developing prostate cancer by 2.906greater than men who do not 

have vasectomy.   

4.2.2.14 Independent Variable: Hypertension 

The variable hypertension is significantly associated with the prostate cancer (p < 0.0001) 

with odds of 1.184. This indicates that the odds of men who have hypertension have 

increased the risk of developing prostate cancer by 1.184 greater than men who do not 

have hypertension. 
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Figure 19: ROC Curves 

 

4.2.3 Logistic Regression Classification Model 

Logistic Regression Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The bias error is the 

differences between mean classification and true mean, while variance error is the 

differences between prediction and mean prediction on average. The goal of Bias-

Variance Learning Curve is to show the advantage of adding more training data. In the 

logistic regression model case, the testing error is less than the training error as shown in 

Figure 20.  
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Figure 20: Logistic Regression Bias-Variance Learning Curve 

 

 

Figure 21 : Logistic Regression Validation Curve 
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The both curves started almost from same point. However, adding more training data 

increased the gap between training errors and testing errors, which indicate high variance. 

It was clear that adding more training data will not improve the model performance, as 

the testing errors seemed to stay above 0.15. 

On the other hand, the Logistic Regression Validation Curve shows that in the end of the 

training process the training score is high and the validation score is low as shown in 

Figure 21. In this case, the performance of Logistic Regression classifier model is 

acceptable.   

 

Figure 22 : Logistic Regression Classifier Model ROC Curve 
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Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.82 as shown in Figure 22. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 75.2%, while the 

misclassification rate is around 24.8%. In addition, the sensitivity (True Positive Rate) is 

around 71.6%; and the specificity (True Negative Rate) is around 78.1%. 

4.2.4 k-Nearest Neighbors (KNN) 

k-Nearest Neighbors Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the k-Nearest 

Neighbors model case, the testing error is higher than the training error as shown in 

Figure 23. At the beginning, testing error showed high bias by decreasing.  However, 

adding more training data increased the gap between training errors and testing errors, 

which indicate high variance. It was clear that adding more training data will not improve 

the model performance, as the testing errors seemed to stay above zero level. 

The k-Nearest Neighbors model was suffering from high variance.  As a result, some 

features were removed to minimize the variance errors. 
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Figure 23 : k-Nearest Neighbors Bias-Variance Learning Curve 

 

Figure 24 : k-Nearest Neighbors Validation Curve 

 



96 
 

 
 

On the other hand, the k-Nearest Neighbors Validation Curve shows that in the end of the 

training process the training score is high and the validation score is low as shown in 

Figure 24. In this case, the performance of k-Nearest Neighbors classifier model is 

acceptable. 

Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.73 as shown in Figure 25. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 72.8%, while the 

misclassification rate is around 27.2%. In addition, the sensitivity (True Positive Rate) is 

around 75.6%; and the specificity (True Negative Rate) is around 70.4%. 

 

Figure 25 : k-Nearest Neighbors ROC Curve 

 



97 
 

 
 

4.2.5 Naive Bayes Classifier 

Naive Bayes Classifier Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the Naive 

Bayes Classifier model case, the testing error is less than the training error as shown in 

Figure 26. At the beginning, testing error showed high bias by decreasing.  However, 

adding more training data increased the gap between training errors and testing errors, 

which indicate high variance. It was clear that adding more training data will not improve 

the model performance, as the testing errors seemed to stay above zero level. 

The Naive Bayes Classifier model was suffering from high variance.  As a result, some 

features were removed to minimize the variance errors. 

 

Figure 26 : Naive Bayes Classifier Bias-Variance Learning Curve 
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On the other hand, the Naive Bayes Classifier Validation Curve shows that in the end of 

the training process the training score is high and the validation score is low as shown in 

Figure 27. In this case, the performance of Naive Bayes Classifier model is acceptable. 

 

Figure 27 : Naive Bayes Classifier Validation Curve 

 

Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.71 as shown in Figure 28. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 
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In the Confusion Matrix analysis, the model accuracy is approximately 71.2%, while the 

misclassification rate is around 28.8%. In addition, the sensitivity (True Positive Rate) is 

around 66.4%; and the specificity (True Negative Rate) is around 75.1%. 

 

 

Figure 28 : Naive Bayes Classifier ROC Curve 

 

4.2.6 Decision Tree Classifier 

Decision Tree Classifier Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the Decision 
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Tree Classifier model case, the testing error is less than the training error as shown in 

Figure 29. At the beginning, testing error showed high bias by decreasing.  However, 

adding more training data increased the gap between training errors and testing errors, 

which indicate high variance. It was clear that adding more training data will not improve 

the model performance, as the testing errors seemed to stay above zero level. 

The Decision Tree Classifier model was suffering from high variance.  As a result, some 

features were removed to minimize the variance errors. 

 

Figure 29 : Decision Tree Classifier Bias-Variance Learning Curve 
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Figure 30 : Decision Tree Classifier Validation Curve 

 

Figure 31 : Decision Tree Classifier Validation Curve Leaf Size 
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On the other hand, the Decision Tree Classifier Validation Curve shows that in the end of 

the training process the training score is high and the validation score is low as shown in 

Figure 30.  In addition, the best leaf size is under 23 as shown in Figure 31. In this case, 

the performance of Decision Tree Classifier model is acceptable. 

 

Figure 32 : Decision Tree Classifier ROC Curve 

 

Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.78 as shown in Figure 32. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 
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In the Confusion Matrix analysis, the model accuracy is approximately 78.5%, while the 

misclassification rate is around 21.5%. In addition, the sensitivity (True Positive Rate) is 

around 72.7%; and the specificity (True Negative Rate) is around 83.2%. 

 

4.2.7 Support Vector Machines 

Support Vector Machines Bias-Variance Learning Curve was plotted to ensure whether 

the classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the Support 

Vector Machines model case, the testing error is higher than the training error as shown 

in Figure 33.  

 

Figure 33 : Support Vector Machines Bias-Variance Learning Curve 
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At the beginning, testing error showed high bias by decreasing.  However, adding more 

training data increased the gap between training errors and testing errors, which indicate 

high variance. It was clear that adding more training data will not improve the model 

performance, as the testing errors seemed to stay above zero level. 

The Support Vector Machines model was suffering from high variance.   

 

Figure 34 : Support Vector Machines ROC Curve 

 

On the other hand, the Support Vector Machines Validation Curve shows that in the end 

of the training process the training score is high and the validation score is low as shown 

in Figure 34. In this case, the performance of Support Vector Machines model is 

acceptable. 
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Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.72 as shown in Figure 35. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 72.2%, while the 

misclassification rate is around 27.8%. In addition, the sensitivity (True Positive Rate) is 

around 73.2%; and the specificity (True Negative Rate) is around 71.4%. 

 

 

Figure 35 : Support Vector Machines ROC Curve 



106 
 

 
 

4.2.8 Artificial Neural Network 

First, data was divided randomly to three sets (training, validation, and testing). Then, the 

network used scaled conjugate gradient back-propagation function to update weight and 

bias values during training phase. The Neural Network training, validation, and test 

performance is shown in Figure 36. The network stopped training when the validation 

error increased for six iterations, which occurred at iteration 190. The best validation 

performance occurred at iteration 184, which means there is no significant over-fitting 

had occurred by iteration 184 as shown in Figure 37. 

 

Figure 36 : Artificial Neural Network training, validation, and test performance 
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Figure 37 : Artificial Neural Network training state values 

 

 

Figure 38 : Artificial Neural Network Error Histogram 
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The error histogram in Figure 38 show more verification of network performance. Most 

errors are fallen close to zero error. However, there are training points located far from 

zero error representing outliers’ data. 

 

Figure 39 : Artificial Neural Network ROC Curve 
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Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) for all data is around 0.88 as shown in Figure 39. AUC value is acceptable since it 

is higher than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 79.1%, while the 

misclassification rate is around 20.9%. In addition, the sensitivity (True Positive Rate) is 

around 71.6%; and the specificity (True Negative Rate) is around 85.2%. 

For training data, the model accuracy is approximately 79.1%, while the misclassification 

rate is around 20.9%. In addition, the sensitivity (True Positive Rate) is around 71.5%; 

and the specificity (True Negative Rate) is around 85.3%. 

For validation data, the model accuracy is approximately 79.3%, while the 

misclassification rate is around 20.7%. In addition, the sensitivity (True Positive Rate) is 

around 71.9%; and the specificity (True Negative Rate) is around 85.4%. 

For test data, the model accuracy is approximately 78.9%, while the misclassification rate 

is around 21.1%. In addition, the sensitivity (True Positive Rate) is around 71.7%; and 

the specificity (True Negative Rate) is around 84.7%. 
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4.3 SEER Data Analysis 

4.3.1 Descriptive Statistics 

The Surveillance, Epidemiology, and End Results (SEER) Program is the leading source 

of information for cancer patients. SEER data from 2004 to 2011 with 172,545 samples 

are utilized for this study. Patients’ age is between 35 years and 100 years with average 

age of 66 years old; and the standard deviation is 10.3. Patients’ age distribution is shown 

in Figure 40. 

 

Figure 40 : The age distribution of prostate cancer patients in SEER data 

The majority of patients are white race represent approximately 79% of all data. Black 

race represent roughly around 13%. Patients’ race distribution is shown in Figure 41. 

Data contains Prostatic Specific Antigen (PSA) lab result and its interpretation as positive 

or negative. Data shows that 76.85% of patients PSA results are positive; and around 
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6.68% are negative, while 1.89% is on border neither positive nor negative. However, 

there is around 14.58% of patients have no PSA result interpretation. 

 

Figure 41: SEER race distribution 

 

Figure 42 : PSA lab value distribution over age 
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Prostatic Specific Antigen (PSA) lab value distribution over patients’ age is shown in 

Figure 42. Unfortunately, there are around 14.77% of patients PSA lab value have not 

been documented in their records. Also, around 2.27% of patients did not have the PSA 

teat. 

4.3.2 Logistic Regression Classification Model 

Logistic Regression Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The bias error is the 

differences between mean classification and true mean, while variance error is the 

differences between prediction and mean prediction on average. The goal of Bias-

Variance Learning Curve is to show the advantage of adding more training data. In the 

logistic regression model case, the testing error is less than the training error as shown in 

Figure 43.  

 

Figure 43 : Logistic Regression Bias-Variance Learning Curve 
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At the beginning, testing error showed high bias.  However, adding more training data 

increased the gap between training errors and testing errors, which indicate high variance. 

It was clear that adding more training data will not improve the model performance, as 

the testing errors seemed to stay above 0.015. 

 

Figure 44 : Logistic Regression Validation Curve 

 

On the other hand, the Logistic Regression Validation Curve shows that in the end of the 

training process the training score is high and the validation score is low as shown in 

Figure 44. In this case, the performance of Logistic Regression classifier model is 

acceptable.   
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Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.85 as shown in Figure 45. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 98.5%, while the 

misclassification rate is around 1.5%. In addition, the sensitivity (True Positive Rate) is 

around 99.4%; and the specificity (True Negative Rate) is around 67.3%. 

 

Figure 45 : Logistic Regression ROC Curve 
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4.3.3 k-Nearest neighbors (KNN) 

k-Nearest Neighbors Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the k-Nearest 

Neighbors model case, the testing error is higher than the training error as shown in 

Figure 46. 

 

Figure 46 : k-Nearest Neighbors Bias-Variance Learning Curve 

 

At the beginning, testing error showed high bias.  However, adding more training data 

increased the gap between training errors and testing errors, which indicate high variance. 
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It was clear that adding more training data will not improve the model performance, as 

the testing errors seemed to stay above zero level. 

 

Figure 47 : k-Nearest Neighbors Validation Curve 

 

On the other hand, the k-Nearest Neighbors Validation Curve shows that in the end of the 

training process the training score is high and the validation score is low as shown in 

Figure 47. In this case, the performance of k-Nearest Neighbors classifier model is 

acceptable. 
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Figure 48 : k-Nearest Neighbors ROC Curve 

 

Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.92 as shown in Figure 48. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 98.6%, while the 

misclassification rate is around 1.4%. In addition, the sensitivity (True Positive Rate) is 

around 99.2%; and the specificity (True Negative Rate) is around 77.4%. 
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4.3.4 Naive Bayes Classifier 

 

Naive Bayes Classifier Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the Naive 

Bayes Classifier model case, the testing error is higher than the training error as shown in 

Figure 49. At the beginning, testing error showed high bias.  However, adding more 

training data increased the gap between training errors and testing errors, which indicate 

high variance. It was clear that adding more training data will not improve the model 

performance, as the testing errors seemed to stay above 0.06. 

Some features that have zero variance were removed to correct the classifier 

performance. 

On the other hand, the Naive Bayes Classifier Validation Curve shows that in the end of 

the training process the training score is high and the validation score is low as shown in 

Figure 50. In this case, the performance of Naive Bayes Classifier model is acceptable. 
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Figure 49 : Naive Bayes Classifier Bias-Variance Learning Curve 

 

Figure 50 : Naive Bayes Classifier Validation Curve 
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Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.85 as shown in Figure 51. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 98.0%, while the 

misclassification rate is around 2.0%. In addition, the sensitivity (True Positive Rate) is 

around 98.8%; and the specificity (True Negative Rate) is around 71.7%. 

 

Figure 51 : Naive Bayes Classifier ROC Curve 
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4.3.5 Decision Trees 

Decision Tree Classifier Bias-Variance Learning Curve was plotted to ensure whether the 

classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the Decision 

Tree Classifier model case, the testing error is less than the training error as shown in 

Figure 52. At the beginning, testing error showed high bias.  However, adding more 

training data increased the gap between training errors and testing errors, which indicate 

high variance. It was clear that adding more training data will not improve the model 

performance, as the testing errors seemed to stay above zero level. The Decision Tree 

Classifier model was suffering from high variance.  

 

Figure 52 : Decision Tree Classifier Bias-Variance Learning Curve 
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Figure 53 : Decision Tree Classifier Validation Curve 

 

Figure 54: Decision Tree Classifier Validation Curve Leaf Size 
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On the other hand, the Decision Tree Classifier Validation Curve shows that in the end of 

the training process the training score is high and the validation score is low as shown in 

Figure 53. In addition, the best leaf size is under 80 as shown in Figure 54. In this case, 

the performance of Decision Tree Classifier model is acceptable. 

 

Figure 55 : Decision Tree Classifier ROC Curve 
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Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.90 as shown in Figure 55. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 99.2%, while the 

misclassification rate is around 0.8%. In addition, the sensitivity (True Positive Rate) is 

around 99.8%; and the specificity (True Negative Rate) is around 78.6%. 

4.3.6 Support Vector Machines 

Support Vector Machines Bias-Variance Learning Curve was plotted to ensure whether 

the classifier suffers more from a variance error or a bias error. The goal of Bias-Variance 

Learning Curve is to show the advantage of adding more training data. In the Support 

Vector Machines model case, the testing error is higher than the training error as shown 

in Figure 56. At the beginning, testing error showed high bias.  It was clear that adding 

more training data will not improve the model performance, as the testing errors seemed 

to stay above zero level. 
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Figure 56 : Support Vector Machines Bias-Variance Learning Curve 

 

Figure 57 : Support Vector Machines Validation Curve 
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On the other hand, the Support Vector Machines Validation Curve shows that in the end 

of the training process the training score is high and the validation score is low as shown 

in Figure 57. In this case, the performance of Support Vector Machines model is 

acceptable. 

 

Figure 58 : Support Vector Machines ROC Curve 

 

Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) is around 0.89 as shown in Figure 58. AUC value is acceptable since it is higher 

than random classifier (AUC=0.5). 
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In the Confusion Matrix analysis, the model accuracy is approximately 99.0%, while the 

misclassification rate is around 1.0%. In addition, the sensitivity (True Positive Rate) is 

around 99.7%; and the specificity (True Negative Rate) is around 77.6%. 

4.3.7 Artificial Neural Network 

First, data was divided randomly to three sets (training, validation, and testing). Then, the 

network used scaled conjugate gradient back-propagation function to update weight and 

bias values during training phase. The Neural Network training, validation, and test 

performance is shown in Figure 59. The network stopped training when the validation 

error increased for six iterations, which occurred at iteration 142. The best validation 

performance occurred at iteration 136, which means there is no significant over-fitting 

had occurred by iteration 136 as shown in Figure 60. 

 

Figure 59 : Neural Network training, validation, and test performance 
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Figure 60 : Artificial Neural Network training state values 

 

Figure 61 : Artificial Neural Network Error Histogram 
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The error histogram in Figure 61 show more verification of network performance. Most 

errors are fallen close to zero error. 

 

Figure 62 : Artificial Neural Network ROC Curve 
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Receiver Operating Characteristic (ROC) Analysis shows that the area under the curve 

(AUC) for all data is above 0.99 as shown in Figure 62. AUC value is acceptable since it 

is higher than random classifier (AUC=0.5). 

In the Confusion Matrix analysis, the model accuracy is approximately 99.1%, while the 

misclassification rate is around 0.9%. In addition, the sensitivity (True Positive Rate) is 

around 99.7%; and the specificity (True Negative Rate) is around 76.4%. 

For training data, the model accuracy is approximately 99.1%, while the misclassification 

rate is around 0.9%. In addition, the sensitivity (True Positive Rate) is around 99.7%; and 

the specificity (True Negative Rate) is around 76.1%. 

For validation data, the model accuracy is approximately 99.1%, while the 

misclassification rate is around 0.9%. In addition, the sensitivity (True Positive Rate) is 

around 99.7%; and the specificity (True Negative Rate) is around 77.7%. 

For test data, the model accuracy is approximately 99.1%, while the misclassification rate 

is around 0.9%. In addition, the sensitivity (True Positive Rate) is around 99.8%; and the 

specificity (True Negative Rate) is around 76.7%. 
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CHAPTER V 

V. DISCUSSION 
 

5.1 Analysis of Risk Factors for Prostate Cancer 

Age is considered to be a critical factor for predicting prostate cancer. Prostate cancer is 

more common in the older male population and it becomes essential to undergo screening 

for its early detection and management as the age increases 
24

. This study results show 

that age is significantly associated with prostate cancer. The odds of developing prostate 

cancer are 1.041 times greater for each year increase in age. The authors of 
32

 says that 

studies performed on prostate cancer in the middle-aged male population are small in 

number, because more emphasis is placed on findings involving men over age 60 years of 

age. In this study, men who are 65 year old and older are the majority of prostate cancer 

patients; therefore, having an age of 65 and older is a highly significant predictor for 

prostate cancer. This study’s results show that an age of 65 years or older is positively 

associated with prostate cancer. Men between the ages of 65 and 74 have an increased 

risk of developing prostate cancer by as much as 1.287 times greater than younger aged 

men. On the other hand, an age under 65 years is negatively associated with prostate 

cancer, which 
27

 does not advise routine screening at an early age. The odds of men 

between the ages of 45 and 54 years show a decreased the risk of developing prostate 

cancer by 0.421compared with older aged men. 

Regarding cancer and ethnicity in general, the death rate from cancer for African 

Americans is 34% higher than that of Caucasian Americans 
23

. Caucasian American men 
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were recorded with the second highest mortality rate, followed by Native American, 

Hispanic, and then Asian/Pacific Islander ethnicities 
6,7

. In regard to new incidence and 

according to the Center for Disease Control and Prevention (CDC), since 1975, African 

Americans have had and continue to have the highest incidence of prostate cancer - with 

Caucasian American men being notable for the second highest incidence, followed by 

Latinos, Asian/Pacific Islander and Native American men 
33

. This study’s results show 

that race is significantly associated with prostate cancer. Men with African-American 

ancestry are at high risk of prostate cancer. An African-American man has an increased 

risk of developing prostate cancer by as much as 1.650 times greater than other 

ethnicities. On the other hand, Asian men have a low risk of developing prostate cancer 

by 0.720 compared men of other ethnic backgrounds. For Caucasian American men, the 

odds show an increased risk of developing prostate cancer by 1.134 greater than other 

ethnicities, which rank Caucasians as second in prostate cancer incidence African 

American men. 

One of the biggest risk factors for prostate cancer is having a family history of cancer, 

with an incidence of about 10% to 20% among men who develop prostate cancer because 

of a positive family history of this disease
53

. The most major clinical aspect of prostate 

cancer perhaps in men with a positive family history is its relatively early development, 

and these men characteristically present with this disease and are diagnosed 6 - 7 years 

earlier than men with no such family history of this cancer 
53

 
54

. This study’s findings 

show that family history of prostate cancer is significantly associated with the prostate 

cancer (p < 0.0001) with odds of 7.752. This indicates that the odds of men with positive 
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family history of prostate cancer have increased the risk of developing prostate cancer by 

7.752 greater than men with no family history of prostate cancer. 

In addition, men with positive family history of cancer other than prostate cancer also 

have increased the risk of developing prostate cancer by 1.717 greater than men with no 

family history of cancer. 

In the United States, between 14 and 20 percent of deaths associated with cancer are 

complicated by obesity 
94

. Adding to this phenomenon, it has also been found that obesity 

also increases the risks associated with the several types of cancer and aggressive types of 

prostate cancer 
23

. On the other hand, some different research studies showed no 

relationship between body mass index and risks of prostate cancer 
118,119

. A recent group 

study from the United States showed an inverse relationship between obesity and a 

diagnosis of prostate cancer, except in males who were less than sixty years old or those 

who had a positive family history of prostate cancer 
120

. This study’s results show that 

obesity is significantly associated with prostate cancer. However, the statistical analysis 

indicates that an obese man has a low risk of developing prostate cancer by 0.808 

compering to non-obese. 

Physical activity is proven to be beneficial at any age and it helps individuals to attain a 

positive health condition. However, the results concerning physical activity and the 

danger for prostate cancer are indecisive. This study’s results show that physical activity 

is not significantly associated with prostate cancer for all three types of physical activity, 

vigorous (p = 0.3255), light-moderate (p =0.5866), strengthening activity (p =0.9724). 
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The link between alcohol and a variety of types of cancer is comparatively modest at 

reduced levels of consumption, there have been various observational studies, showing 

most of the participants using low to moderate quantity of alcohol, and thus, an important 

positive link, a nonexistence of a considerable association, or a noteworthy negative link 

between alcohol consumption and the danger of death and disease were found from 

certain type of cancers 
1
. The precise nature of the connection between drinking alcohol 

and prostate cancer risk has been vague regardless of the big number of research studies 

undertaken as reviewed in the literature 
138-143

. Despite the fact that there seems to be 

little evidence for an association as a whole, a minor risk increase with high levels of 

alcohol drinking has been found in 
144

 but this is not always found to be true as has been 

found in 
138

. This study’s results found that alcohol abuse is significantly associated with 

prostate cancer. However, the statistical odds indicate that alcohol abuse has a low 

incidence of risk at promoting the development of prostate cancer by 0.657. 

The relationship between smoking and developing prostate cancer remains unclear. The 

result of this research found that smoking is significantly associated with prostate cancer. 

However, the statistical odds indicate that a male smoker has a low risk of developing 

prostate cancer by 0.747 as compared to non-smoker. This result contradicts some similar 

finding in 
164

 a study, which found smoking brought a reduction in the risks of cancers. 

The consumption of fat is related with prostate cancer 
184,185

, however, the part played by 

fats of diet and other specified types is not clear 
184,186

. This study found that fatty acid 

deficiency is not significantly associated with prostate cancer (p = 0.3178). However, 

hypercholesterolemia is significantly associated with the prostate cancer. The statistical 

odds indicate that the likelihood of a hypercholesterolemia patient has increased risk of 
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developing prostate cancer by 1.243 greater than men who have not been diagnosed with 

hypercholesterolemia. 

There are evidences presented which indicated that Vitamin D indeed plays a part in the 

development of the prostate cancer. Genetic variations in the receptor are related with the 

Gleason score of 139 as well as the variation causing agents in the pathway of Vitamin D 

are related with risks leading to reappearance of the death rate associated with prostate 

cancer 
221

. This study found that vitamin D deficiency is significantly associated with the 

prostate cancer. Men who are diagnosed with vitamin D deficiency have increased the 

risk of developing prostate cancer by 1.079 greater than men who have not diagnosed 

with vitamin D deficiency. 

Inflammation of prostate has been considered as a risk factor of prostate cancer 
231

. In 

fact, inflammatory infiltrates are commonly found in prostate biopsies 
232

. Researchers 

have found that prostate inflammation, mostly the chronic variety, is associated with an 

increased likelihood of prostate cancer 
233

. This study found that inflammation of the 

prostate is significantly associated with the prostate cancer. Men who have inflammation 

of prostate have an increased risk of developing prostate cancer by 1.351. 

According to 
235

 there are studies did not find a clear association between vasectomy and 

prostate cancer development. However, this study found that vasectomy is significantly 

associated with the prostate cancer (p < 0.0001) with odds of 2.906. This indicates that 

the odds of men who has vasectomy have increased the risk of developing prostate cancer 

by 2.906 greater than men who does not have vasectomy.  



136 
 

 
 

Early studies do not have a sufficient amount of data to confirm the association between 

high blood pressure and prostate cancer. Some of these studies found that there are no a 

significant association between prostate cancer and high blood pressure 
238,239

. However, 

this study found that hypertension is significantly associated with the prostate cancer. 

Men who have hypertension have increased risk of developing prostate cancer by 1.184. 

5.2 Prostate Cancer Classification Models for NIS Data 

Since the most of classification methods require a large amount of training data, the NIS 

dataset is large enough to satisfy the classifiers demand. All models used prostate cancer 

as a dependent variable with value of ‘0’ for negative prostate cancer diagnosis and the 

value of ‘1’ for positive prostate cancer diagnosis. The independent variables are age, 

race, family history of prostate cancer, family history of any other cancer, obesity, 

alcohol abuse, smoking, fat intake, vitamin D deficiency, inflammation of prostate, 

vasectomy, and hypertension. 

5.2.1 Confusion matrix analysis 

From the confusion matrix, the top model accuracy rate is Neural Network classifier with 

79.1%. Decision Tree classifier model is the second position with 78.5%.  Third classifier 

model is logistic regression with accuracy rate of 75.2%. k-Nearest Neighbors is in the 

fourth with accuracy rate of 72.8%. The Support Vector Machines and the Naive Bayes 

Classifier have accuracy rate of 72.2% and 71.2%, respectively. 

The sensitivity rate (True Positive Rate) for the Neural Network classifier is 71.6%, 

which ranks it along with logistic regression in the fourth position. The k-Nearest 

Neighbors has the highest sensitivity rate with 75.6%, followed by the Support Vector 
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Machines (73.2%) and the Decision Tree classifier (72.7%). Finally, the Naive Bayes 

Classifier has sensitivity rate of 66.4%. 

The specificity (True Negative Rate) for the Neural Network classifier is 85.2%, which 

ranks it at the top. The Decision Tree classifier model is in the second position with a 

specificity rate of 83.2%, followed by the Logistic Regression (78.1%), the Naive Bayes 

Classifier (75.1%), the Support Vector Machines (71.4%) and the k-Nearest Neighbors 

(70.4%). 

 

Figure 63 : Confusion Matrix Results for All Models (NIS Data) 
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5.2.2 Receiver Operating Characteristic (ROC) Analysis 

Receiver Operating Characteristic (ROC) Analysis is the main measurement for this 

study. A ROC analysis is used to determine the accuracy of all models. A ROC curve is 

used to define the relationship between the sensitivity and specificity of the classifier 

model. The Area Under the Curve (AUC) represents the model accuracy. The larger 

value of AUC is the better model accuracy.  

 

Figure 64 : ROC Curves for All Models (NIS Data) 
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As shown in Figure 64, the Neural Network classifier is the highest model accuracy with 

the AUC of 0.875. The Logistic Regression is the second with an AUC rate of 0.817, 

followed by the Decision Tree classifier (AUC= 0.78), the k-Nearest Neighbors (AUC= 

0.735), the Support Vector Machines (AUC= 0.723) and the Naive Bayes Classifier 

(AUC= 0.709). 

 

5.3 Prostate Cancer Classification Models for SEER Data 

All models used prostate cancer as a dependent variable with value of ‘0’ for negative 

prostate cancer diagnosis and the value of ‘1’ for positive prostate cancer diagnosis. The 

independent variables are age, race, Prostatic Specific Antigen (PSA) lab value, PSA 

interpretation, Gleason's score, and tumor size. 

5.3.1 Confusion matrix analysis 

From the confusion matrix, the top model accuracy rate is the Decision Tree classifier 

model with 99.2%. The Neural Network classifier is in the second position with 99.1%.  

Third classifier model is the Support Vector Machines with accuracy rate of 99.0%. The 

k-Nearest Neighbors is in the fourth with accuracy rate of 98.6%. The Logistic 

Regression and the Naive Bayes Classifier have accuracy rate of 98.5% and 98.0%, 

respectively.  

The sensitivity rate (True Positive Rate) for the Neural Network classifier is 99.7%, 

which ranks it along with the Support Vector Machines at second position. The Decision 

Tree classifier has the highest sensitivity rate with 99.8%. The Logistic Regression has 
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sensitivity rate of 99.4%; followed by the k-Nearest Neighbors (99.2%). Finally, the 

Naive Bayes Classifier has sensitivity rate of 98.8%. 

The specificity (True Negative Rate) for the Neural Network classifier is 76.4%, which 

ranks it in the fourth position. The Decision Tree classifier model has the highest 

specificity rate of 78.6%, followed by the Support Vector Machines (77.6%), and the k-

Nearest Neighbors (77.4%). Finally, the Naive Bayes Classifier is in the fifth position 

with sensitivity rate of 71.7%, followed by the Logistic Regression (67.3%). 

 

Figure 65 : Confusion Matrix Results for All Models (SEER Data) 

 

9
9

.1
 

0
.9

 

9
9

.7
 

7
6

.4
 

9
8

.5
 

1
.5

 

9
9

.4
 

6
7

.3
 

9
8

.6
 

1
.4

 

9
9

.2
 

7
7

.4
 

9
8

 

2
 

9
8

.8
 

7
1

.7
 

9
9

.2
 

0
.8

 

9
9

.8
 

7
8

.6
 

9
9

 

1
 

9
9

.7
 

7
7

.6
 

0

20

40

60

80

100

120

Model Accuracy Misclassification Rate Sensitivity Specificity

Neural Network Logistic Regression k-Nearest Neighbors

Naive Bayes Classifier Decision Tree Support Vector Machines



141 
 

 
 

5.3.2 Receiver Operating Characteristic (ROC) Analysis 

Receiver Operating Characteristic (ROC) Analysis is the main measurement for this 

study. ROC analysis is used to determine the accuracy of all models. ROC curve is used 

to define the relationship between the sensitivity and specificity of the classifier model. 

The Area Under the Curve (AUC) represents the model accuracy. The larger value of 

AUC is the better model accuracy.  

 

Figure 66 : ROC Curves for All Models (SEER Data) 
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As shown in Figure 66, the Neural Network classifier is the highest model accuracy with 

AUC of 0.993. the k-Nearest Neighbors is in the second with AUC rate of 0.916, 

followed by the Decision Tree classifier (AUC= 0.903), the Support Vector Machines 

(AUC= 0.885), the Naive Bayes Classifier (AUC= 0.866), and the Logistic Regression 

(AUC= 0.85). 

 

  



143 
 

 
 

Web Application 

Both Neural Network models for NIS data and SEER data were combined together in 

web application to be used and tested.   

 

Figure 67 :  Neural Network Models Web Interface 
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The result was presented as probability chart. 

 

 

Figure 68 : Neural Network Models Web Output 
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CHAPTER VI 

VI. SUMMARY AND CONCLUSIONS 

6.1 Summary and Conclusions 

Prostate cancer is a cancer that typically affects men in the older population. Age is 

considered to be a critical factor for predicting prostate cancer. The primary conclusion 

being age is significantly associated with overall prostate cancer incidence. Moreover, 

men who are 65 years old and older are the majority of prostate cancer patients; therefore, 

an age of 65 and older is a highly significant predictor for prostate cancer.  

Ethnicity is also significantly associated with prostate cancer. Men with African 

American ancestry are at high risk of prostate cancer. From the primarily result, an 

African American man has increased risk of developing prostate cancer by 1.650 greater 

than other races. On the other hand, Asian men have a low risk of developing prostate 

cancer by 0.720 compared to other race. 

A family history of cancer is the most critical variable in predicting prostate cancer. Men 

with positive family history of prostate cancer have increased risk of developing prostate 

cancer by 7.752 greater than men with no family history of prostate cancer. In addition, 

men with positive family history of cancer other than prostate cancer have also increased 

the risk of developing prostate cancer by 1.717 greater than men with no family history of 

other cancer. 

Obesity, alcohol abuse, and smoking are significantly associated with prostate cancer, but 

they are not good enough to predict prostate cancer. Physical activity and fatty acid 
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deficiency are not significantly associated with prostate cancer. However, 

hypercholesterolemia is significantly associated with the prostate cancer; and it can be a 

risk factor to predict prostate cancer. Moreover, vitamin D deficiency is significantly 

associated with the prostate cancer. Men who are diagnosed with vitamin D deficiency 

have increased risk of developing prostate cancer by 1.079 times greater than men who 

have not diagnosed with vitamin D deficiency. 

Vasectomy is significantly associated with the prostate cancer. Men who had vasectomy 

procedure have increased risk of developing prostate cancer by 2.906 greater than men 

who do not have vasectomy. For the chronic diseases, inflammation of prostate and 

hypertension are significantly associated with the prostate cancer. Men who have 

inflammation of prostate or hypertension have an increased risk of developing prostate 

cancer by 1.351 and 1.184, respectively. 

The Artificial Neural Network (ANN) is very sophisticated classification method which 

can deal with more advance problems effectively. This study utilizes ANN to classify the 

diagnosis of prostate cancer; and when the result is compared with other classification 

methods, including, logistic regression, k-Nearest Neighbors, Naïve Bayes classifier, 

Decision Tree classifier, and Support Vector Machine. The Nationwide Inpatient Sample 

(NIS) data and the Surveillance, Epidemiology, and End Results (SEER) data were used 

to train and test all the classification models. ANN performed very well in both data with 

accuracy rate of 0.875 on NIS data and 0.993 on SEER data. These promising results can 

lead to more comprehensive classification models for prostate cancer by combining both 

Neural Networks results. 
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In conclusion, among different types of cancers, which occur in men, prostate cancer is 

the most commonly occurring one. Although, Prostate Specific Antigen (PSA) is most 

used screening test for prostate cancer, PSA test result sometime can be false which leads 

to over-diagnosis. This study tried to minimize the false result by providing a prediction 

tool based on Artificial Neural Network to predict and to support the clinical decision in 

prostate cancer screening.  

 

6.2 Future Research  

The Nationwide Inpatient Sample (NIS) data and the Surveillance, Epidemiology, and 

End Results (SEER) data are fully rich data with a large number of variables. Exploring 

both data and exam more variables will definitely increase the accuracy of Artificial 

Neural Network models which lead to more accurate prostate cancer screening.  

Medical imaging is playing a major role in all cancer screening. A combination of 

medical imaging and artificial intelligence methods such Artificial Neural Network can 

be used in clinical practice to increase the successful diagnosis and eliminate the medical 

errors. Many studies have made important contributions to this field, but the demand for 

more studies and innovation are still high.  
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