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#### Abstract

This dissertation is concerned with nonlinear partial differential equations and their financial applications. We establish a multiplicity result for positive solutions to a class of nonlinear Dirichlet problems and study an optimal trading strategy that is characterized as a solution of a stochastic control problem and the associated quasivariational Hamilton-Jacobi-Bellman inequality.
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## Chapter 1

## Introduction

This dissertation is concerned with nonlinear partial differential equations as well as their financial applications through stochastic control theory.

Nonlinear partial differential equations arise in many areas of modern mathematics, physics, and social sciences. In particular, they have been at the center of many important developments in differential geometry (e.g., Yamabe problem [68], a proof of Calabi conjecture [69]). In physics, they naturally appear, say, in a theory of electromagnetism in the form of nonlinear Maxwell equations (cf. [10] and references therein). And in finance, many optimization problems can be reduced to solving a nonlinear Hamilton-Jacobi-Bellman equation (cf. [21, 41] and references therein).

For applications, it is desirable that the problem under consideration has a unique solution. If a convergent iterative scheme is available, one would know a priori that the resulting solution corresponds to the function that actually describes the modeled phenomenon. However, this is not always the case, and many interesting nonlinear partial differential equations arising in mathematics, physics, and other sciences have multiple geometrically different solutions.

This dissertation studies problems with uniquely defined solutions as well as problems having multiple solutions. In Chapter 3, we will study a nonlinear Dirichlet problem that has several positive solutions and prove a lower bound on their number. Chapter 4, to the contrary, will be concerned with a nonlinear problem that has a unique solution. In that chapter, we will study a practical problem of developing an optimal trading strategy in the high-frequency setting, and the uniqueness of solutions will come in very handy. So, this dissertation covers two aspects of nonlinear partial differential equations and their applications: The theoretical problem of estimating the
number of solutions and the practical aspect of applying uniquely solvable equations to modeling real life phenomena.

Estimating the number of distinct solutions of a nonlinear partial differential equation or a system of equations is one of the central and most difficult problems in the modern nonlinear analysis. Such a multiplicity problem is important both from a theoretical and practical perspectives. For example, a priori information about the number of solutions of a nonlinear problem under investigation could be extremely valuable when developing numerical algorithms. This is because on one hand, it is a priori not known which solution a (convergent) iterative scheme converge will to, and on the other hand, not every solution of the problem under consideration may have a physical, economic, or any other 'target' interpretation or meaning. In the theory of optimal control, multiplicity of solutions is also very important in the study of mathematical models described by nonlinear equations of mathematical physics [52]. In physical models, the existence of more than one solution to the underlying equation may imply that the initial hypotheses and assumptions are not sufficient to uniquely describe the observed phenomenon. Finally, the knowledge gained through a careful analysis of multiplicity of solutions can help with better understanding of the underlying process. For example, the existence of infinitely many distinct and unbounded (in the norm of an appropriate functional space) solutions of the Emden-Fowler equation suggests that we live in an expanding universe.

Chapter 3 of this dissertation will study a class of nonlinear equations that depend on a real parameter, $\lambda$. Such equations appear in different areas of mathematics and are used to model many processes arising in mechanics, physics, and other sciences (cf. [49, 53, 65]). For example, such problems occur in differential geometry when studying conformal deformation of Riemannian metric (cf. [31, 48, 63, 56]). After some transformations, this geometric problem can be reduced to studying solutions of the problem

$$
\left\{\begin{aligned}
\Delta u+\lambda u-h u^{p}=0 & \text { on } M, \\
u>0 & \text { on } M
\end{aligned}\right.
$$

where $\lambda>0, p>1$ are constants and $h \geqslant 0$ is a $C^{1}$ function on a Riemannian manifold
$M$, which has been studied by T. Ouyang in [56].
It is often the case that there exists an $\lambda^{*}$ such that the problem has a solution in a target function class if $\lambda<\lambda^{*}$ and ceases to have any when $\lambda>\lambda^{*}$. It is therefore important to have a method of finding such an $\lambda^{*}$. In [54], V. Lubyshev studied this problem for the Laplace operator and nonlinear Neumann boundary conditions using the extended functional method [46].

An interesting class of nonlinear problems are those involving concave-convex nonlinearities. Such class of problems was introduced by A. Ambrosetti, H. Brezis, and G. Cerami in [3] where they considered the problem

$$
\left\{\begin{aligned}
-\Delta u & =\lambda|u|^{\alpha-2} u+|u|^{\beta-2} u & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega,
\end{aligned}\right.
$$

with $1<\alpha<2<\beta \leqslant 2^{*}$ and proved the existence of two positive solutions for a bounded domain $\Omega$ and a range of parameters $\lambda \in\left(0, \lambda^{*}\right)$. This result was generalized for $p \geqslant 2$ and/or other nonlinear operators, and for more general nonlinearities essentially preserving the concave-convex structure [45, 51, 50, 4]. In [55], V. Lubyshev studied a nonlinear Hamiltonian system involving polyharmonic operators and a concave-convex nonlinearity and proved a nonexistence result under certain assumptions on the coefficients and exponents of the underlying nonlinearity. The goal of Chapter 3 is to establish a higher order multiplicity result for problems with nonlinearities consisting of polynomial terms.

In Chapter 4, we will study a stochastic optimal control problem of finding an optimal trading strategy for a trader who continuously submits and cancels limit orders and can use market orders at his discretion. Nonlinear differential equations and inequalities that arise in the theory of stochastic control often appear in the form of the so-called Hamilton-Jacobi-Bellman equations and quasi-variational Hamilton-Jacobi-Bellman inequalities. For such problems, one normally works with the concept of viscosity solutions which was first introduced by M. Crandall and P.-L. Lions in 1980 (cf. [25]) and then extended by other mathematicians (cf. [36, 7, 6] and references therein).

One of the first works that applies optimal stochastic control to trading is [9], where M. Avellaneda and S. Stoikov studied a market making problem for a single dealer.

Under a Brownian motion assumption on the quote midpoint process, they provided a closed-form approximate solution in a stylized market model where the controls are continuous. Paper [37] derives an explicit formula for the optimal trading strategy in the Avellaneda and Stoikov model, and some generalizations of that model have been studied in [21, 20, 22].

In real markets, the price is not continuous and changes in multiples of the smallest price increment called a tick. From that perspective, models for the midpoint evolution that use point processes would be more realistic. Such models have been studied e.g. in [41, 33, 40]. Papers [41] and [40] study the optimal trading strategy for a single market maker who is allowed to use both limit and market orders. The clustering of market order flow was not modeled in these papers. Paper [33] models market order flow as a Cox process with intensity depending on the time elapsed since the last quote midpoint jump. This allowed to model the empirically observed clustering effect [11]. The market maker in [33] was only allowed to use limit orders. In Chapter 4, we generalize this model by allowing the trader to use market orders. This gives the trader more tools for inventory management and allows him to unwind inventory without waiting for a fill of one of his limit orders. From a mathematical standpoint, quasi-variational Hamilton-Jacobi-Bellman inequalities will be used instead of Hamilton-Jacobi-Bellman equations. We prove the existence and uniqueness of viscosity solutions and provide a numerical scheme for the problem at hand.

Summarizing, the contribution of this dissertation is as follows.

1. In Chapter 3, a higher-order multiplicity result for positive solutions of a class of nonlinear problems is obtained. This contrasts with many results in this area where the existence of two positive solutions is normally proved.
2. In Chapter 4, we generalize a high-frequency trading model introducing an opportunity to trade with market orders. This allows for a wider range of trading decisions and replaces a Hamilton-Jacobi-Bellman equation with a more complex quasivariational Hamilton-Jacobi-Bellman inequality for which the existence and uniqueness of viscosity solutions are proved and a numerical scheme is constructed.

## Chapter 2

## Preliminaries

### 2.1 Sobolev spaces

Sobolev spaces are extremely important function spaces for the theory of partial differential equations. They are an extension of smooth functions and provide a more natural framework to study partial differential equations from a functional analysis perspective. It is often easier to show that a given partial differential equation has a solution in a Sobolev space rather than proving the existence of a smooth solution using the machinery and properties of smooth function spaces only. Some powerful embedding theorems exist that then help deduce that the obtained generalized solution is in fact smooth. This is akin to using complex numbers to solve a polynomial equation: It is often useful to go beyond the field of real numbers. For detailed expositions of Sobolev spaces, see [1, 32, 18, 61].

Definition 2.1.1 ([1]). Given an arbitrary domain $\Omega \subset \mathbf{R}^{n}$, an integer $m \geqslant 0$, and an $p \in[1, \infty]$, let

$$
\|v\|_{m, p}:= \begin{cases}\left(\sum_{0 \leqslant|\alpha| \leqslant m}\left\|D^{\alpha} v\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} & \text { if } p \in[1, \infty), \\ \sup _{0 \leqslant|\alpha| \leqslant m}\left\|D^{\alpha} v\right\|_{L^{\infty}(\Omega)} & \text { if } p=\infty\end{cases}
$$

Then the Sobolev space $W^{m, p}(\Omega)$ is the Banach space defined as

$$
W^{m, p}(\Omega):=\left\{v \in L^{p}(\Omega) \mid D^{\alpha} v \in L^{p}(\Omega) \text { for any }|\alpha| \leqslant m\right\}
$$

and endowed with the norm $\|\cdot\|_{m, p}$. Here the derivatives are taken in the sense of the distribution theory. The zero-trace Sobolev space is the Banach space defined as

$$
W_{0}^{m, p}(\Omega):=\text { the closure of } C_{c}^{\infty}(\Omega) \text { in } W^{m, p}(\Omega)
$$

with the same norm as above.

Theorem 2.1.1 (Sobolev embedding, [1]). For any $p \in[1, \infty)$,

$$
W^{1, p}\left(\mathbf{R}^{n}\right) \hookrightarrow \begin{cases}L^{p^{*}}\left(\mathbf{R}^{n}\right) & \text { if } p<n \\ C^{0,1-n / p}\left(\mathbf{R}^{n}\right) & \text { if } p>n\end{cases}
$$

continuously, where $p^{*}:=p n /(n-p)$ is called the critical Sobolev exponent.
Theorem 2.1.2 (Rellich-Kondrachov, [1]). Let $\Omega \subset \mathbf{R}^{n}$ be a bounded domain with Lipschitz boundary, and let $1 \leqslant p<n$. Then

$$
W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega) \quad \text { compactly for any } 1 \leqslant q<p^{*}
$$

### 2.2 Critical point theory

For many nonlinear partial differential equations, finding weak solutions is equivalent to finding critical points of a functional defined on a suitable Sobolev space. More abstractly, any such problem reduces to solving the equation

$$
\begin{equation*}
D J(u)=0, \quad u \in X \tag{2.1}
\end{equation*}
$$

where $(X,\|\cdot\|)$ is a Banach space and $J: X \rightarrow \mathbf{R}$ is a (Fréchet) differentiable functional. Throughout this section, by saying "differentiable" we will always mean "Fréchet differentiable". $B_{\rho}$ and $S_{\rho}$ will denote respectively the closed ball and sphere of radius $\rho$ of the Banach space $X$.

Many methods exist in nonlinear analysis that help studying problem (2.1) (cf. [62, 23, 24, 8, 30, 66]). Among them are classical optimization theorems relying on the coercivity of the functional, infinite dimensional Morse theory, linking methods, bifurcation theorems, etc. Being powerful in one context, some of these methods stop being effective when the problem under consideration becomes more nonlinear. For example, many theorems in the bifurcation calculus, such as the two theorems of M . Crandall and P. Rabinowitz [26, 27], are the most effective when the differential operator is linear. Therefore, for the problem we will study in Chapter 3, we will have to rely on other machinery. Namely, we will extensively use the Fibering Method developed by S. I. Phozohaev [57] and the Mountain Pass Theorem developed by A. Ambrosetti
and P. H. Rabinowitz [5]. The former is particularly useful when the problem has a polynomial-like nonlinearity.

### 2.2.1 Fibering method

In this subsection, we present the Fibering Method of S. Pohozaev [57, 59, 59, 60]. We will state its special form, the spherical fibering, which is most suitable for our problem.

Suppose that the norm $\|\cdot\|$ of the Banach space $X$ is differentiable away from the origin and that

$$
J=\frac{1}{p}\|\cdot\|^{p}+R
$$

where $p>1$ and $R: X \rightarrow \mathbf{R}$ is a differentiable functional.
Instead of studying critical points of the functional $J$ directly, constrained critical points of the fibering functional

$$
I(v)=J(t(v) v),
$$

where $t=t(v)$ is a solution of

$$
\frac{\partial}{\partial t} J(t v)=0
$$

are studied on $S_{1}:=\{v \in X \mid\|v\|=1\}$. Under certain assumptions, a constrained critical point $v_{*}$ of $I$ corresponds to a critical point $u_{*}=t\left(v_{*}\right) v_{*}$ of the original functional $J$.

These constrained critical points typically arise as extrema of $I$ on $S_{1}$. But because $S_{1}$ is not weakly closed, the limit of a maximizing or minimizing sequence, if it exists, may no longer be in $S_{1}$. There is a regularity theorem that helps circumvent this difficulty. It reduces the problem to studying constrained critical points of an extension of $I$ to the unit ball. For reflexive $X$, this new problem is often more tractable because of the weak compactness of $B_{1}$.

A rigorous formulation of the (spherical) fibering method combined with the regularity theorem is presented below. In what follows, $D f(a)$ will always denote the Fréchet derivative of the functional $f$ at point $a$.

Theorem 2.2.1 ([57,59,58]). Let $\mathscr{U}$ be an open subset of $X$ with $\mathscr{U} \cap S_{1} \neq \varnothing$. Suppose that the equation

$$
\begin{equation*}
t^{p-1}+D R(t v) v=0 \tag{2.2}
\end{equation*}
$$

has a solution $t: B_{1} \cap \mathscr{U} \rightarrow[0, \infty)$ that is differentiable on $\left(B_{1} \cap \mathscr{U}\right) \backslash\{0\}$. Consider the functional $I:\left(B_{1} \cap \mathscr{U}\right) \backslash\{0\} \rightarrow \mathbf{R}$ defined by

$$
I(v)=\frac{1}{p} t(v)^{p}+R(t(v) v)
$$

and let

$$
\mathscr{M}:=\left\{v \in B_{1} \cap \mathscr{U} \mid t(v) \neq 0\right\} .
$$

Then for any critical point $v_{*} \in \mathscr{M}$ of I on $B_{1} \cap \mathscr{U}$,
(a) $v_{*} \in S_{1}$;
(b) $u_{*}=t\left(v_{*}\right) v_{*}$ is a critical point of $J$, provided that $D H\left(v_{*}\right) v_{*} \neq 0$ where $H:=\|\cdot\|$.

### 2.2.2 Mountain pass theorem

It is a "classical" result that if the sub-level sets of a weak sequentially lower semicontinuous functional $J: X \rightarrow \mathbf{R}$ on a Banach space $X$ are compact, then $J$ attains its global minimum. Unfortunately, this compactness criteria is too strong even for basic functionals like

$$
J(u):=\frac{1}{2} \int_{\Omega}|\nabla u|^{2}-\int_{\Omega} f u, \quad u \in H_{0}^{1}(\Omega):=W_{0}^{1,2}(\Omega), f \in L^{2}(\Omega)
$$

which corresponds to the problem $-\Delta u=f$ on $H_{0}^{1}(\Omega)$ for a bounded domain $\Omega \subset \mathbf{R}^{N}$. Therefore a weaker compactness condition, known as the Palais-Smale compactness condition, has been introduced. In Chapter 3, we will need to prove the existence of a saddle point of the underlying variational functional. For that purpose, we will use the Mountain Pass Theorem by A. Ambrosetti and P. Rabinowitz [5].

Let us first define the Palais-Smale compactness condition.
Definition 2.2.1 ([62]). Given $c \in \mathbf{R}$, a sequence $\left(u_{n}\right) \subset X$ is called a Palais-Smale sequence at level $c\left((\mathrm{PS})_{c}\right.$-sequence, in short) for the differentiable functional $J: X \rightarrow \mathbf{R}$ if

$$
J\left(u_{n}\right) \rightarrow c \quad \text { and } \quad D J\left(u_{n}\right) \rightarrow 0 \text { in } X^{*} .
$$

Definition 2.2.2 ([62]). A differentiable functional $J: X \rightarrow \mathbf{R}$ is said to satisfy the Palais-Smale condition if given $c \in \mathbf{R}$, every (PS) ${ }_{c}$-sequence for $J$ contains a (strongly) convergent subsequence.

The theorem is question is presented below.
Theorem 2.2.2 ([5]). Let $J \in C^{1}(X, \mathbf{R})$ satisfy the Palais-Smale condition and let

$$
\max (J(0), J(w))<\inf _{S_{\rho}} J
$$

for some $\|w\|>\rho>0$. Then $J$ has a critical point $u_{*}$ such that

$$
J\left(u_{*}\right)=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} J(\gamma(t))
$$

where

$$
\Gamma:=\{\gamma \in C([0,1], X) \mid \gamma(0)=0 \text { and } \gamma(1)=w\} .
$$

### 2.3 Ishii's lemma

In this section, we state Ishii's lemma, a technical result that is often used to prove the uniqueness of viscosity solutions. It will be be used in Chapter 4 to prove the uniqueness of viscosity solutions of a quasi-variational Hamilton-Jacobi-Bellman inequality. Viscosity solutions were introduced in the early 1980 by Pierre-Louis Lions and Michael G. Crandall as a generalization of classical solutions. They are particularly useful in studying partial differential equations arising in optimal control and differential games.

First, let us introduce some definitions. In what follows, $\mathscr{S}(N)$ will denote the set of symmetric $N \times N$ matrices.

Definition 2.3.1 ([25]). Let $u: \mathscr{O} \rightarrow \mathbf{R}$ where $\mathscr{O} \subset \mathbf{R}^{N}$, and let $\hat{x} \in \mathscr{O}$.
(i) The second order superjet $J_{\mathscr{O}}^{2,+} u(\hat{x})$ is defined as the set of all pairs $(p, X) \in$ $\mathbf{R}^{N} \times \mathscr{S}(N)$ such that

$$
u(x) \leqslant u(\hat{x})+\langle p, x-\hat{x}\rangle+\frac{1}{2}\langle X(x-\hat{x}), x-\hat{x}\rangle+o\left(|x-\hat{x}|^{2}\right),
$$

as $\mathscr{O} \ni x \rightarrow \hat{x}$. The second order subjet is defined by $J_{\mathscr{O}}^{2,-} u(\hat{x}):=-J_{\mathscr{O}}^{2,+}(-u)(\hat{x})$.
(ii) $\vec{J}_{\mathscr{O}}^{2, \pm} u(\hat{x})$ consists of all pairs $(p, X) \in \mathbf{R}^{N} \times \mathscr{S}(N)$ for which there exists a sequence $\left(x_{n}, p_{n}, X_{n}\right) \in \mathscr{O} \times \mathbf{R}^{N} \times \mathscr{S}(N)$ such that

$$
\left(p_{n}, X_{n}\right) \in J_{\overparen{O}}^{2, \pm} u\left(x_{n}\right) \quad \text { and } \quad\left(x_{n}, u\left(x_{n}\right), p_{n}, X_{n}\right) \rightarrow(\hat{x}, u(\hat{x}), p, X)
$$

Definition 2.3.2 ([25]). Let $u: \mathscr{O}_{T} \rightarrow \mathbf{R}$ where $\mathscr{O}_{T}:=(0, T) \times \mathscr{O}$ for some $T>0$ and $\mathscr{O} \subset \mathbf{R}^{N}$, and let $(\hat{t}, \hat{x}) \in \mathscr{O}_{T}$.
(i) The second order parabolic superjet $\mathscr{P}_{\mathscr{O}}^{2,+} u(\hat{t}, \hat{x})$ consists of all $(a, p, X) \in \mathbf{R} \times$ $\mathbf{R}^{N} \times \mathscr{S}(N)$ such that

$$
u(t, x) \leqslant u(\hat{t}, \hat{x})+a(t-\hat{t})+\langle p, x-\hat{x}\rangle+\frac{1}{2}\langle X(x-\hat{x}), x-\hat{x}\rangle+o\left(|t-\hat{t}|+|x-\hat{x}|^{2}\right)
$$

as $\mathscr{O}_{T} \ni(t, x) \rightarrow(\hat{t}, \hat{x})$. The second order parabolic subjet is defined by $\mathscr{P}_{\mathscr{O}}^{2,-} u(\hat{t}, \hat{x}):=$ $-\mathscr{P}_{O}^{2,+}(-u)(\hat{t}, \hat{x})$.

The sets $\overline{\mathscr{P}}_{\mathscr{O}}^{2, \pm} u(\hat{t}, \hat{x})$ are defined similarly to $\bar{J}_{\mathscr{O}}^{2, \pm} u(\hat{x})$.

For notational convenience, let

$$
\begin{aligned}
& \operatorname{USC}(\mathscr{O}):=\{\text { upper semicontinuous functions } u: \mathscr{O} \rightarrow \mathbf{R}\}, \\
& \operatorname{LSC}(\mathscr{O}):=\{\text { lower semicontinuous functions } u: \mathscr{O} \rightarrow \mathbf{R}\} .
\end{aligned}
$$

Proposition 2.3.1 ([25]). Let $\mathscr{O} \subset \mathbf{R}^{N}, \Phi \in \operatorname{USC}(\mathscr{O}), \Psi \in \operatorname{LSC}(\mathscr{O}), \Psi \geqslant 0$, and

$$
M_{\epsilon}:=\sup _{\mathscr{O}} F_{\epsilon}(x), \quad \epsilon>0
$$

where $F_{\epsilon}(x):=\Phi(x)-\frac{1}{\epsilon} \Psi(x)$. Let $-\infty<\lim _{\epsilon \downarrow 0} M_{\epsilon}<\infty$ and $x_{\epsilon} \in \mathscr{O}$ be chosen so that

$$
\lim _{\epsilon \downarrow 0}\left(M_{\epsilon}-F_{\epsilon}\left(x_{\epsilon}\right)\right)=0 .
$$

Then the following hold:
(i) $\lim _{\epsilon \downarrow 0} \in \Psi\left(x_{\epsilon}\right)=0$,
(ii) $\Psi(\hat{x})=0$ and $\lim _{\epsilon \downarrow 0} M_{\epsilon}=\Phi(\hat{x})=\sup _{\Psi^{-1}(0)} \Phi$ whenever $\hat{x} \in \mathscr{O}$ is a limit point of $x_{\epsilon}$ as $\epsilon \rightarrow 0$.

The following result is very useful for proving the uniqueness of viscosity solutions.

Theorem 2.3.1 (Ishii's Lemma, [25]). Let $\mathscr{O}_{i}$ be a locally compact subset of $\mathbf{R}^{N_{i}}$ for $i=1, \ldots, k$,

$$
\mathscr{O}:=\mathscr{O}_{1} \times \cdots \times \mathscr{O}_{k},
$$

$u_{i} \in \operatorname{USC}\left(\mathscr{O}_{i}\right)$, and $\varphi_{i}$ be twice continuously differentiable in a neighborhood of $\mathscr{O}$. Set

$$
w(x)=u_{1}\left(x_{1}\right)+\cdots+u_{k}\left(x_{k}\right) \quad \text { for } x=\left(x_{1}, \cdots, x_{k}\right) \in \mathscr{O}
$$

and suppose that $\hat{x}=\left(\hat{x}_{1}, \cdots, \hat{x}_{k}\right) \in \mathscr{O}$ is a local maximum for $w-\varphi$ relative to $\mathscr{O}$. Then for each $\epsilon>0$, there exists $X_{i} \in \mathscr{S}\left(N_{i}\right)$ such that

$$
\left(D_{x_{i}} \varphi(\hat{x}), X_{i}\right) \in \bar{J}_{O_{i}}^{2,+} u_{i}\left(\hat{x}_{i}\right) \quad \text { for } i=1, \cdots, k,
$$

and the block diagonal matrix with entries $X_{i}$ satisfies

$$
-\left(\frac{1}{\epsilon}+\|A\|\right) I \leqslant\left[\begin{array}{ccc}
X_{1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & X_{k}
\end{array}\right] \leqslant A+\epsilon A^{2}
$$

where $A:=D^{2} \varphi(\hat{x}) \in \mathscr{S}(N), N:=N_{1}+\cdots+N_{k}$, and

$$
\|A\|:=\sup \{|\lambda| \mid \lambda \text { is an eigenvalue of } A\}=\sup _{|\xi| \leqslant 1}(A \xi, \xi) \text {. }
$$

## Chapter 3

## Three positive solutions of a nonlinear Dirichlet problem

### 3.1 Introduction

In this chapter, we study the following nonlinear Dirichlet problem:

$$
\left\{\begin{align*}
-\Delta_{p} u & =\lambda|u|^{\alpha-2} u+|u|^{\beta-2} u-\epsilon f(x)|u|^{p^{*}-2} u & & \text { in } \Omega,  \tag{3.1}\\
u & =0 & & \text { on } \partial \Omega .
\end{align*}\right.
$$

where $\Omega \subset \mathbf{R}^{N}$ is a bounded smooth domain, $\lambda$ is a real parameter, and $\Delta_{p} u=$ $\nabla \cdot\left(|\nabla u|^{p-2} \nabla u\right)$ is the $p$-Laplacian operator. We will assume that $p<N$. Problem (3.1) is studied under the following hypothesis on the exponents:
(H0) $1<\alpha<p<\beta<p^{*}$,
(H1) $f \in C(\bar{\Omega})$ is nonnegative and $f^{-\beta /\left(p^{*}-\beta\right)} \in L^{1}(\Omega)$
where $p^{*}:=p N /(N-p)$ is the critical Sobolev exponent for $W^{1, p}\left(\mathbf{R}^{N}\right)$. Our goal is to show that problem (3.1) has at least three positive solutions for any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$ where $\lambda^{*}$ and $\epsilon^{*}$ are some positive real numbers.

Multiplicity of positive solutions to the nonlinear Dirichlet problem

$$
\left\{\begin{align*}
-\Delta_{p} u & =f_{\lambda}(\cdot, u) & & \text { in } \Omega,  \tag{3.2}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

has been extensively studied by many authors. In [3], problem (3.2) was studied with $p=2$, bounded $\Omega$, and concave-convex nonlinearity $f_{\lambda}(x, u)=\lambda|u|^{\alpha-2} u+|u|^{\beta-2} u$, $1<\alpha<p<\beta \leqslant p^{*}$, where the existence of two positive solutions for $\lambda \in\left(0, \lambda^{*}\right)$, $\lambda^{*}>0$, has been proved. This result was generalized for $p \geqslant 2$ and/or other nonlinear operators, and for more general nonlinearities essentially preserving the concave-convex
structure (cf. $[45,51,50,4]$ ). It is known that, at least for the case where $\Omega$ is the unit ball, two positive solutions for the concave-convex problem considered in [3] is the maximum one can expect (cf. [64]).

Some recent papers that study higher order multiplicity of positive solutions to nonlinear problems are [44, 70, 12]. In [44], a one-dimensional problem (3.2) with $p=2$ and $f_{\lambda}(x, u)=\lambda g(u)$ has been considered for $\Omega=(-1,1)$. Under the assumption that $g$ is concave on $(0, \gamma)$ and convex on $(\gamma, \infty), \gamma>0$, as well as other assumptions such as $g$ having a unique positive zero and $\lim _{u \rightarrow \infty} g(u) / u=\infty$, the existence of three positive solutions has been proved for $\lambda \in\left(\lambda_{*}, \lambda^{*}\right), \lambda^{*}>\lambda_{*}>0$. In [70], problem (3.2) was considered for $p>N$ and $f_{\lambda}(x, u)=\lambda a(x) u^{-\gamma}+\lambda g(x, u), \gamma>0$. Under some assumptions on the coefficients and the exponent $\gamma$, the existence of three positive solutions has been proved for $\lambda$ belonging to an open subinterval of $(0, \infty)$. Finally, in [12], a one-dimensional problem (3.2) (the authors considered a more general form of the differential operator) with $f_{\lambda}(x, u)=\lambda a(x) g(u)$ and $\Omega=(0,1)$ has been considered. Under various assumptions, including $g(u) \leqslant u^{p-1}$ in a positive neighborhood of 0 , the existence of three positive solutions has been shown for $\lambda$ belonging to an open subinterval of $(0, \infty)$.

The main result of this chapter is presented below.

Theorem 3.1.1. Under hypotheses (H0)-(H1), there exist $\lambda^{*}>0$ and $\epsilon^{*}>0$ such that for any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$, problem (3.1) has three distinct positive weak solutions $u_{1}, u_{2}, u_{3} \in C^{1, \mu}(\bar{\Omega}), 0<\mu<1$, such that

$$
\max \left(J_{\lambda, \epsilon}\left(u_{1}\right), J_{\lambda, \epsilon}\left(u_{3}\right)\right)<0<J_{\lambda, \epsilon}\left(u_{2}\right)
$$

where

$$
J_{\lambda, \epsilon}(u)=\frac{1}{p} \int_{\Omega}|\nabla u|^{p}-\frac{\lambda}{\alpha} \int_{\Omega}|u|^{\alpha}-\frac{1}{\beta} \int_{\Omega}|u|^{\beta}+\frac{\epsilon}{p^{*}} \int_{\Omega} f|u|^{p^{*}}
$$

is an energy functional for problem (3.1).
Many powerful methods exist in nonlinear analysis that help study the multiplicity of solutions to nonlinear differential equations. These methods include Morse theory, the mountain pass lemma, fixed point theorems, and the Pohozaev fibering method
to name a few (cf. $[23,24,62,60]$ and references therein). The fibering method is especially useful when the nonlinearity contains polynomial components and will serve as the underlying method in this chapter. For its applications to multiplicity of solutions to nonlinear equations and systems, cf. [59, 17, 45] and references therein.

This chapter is organized as follows. Section 3.2 studies properties of the energy functional, $J_{\lambda, \epsilon}$, necessary to prove Theorem 3.1.1. Sections $3.3-3.5$ study three optimization problems, each leading to a positive solution of problem (3.1). Finally, Section 3.6 is dedicated to proving our main result, Theorem 3.1.1.

### 3.2 Some properties of the energy functional

It will be convenient for us to represent $J_{\lambda, \epsilon}$ as

$$
J_{\lambda, \epsilon}(u)=\frac{1}{p} \int_{\Omega}|\nabla u|^{p}-\frac{\lambda}{\alpha} A(u)-\frac{1}{\beta} B(u)+\frac{\epsilon}{p^{*}} C(u)
$$

where

$$
A(u):=\int_{\Omega}|u|^{\alpha}, \quad B(u):=\int_{\Omega}|u|^{\beta}, \quad C(u):=\int_{\Omega} f|u|^{p^{*}}
$$

Lemma 3.2.1. The energy functional $J_{\lambda, \epsilon}$ is coercive ${ }^{1}$ for any $\lambda>0$ and $\epsilon>0$.

Proof. It suffices to show that the functional

$$
\begin{equation*}
R_{\lambda, \epsilon}(u):=-\frac{\lambda}{\alpha} A(u)-\frac{1}{\beta} B(u)+\frac{\epsilon}{p^{*}} C(u) \tag{3.3}
\end{equation*}
$$

is bounded from below on $W_{0}^{1, p}(\Omega)$. By (H1), $L^{p^{*}}(\Omega, f(x) d x) \hookrightarrow L^{\beta}(\Omega)$ continuously. Therefore, by Hölder's inequality,

$$
R_{\lambda, \epsilon}(u) \geqslant c_{\epsilon}\|u\|_{L^{\beta}}^{p^{*}}-\frac{1}{\beta}\|u\|_{L^{\beta}}^{\beta}-\lambda c\|u\|_{L^{\beta}}^{\alpha}
$$

for some constants $c_{\epsilon}$ and $c$ independent of $u$. We complete the proof by noticing that the function

$$
s \mapsto c_{\epsilon} s^{p^{*}}-\frac{1}{\beta} s^{\beta}-\lambda c s^{\alpha}
$$

is bounded from below on $[0, \infty)$.

[^0]Let

$$
\hat{J}_{\lambda, \epsilon}(t, v):=\frac{1}{p} t^{p}+R_{\lambda, \epsilon}(t v) \quad \text { and } \quad \Phi_{\lambda, \epsilon}(t, v):=t^{-\alpha} \frac{\partial}{\partial t} \hat{J}_{\lambda, \epsilon}(t, v) .
$$

Throughout this chapter, $S_{\rho}$ and $B_{\rho}$ will denote respectively the sphere and the closed ball of radius $\rho$ in $W_{0}^{1, p}(\Omega)$. Clearly, $\hat{J}_{\lambda, \epsilon}(t, v)=J_{\lambda, \epsilon}(t v)$ for $v \in S_{1}$. Consider the equation

$$
\begin{equation*}
\Phi_{\lambda, \epsilon}(t, v)=t^{p-\alpha}-t^{\beta-\alpha} B(v)+\epsilon t^{p^{*}-\alpha} C(v)-\lambda A(v)=0, \quad t>0 . \tag{3.4}
\end{equation*}
$$

Because of our assumption, ( H 0 ), on the exponents, this equation has at most three solutions for each fixed $v \in W_{0}^{1, p}(\Omega)$. Set

$$
\mathscr{U}_{\lambda, \epsilon}:=\left\{v \in W_{0}^{1, p}(\Omega) \mid \text { equation (3.4) has three solutions in } t\right\} .
$$

Given $v \in W_{0}^{1, p}(\Omega)$, the $i^{\text {th }}$ solution of (3.4) will be denoted $t_{i}(v)=t_{i, \lambda, \epsilon}(v)$, where the subscripts $\lambda$ and $\epsilon$ will be dropped for notational simplicity.

Lemma 3.2.2. There exist $\lambda^{*}>0$ and $\epsilon^{*}>0$ such that for any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$, the following hold.
(a) $\mathscr{U}_{\lambda, \epsilon} \cap S_{1} \neq \varnothing$.
(b) $\mathscr{U}_{\lambda, \epsilon}$ is open in $W_{0}^{1, p}(\Omega)$.
(c) For any $v \in \mathscr{U}_{\lambda, \epsilon} \cap B_{1}$,

$$
\hat{J}_{\lambda, \epsilon}\left(t_{1}(v), v\right)<0<\hat{J}_{\lambda, \epsilon}\left(t_{2}(v), v\right)
$$

There exists an $w \in \mathscr{U}_{\lambda, \epsilon} \cap S_{1}$ such that

$$
J_{\lambda, \epsilon}\left(t_{3}(w) w\right)<0 .
$$

Proof. (a): By the Rellich-Kondrachov Theorem 2.1.2, there is an $v^{*} \in S_{1}$ such that

$$
B\left(v^{*}\right)=\max _{v \in S_{1}} B(v) .
$$

Choose $\lambda^{*}>0$ and $\epsilon^{*}>0$ so that

$$
\begin{equation*}
\max _{t>0}\left[t^{p-\alpha}-t^{\beta-\alpha} B\left(v^{*}\right)\right]>\lambda^{*} \max _{v \in S_{1}} A(v) \tag{3.5}
\end{equation*}
$$

and

$$
\min _{t>0}\left[t^{p-\alpha}-t^{\beta-\alpha} B\left(v^{*}\right)+\epsilon^{*} t^{p^{*}-\alpha} C\left(v^{*}\right)\right]<0 .
$$

Then it is clear that $v^{*} \in \mathscr{U}_{\lambda, \epsilon}$ for all $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$.
(b): Consider the map

$$
T_{\lambda, \epsilon}(t, v):=\left(\Phi_{\lambda, \epsilon}(t, v), \frac{\partial}{\partial t} \Phi_{\lambda, \epsilon}(t, v)\right) .
$$

We will write $T_{\lambda, \epsilon}(t, v)>0$ (resp., $\left.T_{\lambda, \epsilon}(t, v)<0\right)$ to mean that the two components of $T_{\lambda, \epsilon}(t, v)$ are strictly positive (resp., strictly negative).

It is readily seen that $v \in \mathscr{U}_{\lambda, \epsilon}$ if and only if

$$
T_{\lambda, \epsilon}\left(s_{1}, v\right)>0 \quad \text { and } \quad T_{\lambda, \epsilon}\left(s_{2}, v\right)<0
$$

for some $0<s_{1}<s_{2}<\infty$. Now fix any $v_{0} \in \mathscr{U}_{\lambda, \epsilon}$ and choose $0<s_{1}^{0}<s_{2}^{0}<\infty$ with

$$
T_{\lambda, \epsilon}\left(s_{1}^{0}, v_{0}\right)>0 \quad \text { and } \quad T_{\lambda, \epsilon}\left(s_{2}^{0}, v_{0}\right)<0
$$

Since $T_{\lambda, \epsilon}(t, \cdot)$ is continuous on $W_{0}^{1, p}(\Omega)$ for any $t>0$, there is a neighborhood $\mathscr{N}_{v_{0}}$ of $v_{0}$ in $W_{0}^{1, p}(\Omega)$ such that

$$
T_{\lambda, \epsilon}\left(s_{1}^{0}, v\right)>0 \quad \text { and } \quad T_{\lambda, \epsilon}\left(s_{2}^{0}, v\right)<0 \quad \text { for all } v \in \mathscr{N}_{v_{0}} \text {. }
$$

This implies that $\mathscr{N}_{v_{0}} \subset \mathscr{U}_{\lambda, \epsilon}$. Since $v_{0}$ was arbitrary, we conclude that $\mathscr{U}_{\lambda, \epsilon}$ is open.
(c): Reduce $\lambda^{*}$ and $\epsilon^{*}$, if necessary, so that

$$
\begin{equation*}
\max _{t>0}\left[\frac{t^{p-\alpha}}{p}-\frac{t^{\beta-\alpha}}{\beta} B\left(v^{*}\right)\right]>\frac{\lambda^{*}}{\alpha} \max _{v \in S_{1}} A(v) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\min _{t>0}\left[\frac{t^{p}}{p}-\frac{t^{\beta}}{\beta} B\left(v^{*}\right)+\epsilon^{*} \frac{t^{*}}{p^{*}} C\left(v^{*}\right)\right]<0 . \tag{3.7}
\end{equation*}
$$

Fix any $v \in \mathscr{U}_{\lambda, \epsilon} \cap B_{1}$. Then the inequality

$$
\hat{J}_{\lambda, \epsilon}\left(t_{1}(v), v\right)<0
$$

follows from the fact that $\alpha<\min \left(p, \beta, p^{*}\right)$. It is clear that

$$
\begin{equation*}
t \mapsto \hat{J}_{\lambda, \epsilon}(t, v) \quad \text { is increasing on }\left[t_{1}(v), t_{2}(v)\right] \text {. } \tag{3.8}
\end{equation*}
$$

By (3.5), for any $v \in B_{1} \backslash\{0\}$, the equation

$$
\tilde{\Phi}_{\lambda}(t, v):=t^{p-\alpha}-t^{\beta-\alpha} B(v)-\lambda A(v)=0
$$

has exactly two solutions, $0<\tilde{t}_{1}(v)<\tilde{t}_{2}(v)<\infty$.
Let us show that

$$
\begin{equation*}
t_{1}(v)<\tilde{t}_{1}(v)<\tilde{t}_{2}(v)<t_{2}(v) . \tag{3.9}
\end{equation*}
$$

Since $\Phi_{\lambda, \epsilon}(t, v)>\tilde{\Phi}_{\lambda, \epsilon}(t, v)$ for all $t>0$,

$$
\Phi_{\lambda, \epsilon}(\cdot, v)>0 \quad \text { on }\left[\tilde{t}_{1}(v), \tilde{t}_{2}(v)\right] .
$$

Therefore, either $\left[\tilde{t}_{1}(v), \tilde{t}_{2}(v)\right] \subset\left(t_{1}(v), t_{2}(v)\right)$ or $\left[\tilde{t}_{1}(v), \tilde{t}_{2}(v)\right] \subset\left(t_{3}(v), \infty\right)$. We want to verify that the second option is impossible. Indeed, since $\frac{\partial}{\partial t} \Phi_{\lambda, \epsilon}(t, v)>\frac{\partial}{\partial t} \tilde{\Phi}_{\lambda}(t, v)$ for $t>0$ and $\frac{\partial}{\partial t} \tilde{\Phi}_{\lambda}(t, v)>0$ on $\left(0, \tilde{t}_{1}(v)\right]$,

$$
\Phi_{\lambda, \epsilon}(\cdot, v) \quad \text { is increasing on }\left(0, \tilde{t}_{1}(v)\right] \text {. }
$$

This implies that $\tilde{t}_{1}(v)<t_{2}(v)$, finishing the proof of (3.9).
Entertaining (3.8), (3.9), we deduce that

$$
\hat{J}_{\lambda, \epsilon}\left(t_{2}(v), v\right)>\hat{J}_{\lambda, \epsilon}\left(\tilde{t}_{2}(v), v\right) \geqslant H_{\lambda}\left(\tilde{t}_{2}(v), v\right)
$$

where

$$
H_{\lambda}(t, v):=\frac{t^{p}}{p}-\lambda \frac{t^{\alpha}}{\alpha} A(v)-\frac{t^{\beta}}{\beta} B(v) .
$$

But by (3.6),

$$
H_{\lambda}\left(\tilde{t}_{2}(v), v\right)=\max _{t>0} H_{\lambda}(t, v)>0,
$$

yielding that $\hat{J}_{\lambda, \epsilon}\left(t_{2}(v), v\right)>0$.
Finally, take $w=v^{*}$. The minimum point for the left hand side of (3.7) is bounded from below by a positive constant as $\epsilon^{*} \downarrow 0$ while the first zero of $t \mapsto J_{\lambda, \epsilon}(t w)$ is $o(1)$ as $\lambda \downarrow 0$. This and (3.7) mean that we can decrease $\lambda^{*}$, if necessary, so that the third critical value of $t \mapsto J_{\lambda, \epsilon}(t w)$ is negative or, equivalently, $J_{\lambda, \epsilon}\left(t_{3}(w) w\right)<0$.

### 3.3 First critical point

Let $\lambda^{*}>0$ be as in part (b) of Lemma 3.2.2. In view of inequality (3.5), equation (3.4) has the minimal solution $t=t_{1}(v)$ for any $v \in B_{1} \backslash\{0\}$. Moreover,

$$
\begin{equation*}
\left.\frac{\partial}{\partial t}\right|_{t=t_{1}(v)} \Phi_{\lambda, \epsilon}(t, v)>0 \tag{3.10}
\end{equation*}
$$

Therefore, by the Implicit Function Theorem, $t_{1}$ is continuously differentiable on $B_{1} \backslash$ $\{0\}$.

Define the functional $I_{1}: B_{1} \backslash\{0\} \rightarrow \mathbf{R}$ by

$$
I_{1}(v):=\hat{J}_{\lambda, \epsilon}\left(t_{1}(v), v\right)<0
$$

Theorem 3.3.1. For any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$, there is a nonnegative $v_{*} \in S_{1}$ such that $u_{*}=t_{1}\left(v_{*}\right) v_{*}$ is a critical point of $J_{\lambda, \epsilon}$ with $J_{\lambda, \epsilon}\left(u_{*}\right)<0$.

Proof. Consider the problem

$$
\begin{equation*}
c_{1}:=\inf _{v \in B_{1} \backslash\{0\}} I_{1}(v) . \tag{3.11}
\end{equation*}
$$

Let ( $v_{n}$ ) be its minimizing sequence, which we may assume to be nonnegative. According to Lemma 3.2.1, $t_{1, n}:=t_{1}\left(v_{n}\right)$ is a bounded sequence. Therefore, without loss of generality we can assume that

$$
\begin{aligned}
& v_{n} \rightharpoonup v_{*} \quad \text { weakly in } W^{1, p}(\Omega), \\
& t_{1, n} \rightarrow t_{*}
\end{aligned}
$$

for some nonnegative $v_{*} \in B_{1}$ and $0 \leqslant t_{*}<\infty$.
Since $c_{1}<0$, we must have $0<t_{*}<\infty$. In particular, equation (3.4) implies that $v_{*} \not \equiv 0$. Since $C$ is weakly lower semicontinuous on $W_{0}^{1, p}(\Omega)$, the infimum in (3.11) is attained at $v_{*}$.

Entertaining Theorem 2.2.1, we conclude that $v_{*} \in S_{1}$ and that $u_{*}=t_{1}\left(v_{*}\right) v_{*}$ is a critical point of $J_{\lambda, \epsilon}$. Since $v_{*} \in S_{1}, J_{\lambda, \epsilon}\left(u_{*}\right)=I_{1}\left(v_{*}\right)<0$.

### 3.4 Second critical point

Consider the continuously differentiable functional $\bar{J}_{\lambda, \epsilon}: W_{0}^{1, p}(\Omega) \rightarrow \mathbf{R}$ defined by

$$
\bar{J}_{\lambda, \epsilon}(v):=\frac{1}{p} \int_{\Omega}|\nabla v|^{p}+R_{\lambda, \epsilon}\left(v^{+}\right)
$$

where $v^{+}:=\max (v, 0)$.
In $L^{r}(\Omega), r>1$, and $W^{1, p}(\Omega)$, a weakly and a.e. convergent subsequence does not, in general, contain a strongly convergent subsequence. The two lemmas below, which will be used in proving part (a) of Lemma 3.4.3, demonstrate which additional conditions must be met in order to be able to extract such a subsequence.

Lemma 3.4.1 (Brezis-Lieb, [19]). Let $(X, \Sigma, \mu)$ be a measure space and $\left(f_{n}\right)$ be a bounded sequence in $L^{r}(X, \mu), 1<r<\infty$, such that $f_{n} \rightarrow f$ a.e. Then

$$
\left\|f_{n}-f\right\|_{L^{r}}^{r}=\left\|f_{n}\right\|_{L^{r}}^{r}-\|f\|_{L^{r}}^{r}+o(1), \quad \text { as } n \rightarrow \infty .
$$

Lemma 3.4.2 ([29]). Let $p>1$ and let $\Omega \subset \mathbf{R}^{N}$ be an open bounded set. Let $T(s)=$ $s \cdot \chi_{[-1,1]}(s)+\frac{s}{|s|} \cdot \chi_{[-1,1]^{c}}(s)$. If $\left(u_{n}\right) \subset W^{1, p}(\Omega)$ is such that $u_{n} \rightharpoonup u$ weakly in $W^{1, p}(\Omega)$ and

$$
\int_{\Omega}\left(\left|\nabla u_{n}\right|^{p-2} \nabla u_{n}-|\nabla u|^{p-2} \nabla u\right) \cdot \nabla T\left(u_{n}-u\right)=o(1), \quad \text { as } n \rightarrow \infty,
$$

then
(a) $\nabla u_{n_{k}} \rightarrow \nabla u$ a.e. for some subsequence $\left(n_{k}\right)$.
(b) $\left\|\nabla\left(u_{n}-u\right)\right\|_{L^{p}}^{p}=\left\|\nabla u_{n}\right\|_{L^{p}}^{p}-\|\nabla u\|_{L^{p}}^{p}+o(1)$, as $n \rightarrow \infty$.

Lemma 3.4.3. The following statements are true.
(a) $\bar{J}_{\lambda, \epsilon}$ satisfies the Palais-Smale condition for any $\lambda>0$ and $\epsilon>0$.
(b) There exists an $\rho>0$ such that for any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$,

$$
\max \left(\inf _{B_{\rho}} \bar{J}_{\lambda, \epsilon} \inf _{W_{0}^{1, p} \backslash B_{\rho}} \bar{J}_{\lambda, \epsilon}\right)<0<\inf _{S_{\rho}} \bar{J}_{\lambda, \epsilon} .
$$

Proof. (a): Fix any $c \in \mathbf{R}$ and a (PS) $c_{c}$-sequence $\left(u_{n}\right)$ for $\bar{J}_{\lambda, \epsilon}$ :

$$
\begin{align*}
& \bar{J}_{\lambda, \epsilon}\left(u_{n}\right) \rightarrow c,  \tag{3.12}\\
& D \bar{J}_{\lambda, \epsilon}\left(u_{n}\right) \rightarrow 0 \quad \text { in } W^{-1, p^{\prime}}(\Omega) . \tag{3.13}
\end{align*}
$$

Since the functional $\bar{J}_{\lambda, \epsilon}$ is coercive, the sequence $\left(u_{n}\right)$ is bounded. Therefore, we can assume that

$$
\begin{array}{ll}
u_{n} \rightharpoonup u & \text { weakly in } W_{0}^{1, p}(\Omega), \\
u_{n} \rightarrow u & \text { in } L^{r}(\Omega), \quad 1 \leqslant r<p^{*}, \\
u_{n} \rightarrow u & \text { a.e. in } \Omega .
\end{array}
$$

In view of (3.13) and Lemma 3.4.2, we deduce that, up to a subsequence,

$$
\nabla u_{n} \rightarrow \nabla u \quad \text { a.e. in } \Omega
$$

and $D J_{\lambda, \epsilon}(u) u=0$. Making use of the Brezis-Lieb Lemma 3.4.1, we can also assume that

$$
\begin{aligned}
\left\|u_{n}-u\right\|_{W_{0}^{1, p}}^{p} & =\left\|u_{n}\right\|_{W_{0}^{1, p}}^{p}-\|u\|_{W_{0}^{1, p}}^{p}+o(1), \\
C\left(u_{n}-u\right) & =C\left(u_{n}\right)-C(u)+o(1) .
\end{aligned}
$$

Hence,

$$
\left\|u_{n}-u\right\|_{W_{0}^{1, p}}^{p}+\epsilon C\left(u_{n}-u\right)=D J_{\lambda, \epsilon}\left(u_{n}\right) u_{n}-D J_{\lambda, \epsilon}(u) u+o(1)=o(1),
$$

yielding that $u_{n} \rightarrow u$ strongly in $W_{0}^{1, p}(\Omega)$.
(b): Denote by $\rho>0$ the value of $t$ where the left hand side of (3.6) attains its maximum. It is clear that

$$
\inf _{B_{\rho}} \bar{J}_{\lambda, \epsilon}<0<\inf _{S_{\rho}} \bar{J}_{\lambda, \epsilon} .
$$

Since the value of $t$ where the left hand side of (3.7) attains its minimum is $>\rho$, we also deduce that

$$
\inf _{W_{0}^{1, p}(\Omega) \backslash B_{\rho}} \bar{J}_{\lambda, \epsilon}<0 .
$$

Theorem 3.4.1. For any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$, the functional $J_{\lambda, \epsilon}$ has a critical point $u_{*} \geqslant 0$ with $J_{\lambda, \epsilon}\left(u_{*}\right)>0$.

Proof. According to statement (b) of Lemma 3.4.3, there is an $\rho>0$ and an $w \in$ $W_{0}^{1, p}(\Omega) \backslash B_{\rho}$ such that

$$
\max \left(\bar{J}_{\lambda, \epsilon}(0), \bar{J}_{\lambda, \epsilon}(w)\right)=0<\inf _{S_{\rho}} \bar{J}_{\lambda, \epsilon} .
$$

Since, by statement (a) of the same Lemma, $\bar{J}_{\lambda, \epsilon}$ satisfies the Palais-Smale condition, we conclude from the Mountain Pass Theorem 2.2.2 that $\bar{J}_{\lambda, \epsilon}$ has a critical point $u_{*}$ such that

$$
\bar{J}_{\lambda, \epsilon}\left(u_{*}\right)=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} \bar{J}_{\lambda, \epsilon}(\gamma(t))>0
$$

where

$$
\Gamma:=\left\{\gamma \in C\left([0,1], W_{0}^{1, p}(\Omega)\right) \mid \gamma(0)=0 \text { and } \gamma(1)=w\right\} .
$$

To finish the proof, it suffices to show that $u_{*} \geqslant 0$ because then $u_{*}$ will be a critical point of the original functional $J_{\lambda, \epsilon}$. Since

$$
0=D \bar{J}_{\lambda, \epsilon}\left(u_{*}\right) u_{*}^{-}=\int_{\Omega}\left|\nabla u_{*}\right|^{p-2} \nabla u_{*} \cdot \nabla u_{*}^{-}=\int_{\Omega}\left|\nabla u_{*}^{-}\right|^{p}
$$

and $u_{*} \in W_{0}^{1, p}(\Omega)$, we must have $u_{*}^{-}=0$ or, equivalently, that $u_{*} \geqslant 0$.

### 3.5 Third critical point

Define the functional $I_{3}: \mathscr{U}_{\lambda, \epsilon} \rightarrow \mathbf{R}$ by

$$
I_{3}(v):=\hat{J}_{\lambda, \epsilon}\left(t_{3}(v), v\right)=\min _{t>t_{2}(v)} \hat{J}_{\lambda, \epsilon}(t, v) .
$$

Since

$$
\left.\frac{\partial}{\partial t}\right|_{t=t_{3}(v)} \Phi_{\lambda, \epsilon}(t, v)>0, \quad v \in \mathscr{U}_{\lambda, \epsilon},
$$

the Implicit Function Theorem implies that $t_{3}$ is continuously differentiable in $W_{0}^{1, p}(\Omega)$.
Theorem 3.5.1. For any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$, there is a nonnegative $v_{*} \in$ $S_{1} \cap \mathscr{U}_{\lambda, \epsilon}$ such that $u_{*}=t_{3}\left(v_{*}\right) v_{*}$ is a critical point of $J_{\lambda, \epsilon}$ with $J_{\lambda, \epsilon}\left(u_{*}\right)<0$.

Proof. By statement (c) of Lemma 3.2.2,

$$
\begin{equation*}
c_{3}:=\inf _{v \in \mathscr{U}_{\lambda, \in} \cap B_{1}} I_{3}(v)<0 . \tag{3.14}
\end{equation*}
$$

Let $\left(v_{n}\right)$ be a minimizing sequence for problem (3.14) which we may assume to be nonnegative. Let $t_{3, n}:=t_{3}\left(v_{n}\right)$. Then we can assume that

$$
\begin{align*}
& v_{n} \rightharpoonup v_{*} \quad \text { weakly in } W_{0}^{1, p}(\Omega),  \tag{3.15}\\
& t_{3, n} \rightarrow t_{3} \tag{3.16}
\end{align*}
$$

for some nonnegative $v_{*} \in B_{1}$ and $0 \leqslant t_{3} \leqslant \infty$.
Since $J_{\lambda, \epsilon}$ is coercive and $I_{3}\left(v_{n}\right) \geqslant J_{\lambda, \epsilon}\left(t_{3, n} v_{n}\right)$, we must have $t_{3}<\infty$. Entertaining (3.14), we also obtain that $0<t_{3}$. In other words, $0<t_{3}<\infty$. Taking into account equation (3.4), we infer that $v_{*} \not \equiv 0$.

Let us show that $v_{*} \in \mathscr{U}_{\lambda, \epsilon}$. Let $t_{2, n}:=t_{2}\left(v_{n}\right)$. Without loss of generality, we may assume that

$$
t_{2, n} \rightarrow t_{2}
$$

for some $0 \leqslant t_{2} \leqslant t_{3}$. Since $v_{*} \not \equiv 0$, we deduce from (3.4) that $t_{2} \neq 0$ and hence

$$
0<t_{2} \leqslant t_{3} .
$$

By the weak lower semicontinuity of $C$ on $W_{0}^{1, p}(\Omega)$, we must have

$$
\begin{equation*}
\hat{J}_{\lambda, \epsilon}\left(t_{3}, v_{*}\right) \leqslant c_{3}(\lambda)<0 \tag{3.17}
\end{equation*}
$$

By statement (c) of Lemma 3.2.2,

$$
0<\hat{J}_{\lambda, \epsilon}\left(t_{2, n}, v_{n}\right), \quad n \geqslant 1 .
$$

Without loss of generality, we can assume that the sequence $\left(C\left(v_{n}\right)\right)$ is convergent.
If $C\left(v_{*}\right)=\lim _{n \rightarrow \infty} C\left(v_{n}\right)$, then

$$
\begin{equation*}
0 \leqslant \hat{J}_{\lambda, \epsilon}\left(t_{2}, v_{*}\right) . \tag{3.18}
\end{equation*}
$$

So, we deduce from (3.17) that

$$
0<t_{2}<t_{3} .
$$

Since $\alpha$ is the smallest exponent, we deduce from (3.18) that there exists an $t_{1} \in\left(0, t_{2}\right)$ such that

$$
\begin{equation*}
\hat{J}_{\lambda, \epsilon}\left(t_{1}, v_{*}\right)=\min _{0<s<t_{2}} \hat{J}_{\lambda, \epsilon}\left(s, v_{*}\right)<0 \tag{3.19}
\end{equation*}
$$

Taking into account that $\lim _{t \rightarrow \infty} \hat{J}_{\lambda, \epsilon}\left(t, v_{*}\right)=\infty$ and entertaining (3.17)-(3.19), we conclude that equation (3.4) for $v=v_{*}$ has three solutions, yielding that $v_{*} \in \mathscr{U}_{\lambda, \epsilon}$.

Now suppose that $C\left(v_{*}\right)<\lim _{n \rightarrow \infty} C\left(v_{n}\right)$. Then

$$
\begin{aligned}
\Phi_{\lambda, \epsilon}\left(t_{2}, v_{*}\right) & <\lim _{n \rightarrow \infty} \Phi_{\lambda, \epsilon}\left(t_{2, n}, v_{n}\right)=0, \\
\frac{\partial}{\partial t} \Phi_{\lambda, \epsilon}\left(t_{2}, v_{*}\right) & <\lim _{n \rightarrow \infty} \frac{\partial}{\partial t} \Phi_{\lambda, \epsilon}\left(t_{2, n}, v_{n}\right)
\end{aligned}
$$

By (3.5), there is a point $s>0$ such that $\Phi_{\lambda, \epsilon}\left(s, v_{*}\right)>0$ and $\frac{\partial}{\partial t} \Phi_{\lambda, \epsilon}\left(\cdot, v_{*}\right)>0$ on $(0, s)$. Consequently, $0<s<t_{2}$ and $\Phi_{\lambda, \epsilon}\left(s, v_{*}\right)>0>\Phi_{\lambda, \epsilon}\left(t_{2}, v_{*}\right)$, implying that $v_{*} \in \mathscr{U}_{\lambda, \epsilon}$.

So, we deduce that the infimum in (3.14) is attained at $v_{*}$. Applying Theorem 2.2.1, we conclude that $v_{*} \in S_{1}$ and that $u_{*}=t_{3}\left(v_{*}\right) v_{*}$ is a critical point of $J_{\lambda, \epsilon}$. Since $v_{*} \in S_{1}$, $J_{\lambda, \epsilon}\left(u_{*}\right)=I_{3}\left(v_{*}\right)<0$.

### 3.6 Proof of the main result

In this section, we prove the main result of this chapter, Theorem 3.1.1. We will also need the following regularity result.

Theorem 3.6.1 ([47]). Let $\Omega \subset \mathbf{R}^{N}$ be a bounded domain with $C^{2}$ boundary and let $u \in W_{0}^{1, p}(\Omega)$ be a weak solution of the problem

$$
\left\{\begin{aligned}
-\Delta_{p} u & =f(\cdot, u) & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega .
\end{aligned}\right.
$$

where $f: \Omega \times \mathbf{R}$ is a Carathéodory function that satisfies the inequality

$$
|f(x, u)| \leqslant c\left(1+|u|^{m-1}\right) \quad \text { for a.e. } x \in \Omega \text { and all } u \in \mathbf{R},
$$

where $m=p^{*}$ if $p<N$ and $m>1$ if $p \geqslant N$. Then $u \in C^{1, \mu}(\bar{\Omega})$ for some $\mu \in(0,1)$.

We now move on to proving the main result.

Proof of Theorem 3.1.1. Let $\lambda^{*}, \epsilon^{*}$ be as in Lemma 3.2 .2 and fix any $\lambda \in\left(0, \lambda^{*}\right)$ and $\epsilon \in\left(0, \epsilon^{*}\right)$.

Let $u_{1}, u_{2}, u_{3}$ be functions $u_{*}$ in Theorem 3.3.1, Theorem 3.4.1, and Theorem 3.5.1, respectively. Since they are critical points of the energy functional, they are weak solutions of problem (3.1). Since $J_{\lambda, \epsilon}\left(u_{i}\right)<0<J_{\lambda, \epsilon}\left(u_{2}\right)$ for $i=1,3, u_{2} \neq u_{1}$ and $u_{2} \neq u_{3}$. Let us show that $u_{1} \neq u_{3}$. If this was not the case, we would have $v_{1}=v_{3}$ and $t_{1}\left(v_{1}\right)=t_{3}\left(v_{3}\right)$. But then that would imply $t_{1}\left(v_{3}\right)=t_{1}\left(v_{1}\right)=t_{3}\left(v_{3}\right)$, contradicting the definition of $\mathscr{U}_{\lambda, \epsilon}$.

Applying Theorem 3.6.1, we infer that $u_{1}, u_{2}, u_{3} \in C^{1, \mu}(\bar{\Omega})$ for some $\mu \in(0,1)$, which completes our proof.

## Chapter 4

## Optimal trading with limit and market orders

### 4.1 Introduction

In this chapter, we consider the problem of maximizing trader's utility function through a systematic trading with limit and market orders. It is assumed that all the trading happens in a single trading venue so that only one limit order book (LOB) is responsible for price formation.

The trading happens over a finite time interval $[0, T]$ where the trader makes decisions to either submit a limit order to the LOB or trade with a market order. A LOB can be thought of as a price ladder with limit orders attached to each price level. Prices with buy interest are called bids and prices with sell interest are called asks with the highest bid (resp., ask) called the best bid (resp., best ask). The quote midpoint, which is the average of the best bid and the best ask, moves according to changes in the supply (asks) and demand (bids) dynamics. In most financial markets, limit orders are filled with respect to price-time priority. In such a market, if the trader submits a buy limit order of size $L$ at the bid price $p$ with the cumulative interest of $Q$ units on it, his limit order will be added to the end of the limit order queue at price $p$ and the new quantity at that level becomes $Q+L$. The trader will receive an execution of quantity $0<L^{\prime} \leqslant L$ if and only if (a) $Q$ units that are in front of the queue are depleted (as a result of cancellations and/or matching with incoming sell market orders) and (b) the $L^{\prime}$ units are matched with incoming sell limit orders. One could also submit the so called hidden limit orders but we do not consider them in this chapter. Submitting and canceling limit orders are free of charge. The benefit of using a limit order is that such an order is executed at a price no worse that the one specified when submitting the order. However, a limit order will be filled only if the scenario described above
is realized, so that there is no guarantee of execution, and even if filled, the executed quantity can be smaller than the submitted quantity. A market order is, to the contrary, guaranteed execution but the price of execution will always be at least 1 tick worse than the best bid for a buy market order and the best ask for a sell market order. Despite its disadvantages, market orders can be useful if the trader has an urgency to liquidate his inventory (signed number of security units in portfolio).

High-frequency trading (HFT) and market microstructure have been subjects of active research recently. Early work on optimal posting of limit orders by a dealer is [42]. More recently, optimal trading with limit orders for a single dealer has been studied by Avellaneda and Stoikov in [9] by means of stochastic control theory. Under a Brownian motion assumption on the quote midpoint process, they provided a closedform approximate solution in a stylized market model where the controls are continuous. Paper [37] derives an explicit formula for the optimal trading strategy in the Avellaneda and Stoikov model. Some generalizations of that model can be found in works [21, 20, 22]. Paper [22] models market order arrivals as a self-exciting point process, which is in line with empirical observations [11]. For studies of optimal execution, we refer to $[2,35,39,15,14,38,43]$.

In real markets, the quote midpoint is a pure jump process. Problems where the quote midpoint was modeled as a point process have been studied in [41, 33, 40]. Papers [41] and [40] study the optimal trading strategy for a single market maker who is allowed to use both limit and market orders. The clustering of market order flow was not modeled in these papers. Paper [33] models market order flow as a Cox process with intensity depending on the time elapsed since the last quote midpoint jump. This allowed to model the aforementioned clustering. The market maker in [33] was only allowed to use limit orders. In this chapter, we generalize [33] and study the optimal trading strategy when both limit and market orders are allowed. One can argue that high-frequency trading firms that utilize aggressive trading earn substantially higher profits than purely passive high-frequency trading firms [13]. The availability of market orders gives the trader more tools for inventory management. The resulting impulse control problem and the associated quasi-variational Hamilton-Jacobi-Bellman
inequality are studied in Sections 4.4 and 4.5.
This chapter is organized as follows. Section 4.2 discusses underlying assumptions on market variables to be used in our trading model. Section 4.3 formalizes the trading problem at hand and states the main theorem of the chapter. Section 4.4 gives a numerical scheme for solving the trading problem. Finally, Section 4.5 proves the main theorem, and Section 4.6 lists estimation procedures for different market variables found in this chapter.

### 4.2 Models for market observables

In this section, we specify models for observable market variables that will be used in making optimal trading decision in Section 4.3. We restrict ourselves with time horizon $[0, T]$ where time 0 is market open and $T$ is a terminal time within the day, say, the time of market close. Statistical estimation procedures for models introduced in this section are delegated to Section 4.6.

The model for the quote midpoint. We suppose that the bid-ask spread is constant and is equal to 1 tick. Then the quote midpoint process, $\left(P_{t}\right)_{t \geqslant 0}$, is a jump process with jumps of $\pm 1$ tick. More precisely, let $\left(T_{n}, J_{n}\right)$ be the marked point process consisting of midpoint jump times, $T_{n}$, and corresponding jump directions, $J_{n} \in\{-1,1\}$. Then

$$
P_{t}=P_{0}+\sum_{n=1}^{N_{t}} J_{n}
$$

where $P_{0}$ is the midpoint value at market open and $N_{t}$ is the number of midpoint jumps up to time $t$.

As in [33], we model the interdependence of jump directions by

$$
J_{n}=J_{n-1} \zeta_{n}
$$

where $\left(\zeta_{n}\right)$ is an i.i.d. sequence of $\{-1,1\}$-valued Bernoulli random variables independent of $\left(J_{n}\right)$ with

$$
\mathrm{P}\left[\zeta_{n}=1\right]=\frac{1+\alpha}{2}, \quad-1 \leqslant \alpha<1
$$

It is straightforward that

$$
\alpha=\mathrm{E}\left[J_{n} J_{n-1}\right]
$$

The Markov chain $\left(J_{n}\right)$ is clearly irreducible with the stationary distribution $\pi=$ $(1 / 2,1 / 2)$. We have

$$
\alpha=\operatorname{Corr}_{\pi}\left[J_{n}, J_{n-1}\right]
$$

leading to the following interpretation of $\alpha$ with respect to distribution $\pi$ : If $\alpha=0$, then midpoint jumps are independent, while $\alpha<0$ (resp., $\alpha>0$ ) corresponds to mean-reversion (resp., momentum) of midpoint jumps.

Next, we assume that for the jump inter-arrival times $\Delta_{n}:=T_{n}-T_{n-1}$, the conditional distributions

$$
F_{ \pm}(s)=\mathrm{P}\left[\Delta_{n} \leqslant s \mid J_{n} J_{n-1}= \pm 1\right]
$$

are independent of $n$. Then $N$ is a renewal process with inter-arrival time distribution

$$
F=\frac{1+\alpha}{2} F_{+}+\frac{1-\alpha}{2} F_{-} .
$$

Figures 4.1a and 4.1b show distribution functions $F_{ \pm}$estimated for CME's ESU3 future contract on July 15, 2013. One can observe that $F_{-}$decays faster than $F_{+}$. This can be explained by the fact that in order for the midpoint to, say, jump up twice, two contiguous ask levels must be executed. The gamma distribution serves as a good proxy for $F_{ \pm}$as demonstrated by Figures 4.2 a and 4.2 b. We denote by $f_{ \pm}$and $f$ respectively the conditional and unconditional densities of the jump inter-arrival time.

Now consider the following two processes:

$$
I_{t}:=J_{N_{t}} \quad \text { and } \quad S_{t}:=t-\sup \left\{T_{n} \mid T_{n} \leqslant t\right\}
$$

i.e., the last midpoint jump direction and the time elapsed since the last midpoint jump. Then $S_{t},\left(S_{t}, I_{t}\right)$, and $\left(P_{t}, S_{t}, I_{t}\right)$ are all Markov processes with the later having infinitesimal generator

$$
(\mathscr{L} \varphi)(p, s, i)=\frac{\partial \varphi}{\partial s}+j^{+}(s)(\varphi(p+i, 0, i)-\varphi(p, s, i))+j^{-}(s)(\varphi(p-i, 0,-i)-\varphi(p, s, i))
$$

where

$$
j^{ \pm}(s):=\lim _{h \downarrow 0} \frac{\mathrm{P}\left[N_{t+h}-N_{t}=1, I_{t+h} I_{t}= \pm 1 \mid S_{t}=s, I_{t}=i\right]}{h}=\frac{1 \pm \alpha}{2} \frac{f_{ \pm}(s)}{1-F(s)}
$$

are midpoint jump intensities in the same and the opposite direction, respectively. Clearly,

$$
j:=j^{+}+j^{-}
$$

is the intensity of the renewal process $N$. We will assume that $j^{ \pm} \in C_{b}\left(\mathbf{R}_{+}\right)$.
Observe that the midpoint $P_{t}$ can become negative, which does not happen with equities, for example. But since we are only interested in a short time horizon, the model above should serve as a good enough approximation.

The model for market order flow. We model the flow of market orders as a marked point process $\left(\theta_{n}, Z_{n}\right)$ where $\theta_{n}$ and $Z_{n} \in\{-1,1\}$ are respectively timestamps of market order arrivals and their 'directions' $\left(Z_{n}= \pm 1\right.$ means that the $n^{t h}$ market order was executed at the best ask/best bid). Let $M=\left(M_{t}\right)_{t \geqslant 0}$ be the counting process for market orders arrived up to time $t$. We assume that $M$ is a Cox process with intensity $t \mapsto \lambda\left(S_{t}\right)$ depending on the time, $S_{t}$, elapsed since the last quote midpoint jump. Because of trading activity clustering [16, 34], we want $\lambda=\lambda(s)$ to be decreasing. The market order flow is highly correlated with midpoint jumps, and so $\lambda=\lambda(s)$ and $j=j(s)$ should have similar shapes. When modeling $F_{ \pm}$through the gamma distribution, $j$ decays exponentially, as seen in (4.19). Therefore, we will assume that

$$
\begin{equation*}
\lambda(s)=\lambda_{0}+A e^{-k s}, \quad A \geqslant 0 \tag{4.1}
\end{equation*}
$$

which is parsimonious and captures the exponential decay. Figure 4.3 shows the plot of $\lambda$ estimated for CME's ESU3 future contract on July 15, 2013.

To evaluate market order flow intensities on the strong and weak sides of the LOB ${ }^{1}$, let us model the interdependence of midpoint jump and trade directions through

$$
Z_{n}=I_{\theta_{n}-} \kappa_{n}
$$

where $\left(\kappa_{n}\right)$ is an i.i.d. sequence of $\{-1,1\}$-valued Bernoulli random variables that are independent of all other processes. Let

$$
\mathrm{P}\left[\kappa_{n}=1\right]=\frac{1+\rho}{2}, \quad|\rho| \leqslant 1
$$

[^1]then we define the market order arrival intensities on the strong and the weak sides of the LOB by
$$
\lambda^{ \pm}(s)=\frac{1 \pm \rho}{2} \lambda(s)
$$

It is readily seen that

$$
\rho=\mathrm{E}\left[Z_{n} I_{\theta_{n}-}\right]=\operatorname{Corr}_{\pi}\left[Z_{n}, I_{\theta_{n}-}\right],
$$

similarly to the case with $\alpha$. Hence, with respect to the stationary distribution $\pi$, the sign of $\rho$ can tell us whether market orders are more likely to be initiated in the direction of the most recent midpoint jump or in the direction opposite to the most recent midpoint jump. The former corresponds to $\rho>0$ while the later corresponds to $\rho<0$. If $\rho=0$, then trades happen independently of the midpoint jump directions.

Limit order fill rates. We suppose that the trader submits limit orders of constant size of $L$ units and gets filled on the strong (resp., weak) side of the LOB with a size distributed according to the probability law $\vartheta^{ \pm}=\vartheta_{L}^{ \pm}$.

### 4.3 The trading problem

In the trading model we are about to describe, the trader continuously submits and cancels his buy and sell limit orders at the BBO (best bid and offer) as well as submits market orders at discrete times. More precisely, his limit order submission is modeled through the control

$$
\ell_{t}^{ \pm} \in\{0,1\}
$$

where $\ell_{t}^{ \pm}=1$ if and only if he has a limit order on the strong (resp., weak) side of the LOB at time $t$, while his market order submission activity is modeled through the sequence

$$
\left(\tau_{n}, \xi_{n}\right)
$$

where $\tau_{n}$ is the $n^{\text {th }}$ time when the trader submitted a market order and $\xi_{n}$ is the corresponding signed trading quantity ( $\xi_{n}>0$ means buying $\left|\xi_{n}\right|$ units while $\xi_{n}<0$ means selling $\left|\xi_{n}\right|$ units).

At time $t$, the trader will have accumulated inventory $q_{t}$ and cash $X_{t}$ satisfying the equations:

$$
\begin{aligned}
d q_{t} & =-\ell_{t-}^{+} I_{t-}\left(z^{+} d M_{t}^{+}+L d N_{t}^{+}\right)+\ell_{t-}^{-} I_{t-}\left(z^{-} d M_{t}^{-}+L d N_{t}^{-}\right) \\
d X_{t} & =\ell_{t-}^{+}\left(I_{t-} P_{t-}+\frac{1}{2}\right)\left(z^{+} d M_{t}^{+}+L d N_{t}^{+}\right)+\ell_{t-}^{-}\left(-I_{t-} P_{t-}+\frac{1}{2}\right)\left(z^{-} d M_{t}^{-}+L d N_{t}^{-}\right)
\end{aligned}
$$

for $\tau_{n} \leqslant t<\tau_{n+1}$ and, right after submitting a market order,

$$
\Delta q_{\tau_{n}}=\xi_{n}, \quad \Delta X_{\tau_{n}}=-\xi_{n} P_{\tau_{n}-}-\left(\frac{1}{2}+\epsilon\right)\left|\xi_{n}\right|-\epsilon_{0}
$$

where $\epsilon, \epsilon_{0}>0$ are respectively a per-share and a fixed trading fees. We have also assumed, for the sake of simplicity, that there are no rebates. Here $z^{ \pm}$are independent $\mathbf{Z}_{+}$-valued random variables with probability distributions $\vartheta^{ \pm}$introduced in the previous section.

Since the trader both provides and takes liquidity, his trading strategy is characterized by the impulse control

$$
\beta=\left(\beta^{\text {make }}, \beta^{\text {take }}\right), \quad \beta^{\text {make }}=\left(\ell_{t}^{+}, \ell_{t}^{-}\right)_{t \geqslant 0}, \quad \beta^{\text {take }}=\left(\tau_{n}, \xi_{n}\right)_{n \in \mathbf{N}}
$$

In order to mitigate inventory risk, the trader sets a maximum inventory, $Q \in \mathbf{N}$, he is willing to hold. This introduces the constraint $q_{t} \in \mathscr{Q}$ where $\mathscr{Q}:=\{-Q, \ldots, Q\}$.

Overall, the goal is to solve the following mean-variance optimization problem:

$$
\operatorname{maximize} \mathrm{E}\left[X_{T}-\gamma \int_{0}^{T} q_{r-}^{2} d[P]_{r}\right] \text { over all strategies } \beta \in \mathscr{A} \text { with } q_{T}=0
$$

where $\gamma \geqslant 0$ and $\mathscr{A}$ is the set of all admissible controls $\beta=\left(\beta^{\text {make }}, \beta^{\text {take }}\right)$ such that

$$
q_{t} \in \mathscr{Q}, \quad\left|\xi_{n}\right| \leqslant\left|q_{\tau_{n}-}\right|, \quad n \geqslant 0
$$

This last constraint on market order size means that the trader will not submit market orders larger than the current inventory. Parameter $\gamma$ measures the degree to which the trader is unwilling to approach the threshold inventory. If $\gamma=0$, then he does not care about the inventory as long as it does not exceed the threshold $Q$, while $\gamma>0$ forces him to trade less on the inventory side and more on the opposite side.

It will be convenient to remove the constraint $q_{T}=0$ by introducing the liquidation function

$$
U(p, x, q):=x+q p-\left(\frac{1}{2}+\epsilon\right)|q|-\epsilon_{0} .
$$

This transforms our optimization problem to

$$
\operatorname{maximize} \mathrm{E}\left[U\left(P_{T}, X_{T}, q_{T}\right)-\gamma \int_{t}^{T} q_{r}^{2} j(r) d r\right] \text { over all strategies } \beta \in \mathscr{A},
$$

where we have also used that $[P]_{r}=\sum_{k=1}^{N_{r}} J_{k}^{2}=N_{r}$. The corresponding value function is therefore

$$
\begin{equation*}
u(t, p, x, s, i, q)=\max _{\beta \in \mathscr{A}} \mathrm{E}_{t, p, x, q, s, i}\left[U\left(P_{T}, X_{T}, q_{T}\right)-\gamma \int_{t}^{T} q_{r}^{2} j(r) d r\right], \quad \gamma \geqslant 0 \tag{4.2}
\end{equation*}
$$

for $(t, p, x, s, i, q) \in[0, T] \times G$ where $G:=\mathbf{R}^{2} \times \mathbf{R}_{+} \times\{-1,1\} \times \mathscr{Q}$ is the state space.
Below is the main result of this section.
Theorem 4.3.1. The value function $u$ is of the form

$$
\begin{equation*}
u(t, p, x, s, i, q)=U(p, x, q)+v(t, s, i q) \tag{4.3}
\end{equation*}
$$

where $v \in C_{b}\left([0, T] \times \mathbf{R}_{+} \times \mathscr{Q}\right), v \geqslant 0$, is the unique bounded viscosity solution of the problem

$$
\left\{\begin{align*}
\min \left(-v_{t}-v_{s}+\Lambda(s) v-\left(\mathscr{L}^{+}+\mathscr{L}^{-}\right) v\right. &  \tag{4.4}\\
\left.-\left(j^{+}(s)-j^{-}(s)\right) q+\gamma j(s) q^{2}, v-\mathscr{B} v\right)=0 & \text { on }[0, T) \times \mathbf{R}_{+} \times \mathscr{Q}, \\
v(T, \cdot)=0 & \text { on } \mathbf{R}_{+} \times \mathscr{Q}
\end{align*}\right.
$$

Here $\Lambda:=\lambda+j$ is the combined intensity of the midpoint jumps and trade arrivals,

$$
\begin{aligned}
\left(\mathscr{L}^{ \pm} v\right)(t, s, q):= & \sup _{\substack{\ell \in\{0,1\} \\
q \mp \ell L \in \mathscr{Q}}}\left[\lambda ^ { \pm } ( s ) \left(\int_{0}^{\infty} v(t, s, q \mp \ell z) \vartheta^{ \pm}(d z)\right.\right. \\
& \left.+\int_{0}^{\infty}\left[\frac{1}{2} \ell z-\left(\frac{1}{2}+\epsilon\right)(|q \mp \ell z|-|q|)\right] \vartheta^{ \pm}(d z)\right) \\
& \left.+j^{ \pm}(s)\left(v(t, 0, \pm q-\ell L)-\frac{L}{2} \ell-\left(\frac{1}{2}+\epsilon\right)(|q \mp \ell L|-|q|)\right)\right]
\end{aligned}
$$

and

$$
(\mathscr{B} v)(t, s, q):=\sup _{\substack{|\eta| \leqslant|q| \\ q+\eta \in \mathscr{Q}}}\left[v(t, s, q+\eta)-\left(\frac{1}{2}+\epsilon\right)(|q+\eta|+|\eta|-|q|)-\epsilon_{0}\right] .
$$

The proof of this theorem can be found in Section 4.5.
Equation (4.3) shows that the value function consists of two components: the P\&L value that the trader would lock in if he decided to unwind the inventory with a market order and a nonnegative correction term that is determined by the remaining trading time, the time elapsed since the last midpoint jump, and the "signed inventory" iq. In particular, it is important to know both the absolute inventory value and whether the inventory is on the strong or the weak side of the LOB. The trader would opt to trade with a market order when $\mathscr{B} v=v$ and would rest a limit order at the strong (resp., weak) side of the LOB if the supremum in the expression for $\mathscr{L}^{+}$(resp., $\mathscr{L}^{-}$) is attained at $\ell=1$.

### 4.4 Numerical scheme

In this section, we provide a numerical scheme for solving problem (4.4) and prove its convergence.

Discretize the time domain $[0, T]$ as $\mathbf{T}_{N}:=\{n h\}_{n=0}^{N}$ where $h:=T / N$. Next, discretize and localize the domain $\mathbf{R}_{+}$for the inter-arrival time: Fix an $K>0$ and set $\mathbf{G}_{M, K}:=\left\{i h^{\prime}\right\}_{i=0}^{M}$ where $h^{\prime}:=K / M$. We will be choosing $h$ and $h^{\prime}$ so that $h^{\prime}=\omega(h)=$ $o(1)$ as $h \downarrow 0$ and

$$
\begin{equation*}
h / h^{\prime} \leqslant 1 / 2 . \tag{4.5}
\end{equation*}
$$

Now approximate

$$
\begin{aligned}
& \frac{\partial v}{\partial t}(t, s, q) \approx \frac{v(t+h, s, q)-v(t, s, q)}{h} \\
& \frac{\partial v}{\partial s}(t, s, q) \approx \frac{v\left(t+h, s+h^{\prime}, q\right)-v(t+h, s, q)}{h^{\prime}}
\end{aligned}
$$

and let

$$
\left(\Psi^{h, h^{\prime}} \varphi\right)(t, s, q):=\max \left(\frac{h}{h^{\prime}} \varphi\left(t+h, s+h^{\prime}, q\right)+\left(\Gamma^{h, h^{\prime}} \varphi\right)(t+h, s, q),(\mathscr{B} \varphi)(t+h, s, q)\right)
$$

where

$$
\begin{aligned}
\left(\Gamma^{h, h^{\prime}} \varphi\right)(t, s, q):= & \left(1-\frac{h}{h^{\prime}}-h \Lambda(s)\right) \varphi(t, s, q) \\
& +h\left[\left(\mathscr{L}^{+} \varphi+\mathscr{L}^{-} \varphi\right)(t, s, q)+\left(j^{+}(s)-j^{-}(s)\right) q-\gamma j(s) q^{2}\right]
\end{aligned}
$$

We then approximate the unique viscosity solution of (4.4) by the solution $v^{h, h^{\prime}, S}: \mathbf{T}_{N} \times$ $\mathbf{G}_{M, K} \times \mathscr{Q} \rightarrow \mathbf{R}$ to the following numerical scheme:

$$
\begin{cases}v^{h, h^{\prime}, K}\left(t_{N}, \cdot, \cdot\right)=0, &  \tag{4.6}\\ v^{h, h^{\prime}, K}\left(t_{n}, s_{i}, q\right)=\left(\Psi^{h, h^{\prime}} v^{h, h^{\prime}, K}\right)\left(t_{n}, s_{i}, q\right), & n=0, \ldots, N-1, i=0, \ldots, M-1, \\ & \\ & q \in \mathscr{Q}, \\ v^{h, h^{\prime}, K}\left(\cdot, s_{M}, \cdot\right)=v^{h, h^{\prime}, K}\left(\cdot, s_{M-1}, \cdot\right) & \end{cases}
$$

Because $h^{\prime}=\omega(h)$, we will often drop the superscript $h^{\prime}$ for notational convenience.

Theorem 4.4.1. $v^{h, K} \rightarrow v$ locally uniformly, as $(h, K) \rightarrow(0, \infty)$.

Proof. Monotonicity. The scheme is monotonic for

$$
h<\frac{1}{2\|\Lambda\|_{\infty}}
$$

Indeed, for such $h$,

$$
1-\frac{h}{h^{\prime}}-h \Lambda(s) \geqslant \frac{1}{2}-h\|\Lambda\|_{\infty}>0
$$

implying that $\varphi \mapsto \Gamma^{h} \varphi$ is increasing. Since this is also true for $\varphi \mapsto \mathscr{B} \varphi$, we deduce that $\varphi \mapsto \Psi^{h} \varphi$ is increasing.

Stability. The existence and uniqueness is a direct consequence of the explicit backwards form of scheme (4.6). We now claim that there exists a constant $C>0$ independent of $h, t_{n}, s_{i}, q, K, M$ such that

$$
\begin{equation*}
0 \leqslant v^{h, K} \leqslant C \quad \text { on } \mathbf{T}_{N} \times \mathbf{G}_{M, K} \times \mathscr{Q} . \tag{4.7}
\end{equation*}
$$

To prove the left inequality, notice that

$$
v^{h, K}\left(t_{n}, s_{i}, q\right) \geqslant\left(\mathscr{B} v^{h, K}\right)\left(t_{n+1}, s_{i}, q\right) \geqslant v^{h, K}\left(t_{n+1}, s_{i}, 0\right) .
$$

Since $v^{h, K}\left(t_{N}, \cdot, \cdot\right)=0$, we conclude by induction that $v^{h, K} \geqslant 0$. To prove the right inequality, consider the function

$$
\psi(t):=(T-t)\left[\left(\frac{1}{4 \gamma}+\epsilon L\right)\|j\|_{\infty}+(1+\epsilon)\|\lambda\|_{\infty}\left(\bar{\vartheta}^{+} \vee \bar{\vartheta}^{-}\right)\right]
$$

where $\bar{\vartheta}^{ \pm}:=\int_{0}^{\infty} z \vartheta^{ \pm}(d z)$. Then direct computations show that

$$
\Psi^{h} \psi \leqslant \psi
$$

Since $v^{h, K}\left(t_{N}, \cdot, \cdot\right)=\psi\left(t_{N}\right)=0$ and scheme (4.6) is monotonic, we conclude, by induction on $t_{n}$, that $v^{h, K} \leqslant \psi$.

Consistency. Let $\varphi \in C_{b}^{1}\left([0, T] \times \mathbf{R}_{+} \times \mathscr{Q}\right)$. Then it is readily seen that as $h \downarrow 0$,

$$
(\mathscr{B} \varphi)(t+h, s, q) \rightarrow(\mathscr{B} \varphi)(t, s, q)
$$

and

$$
\begin{aligned}
-\varphi(t, s, q) & +\frac{1}{h^{\prime}} \varphi\left(t+h, s+h^{\prime}, q\right)+\frac{1}{h}\left(1-\frac{h}{h^{\prime}}-h \Lambda(s)\right) \varphi(t+h, s, q) \\
& +\left(\mathscr{L}^{+} \varphi+\mathscr{L}^{-} \varphi\right)(t+h, s, q) \\
& \rightarrow\left(\varphi_{t}+\varphi_{s}-\Lambda(s) \varphi+\mathscr{L}^{+} \varphi+\mathscr{L}^{-} \varphi\right)(t, s, q)
\end{aligned}
$$

Convergence. Consider the functions on $[0, T] \times \mathbf{R}_{+} \times \mathscr{Q}$ defined by

$$
v_{*}(\zeta):=\liminf _{\substack{(h, K) \rightarrow(0, \infty) \\ \zeta^{\prime} \rightarrow \zeta}} v^{h, K}\left(\zeta^{\prime}\right), \quad v^{*}(\zeta):=\limsup _{\substack{(h, K) \rightarrow(0, \infty) \\ \zeta^{\prime} \rightarrow \zeta}} v^{h, K}\left(\zeta^{\prime}\right)
$$

By (4.7), these functions are bounded and nonnegative. To prove the convergence, it suffices to show that these functions are respectively viscosity super- and subsolutions of problem (4.4). Indeed, suppose this is true. Then by the comparison principle (Lemma 4.5.3), $v^{*} \leqslant v_{*}$. But it follows from the definition of $v_{*}$ and $v^{*}$ that $v_{*} \leqslant v^{*}$, implying that $v:=v_{*} \equiv v^{*}$ is the unique continuous bounded viscosity solution of problem (4.4). The locally uniform convergence follows from the definitions of $v_{*}$ and $v^{*}$ (cf. Remark 6.4 in [25]).

We will only show that $v_{*}$ is a viscosity supersolution of problem (4.4); the proof that $v^{*}$ is a viscosity subsolution is similar. To this end, fix a point $\bar{\zeta}:=(\bar{t}, \bar{s}, \bar{q}) \in$ $[0, T) \times \mathbf{R}_{+} \times \mathscr{Q}$ and let $\varphi \in C_{b}^{1}\left([0, T] \times \mathbf{R}_{+} \times \mathscr{Q}\right)$ be a test function such that $\bar{\zeta}$ is a strict global minimum point for $v_{*}-\varphi$. Without loss of generality, we can assume that $\left(v_{*}-\varphi\right)(\bar{\zeta})=0$. Then there are sequences $B_{R}(\bar{\zeta}) \ni \bar{\zeta}_{n} \rightarrow \bar{\zeta}$ and $\left(h_{n}, K_{n}\right) \rightarrow(0, \infty)$ such that

$$
v^{h_{n}, K_{n}}\left(\bar{\zeta}_{n}\right) \rightarrow v_{*}(\bar{\zeta}) \quad \text { and } \quad \bar{\zeta}_{n} \text { is a global minimum point for } v^{h_{n}, K_{n}}-\varphi .
$$

Now let $\theta_{n}:=\left(v^{h_{n}, K_{n}}-\varphi\right)\left(\bar{\zeta}_{n}\right)$, then $v^{h_{n}, K_{n}} \geqslant \varphi+\theta_{n}$. Hence, by the monotonicity of $\Psi^{h}$,

$$
\varphi\left(\bar{\zeta}_{n}\right)+\theta_{n}=v^{h_{n}, K_{n}}\left(\bar{\zeta}_{n}\right) \geqslant \Psi^{h_{n}}\left(\varphi+\theta_{n}\right)\left(\bar{\zeta}_{n}\right)=\left(\Psi^{h_{n}} \varphi\right)\left(\bar{\zeta}_{n}\right)+\theta_{n}
$$

or, equivalently,

$$
\varphi\left(\bar{\zeta}_{n}\right)-\left(\Psi^{h_{n}} \varphi\right)\left(\bar{\zeta}_{n}\right) \geqslant 0
$$

Consequently,

$$
\begin{aligned}
& \min \left(\frac{\varphi\left(\bar{\zeta}_{n}\right)-h_{n}^{\prime-1} \varphi\left(\bar{\zeta}_{n}+h_{n} \boldsymbol{e}_{1}+h_{n}^{\prime} \boldsymbol{e}_{2}\right)-\left(\Gamma^{h} \varphi\right)\left(\bar{\zeta}_{n}+h_{n} \boldsymbol{e}_{1}\right)}{h_{n}}\right. \\
& \left.\quad \varphi\left(\bar{\zeta}_{n}\right)-(\mathscr{B} \varphi)\left(\bar{\zeta}_{n}+h_{n} \boldsymbol{e}_{1}\right)\right) \geqslant 0
\end{aligned}
$$

where $\boldsymbol{e}_{i} \in \mathbf{R}^{3}$ is the vector having 1 at the $i^{\text {th }}$ position and 0 elsewhere. Proceeding to the limit as $n \rightarrow \infty$ and using the consistency and equivalence of different definitions of a viscosity solution (cf. [7]), we conclude that $v_{*}$ is a viscosity supersolution of (4.4). The proof is complete.

### 4.5 Proof of Theorem 4.3.1

We first establish some bounds on the value function.
Lemma 4.5.1. The value function, $u$, satisfies the following a priori bounds:

$$
\begin{equation*}
U(p, x, q) \leqslant u(t, p, x, q, s, i) \leqslant x+q p+C \tag{4.8}
\end{equation*}
$$

where $C$ is a constant independent of $t, x, p, s, i, q$.

Proof. The left inequality in (4.8) easily follows when considering the strategy that immediately unwinds all the inventory through a market order and takes no action afterwards.

To prove the right inequality in (4.8), let $V_{t}:=X_{t}+q_{t} P_{t}$. Then

$$
\begin{aligned}
d V_{t} & =\frac{1}{2}\left(\ell_{t-}^{+} d H_{t}^{+}+\ell_{t-}^{-} d H_{t}^{-}\right)+q_{t} d P_{t}+d[q, P]_{t}, \quad \tau_{n-1}<t<\tau_{n}, \\
\Delta V_{\tau_{n}} & =-\left(\frac{1}{2}+\epsilon\right)\left|\xi_{n}\right|-\epsilon_{0}
\end{aligned}
$$

where $d H_{t}^{ \pm}:=z^{ \pm} d M_{t}^{ \pm}+L d N_{t}^{ \pm}$. Since $U\left(P_{t}, X_{t}, q_{t}\right) \leqslant V_{t}, \Delta V_{\tau_{n}} \leqslant 0$, and $[q, P]_{t} \leqslant 0$, we must have

$$
\begin{aligned}
u(t, p, x, s, i, q) & \leqslant x+q p+\mathrm{E}_{t, p, x, q, s, i}\left[\frac{L}{2}\left(N_{T}-N_{t}+M_{T}-M_{t}\right)+\int_{t}^{T} q_{r-} d P_{r}\right. \\
& \left.-\gamma \int_{t}^{T} q_{r}^{2} j(r) d r\right] \\
& \leqslant x+q p+\left(\frac{L}{2}+Q\right) \mathrm{E}_{t, s}\left[N_{T}-N_{t}\right]+\frac{L}{2} \mathrm{E}_{t, s}\left[M_{T}-M_{t}\right]
\end{aligned}
$$

Since $N$ is a renewal process,

$$
\mathrm{E}_{t, s}\left[N_{T}-N_{t}\right] \leqslant \mathrm{E}\left[N_{T}\right]+1<\infty
$$

and since $M$ is a Cox process with intensity $\lambda(S$.$) ,$

$$
\mathrm{E}_{t, s}\left[M_{T}-M_{t}\right]=\mathrm{E}_{t, s}\left[\int_{t}^{T} \lambda\left(S_{u}\right) d u\right] \leqslant\|\lambda\|_{L^{\infty}\left(\mathbf{R}_{+}\right)}(T-t) \leqslant\|\lambda\|_{L^{\infty}\left(\mathbf{R}_{+}\right)} T
$$

The proof is complete.

Now consider the problem

$$
\left\{\begin{array}{rlrl}
\min \left(-u_{t}-u_{s}-\left(\mathscr{I}^{+}+\mathscr{I}^{-}\right) u+\gamma j(s) q^{2}, u-\mathscr{K} u\right) & =0 & & \text { on }[0, T) \times G  \tag{4.9}\\
u(T, p, x, s, i, q)=U(p, x, q) & & \text { on } G
\end{array}\right.
$$

where

$$
\begin{aligned}
\mathscr{I}^{ \pm} u:=\sup _{\substack{\ell \in\{0,1\} \\
q \mp i \ell L \in \mathscr{Q}}}[ & \lambda^{ \pm}(s) \int_{0}^{\infty}[u(t, p, x+\ell z( \pm i p+1 / 2), s, i, q \mp i \ell z)-u] \vartheta^{ \pm}(d z) \\
& \left.+j^{ \pm}(s)(u(t, p \pm i, x+\ell L( \pm i p+1 / 2), 0, \pm i, q \mp i \ell L)-u)\right]
\end{aligned}
$$

and

$$
\mathscr{K} u:=\sup _{\substack{|\eta| \leqslant|q|, q+\eta \in \mathscr{Q}}} u\left(t, p, x-\eta p-|\eta|(1 / 2+\epsilon)-\epsilon_{0}, s, i, q+\eta\right)
$$

Our goal is to prove that the value function is the unique viscosity solution (defined below) of problem (4.9) that satisfies growth condition (4.8).

Lemma 4.5.2. There exist positive constants $A, B, C$ such that the function

$$
w(t, p, x, s, q)=e^{A(T-t)}\left[\left(U^{+}\right)^{2}+s^{2}+p^{2}+B\right]+U
$$

satisfies

$$
\min \left[-w_{t}-w_{s}-\left(\mathscr{I}^{+}+\mathscr{I}^{-}\right) w+\gamma j(s) q^{2}, w-\mathscr{K} w\right] \geqslant C \quad \text { on }[0, T) \times G .
$$

Proof. Let

$$
H_{0} u:=-u_{t}-u_{s}-\left(\mathscr{I}^{+}+\mathscr{I}^{-}\right) u \quad \text { and } \quad H u:=H_{0} u+\gamma j(s) q^{2} .
$$

Then

$$
H w \geqslant H_{0} w \geqslant H_{0} U+H_{0} w_{0}
$$

where $w_{0}(t, x):=e^{A(T-t)}\left[\left(U^{+}\right)^{2}+s^{2}+p^{2}+B\right]$. Since

$$
\begin{align*}
& U(p, x+\ell z( \pm i p+1 / 2), q \mp i \ell z)-U(p, x, q)=\frac{1}{2} \ell z-\left(\frac{1}{2}+\epsilon\right)(|q \mp i \ell z|-|q|) \\
& \leqslant(1+\epsilon) L  \tag{4.10}\\
& U(p \pm i, x+\ell L( \pm i p+1 / 2), q \mp i \ell L)-U(p, x, q) \\
&= \pm i q-\frac{L}{2} \ell-\left(\frac{1}{2}+\epsilon\right)(|q \mp i \ell L|-|q|) \\
& \leqslant \epsilon L+Q \tag{4.11}
\end{align*}
$$

we must have $H_{0} U \geqslant C_{0}$ for some constant $C_{0}$ independent of the state variables and $t$ so that

$$
\begin{aligned}
H w \geqslant C_{0}+H_{0} w_{0} & =C_{0}-\left(\partial_{t}+\partial_{s}\right) w_{0}-\left(\mathscr{I}^{+}+\mathscr{I}^{-}\right) w_{0} \\
& \geqslant C_{0}+(A-1) w_{0}-\left(\mathscr{I}^{+}+\mathscr{I}^{-}\right) w_{0}
\end{aligned}
$$

provided that $B \geqslant 1$.
Now notice that for any $a, b \in \mathbf{R}$,

$$
\begin{equation*}
\left(b^{+}\right)^{2}-\left(a^{+}\right)^{2} \leqslant(b-a)^{+}\left(\left(a^{+}\right)^{2}+b-a+1\right) . \tag{4.12}
\end{equation*}
$$

This inequality is obvious for $b \leqslant a$. For $b>a$, it follows from the fact that $(a+m)^{+} \leqslant$ $a^{+}+m$ for any $m \geqslant 0$ and hence

$$
\begin{aligned}
\left(b^{+}\right)^{2}-\left(a^{+}\right)^{2} \leqslant(b-a)\left(b^{+}+a^{+}\right) & \leqslant(b-a)\left(2 a^{+}+b-a\right) \\
& \leqslant(b-a)\left(\left(a^{+}\right)^{2}+b-a+1\right)
\end{aligned}
$$

Therefore, it follows from (4.10), (4.11), and (4.12) that $\left(\mathscr{I}^{+}+\mathscr{I}^{-}\right) w_{0} \leqslant C_{1}$ for large $B>0$ and some constant $C_{1}$ independent of $A$. Hence,

$$
H w \geqslant C_{0}+\left(A-1-C_{1}\right) w_{0} \geqslant C_{0}+\left(A-1-C_{1}\right) B>0
$$

for $A$ large enough.
Finally, since

$$
\begin{aligned}
U\left(p, x-\eta p-|\eta|(1 / 2+\epsilon)-\epsilon_{0}, q+\eta\right) & =U(p, x, q)-\left(\frac{1}{2}+\epsilon\right)(|q+\eta|+|\eta|-|q|)-\epsilon_{0} \\
& \leqslant U(p, x, q)
\end{aligned}
$$

we must have $\mathscr{K}\left(U^{+}\right)^{2}-\left(U^{+}\right)^{2} \leqslant 0$. So, we conclude that

$$
w-\mathscr{K} w \geqslant e^{A(T-t)}\left(\left(U^{+}\right)^{2}-\mathscr{K}\left(U^{+}\right)^{2}\right)+(U-\mathscr{K} U) \geqslant U-\mathscr{K} U=\epsilon_{0} .
$$

Let

$$
\mathscr{I}[\cdot, u]:=\left(\mathscr{I}^{+}+\mathscr{I}^{-}\right) u
$$

and define the function $F: G \times \mathbf{R}^{3} \times \mathbf{R} \rightarrow \mathbf{R}$ by

$$
F(x, p, \mathscr{I})=-p_{3}+\gamma j\left(x_{3}\right) x_{5}^{2}-\mathscr{I}
$$

where for notation parsimony we have denoted by $x=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)=(p, x, s, i, q)$ a point in the state space, and $p$ will henceforth denote a vector in $\mathbf{R}^{3}$. Then problem (4.9) can be written in the form

$$
\left\{\begin{align*}
\min \left(-u_{t}+F\left(x, D_{\tilde{x}} u, \mathscr{I}[t, x, u], u-\mathscr{K} u\right)=0\right. & \text { on }[0, T) \times G,  \tag{4.13}\\
u(T, \cdot)=U & \text { on } G
\end{align*}\right.
$$

where $\tilde{x}:=\left(x_{1}, x_{2}, x_{3}\right)$ is the "continuous part" of $x$.

Definition 4.5.1. Given $T>0, p \geqslant 0$, we set

$$
\mathscr{P}_{p}([0, T] \times G):=\left\{f:[0, T] \times G \rightarrow \mathbf{R} \mid f \text { is measurable }, \sup _{(t, x) \in[0, T] \times G} \frac{|f(t, x)|}{1+|x|^{p}}<\infty\right\}
$$

and denote by

$$
\mathscr{P}([0, T] \times G):=\bigcup_{p \geqslant 0} \mathscr{P}_{p}([0, T] \times G)
$$

the space of measurable functions of polynomial growth on $[0, T] \times G$.
Following notations in [25], for any function $u:[0, T] \times G \rightarrow \mathbf{R}$, we will use $u_{*}$ (resp., $u^{*}$ ) to denote the lower (resp., upper) semicontinuous envelope of $u$.

Definition 4.5.2. An u.s.c. function $u \in \mathscr{P}([0, T] \times G)$ is a viscosity subsolution of (4.13) if $u(T, \cdot) \leqslant U$ on $G$ and for any $(a, p, X) \in \mathscr{P}^{2,+} u(\bar{t}, \bar{x})$,

$$
\min (-a+F(\bar{x}, p, \mathscr{I}[\bar{t}, \bar{x}, u], u(\bar{t}, \bar{x})-\mathscr{K} u(\bar{t}, \bar{x})) \leqslant 0 .
$$

Similarly, a l.s.c. function $u \in \mathscr{P}([0, T] \times G)$ is a viscosity supersolution of (4.13) if $u(T, \cdot) \geqslant U$ on $G$ and for any $(a, p, X) \in \mathscr{P}^{2,-} u(\bar{t}, \bar{x})$,

$$
\min (-a+F(\bar{x}, p, \mathscr{I}[\bar{t}, \bar{x}, u], u(\bar{t}, \bar{x})-\mathscr{K} u(\bar{t}, \bar{x})) \geqslant 0 .
$$

Finally, a function $u \in \mathscr{P}([0, T] \times G)$ is a viscosity solution of (4.13) if $u^{*}$ and $u_{*}$ are respectively viscosity sub- and supersolution of (4.13).

One can also use an equivalent definition of viscosity sub- and supersolutions (cf. [7]).

Definition 4.5.3. An u.s.c. function $u \in \mathscr{P}([0, T] \times G)$ is a viscosity subsolution of (4.13) if $u(T, \cdot) \leqslant U$ on $G$ and for any $(\bar{t}, \bar{x}) \in[0, T) \times G$ and a function $\varphi \in$ $C^{1,2}([0, T] \times G)^{2}$ for which $(\bar{t}, \bar{x})$ is a zero global maximum point of $u-\varphi$,

$$
\min \left(-\varphi_{t}(\bar{t}, \bar{x})+F\left(\bar{x}, D_{\tilde{x}} \varphi(\bar{t}, \bar{x}), \mathscr{I}[\bar{t}, \bar{x}, u], u(\bar{t}, \bar{x})-\mathscr{K} u(\bar{t}, \bar{x})\right) \leqslant 0 .\right.
$$

Similarly, a l.s.c. function $u \in \mathscr{P}([0, T] \times G)$ is a viscosity supersolution of (4.13) if $u(T, \cdot) \geqslant U$ on $G$ and for any $(\bar{t}, \bar{x}) \in[0, T) \times G$ and a function $\varphi \in C^{1,2}([0, T] \times G)$ for

[^2]which $(\bar{t}, \bar{x})$ is a zero global minimum point of $u-\varphi$,
$$
\min \left(-\varphi_{t}(\bar{t}, \bar{x})+F\left(\bar{x}, D_{\tilde{x}} \varphi(\bar{t}, \bar{x}), \mathscr{I}[\bar{t}, \bar{x}, u], u(\bar{t}, \bar{x})-\mathscr{K} u(\bar{t}, \bar{x})\right) \geqslant 0 .\right.
$$

Finally, a function $u \in \mathscr{P}([0, T] \times G)$ is a viscosity solution of (4.13) if $u^{*}$ and $u_{*}$ are respectively viscosity sub- and supersolution of (4.13).

Lemma 4.5.3 (Uniqueness). Problem (4.9) has at most one viscosity solution satisfying a priori bounds (4.8).

Proof. 1. Let

$$
w(t, x)=U\left(x_{1}, x_{2}, x_{5}\right)+e^{A(T-t)}\left(\left(U\left(x_{1}, x_{2}, x_{5}\right)^{+}\right)^{2}+x_{1}^{2}+x_{3}^{2}+B\right)
$$

be as in Lemma 4.5.2. We claim that for any $\delta \in(0,1)$, the functions

$$
u^{\delta}:=(1+\delta) u-\delta w \quad \text { and } \quad v^{\delta}:=(1-\delta) v+\delta w
$$

are respectively viscosity sub- and supersolutions of the problems

$$
\begin{equation*}
\min \left(-u_{t}+F\left(x, D_{\tilde{x}} u, \mathscr{I}[t, x, u]\right), u-\mathscr{K} u\right)+\delta C=0 \quad \text { on }[0, T) \times G \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\min \left(-u_{t}+F\left(x, D_{\tilde{x}} u, \mathscr{I}[t, x, u]\right), u-\mathscr{K} u\right)-\delta C=0 \quad \text { on }[0, T) \times G . \tag{4.15}
\end{equation*}
$$

First, let us prove that $u^{\delta}$ is a viscosity subsolution of (4.14). To this end, fix any $\varphi^{\delta}$ such that $(\bar{t}, \bar{x})$ is a zero global maximum point for $u^{\delta}-\varphi^{\delta}$. Set $\varphi:=(1+\delta)^{-1}\left(\varphi^{\delta}+\delta w\right)$ so that $u-\varphi$ attains its zero global maximum at $(\bar{t}, \bar{x})$. We now work on the case by case basis. Suppose that

$$
-\varphi_{t}(\bar{t}, \bar{x})+F\left(\bar{x}, D_{\tilde{x}} \varphi(\bar{t}, \bar{x}), \mathscr{I}[\bar{t}, \bar{x}, u]\right) \leqslant 0
$$

and let $R[\bar{t}, \bar{x}, \varphi, u]:=-\varphi_{t}(\bar{t}, \bar{x})+F\left(\bar{x}, D_{\tilde{x}} \varphi(\bar{t}, \bar{x}), \mathscr{I}[\bar{t}, \bar{x}, u]\right)$. Then

$$
\begin{aligned}
R\left[\bar{t}, \bar{x}, \varphi^{\delta}, u^{\delta}\right] & \leqslant R\left[\bar{t}, \bar{x}, \varphi^{\delta}, u^{\delta}\right]+\delta R[\bar{t}, \bar{x}, w, w]-\delta C \\
& \leqslant R\left[\bar{t}, \bar{x}, \varphi^{\delta}+\delta w, u^{\delta}+\delta w\right]+\delta \gamma j\left(x_{3}\right) x_{5}^{2}-\delta C \\
& =(1+\delta) R[\bar{t}, \bar{x}, \varphi, u]-\delta C \\
& \leqslant-\delta C .
\end{aligned}
$$

Now suppose that $(u-\mathscr{K} u)(\bar{t}, \bar{x}) \leqslant 0$. Then

$$
\begin{aligned}
\left(u^{\delta}-\mathscr{K} u^{\delta}\right)(\bar{t}, \bar{x}) & =(1+\delta) u(\bar{t}, \bar{x})-\delta w(\bar{t}, \bar{x})-\mathscr{K} u^{\delta}(\bar{t}, \bar{x}) \\
& \leqslant(1+\delta) u(\bar{t}, \bar{x})-\delta w(\bar{t}, \bar{x})-((1+\delta) \mathscr{K} u(\bar{t}, \bar{x})-\delta \mathscr{K} w(\bar{t}, \bar{x})) \\
& =(1+\delta)(u-\mathscr{K} u)(\bar{t}, \bar{x})-\delta(w-\mathscr{K} w)(\bar{t}, \bar{x}) \\
& \leqslant-\delta C .
\end{aligned}
$$

This concludes the proof that $u^{\delta}$ is a viscosity subsolution of (4.14). Now let us show that $v^{\delta}$ is a viscosity supersolution of (4.15). To this end, fix any $\varphi^{\delta}$ such that $(\bar{t}, \bar{x})$ is a zero global minimum point for $v^{\delta}-\varphi^{\delta}$. Set $\varphi:=(1-\delta)^{-1}\left(\varphi^{\delta}-\delta w\right)$ so that $v-\varphi$ attains its zero global minimum at $(\bar{t}, \bar{x})$. We have

$$
\begin{aligned}
R\left[\bar{t}, \bar{x}, \varphi^{\delta}, v^{\delta}\right] & \geqslant R\left[\bar{t}, \bar{x}, \varphi^{\delta}, v^{\delta}\right]-\delta R[\bar{t}, \bar{x}, w, w]+\delta C \\
& \geqslant R\left[\bar{t}, \bar{x}, \varphi^{\delta}-\delta w, v^{\delta}-\delta w\right]+\delta C \\
& =(1+\delta) R[\bar{t}, \bar{x}, \varphi, v]+\delta C \\
& \geqslant \delta C
\end{aligned}
$$

By the convexity of $\mathscr{K}$,

$$
\begin{aligned}
\left(v^{\delta}-\mathscr{K} v^{\delta}\right)(\bar{t}, \bar{x}) & \geqslant v^{\delta}(\bar{t}, \bar{x})-(1-\delta) \mathscr{K} v(\bar{t}, \bar{x})-\delta \mathscr{K} w(\bar{t}, \bar{x}) \\
& \geqslant\left(v^{\delta}-(1-\delta) v\right)(\bar{t}, \bar{x})-\delta \mathscr{K} w(\bar{t}, \bar{x}) \\
& =\delta(w-\mathscr{K} w)(\bar{t}, \bar{x}) \\
& \geqslant \delta C .
\end{aligned}
$$

Finally, since $w(T, \cdot) \geqslant U, u(T, \cdot) \leqslant U$, and $v(T, \cdot) \geqslant U$, we must have

$$
u^{\delta}(T, \cdot) \leqslant U \leqslant v^{\delta}(T, \cdot)
$$

2. Let us show that

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty, x \in S} u^{\delta}(t, x)=-\infty \quad \text { and } \quad \lim _{|x| \rightarrow \infty, x \in S} v^{\delta}(t, x)=\infty \tag{4.16}
\end{equation*}
$$

We will only prove the statement for $u^{\delta}$ because the proof for $v^{\delta}$ is similar. Since $\mathscr{Q}$ is bounded, it follows from (4.8) that $u \leqslant U+$ const and hence

$$
u^{\delta} \leqslant U-\delta\left(\left(U^{+}\right)^{2}+x_{1}^{2}+x_{3}^{2}\right)+(1+\delta) C .
$$

Now let $\left|x_{n}\right| \rightarrow \infty$. Since $x_{5}$ is discrete and bounded, we can assume without loss of generality that $x_{5}^{(n)}=x_{5}^{*}$ for large $n$. If $U\left(x_{n}\right) \rightarrow \pm \infty$, then it is obvious that $u^{\delta}\left(x_{n}\right) \rightarrow$ $-\infty$. Suppose that the sequence $U\left(x_{n}\right)$, or equivalently the sequence $x_{2}^{(n)}+x_{1}^{(n)} x_{5}^{*}$, is bounded. If $\left(x_{1}^{(n)}\right)^{2}+\left(x_{3}^{(n)}\right)^{2} \rightarrow \infty$, then the statement is immediate. Finally, if $\left|x_{2}^{(n)}\right| \rightarrow \infty$, then we must have $\left|x_{1}^{(n)}\right| \rightarrow \infty$ so we are in the situation of the previous sentence, and hence $u^{\delta}\left(x_{n}\right) \rightarrow-\infty$ again.

Since $u^{\delta} \rightarrow u$ and $v^{\delta} \rightarrow v$ as $\delta \downarrow 0$, it suffices to show that $u^{\delta} \leqslant v^{\delta}$ for small $\delta$. So, we can assume that $u=u^{\delta}, v=v^{\delta}$ and that

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty, x \in S} u(t, x)=-\infty \quad \text { and } \quad \lim _{|x| \rightarrow \infty, x \in S} v(t, x)=\infty \tag{4.17}
\end{equation*}
$$

uniformly in $t \in[0, T]$.
Now suppose, contrary to our claim, that

$$
M:=\max _{(t, x) \in[0, T) \times G}(u(t, x)-v(t, x))>0
$$

and let $(\bar{t}, \bar{x}) \in[0, T) \times G$ be the corresponding maximum point. Fix an arbitrary $\epsilon>0$ and consider the optimization problem

$$
M_{\epsilon}:=\sup _{(t, x),(s, y) \in[0, T) \times G}\left[u(t, x)-v(s, y)-\frac{1}{2 \epsilon}\left((t-s)^{2}+|x-y|^{2}\right)\right] .
$$

Thanks to (4.17), $M_{\epsilon}$ must be attained at some points $\left(t_{\epsilon}, x_{\epsilon}\right)$ and $\left(s_{\epsilon}, y_{\epsilon}\right)$. By Proposition 2.3.1, we can assume that as $\epsilon \downarrow 0$,

$$
\left(t_{\epsilon}, x_{\epsilon}\right) \rightarrow(\bar{t}, \bar{x}) \in[0, T) \times G, \quad \frac{1}{2 \epsilon}\left(\left(t_{\epsilon}-s_{\epsilon}\right)^{2}+\left|x_{\epsilon}-y_{\epsilon}\right|^{2}\right) \rightarrow 0, \quad M_{\epsilon} \rightarrow M .
$$

Moreover, because the last two components of $x_{\epsilon}$ and $y_{\epsilon}$ are discrete, we must also have $x_{\epsilon}=\left(\bar{x}_{1}, z_{\epsilon}, \bar{x}_{4}, \bar{x}_{5}\right)$ and $y_{\epsilon}=\left(\bar{x}_{1}, z_{\epsilon}^{\prime}, \bar{x}_{4}, \bar{x}_{5}\right)$ for some $z_{\epsilon}, z_{\epsilon}^{\prime} \in \mathbf{R} \times \mathbf{R}_{+}$. So, by the Ishii Lemma (Theorem 2.3.1), there exist $\left(a_{\epsilon}, \frac{1}{\epsilon}\left(x_{\epsilon}-y_{\epsilon}\right), X_{\epsilon}\right) \in \overline{\mathscr{P}}^{2,+} u\left(t_{\epsilon}, x_{\epsilon}\right)$ and $\left(b_{\epsilon}, \frac{1}{\epsilon}\left(x_{\epsilon}-y_{\epsilon}\right), Y_{\epsilon}\right) \in \overline{\mathscr{P}}^{2,-} v\left(t_{\epsilon}, x_{\epsilon}\right)$ such that

$$
a_{\epsilon}-b_{\epsilon}=0 .
$$

3. We must have

$$
\left\{\begin{array}{l}
\min \left[-a_{\epsilon}+F\left(x_{\epsilon}, \epsilon^{-1}\left(\tilde{x}_{\epsilon}-\tilde{y}_{\epsilon}\right), \mathscr{I}\left[t_{\epsilon}, x_{\epsilon}, u\right]\right), u\left(t_{\epsilon}, x_{\epsilon}\right)-\mathscr{K} u\left(t_{\epsilon}, x_{\epsilon}\right)\right] \leqslant 0, \\
\min \left[-b_{\epsilon}+F\left(y_{\epsilon}, \epsilon^{-1}\left(\tilde{x}_{\epsilon}-\tilde{y}_{\epsilon}\right), \mathscr{I}\left[s_{\epsilon}, y_{\epsilon}, v\right]\right), v\left(s_{\epsilon}, y_{\epsilon}\right)-\mathscr{K} v\left(s_{\epsilon}, y_{\epsilon}\right)\right] \geqslant \delta C
\end{array}\right.
$$

We can assume that $u\left(t_{\epsilon}, x_{\epsilon}\right)-\mathscr{K} u\left(t_{\epsilon}, x_{\epsilon}\right)>0$ for small $\epsilon>0$. Indeed, suppose, to the contrary, that $u\left(t_{\epsilon}, x_{\epsilon}\right)-\mathscr{K} u\left(t_{\epsilon}, x_{\epsilon}\right) \leqslant 0$ for some infinite set of $\epsilon$ 's converging to 0 . Then since $v\left(s_{\epsilon}, y_{\epsilon}\right)-\mathscr{K} v\left(s_{\epsilon}, y_{\epsilon}\right) \geqslant \delta C$,

$$
\begin{aligned}
M & =\underset{\epsilon \downarrow 0}{\limsup }\left(u\left(t_{\epsilon}, x_{\epsilon}\right)-v\left(s_{\epsilon}, y_{\epsilon}\right)\right) \\
& \leqslant \limsup _{\epsilon \downarrow 0} \mathscr{K} u\left(t_{\epsilon}, x_{\epsilon}\right)-\liminf _{\epsilon \downarrow 0} \mathscr{K} v\left(s_{\epsilon}, y_{\epsilon}\right)-\delta C \\
& \leqslant \mathscr{K} u(\bar{t}, \bar{x})-\mathscr{K} v(\bar{t}, \bar{x})-\delta C
\end{aligned}
$$

where we have used the upper (resp., lower) semicontinuity of $\mathscr{K} u$ (resp., $\mathscr{K} v$ ). But since $\mathscr{K} u(\bar{t}, \bar{x})=u(\bar{t}, \Gamma(\bar{x}, \bar{\zeta}))$ for some $\bar{\zeta} \in Z(\bar{t}, \bar{x})$,

$$
\begin{aligned}
M \leqslant u(\bar{t}, \Gamma(\bar{x}, \bar{\zeta}))-\mathscr{K} v(\bar{t}, \bar{x})-\delta C & \leqslant u(\bar{t}, \Gamma(\bar{x}, \bar{\zeta}))-v(\bar{t}, \Gamma(\bar{x}, \bar{\zeta}))-\delta C \\
& \leqslant M-\delta C,
\end{aligned}
$$

which is a contradiction. So, we can assume that

$$
\left\{\begin{array}{l}
-a_{\epsilon}+F\left(x_{\epsilon}, \epsilon^{-1}\left(\tilde{x}_{\epsilon}-\tilde{y}_{\epsilon}\right), \mathscr{I}\left[t_{\epsilon}, x_{\epsilon}, u\right]\right) \leqslant 0 \\
-b_{\epsilon}+F\left(y_{\epsilon}, \epsilon^{-1}\left(\tilde{x}_{\epsilon}-\tilde{y}_{\epsilon}\right), \mathscr{I}\left[s_{\epsilon}, y_{\epsilon}, v\right]\right) \geqslant \delta C .
\end{array}\right.
$$

4. Since $a_{\epsilon}-b_{\epsilon}=0$, we deduce that

$$
\begin{aligned}
\delta C & \leqslant F\left(y_{\epsilon}, \epsilon^{-1}\left(\tilde{x}_{\epsilon}-\tilde{y}_{\epsilon}\right), \mathscr{I}\left[s_{\epsilon}, y_{\epsilon}, v\right]\right)-F\left(x_{\epsilon}, \epsilon^{-1}\left(\tilde{x}_{\epsilon}-\tilde{y}_{\epsilon}\right), \mathscr{I}\left[t_{\epsilon}, x_{\epsilon}, u\right]\right) \\
& \leqslant o_{\epsilon}(1)+\mathscr{I}\left[t_{\epsilon}, x_{\epsilon}, u\right]-\mathscr{I}\left[s_{\epsilon}, y_{\epsilon}, v\right] .
\end{aligned}
$$

To complete the proof, it suffices to show that

$$
\begin{equation*}
\mathscr{I}\left[t_{\epsilon}, x_{\epsilon}, u\right]-\mathscr{I}\left[s_{\epsilon}, y_{\epsilon}, v\right] \leqslant o_{\epsilon}(1) \tag{4.18}
\end{equation*}
$$

because this would yield $C \leqslant 0$, which is a contradiction.
Using the definition of the points $\left(t_{\epsilon}, x_{\epsilon}\right)$ and $\left(s_{\epsilon}, y_{\epsilon}\right)$ and the identity $|x+y|^{2}=$ $|x|^{2}+2\langle x, y\rangle+|y|^{2}$, we have

$$
u\left(t_{\epsilon}, x_{\epsilon}+a\right)-u\left(t_{\epsilon}, x_{\epsilon}\right) \leqslant v\left(s_{\epsilon}, y_{\epsilon}+b\right)-v\left(s_{\epsilon}, y_{\epsilon}\right)+\frac{1}{\epsilon}\left\langle x_{\epsilon}-y_{\epsilon}, a-b\right\rangle+\frac{1}{2 \epsilon}|a-b|^{2}
$$

for any $a, b$ such that $x_{\epsilon}+a, y_{\epsilon}+b \in S$. Hence, for any state-depending intensity $\theta: G \rightarrow$ $\mathbf{R}_{+}$that is continuous at $\bar{x}$, finite measure $\mu$ on $\mathbf{R}_{+}$, and function $g: G \times\{0,1\} \times \mathbf{R}_{+} \rightarrow G$
such that

$$
\int_{0}^{\infty}|g(x, \ell, z)-g(y, \ell, z)|^{p} \mu(d z) \leqslant A|x-y|^{p}
$$

and

$$
\max _{\ell \in\{0,1\}} \int_{0}^{\infty}\left|g\left(x_{0}, \ell, z\right)\right|^{p} \mu(d z)<\infty
$$

for all $p=1,2$, some $x_{0} \in S$, and a constant $A$ which is independent of $x, y$, $\ell$, we must have

$$
\begin{aligned}
\theta\left(x_{\epsilon}\right) \int_{0}^{\infty} & \left(u\left(t_{\epsilon}, x_{\epsilon}+g\left(x_{\epsilon}, \ell, z\right)\right)-u\left(t_{\epsilon}, x_{\epsilon}\right)\right) \mu(d z) \\
& -\theta\left(x_{\epsilon}\right) \int_{0}^{\infty}\left(v\left(s_{\epsilon}, y_{\epsilon}+g\left(y_{\epsilon}, \ell, z\right)\right)-v\left(s_{\epsilon}, y_{\epsilon}\right)\right) \mu(d z) \\
& \leqslant \theta\left(x_{\epsilon}\right)\left[\frac{1}{\epsilon} \int\left\langle x_{\epsilon}-y_{\epsilon}, g\left(x_{\epsilon}, \ell, z\right)-g\left(y_{\epsilon}, \ell, z\right)\right\rangle \mu(d z)\right. \\
& \left.+\frac{1}{2 \epsilon} \int\left|g\left(x_{\epsilon}, \ell, z\right)-g\left(y_{\epsilon}, \ell, z\right)\right|^{2} \mu(d z)\right] \\
& \leqslant \theta\left(x_{\epsilon}\right) \frac{3 A}{2 \epsilon}\left|x_{\epsilon}-y_{\epsilon}\right|^{2}=o_{\epsilon}(1)
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\theta\left(x_{\epsilon}\right) & \int_{0}^{\infty}\left(u\left(t_{\epsilon}, x_{\epsilon}+g\left(x_{\epsilon}, \ell, z\right)\right)-u\left(t_{\epsilon}, x_{\epsilon}\right)\right) \mu(d z) \\
& \leqslant \theta\left(y_{\epsilon}\right) \int_{0}^{\infty}\left(v\left(s_{\epsilon}, y_{\epsilon}+g\left(y_{\epsilon}, \ell, z\right)\right)-v\left(s_{\epsilon}, y_{\epsilon}\right)\right) \mu(d z) \\
& +\left|\theta\left(x_{\epsilon}\right)-\theta\left(y_{\epsilon}\right)\right| \cdot \sup _{\ell \in\{0,1\}} \int_{0}^{\infty}\left|v\left(s_{\epsilon}, y_{\epsilon}+g\left(y_{\epsilon}, \ell, z\right)\right)-v\left(s_{\epsilon}, y_{\epsilon}\right)\right| \mu(d z)+o_{\epsilon}(1) \\
& =\theta\left(y_{\epsilon}\right) \int_{0}^{\infty}\left(v\left(s_{\epsilon}, y_{\epsilon}+g\left(y_{\epsilon}, \ell, z\right)\right)-v\left(s_{\epsilon}, y_{\epsilon}\right)\right) \mu(d z)+o_{\epsilon}(1)
\end{aligned}
$$

where $o_{\epsilon}(1)$ is independent of $\ell$. Using this inequality for $\mu=\vartheta^{ \pm}$and $\mu=\delta_{L}$ (the Dirac mass at $L$ ) and the corresponding intensity functions, we derive (4.18). The proof is complete.

Proof of Theorem 4.3.1. That $u$ is a continuous viscosity solution of problem (4.9) can be proved by repeating the arguments in the proof of Theorem 5.3 in [67]. By Lemma 4.5 .3 , it must be the only viscosity solution satisfying growth condition (4.8). The existence of viscosity solution of problem (4.4) follows similarly.

Now let

$$
\begin{aligned}
\mathscr{M}^{ \pm} u & :=\int[u(t, p, x+\ell z( \pm i p+1 / 2), s, i, q \mp i \ell z)-u] \vartheta^{ \pm}(d z), \\
\mathscr{N}^{ \pm} u & :=u(t, p \pm i, x+\ell L( \pm i p+1 / 2), 0, \pm i, q \mp i \ell L)-u .
\end{aligned}
$$

Then using the ansatz

$$
u(t, p, x, s, i, q)=U(p, x, q)+w(t, s, i, q)
$$

we obtain

$$
\begin{aligned}
\mathscr{M}^{ \pm} u & =\int_{0}^{\infty} w(t, s, i, q \mp i \ell z) \vartheta^{ \pm}(d z) \\
& +\int_{0}^{\infty}\left[\frac{1}{2} \ell z-\left(\frac{1}{2}+\epsilon\right)(|q \mp i \ell z|-|q|)\right] \vartheta^{ \pm}(d z)-w(t, s, i, q), \\
\mathscr{N}^{ \pm} u & =w(t, 0, \pm i, q \mp i \ell L) \pm i q-\frac{L}{2} \ell-\left(\frac{1}{2}+\epsilon\right)(|q \mp i \ell L|-|q|)-w(t, s, i, q), \\
\mathscr{K} u-u & =\sup _{\substack{|\eta| \leqslant|q| \\
q+\eta \epsilon \mathscr{Q}}}\left[w(t, s, i, q+\eta)-\left(\frac{1}{2}+\epsilon\right)(|q+\eta|+|\eta|-|q|)-\epsilon_{0}\right]-w(t, s, i, q) .
\end{aligned}
$$

Using the ansatz

$$
w(t, s, i, q)=v(t, s, i q)
$$

and taking into account that $i^{2}=1$, we obtain

$$
\begin{aligned}
\mathscr{M}^{ \pm} u & =\int_{0}^{\infty} v(t, s, \hat{q} \mp \ell z) \vartheta^{ \pm}(d z) \\
& +\int_{0}^{\infty}\left[\frac{1}{2} \ell z-\left(\frac{1}{2}+\epsilon\right)(|\hat{q} \mp \ell z|-|\hat{q}|)\right] \vartheta^{ \pm}(d z)-v(t, s, \hat{q}), \\
\mathscr{N}^{ \pm} u & =v(t, 0, \pm \hat{q}-\ell L)-\frac{L}{2} \ell-\left(\frac{1}{2}+\epsilon\right)(|\hat{q} \mp \ell L|-|\hat{q}|) \pm \hat{q}-v(t, s, \hat{q}), \\
\mathscr{K} u-u & =\sup _{\substack{|\eta| \leqslant|\leqslant| \\
\hat{q}+\eta \in \mathscr{Q}}}\left[v(t, s, \hat{q}+\eta)-\left(\frac{1}{2}+\epsilon\right)(|\hat{q}+\eta|+|\eta|-|\hat{q}|)-\epsilon_{0}\right]-v(t, s, \hat{q})
\end{aligned}
$$

where $\hat{q}:=i q$.
The proof is complete.

### 4.6 Parameter estimation

This section is devoted to statistical estimation of parameters introduced in the previous sections.


Figure 4.1: Histograms of $F_{ \pm}$for the CME ESU3 contract. Estimated on July 15, 2013 data.


Figure 4.2: Probability plots for $F_{ \pm}$for the CME ESU3 contract. Estimated on July 15, 2013 data.


Figure 4.3: Market order flow intensity, $\lambda=\lambda(s)$ for the CME ESU3 contract. Estimated on July 15, 2013 data.

Midpoint jump intensity. The distributions $F_{ \pm}$can be very well approximated by Gamma distributions, which can be seen from probability plots 4.2 a and 4.2 b . The corresponding coefficients can be estimated as follows. Let the conditional random variables $\Delta_{n} \mid I_{n} I_{n-1}= \pm 1$ have Gamma distributions $\Gamma\left(\beta_{ \pm}, \theta_{ \pm}\right)$with shapes $\beta_{ \pm}$and scales $\theta_{ \pm}$. Since the mean and the variance of $\Gamma(\beta, \theta)$ are equal to $\beta \theta$ and $\beta \theta^{2}$, we can estimate

$$
\hat{\theta}_{ \pm}=\frac{\frac{1}{\left|\mathscr{Z}_{ \pm}\right|} \sum_{n \in \mathscr{Z}_{ \pm}}\left(\Delta_{n}-\bar{\Delta}_{ \pm}\right)^{2}}{\bar{\Delta}_{ \pm}}, \quad \hat{\beta}_{ \pm}=\frac{\bar{\Delta}_{ \pm}}{\hat{\theta}_{ \pm}}
$$

where $\mathscr{Z}_{ \pm}$denotes the subset of indices $n$ for which $I_{n} I_{n-1}= \pm 1$ and

$$
\bar{\Delta}_{ \pm}:=\frac{1}{\left|\mathscr{Z}_{ \pm}\right|} \sum_{n \in \mathscr{Z}_{ \pm}} \Delta_{n}
$$

Under the Gamma distribution assumption,

$$
\begin{equation*}
j^{ \pm}(s) \equiv \frac{f_{ \pm}(s)}{1-F_{ \pm}(s)}=\frac{1}{\theta_{ \pm}} \frac{\left(s / \theta_{ \pm}\right)^{\beta-1} e^{-s / \theta_{ \pm}}}{\Gamma\left(\theta_{ \pm}\right)-\gamma_{0}\left(\beta_{ \pm}, s / \theta_{ \pm}\right)} \tag{4.19}
\end{equation*}
$$

where $\gamma_{0}(\cdot, \cdot)$ is the lower incomplete Gamma function. This intensity function is decreasing if and only if $\beta<1^{3}$. For such values of $\beta, j^{ \pm}$are unbounded at the origin. So, in order to make $j$ bounded, one needs to modify $j^{ \pm}$in a right neighborhood $[0, \epsilon)$ of 0 . The most simple way to accomplish that is to let $f_{ \pm}$be a linear function on $[0, \epsilon)$.

Alternately, one could also perform a nonparametric estimation of $f_{ \pm}$and $j^{ \pm}$. To do that, fix a kernel $K: \mathbf{R} \rightarrow \mathbf{R}_{+}$, i.e. a nonnegative even function with $\int K(s) d s=1$. Then the densities $f_{ \pm}$of the conditional inter-jump times can be estimated by the standard kernel density estimation method:

$$
\hat{f}_{ \pm}(s)=\frac{1}{\left|\mathscr{Z}_{ \pm}\right|} \sum_{n \in \mathscr{Z}_{ \pm}} K_{h}\left(s-\Delta_{n}\right)
$$

where $K_{h}(s):=h^{-1} K(s / h)$ is the smoothing scaled kernel with bandwidth $h>0$. We will assume that $K$ is the Gaussian density with mean 0 and variance $h^{2}$.

The conditional jump intensities

$$
\begin{aligned}
j^{ \pm}(s) & =\lim _{\delta \downarrow 0} \frac{1}{\delta} \frac{\mathrm{P}\left[s \leqslant \Delta_{k}<s+\delta, J_{k} J_{k-1}= \pm 1 \mid J_{k-1}=i\right]}{\mathrm{P}\left[\Delta_{k} \geqslant s \mid J_{k-1}=i\right]} \\
& =\lim _{\delta \downarrow 0} \frac{1}{\delta} \frac{\mathrm{P}\left[s \leqslant \Delta_{k}<s+\delta, J_{k} J_{k-1}= \pm 1\right]}{\mathrm{P}\left[\Delta_{k} \geqslant s\right]} .
\end{aligned}
$$

Therefore, we can use the estimate

$$
\hat{j}^{ \pm}(s)=\frac{1}{\left|\left\{n \mid \Delta_{n} \geqslant s\right\}\right|} \sum_{k \in \mathscr{Z}_{ \pm}} K_{h}\left(s-\Delta_{k}\right) .
$$

[^3]Finally, since $\alpha=\mathrm{E}\left[J_{n} J_{n-1}\right]$, the correlation parameter can be estimated as

$$
\hat{\alpha}=\frac{1}{N} \sum_{n=1}^{N} J_{n} J_{n-1}
$$

where $N$ is the sample size.
Trade intensity. We start with an estimation procedure for the market order flow intensity, $\lambda=\lambda\left(S_{t}\right)$. By Proposition 7.2.III in [28], the log-likelihood function for $M$ over $[0, T]$ has the form

$$
L_{T}=\int_{0}^{T} \log \lambda\left(S_{t}\right) d M_{t}-\int_{0}^{T} \lambda\left(S_{t}\right) d t
$$

Since

$$
\begin{aligned}
\int_{0}^{T} \lambda\left(S_{t}\right) d t & =\sum_{k=1}^{N_{T}} \int_{T_{k-1}}^{T_{k}} \lambda\left(t-T_{k-1}\right) d t+\int_{T_{N_{T}}}^{T} \lambda\left(t-T_{N_{T}}\right) d t \\
& =\sum_{k=1}^{N_{T}} \int_{0}^{\Delta_{k}} \lambda(t) d t+\int_{0}^{T-T_{N_{T}}} \lambda(t) d t,
\end{aligned}
$$

we must have

$$
L_{T}=\sum_{k=1}^{M_{T}} \log \lambda\left(S_{\theta_{k}-}\right)-\sum_{k=1}^{N_{T}} \int_{0}^{\Delta_{k}} \lambda(t) d t-\int_{0}^{T-T_{N_{T}}} \lambda(t) d t .
$$

Take $T=T_{N_{T}}$. Then in view of (4.1),

$$
L_{T}=\sum_{j=1}^{M_{T}} \log \left(\lambda_{0}+A e^{-k S_{\theta_{j}-}}\right)-\lambda_{0} T-\frac{A}{k}\left(N_{T}-\sum_{j=1}^{N_{T}} e^{-k \Delta_{j}}\right) .
$$

The parameter ( $\lambda_{0}, k, A$ ) can now be estimated by any standard iterative method. Figure 4.3 shows a plot of the market order flow intensity function estimated with the July 15, 2013 data for the CME ESU3 future contract.

Finally, since $\rho=\mathrm{E}\left[Z_{n} I_{\theta_{n}-}\right]$, we estimate it as

$$
\hat{\rho}=\frac{1}{N} \sum_{n=1}^{N} Z_{n} I_{\theta_{n}-} .
$$

## List of main notations

## Chapter 3

$\Delta_{p} \quad p$-Laplacian operator, $\Delta_{p} u:=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)$
$W_{0}^{1, p}(\Omega) \quad$ space of functions $u \in W^{1, p}(\Omega)$ with zero trace on $\partial \Omega$ (Definition 2.1.1)
$C^{k, \mu}(\bar{\Omega}) \quad$ Hölder space of functions $u \in C^{2}(\bar{\Omega})$ such that the derivatives $\left\{D^{\gamma} u\right\}_{|\gamma| \leqslant k}$ are Lipschitz with order $\mu \in(0,1)$
$p^{*} \quad$ critical Sobolev exponent defined by $\frac{1}{p^{*}}=\frac{1}{p}-\frac{1}{N}$ where $N$ is the dimension of the ambient space
$B_{\rho} \quad$ closed ball of radius $\rho$ in $W_{0}^{1, p}(\Omega)$ centered at 0
$S_{\rho} \quad$ sphere of radius $\rho$ in $W_{0}^{1, p}(\Omega)$ centered at 0

## Chapter 4

$\mathscr{P}([0, T] \times G) \quad$ space of functions of polynomial growth (Definition 4.5.1)
$P_{t} \quad$ quote midpoint process
$X_{t} \quad$ cash process
$q_{t} \quad$ inventory process
$N_{t} \quad$ counting process of midpoint jumps
$M_{t} \quad$ counting process of market order arrivals
$S_{t} \quad$ time elapsed since the last midpoint jump
$I_{t} \quad$ last quote midpoint jump
$j(s) \quad$ intensity of midpoint jumps
$\lambda(s) \quad$ intensity of market order arrivals
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[^0]:    ${ }^{1}$ Recall that a functional $F: X \rightarrow \mathbf{R}$ defined on a normed vector space $(X,\|\cdot\|)$ is coercive if and only if $\lim _{\|x\| \rightarrow \infty} F(x)=\infty$.

[^1]:    ${ }^{1}$ "Strong side" (resp., "weak side") of the LOB will mean in the direction $I_{t}$ (resp., $-I_{t}$ ). E.g., if $I_{t}=1$, then a trade occurred on the strong side of the LOB if it was executed at the ask.

[^2]:    ${ }^{2}$ Here, $C^{1,2}([0, T] \times G)$ denotes the space of continuous functions $[0, T] \times G \rightarrow \mathbf{R}$ that are of class $C^{1,2}$ in the "continuous variable" $(t, \tilde{x})$.

[^3]:    ${ }^{3}$ Indeed, let $g(x):=x^{\beta-1} e^{-x} /\left(\Gamma(\beta)-\Gamma_{x}(\beta)\right)$. Then $g^{\prime}(x)<0$ is equivalent to $h(x):=(\beta-1-$ $x)\left(\Gamma(\beta)-\Gamma_{x}(\beta)\right)+x^{\beta} e^{-x}<0$. Proceeding to the limit as $x \downarrow 0$, we deduce that $\beta<1$ is a necessary condition. Now let $\beta<1$. Then

    $$
    h(x) \leqslant(\beta-1) \int_{x}^{\infty} u^{\beta-1} e^{-u} d u-x^{\beta} \int_{x}^{\infty} e^{-u} d u+x^{\beta} e^{-x}=(\beta-1) \int_{x}^{\infty} u^{\beta-1} e^{-u} d u<0
    $$

    implying that $g^{\prime}<0$ and hence $\beta<1$ is a sufficient condition.

