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In the region of Earth most sensitive to climate change, spring snowmelt serves as a 

measurable indicator of climate change and plays a strong role in the feedbacks that 

amplify Arctic warming. These feedbacks are strongest over sea ice and the Greenland 

ice sheet (GrIS) as these surfaces continue to melt through the summer and potentially 

impact one another. The first component of this study characterizes the snow melt season 

and attributes melt onset both at a hemispheric scale and regionally in northern Canada. 

Analysis is then expanded to the melt onset date (MOD) on sea ice and the GrIS where 
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covariability is addressed extending into the summer melt season. MOD and sea ice 

concentration (SIC) data are obtained from passive microwave satellite datasets, while 

NASA’s Modern-Era Retrospective Analysis for Research and Applications (MERRA) 

provides energy balance and meteorological fields with primarily meltwater production 

used as output from a regional climate model (Modèle Atmosphérique Régional, MAR) 

for the period 1979 - 2013.   

Across much of the Northern Hemisphere, energy advection plays a larger role in melt 

onset in regions where snow begins melting in March and April, while shortwave fluxes 

have a greater influence where the MOD occurs in May and June. As the MOD arrives 

earlier, this implies that there is a potential shift in snow melt drivers toward those 

involved in advective processes. Comparable results are found in the regional study, 

where melt is controlled more by advective energy where melt onset begins sooner, 

compared to higher levels of radiative energy further north. Analysis of the remainder of 

the Arctic finds strong covariability among Greenland meltwater production, 500 hPa 

geopotential heights, and SIC, particularly in Baffin Bay, Fram Strait, and Beaufort Sea 

early in the summer. Most of this covariance is likely due to simultaneous influence of 

the atmospheric circulation anomalies, though there may be a local influence from Baffin 

Bay to the GrIS. Height anomalies from Greenland to Beaufort Sea favor the largest 

anomalies in meltwater production, and positive height anomalies in this configuration 

have shown the greatest increase in frequency of any pattern in the study period. 
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Chapter 1: Introduction 

1.1 Background 

 The Arctic is undergoing a period of rapid change brought about by increasing 

temperatures (ACIA 2005; Lemke et al. 2007; AMAP 2011). Accelerating warming since 

the 19
th
 century has occurred in an abrupt reversal of an Arctic-wide cooling trend 

extending at least 2000 years before present (Kaufman et al. 2009). The enhanced 

warming near the surface relative to above the Arctic boundary layer suggests that much 

of this warming is related to cryospheric feedbacks due to summer sea ice loss and spring 

snow disappearance, resulting in enhanced near-surface warming (Serreze et al. 2009; 

Kumar et al. 2010; Chung and Raisanen 2011). Enhanced poleward heat advection likely 

plays a lesser role based on weaker trends in mid-tropospheric warming (Graversen et al. 

2008; Screen and Simmonds 2010). It is primarily due to the feedbacks involved in near-

surface warming that temperature increases in the Arctic have been amplified relative to 

the rest of the earth. (Serreze and Francis 2006).  

 Accelerating warming has caused substantial changes to the Arctic environment. 

Changes in these ecosystems are primarily driven by sea ice loss and warmer 

temperatures that are shifting species range and habitats northward and higher in 

elevation (Moore and Huntington 2008). Wildfire frequency has increased and is 

predicted to continue to do so as a result of warmer and drier summer conditions, as well 

as due to shifts in vegetation type (Flannigan et al. 2009).  Some of the associated 

changes in vegetation have strong impacts on surface climate feedbacks. It is likely that 
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continued vegetation changes will generate net positive feedbacks in warming that will 

continue to amplify Arctic warming (Pearson et al. 2013).  

 Accompanying Arctic warming is an increase in storminess and precipitation, 

particularly over the Arctic Ocean. While precipitation trends are difficult to gauge due to 

its high variability and limited observational network,  the best estimates of trends from 

in situ data indicate a 5% increase in the 1951 – 2009 period (Walsh et al. 2012) and have 

been linked to anthropogenic forcing (Min et al. 2008). In future simulations, global 

climate models project an increase of Arctic precipitation under all scenarios (Overland et 

al. 2011). Much of this occurs as a result of decreased sea level pressure (SLP), which 

has exhibited a significant trend downward regionally and toward stronger cyclones in all 

simulations of the Community Climate System Model (CCSM4; Vavrus et al. 2012). The 

strong correlation among variables such as temperature, precipitation, SLP, cloud cover, 

and sea ice concentration suggests that their close coupling represents a fingerprint of 

Arctic climate change.  

 At its winter maximum, snow covers nearly half of northern hemisphere's land 

surface from 45 x 10
6
 km

2
 in January to just 2 x 10

6
 km

2
 in August (Lemke et al. 2007) 

(Fig. 1). Its large seasonal variability and distinctive physical properties make snow cover 

an important component of the cryosphere and the Earth’s climate system. For example, 

the spring snow melt season is an important element of hydrologic and ecological 

systems, and serves as a reservoir when it melts in the spring (Nijssen et al. 2001; Yang 

et al. 2003; Barnett et al. 2005). In addition, variations in snow cover extent have been 

shown to have a significant effect on surface energy and mass exchanges over Arctic land 
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(Serreze et al. 2000; Serreze et al. 2003; Yang et al. 2003). Finally, its variations serve as 

a control of climate changes over its coverage area, influencing atmospheric conditions 

regionally (Groisman et al. 1994, Frei and Robinson 1999, Robinson and Frei 2000). 

               
 

Fig. 1) 1966 – 2010 average snow extent in January and August. Figure modified from 

Armstrong and Brodzik, NSIDC.  

 

 

 

The largest and most consistent change in snow cover is its earlier spring 

disappearance. As the Arctic warms, terrestrial spring snow melt has occurred an average 

of two to four weeks earlier than it did in the late 1970’s (Foster et al. 2008; Tedesco et 

al. 2009, Takala et al. 2009, Wang et al. 2013). Northern Hemisphere snow cover across 

the entire spring season has shown similar earlier melt trends responding to warmer 

temperatures and changes in atmospheric circulation (Dye 2002; Brown 2000; Dery and 

Brown 2007), with less pronounced trends over North America than Eurasia (Dyer and 

Mote 2006; Brown and Robinson 2011; Brown et al. 2010, Derksen and Brown 2012) 

which is also consistent with earlier snow melt onset (Wang et al. 2013). The most 

important variables controlling snow melt are radiative fluxes, energy advection, 
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turbulent heat fluxes, and the temperature departures that synthesize these (Groisman et 

al. 1994; Zhang et al. 1997; Aizen et al. 2000; Ohmura 2001). But it is unclear whether 

warmer temperatures primarily drive increased melt, or whether warmer temperatures are 

a consequence of the earlier melt. It is also uncertain what causes these temperature 

departures, and temperature departures are not always responsible for earlier melt. 

Therefore, understanding drivers of snow melt is critical for assessing current trends in 

snow cover and predicting future responses to Arctic and global change.  

 Elsewhere in the Arctic, the Greenland Ice Sheet (GrIS) mass balance is 

experiencing an annual net loss with accelerating negative trends being driven by 

increased surface melt (Mote 2007; Fettweis et al. 2011). This melt extent has also 

increased in coverage recently, reaching further into the accumulation zone as major 

warming events have become more common (Mernild et al. 2011; Hall et al. 2013). Melt 

from the GrIS has contributed about 5 mm to sea level rise in the most recent decade (van 

den Broeke et al. 2009) and is predicted to be the dominant contributor to sea level rise 

along with Antarctica by the end of the century (Rignot et al. 2011). Containing about 

2.85 x 10
6
 km

3
 of ice, Greenland's importance is primarily its contribution to sea level 

rise, though it has also served as a sensitive indicator of broader global climate change. 

The ability to better attribute variability in surface melt would improve surface mass 

balance models and ultimately lead to improved understanding of this component of the 

Arctic climate system. 

 Concurrent with GrIS mass loss, Arctic sea ice is declining in coverage in all 

seasons, and has also exhibited accelerating losses recently (Stroeve et al. 2012; Cavalieri 
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and Parkinson 2012). The summer ice-free season is now up to three months longer 

where ice loss has been greatest (Stammerjohn et al. 2012), with autumn freeze-up 

occurring later primarily because the warmer ocean requires longer to cool (Laxon et al. 

2003). Ice thickness has also been decreasing as multi-year ice melts and is replaced by 

young ice vulnerable to summer melt. Sea ice ranges from its peak of over 14 million 

km
2
 in March to under 5 million km

2
 in September (Fig. 1.2), with the greatest variability 

and change in the marginal ice zone. Simulations of future sea ice extent indicate greater 

losses are expected in summer than winter, likely evolving into an ice-free Arctic in 

September within the next few decades (Wang and Overland 2010; Overland and Wang 

2013). Such ice losses will have even greater impacts on Arctic meteorology, hydrology, 

and ecology, most notably through changes in atmospheric humidity, cloud cover, 

precipitation, and ocean temperature and salinity. 

 These important components of the Arctic cryosphere have therefore become a 

leading indicator of climate change globally, and the future evolution of the climate 

system depends on their interaction with the atmosphere, ocean, and each other. 

Developing a better understanding of these interactions requires a comprehensive, 

process-based approach that incorporates a large part of this system. This research project 

takes this approach to identify these physical processes and develop linkages among the 

components of the climate system to address these research questions. 
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Fig. 1.2) 1979-2010 average March and September Arctic sea ice concentration. Figure 

modified from NSIDC website. 

1.2 Data and Methodological Considerations 

 The melt onset date (MOD) is the focus of this research for multiple reasons. 

First, it is important in the climate system due to its ability to initiate feedbacks primarily 

by immediately reducing the surface albedo. Second, it is easier to detect than some other 

comparable measures of Arctic change. The change from ice to liquid in the surface and 

near-surface of the snowpack can be detected relatively easily by passive microwave 

sensors, with a record extending to 1979. Snow cover disappearance, a comparable 

measure of snowcover changes over land, is more difficult to measure and somewhat 

arbitrary to define due to uneven melting patterns and difficulty of observation beneath 
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the forest and shrub canopy in many parts of the world. The ability to accurately detect 

the MOD facilitates easier analysis of its changes over more than three decades, and 

allows for an analysis of its effects on subsequent climate processes. Finally, a 

comprehensive energy balance approach lends itself well to attributing snow melt onset 

due to the abrupt changes in the energy balance terms after this date.  

 This work focuses on snow melt onset, its trends and attribution, and its 

relationship with other components of the climate system. The scope and nature of these 

questions necessitates a comprehensive analysis that allows for easy comparison of 

multiple scales of data over a long time period, with the understanding that the 

components and processes of the Arctic climate system are often part of a highly related 

system of cause and effect. Consequently, data used here are primarily atmospheric 

reanalysis, regional climate model output, and remote sensing observations at a spatial 

and temporal resolution high enough to resolve important small-scale variability, but 

small enough to remain manageable in analysis. Addressing these questions that involve 

multiple fields of large and high-dimensional datasets is best suited for data mining and 

statistical analyses. These methods include singular value decomposition (SVD), 

principal component analysis (PCA), self organizing maps (SOM), simple and partial 

correlations, trend analysis, composites of the atmospheric geopotential height field, and 

inter-seasonal and extreme year analysis. Inputs into these analyses are comprised of a 

comprehensive list of atmospheric and hydrologic variables chosen based on their ability 

to provide multiple lines of evidence to support each of the conclusions.  
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1.3 Dissertation Organization 

 A near-hemispheric overview of terrestrial snow melt onset is first done to 

attribute earlier trends and variability in the MOD across much of northern hemisphere 

land using a comprehensive set of energy balance terms ranging from surface 

temperature, atmospheric energy advection, and cloud fraction. This large-scale analysis 

of terrestrial snow melt uses data from the satellite era, 1979-2012, which also allows 

trend analysis in this date and its energy balance to be undertaken. Much of the analysis 

is broken down in scale into regions to facilitate analysis and compare easily among 

locations with different physical characteristics. An attribution analysis is further 

performed using principal component regression, correlations between component 

loadings and mean surface atmospheric pressure, and a more detailed analysis of the 

influence of cloud cover and energy advection on the MOD.  

 Next, analysis focuses on part of northern Canada west of Hudson Bay. This 

study region was chosen for its relatively flat and homogeneous land cover and its late 

average MOD. A range of near-surface energy and atmospheric variables in northern 

Canada are analyzed at the beginning of the melt season. Emphasis is placed on the date 

of melt onset in three distinct sub regions to isolate the primary regional differences. This 

is followed by a comparison of energy balance terms to evaluate the importance of each 

term relative to each other, and how they differ regionally. Attribution of melt is 

examined primarily with analysis of extreme early and late melt years, synoptic pattern 

composites, and separation of the contribution between radiative and synoptic influences 

on the MOD using variable thresholds.  

 Finally, Chapter 4 shifts analysis of melt onset beyond terrestrial snow to the 
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remainder of the Arctic, including the onset of snow melt on sea ice and on the Greenland 

ice sheet. This focuses less on attribution than potential linkages among these two fields 

as well as the atmospheric circulation during the spring and summer months. This is 

because the MOD over sea ice and the GrIS is found to be less important to these systems 

than the subsequent summer melt season and their interactions. Different types of 

statistical methods that facilitate analysis of multiple covarying spatio-temporal datasets 

are employed for this purpose, identifying how and where these relationships appear most 

strongly. The analysis also explores the important question of to what extent sea ice 

variability and loss near Greenland can influence surface melt on the ice sheet and 

therefore the ice sheet surface mass balance. 
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Chapter 2: Controls on Spatial and Temporal Variability in 

Northern Hemisphere Terrestrial Snow Melt Timing, 1979-

2012 

 

2.1 Introduction 

 The Arctic climate system has undergone rapid changes in the late 20
th
 and 21

st
 

centuries (Lemke et al. 2007). Increased global temperatures are associated with 

accelerating losses in sea ice, glacial mass balance, permafrost, and snow cover extent 

and duration (Serreze et al. 2009; Liston and Hiemstra 2011; Camill 2005; Comiso et al. 

2008; Johannessen et al. 2004, Post et al. 2009).  Amplified warming in the Arctic 

relative to lower latitudes has occurred primarily as a result of feedbacks in the 

cryosphere, particularly the reduction in albedo associated with spring snow loss (Serreze 

and Francis 2006; Dery and Brown 2007). This amplified warming also potentially 

influences mid-latitude weather patterns (Francis and Vavrus 2012; Tang et al. 2014). 

Snow cover is a major component of the cryosphere and the Earth’s climate system, 

playing a central role in some of these feedbacks. However, despite the importance of 

terrestrial snow cover, spatiotemporal variability in spring snow melt drivers is poorly 

understood. 

As the Arctic warms, terrestrial spring snow melt (particularly snow 

disappearance) has occurred an average of two to four weeks earlier than it did in the late 

1970’s (Foster et al. 2008; Tedesco et al. 2009, Takala et al. 2009, Wang et al. 2013), 

although attributing these changes has been a challenge (Rupp et al. 2013). June snow 

cover extent has declined the most rapidly during this period, faster than the trend in 
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September sea ice loss (Derksen and Brown 2012) and by nearly 50% since 1967 (Brown 

et al. 2010). Northern Hemisphere snow cover across the entire spring season has shown 

similar earlier melt trends responding to warmer temperatures and changes in 

atmospheric circulation (Dye 2002; Brown 2000; Dery and Brown 2007; Wang et al. 

2013), with less pronounced trends over North America than Eurasia (Dyer and Mote 

2006; Brown and Robinson 2011; Wang et al. 2013; Ye et al. 2015). The regional and 

monthly differences in these trends suggest that melt drivers may exhibit considerable 

variability, requiring attribution that adequately resolves these differences.   

 It is well understood that the most important variables controlling snow melt are 

radiative fluxes, energy advection, turbulent heat fluxes, and the temperature departures 

that synthesize these (Groisman et al. 1994; Zhang et al. 1997; Aizen et al. 2000; Ohmura 

2001; Kapsch et al. 2013; Mioduszewski et al. 2014). Furthermore, the time period in 

which snow can begin melting is generally controlled by insolation, whereas inter-annual 

variation in this date can mostly be attributed to variability in downwelling longwave 

(LW) radiation, which is largely a function of cloud cover variations and heat and 

moisture transport changing the mean atmospheric thickness (Zhang et al. 2001; Sedlar 

and Devasthale 2012; Kapsch et al. 2013; Kapsch et al. 2014). Regionally, radiative 

fluxes have been found to play a larger role in melt energy at high latitudes, with 

advective energy and resultant sensible heat fluxes contributing more to melt at lower 

latitudes and earlier in the season (Ohmura 2001; Leathers and Robinson 1997; Zhang et 

al. 1996, 1997; Semmens et al. 2013). Turbulent fluxes can be important in the lower 

latitudes by enhancing or counteracting radiative fluxes (Male and Granger 1981), but 

have not been found to be significant drivers of snow melt on a large scale (Liston and 
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Heimstra 2011; Shi et al. 2013). 

 Synoptic conditions that generate the patterns that control energy advection have 

been studied on a regional and hemispheric scale (Aizen et al. 2000; Bamzai 2003; 

Vicente-Serrano et al. 2006; Ueda et al. 2003; Tedesco et al. 2009; Shi et al. 2011; Shi et 

al. 2013; Ye et al. 2015). There has been some success correlating winter snow conditions 

and subsequent melt season timing with teleconnections such as the Arctic Oscillation 

and Pacific North American pattern, with up to 50% of the variance in these conditions 

explained in some regions (Tedesco et al. 2009; Bamzai 2003; Brown and Goodison 

1996). Spring snow conditions also correlate with geopotential heights and modes of 

atmospheric circulation (Vicente-Serrano et al. 2006;  Stone et al. 2002; Bao et al. 2011), 

but correlation strengths again depend on the region as well as methodological 

considerations such as time lags and spatial and temporal averaging. For example, using 

monthly averages not only removes some of the signal, but introduces mixed 

environmental conditions by incorporating both snow-covered (melting and frozen) and 

snow-free surfaces into the analysis, particularly one that covers many melt seasons. 

A detailed analysis of energy balance terms is another method in understanding 

the snow melt process. While synoptic conditions generally control these terms, 

atmospheric teleconnections are only a metric for certain modes of regional circulation, 

which are then manifested through the surface energy balance. Small- and point-scale 

studies of snow melt attribution often have the advantage of utilizing energy balance data 

at a high temporal resolution in detailed analysis (e.g. Sicart et al. 2006; Stone et al. 2002; 

Pomeroy et al. 2003; Marsh et al. 2010; Gleason et al. 2013), but can be difficult to 
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generalize beyond the unique geography of the study location and are often limited to one 

melt season. Larger scale energy balance studies have had some success attributing spring 

snow melt while operating within a different set of constraints. Iijima et al. (2007) 

concluded that the advection of heat and moisture played the greatest role in eastern 

Siberian snow ablation, while Ueda et al. (2003) found that early snow melt years on the 

East European Plain are associated with anomalous low-level warm air advection.  

 Here, we use atmospheric reanalysis data to assess trends in the melt onset date 

(MOD) and its drivers, and to attribute MOD variability in distinctive regions. Regions of 

homogeneous snow melt are identified using principal component analysis (PCA) and 

much of the analysis proceeds using these regions. Thirty four year trends in MOD and 

melt forcing variables are obtained using the Mann Kendall trend test and Sen's slope to 

assess regional MOD and its drivers. An attribution analysis is further performed using 

principal component regression, correlations between component loadings and mean 

surface atmospheric pressure, and a more detailed analysis of the influence of cloud cover 

and energy advection on MOD. Maintaining the focus on the surface energy balance 

allows for a unique and improved understanding of what type of forcing is necessary to 

initiate the snow melt season, while combining these multi-scaled approaches over a 

relatively long time period places results in the context of the observed hemispheric 

changes in snow melt onset. 

2.2 Study Area 

The study area includes all land between 55º N and 75º N, hereafter Northern 

Hemisphere. The study area is divided into two regions for display purposes: the North 
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Eurasian region is denoted E and is bounded by 40° E – 180° E, while the North 

American region is denoted N and bounded by 170° W – 60° W. Snow cover 

characteristics across this large area tend to be almost exclusively tundra and taiga as 

defined by Sturm et al. (1995). All of the Arctic coast, particularly Canada north and west 

of Hudson Bay, is characterized by bare or shrubby tundra, which transitions into 

generally taiga of varying canopy height and density in the remainder of this area (e.g. 

Bicheron et al. 2008). This area is further divided into subregions of homogeneous snow 

melt onset for analysis, the methodology of which is described in section 2.3 (Fig. 2.1).  

2.3 MERRA Data 

Near-surface energy balance and atmospheric variables, hereafter forcing 

variables, were obtained from the National Aeronautics and Space Administration 

Modern Era Retrospective-Analysis for Research and Applications (MERRA) products 

(Bosilovich et al. 2011; Cullather and Bosilovich 2011, 2012; Rienecker et al. 2011). 

MERRA is run on a 1/2° latitude by 2/3° longitude global grid with 72 hybrid-sigma 

vertical levels to produce analyses at 6-h intervals covering the modern satellite era from 

1979 to present. Data were obtained for a 122-day period from March 1 – June 30 

capturing the melt season from 1979 – 2012. The earliest mean MOD is in mid-late 

March, so there are a few grid cells during the earliest melt years when the MOD is 

earlier, but the effect of this on the analysis is insignificant.  

Different MERRA variables were used for different analyses depending on what 

was most appropriate, and include: Net and incoming shortwave (SW) and longwave 

(LW) radiation, LW and SW cloud radiative effect (CRE), sensible heat fluxes (positive 
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fluxes moving from the snow surface to the atmosphere), 2 m daily mean and maximum 

temperature, diurnal temperature range, 850 hPa temperature and specific humidity, and 

1000-500 hPa thicknesses. Energy convergence is also included, and is defined in terms 

of the remaining energy balance terms as 

t

AE
Fsfc+RtopAF






~
    

where Rtop is the downward radiative flux at the top of the atmosphere, Fsfc is the net 

surface energy flux (positive upwards), and AE is the total energy in the atmospheric 

column. Energy convergence is obtained using a combination of MERRA moist static 

energy fields following Cullather and Bosilovich (2012, Appendix). It should be noted 

that there is redundancy in EC, which is primarily the convergence of moist static energy 

into the atmospheric column, and as such includes water vapor and is a strong mechanism 

for influencing downwelling LW radiation. EC was chosen over other alternatives such 

as sensible heat advection or u- and v-component transport based on ease of computation 

and to apply a comprehensive analysis of all the components of this term, even with 

redundancy. This type of integrative approach is more aligned with this type of large-

scale analysis, whereas it would be important for a case study to resolve EC into its 

components moreso than done here. 

All of these variables were aggregated from hourly to daily, though daily 

temperatures were derived from hourly 2 m temperature data. Statistical significance of 

trends at α = 0.05  in forcing variables as well as the date of melt onset were analyzed 

using a Mann-Kendall trend test (Mann 1945, Kendall 1975), with the associated Sen's 

Slope applied to the data to obtain a change over the 34-year period (Helsel and Hirsch 
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2002) 

MERRA has been evaluated extensively since its release (Cullather and 

Bosilovich 2012; Reichle et al. 2011; Robertson et al. 2011; Kennedy et al. 2011; Zib et 

al. 2012), but is subject to many of the limitations of other reanalysis systems. Because 

most of the data assimilated into MERRA are from remote sensing products, calibration 

issues across different platforms in the last 35 years potentially introduce some bias into 

the outputs. These tend to be strongest over lower latitudes and over the ocean 

(Bosilovich et al. 2011; Robertson et al. 2011), with the greatest influence in the Arctic 

likely being negative biases in water vapor and downward LW radiation (Bosilovich et al. 

2011; Kennedy et al. 2011). However, many of MERRA's energy balance and advective 

terms used in this study have demonstrated some of the lowest biases among reanalysis 

products in comparison and validation studies (Cullather and Bosilovich 2011; Zib et al. 

2012; Lindsay et al. 2014). 

 

2.4 Melt Onset Data 

 The annual melt onset date (MOD) data was obtained from Wang et al (2013; 

updated to 2012). Here, we briefly introduce the satellite data and the melt detection 

algorithm. Satellite-borne microwave sensors are effective tools for examining changes in 

snow melt dynamics over the Arctic due to their high sensitivity to liquid water in snow 

and the general absence of cloud cover issues faced in visible imagery analysis (e.g. Glen 

and Paren 1975, Zwally and Gloersen 1977). Melt onset was determined using an 

algorithm based on temporal variations in the differences of the brightness temperature 

(Tb) between 19 GHz and 37 GHz (vertical polarization) from passive microwave 
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satellite data (Wang et al. 2013). A continuous time series of daily Tb was obtained from 

the Scanning Multichannel Microwave Radiometer (SMMR, 1979–1987), SSM/I (1987 

to 2008), and the Special Sensor Microwave Imager/Sounder (SSMIS, 2009-2012) 

mapped to the 25 km EASE-Grid available at the National Snow and Ice Data Center in 

Boulder, Colorado (Armstrong et al. 1994; Knowles et al. 2002). Sensor cross calibration 

was performed by applying adjustment coefficients derived in previous studies (Abdalati 

et al. 1995; Jezek et al. 1993; Stroeve et al. 1998). Since our melt detection algorithm 

only uses the relative change in the temporal variations in Tb, slight offsets in Tbs 

between sensors should not affect algorithm performance. Nevertheless, the differences 

in the SMMR and SSM/I(S) sensors may still introduce some uncertainties in the long-

term trends of MOD, and changes in sensor calibration could potentially have caused an 

apparent but not real change in MOD. As explained in Tedesco et al. (2009), this 

uncertainty cannot be quantified, but these data were calibrated as well as possible by 

Wang et al. (2013). The gaps in the SMMR data (due to its narrower swath and 

availability of every other day) and SSM/I(S) data are filled by linear interpolation from 

adjacent days.  

The melt detection algorithm is capable of distinguishing early periodic snow melt 

onset from the main seasonal melt onset (Wang et al. 2008; 2013). Multiple melt events 

were determined based on temporal variations in the differences of the brightness 

temperature between 19 GHz and 37 GHz (TbD =19 v - 37 v) from the passive 

microwave satellite measurements. The MOD was detected if the difference in daily TbD 

and the previous 3-day average (M) was greater than a threshold (TH1=0.35 x M) for 

four or more consecutive days. An iterative approach was used for melt end date (MED) 
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detection: melt end was detected as the first day when daily TbD was less than a 

threshold (TH2=mean TbD in July + 7K) for at least 28 continuous days. If these 

conditions were not met at a given grid cell, the number of days was reduced from 28 to 

21, and then to 14 if necessary. Melt duration was the number of days between MOD and 

MED for each melt event, with the main melt event identified as the event with the 

longest melt duration. More details on the determination of the melt detection thresholds 

can be found in Wang et al. (2013).  

The melt detection algorithm was evaluated using observations at weather stations 

across the pan-Arctic (Wang et al., 2008; 2013). The results showed that the primary 

MOD was associated with the early stage of the final ablation of the snowpack when the 

snowpack was wet but still fully covering the ground. The detected MODs corresponded 

to a clear shift in the statistical distribution of mean daily air temperatures from largely 

below freezing to above freezing. Since melt characteristics and melt season timing over 

permanent snow and ice are different from seasonal snow cover over land, a land ice 

mask was used to mask out those areas in our analysis (Brown et al. 1998). Due to the 

uncertainty of microwave measurements in complex alpine terrains (e.g. Tong et al. 

2010), the performance of the melt detection algorithm in mountainous areas may have a 

larger uncertainty and needs to be tested further.   

For melt attribution analysis, this MOD dataset is regridded to the MERRA model 

grid using a patch recovery interpolation method (Zienkiewicz and Zhu 1992). This 

interpolation method is a type of finite element method that operates by determining 

(recovering) the derivatives of the finite elements at each node of the generated data 
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mesh. Though computationally more expensive than more common piecewise 

polynomial interpolation methods, the “superconvergent” property of patch recovery 

allows for less resulting interpolation error because the solution error converges faster 

than expected based on the maximum error in the domain of the boundary value problem.  

2.5 Principal Component Analysis of Variability in the Date of Melt 

Onset 

 Spatial clusters with similar MOD were identified with Principal Component 

Analysis (PCA) using analysis in what is referred to as S-mode (Richman 1986), which is 

used to identify spatial clusters in time series. Here, PCA in S-mode was used on the 

standardized and mean-centered melt onset field to isolate regions of homogeneous 

variance in MOD. The principal components of PCA are eigenvectors, which are the 

linear combinations of the original variables but weighted by their contribution to 

explaining the variance in each dimension. These components were then linearly 

transformed, or rotated, using the varimax method (Kaiser 1958), implemented using 

MATLAB’s ‘rotatefactors’ function. This is an important step for such an application of 

PCA because rotated components are then less domain-dependent and more localized in 

space, which helps to draw out physically meaningful clusters (Richman 1986).   

To identify regions with similar MOD, each of the resulting 34 components was 

correlated with the melt onset anomaly field. In 16 of the 18 first components, one region 

of uniform correlation coefficients with R
2
 > 0.2 could be identified (Fig. 2.1). For this 

function of PCA, the strength of the correlation is not nearly as important as the spatial 

orientation of correlation coefficients. Components 19 to 34 explain less than 20% of the 
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variance in the melt anomaly field as the components begin to degenerate into primarily 

statistical noise (i.e. are not physically meaningful; Hwang and Nettleton 2003). Not all 

northern hemisphere land is incorporated into the subregion due to the nature of PCA, but 

we sacrifice some areal coverage for accuracy in the development of targeted regions. For 

example, regions with a strong gradient in MOD due to topography particularly near the 

coast will not be identified by the PCA algorithm, such as across much of the Rockies 

and in Greenland and Scandinavia. This limitation was part of the justification for not 

incorporating the longitudes of the latter in the broader analysis. 

 

Fig. 2.1) 16 study regions obtained from the first 18 components obtained from S-mode 

PCA. Eurasian regions are denoted with the “E” prefix while North American regions are 

denoted with the “N” prefix. 

 

In the 16 regions identified, melt onset timing covaries among the region's grid 

cells reasonably well through the 34 year period. The MOD does not necessarily occur on 

the same date within each region every year, but it is likely that these regions respond to 

the same atmospheric forcing much of the time around the MOD. In many of these 

regions, there is considerable similarity in topography and landcover. For example, 

Region 5N aligns well with the Yukon River Valley, 6N covers the tundra of Northeastern 

Canada and part of the Canadian Archipelago, and 6E represents a significant subset of 
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the Russian Plain. However, the Urals nearly cut Region 4E in half, and  Region 8E 

overlays part of the Russian Far East with topography dominated by a complex system of 

mountain ranges, so topography is not always uniform. The extent to which landcover 

types are homogeneous throughout regions is more likely a function of climate rather 

than any influence landcover has on MOD, which would manifest in the PCA output. 

Additionally, dominant snowpack (Sturm et al. 1995) and landcover types are not nearly 

as important for snow melt onset as they are for the melt dynamics of the ensuing melt 

season. 

2.6 R-mode Principal Component Analysis and Multiple Linear 

Regression 

Multiple linear regression analysis was performed with eight forcing variables 

encompassing a range of potential melt drivers: downwelling LW, incoming SW, 

sensible heat fluxes, LW CRE, 2 m temperature, 850 hPa specific humidity, 1000-500 

hPa thicknesses, and EC. Anomalies were calculated relative to a fixed day of the year 

(DOY), i.e. relative to the 34-year mean of the variable for a given DOY. Then, the 

variable anomalies were averaged over a 1-4 day period prior to MOD such that the 

averaging period maximized the correlation between the 34-year time series of time-

averaged anomalies and melt onset anomalies. Anomalies of Net LW and SW could not 

be used due to their strong dependency on surface conditions (i.e. whether snow-

covered), which strongly influences the relationship between anomalies and MOD 

timing, so incoming LW and SW were used instead. This is a problem when defining 

anomalies relative to the day of the year because in some years, the melt season will be 
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well underway with snow disappearance even possible. 

Before regression was conducted, R-mode PCA was done on the eight variables. 

This type of PCA is the extraction of features from a set of variables such that the dataset 

is represented by a smaller number of new, orthogonal components (Richman 1986), 

rather than the S-mode which finds clusters in a spatial field of time series. Each 

component is often comprised of only one or a few highly correlated variables in the 

dataset, allowing physical interpretation while reducing dataset dimensionality and 

multicollinearity. They can then be used to replace the original variables in an analysis 

such as multiple linear regression, which is done here using MOD anomalies as the 

dependent variable. We seek to use these distinct “melt schemes” developed by the PCA 

to explain MOD anomalies through regression. For example, increased water vapor in the 

atmosphere does not alone drive melt onset in a particular year, but it can do so in 

coincidence with increased atmospheric thicknesses, surface temperature, LW radiation, 

and potentially low cloud cover. 

Identifying the variables that comprise each PC is done by correlating each 

component’s loading pattern with the field of variables. The loading pattern is itself a 

correlation matrix, obtained by correlating the original data with each principal 

component, such that each component has a loading pattern. This second correlation 

results in a vector of correlation coefficients for each component, but determining the 

correlation cutoff value for which a variable should be considered to comprise that 

component is not trivial. This variable selection has been studied extensively (e.g. 

Cadima and Joliffe 1995; Al-Kandari and Joliffe 2001), and a universal cutoff value is 
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not recommended (Joliffe 2002). Therefore, we apply an empirical method to determine 

this cutoff loading by using biserial correlation analysis following Richman and Gong 

(1999), which locates the point at which the PC loading pattern agrees best with the 

corresponding signal in the original data.  In this analysis, the biserial correlation peaks 

near a component loading value of 0.45, meaning that variables within each component 

with a correlation coefficient higher than 0.45 are considered to comprise that 

component.  

A primary advantage of R-mode PCA is the reduction of variables made possible 

by constructing much of the variance in the data into the first few components. Several 

methods for component selection criteria in PCA exist (e.g. an overview in Joliffe 

(2002)); here, we selected the first components that explain more than 90% of the dataset 

variance. This resulted in retention of the first four components, and rejection of trailing 

components. In addition to containing redundancy and degenerating into noise, the 

trailing components have very small variances that generate significant instability (i.e. 

large confidence intervals) in linear regression coefficients, if they were to be used. 

Regression analysis proceeded on the retained components using a backward selection 

linear model, discarding resultant regression coefficients not significant at α = 0.05. 

Because both dependent and independent variables were standardized to run the PCA, the 

regression coefficients are in standardized units, and can be interpreted as the MOD 

response (standard deviation of days) to a one standard deviation change in the given 

component with the remaining components held constant. 
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2.7 Surface Atmospheric Pressure Analysis 

Synoptic conditions at MOD were identified by correlating the S-mode PCA 

loading pattern corresponding to each region with mean sea level pressure (SLP) 

averaged between the dates of earliest and latest melt in the given region. This reveals the 

spatial configuration of SLP during the range of time when snow begins to melt in each 

region. A positive correlation indicates the tendency for positive SLP anomalies during 

late melts and/or negative SLP anomalies during early melts, with the opposite true for 

negative correlations. Wind direction can then be inferred based on the orientation of SLP 

centers relative to each other. As such, this analysis also provides a physical mechanism 

for regional variations in EC that are explored further as well. However, this type of 

analysis does not account for climatologically favored, semi-permanent systems such as 

the Siberian High and Aleutian Low and their existing effect on wind direction.  

 

2.8 MOD and Forcing Variable Trends and Variability 

 The mean MOD varies from March across the boreal forest region to early June in 

the Arctic tundra, with a strong inverse relationship with longitude (in addition to the 

first-order relationship with latitude) evident on both continents (Fig. 2.2a). MOD 

variability is largest across southern North America, northwestern Eurasia, and coastal 

locations. In those regions, the standard deviation exceeds two weeks (Fig. 2.2b), which 

is roughly consistent with the regions of earliest MOD (Fig. 2.2a). This pattern exhibits 

larger variation over locations that average earlier MODs, and about half as much 

variation over northern North America and eastern Eurasia. There are marked differences 
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Fig. 2.2) a) 34-year mean and b) standard deviation of MOD. Units are (a) DOY and (b) 

days. 

 

in spatial patterns of the mean of forcing variables in the 3-day time period prior to and 

including MOD (Fig. 2.3). The spatial patterns in these means are similar to the pattern in 
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MOD for several of these variables, including net SW and LW radiation, diurnal and 2 m 

temperature, and sensible heat fluxes. More surface energy, primarily from radiative 

fluxes (Fig 2.3a and 2.3b), and warmer temperatures (Fig 2.3h) is available in the 

northernmost locations where snow begins to melt in May and June. This is primarily due 

to greater insolation closer to the solstice, with an average of over 150 W m
-2

 more net 

SW radiation compared to the southern part of the Eurasian and North American regions 

where melt starts earlier. Additionally, more moisture in the atmosphere on average in 

these northern regions, shown in 850 hPa specific humidity (Fig. 2.3e), combines with 

higher atmospheric thicknesses to generate levels of net LW radiation comparable to 

other regions, which would otherwise be lower due to less energy converging into the 

atmospheric column. This results in higher 2 m temperatures, but a lower diurnal 

temperature range due to similar daily maximum temperatures near freezing.  

A larger percentage of energy is derived from outside the region than from local 

radiative fluxes in southern and western regions of North America and Eurasia where 

snow begins melting earlier in March and April. This is shown in higher levels of EC 

farther south and west in these regions (Fig. 2.3g) but with lower atmospheric thicknesses 

(Fig. 2.3d) and specific humidity (Fig 2.3e) leading to lower mean 2 m temperatures (Fig 

2.3h). While spatial differences in EC exceed 300 W m
-2

, only a fraction is available as 

part of the surface energy balance to melt snow. Some of this energy is radiated out to 

space or is temporarily stored in the air column, while the remainder heats the column 

and is thermally radiated to the surface. Finally, regional differences in LW radiation 

generated by clouds are under 40 W m
-2

 (Fig. 2.3f), although inter-annual differences can 

exceed 100 W m
-2

 given that years with relatively clear and overcast conditions are 
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averaged together. 

 
Fig. 2.3) 34-year mean for the 3-day period prior to MOD for a) Net LW radiation b) Net 

SW radiation c) Sensible heat flux d) 1000-500 hPa thickness e) 850 hPa specific 

humidity f) LW CRE g) Energy convergence h) Mean 2-m temperature i) Diurnal 

temperature range. 

 

 Most of the strongest trends toward earlier MOD are located across northern 

regions and are limited to regions 4E-10E, where melt begins 10-15 days sooner (Table 

2-1). Across much of the remainder of Eurasia and northern North America, statistically 

significant (α=0.05) trends suggest that MOD occurs 7-10 days earlier. The southern half 

of the North American region has no significant MOD trend, and no significant trend 

toward later MOD was found in any region. Significant trends in forcing variables exist 

mostly in regions where there are strong trends in MOD (Table 2-1). Because of the 

strong seasonal cycle of forcing variables, earlier MOD occurs when most forcings 

(particularly net LW and SW, specific humidity, 1000-500 hPa thickness, and 2 m 

temperature) have smaller values than at the date of mean melt onset (Fig. 2.4). The only 

exception is EC, which is higher earlier in the year when the atmosphere acts as more of  
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Melt 

Date 

Net 

LW 

Sensible 

Heat 

Net 

SW 

1000-500 

hPa 

Thickness 

2-m 

Temp. 

LW 

CRE EC 

850 hPa 

Humidity 

Max. 

Temp. 

850 hPa 

Temp. 

Diurnal 

Temp. 

Region Days W m
-2

 W m
-2

 

W m
-

2
 m °C W m

-2
 W m

-2
 g/kg °C °C °C 

1E -10.53 -2.05 -1.47 

-

14.15 -34.46 -2.57 -2.63 133.74 -0.21 -1.25 -1.44 3.18 

2E -7.62 -2.64 -2.34 
-
13.28 -72.53 -3.16 -0.15 285.98 -0.40 -2.37 -3.21 2.35 

3E -8.40 -0.26 4.10 

-

17.48 -69.60 -2.48 2.40 87.22 -0.44 -1.89 -2.76 1.61 

4E -11.65 1.57 2.02 

-

24.01 -53.15 -2.24 0.44 177.67 -0.27 -1.99 -1.99 1.57 

5E -14.69 1.59 1.40 

-

24.61 -49.91 -2.13 1.58 95.65 -0.30 -1.59 -2.11 0.97 

6E -15.77 1.28 1.82 

-

23.23 -35.52 -3.49 -2.60 117.10 -0.41 -1.99 -2.43 2.58 

7E -9.16 3.35 2.32 
-

21.51 -74.10 -3.12 5.23 68.64 -0.39 -2.40 -3.72 2.04 

8E -11.24 6.32 -3.18 

-

26.75 -27.93 -1.71 4.62 37.16 -0.30 -1.41 -1.56 0.39 

9E -13.83 -1.22 -9.08 

-

26.59 -20.22 -1.29 -3.88 12.94 -0.31 -1.37 -1.25 -0.01 

10E -11.54 -7.94 4.53 2.65 -33.84 0.11 -5.52 39.31 -0.29 0.23 -1.58 0.42 

6N -10.32 9.93 -10.04 

-

43.84 -29.39 -2.15 8.70 90.05 -0.20 -3.25 -1.55 -1.91 

5N -7.52 12.22 -15.04 

-

37.83 -1.26 -0.98 7.28 20.76 0.22 -2.54 0.35 -1.76 

4N -6.22 0.37 -6.61 -7.17 17.31 -0.27 -4.09 57.43 -0.18 0.00 0.43 0.42 

3N 0.54 -10.21 22.57 8.75 -29.88 -1.13 -1.45 -27.63 -0.41 -1.61 -2.91 -1.18 

2N -7.38 -4.12 -5.10 -7.67 -3.652 -1.39 -6.82 37.57 -0.39 -1.43 -0.54 -0.01 

1N -1.87 0.467 -1.07 -16.53 -45.29 -1.55 3.15 65.61 -0.37 -1.31 -2.27 -0.70 

 

Table 2-1) 34-year trends in all variables obtained from Sen's Slope. Bolded cells are 

statistically significant at α = 0.05 determined with the Mann-Kendall test.  All variables 

are averaged over the 3-day period centered on MOD. 

 

sink for energy. Thus an earlier shift in MOD results in an increasing trend for EC. 

However, it is unclear whether increased EC is driving earlier snowmelt, or whether it 

only appears larger because it tends to be earlier in the spring, and this is investigated 

further below. Additionally, the lack of a trend in LW radiation in all regions suggests 
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that these opposing trends between EC and other correlated terms such as atmospheric 

thicknesses and specific humidity that influence LW are negating each other. 

 
Fig. 2.4) Primary energy balance terms, March 1 – June 30 in region 4E. Data are 

averaged over the 34-year period.  

 

2.9 Principal Component Regression 

Results from the R-mode PCA show that the first principal component is comprised of a 

combination of LW radiation, specific humidity, 1000-500 hPa thicknesses, and 2 m 

temperature in most regions, explaining 45-55% of the variance in the data field (Table 2-

2). Though more variance is contained in the first component, this only indicates that 

these variables comprise the most spatially coherent covariance in the data with the 

trailing components being constrained orthogonally, and they are not necessarily the most 

important predictor of MOD anomalies. The second component typically describes cloud 

cover, with LW CRE, incoming SW (of the opposite sign), and sometimes specific 

humidity exceeding the 0.45 correlation coefficient truncation level. LW radiation often 
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appears significant in both components because it is highly correlated with humidity 

water vapor, atmospheric thicknesses, and 2 m temperature, but also has a strong positive 

and negative correlation 

with LW CRE and SW 

radiation, respectively. 

The third and fourth 

components are both 

largely a combination of 

only sensible fluxes and 

EC. 

 

Table 2-2) Region-averaged correlation coefficients between each forcing variable and 

each of the first four principal component loadings. Bolding indicates the dominant 

variables in each component. The absolute value of the coefficients is taken before 

regional averaging so that opposing signs do not cancel out, so anticorrelations are not 

indicated. 

 The results of the regression show that all regression coefficients for PC 1 are 

statistically significant, and are consistently some of the largest, with absolute values 

ranging from 0.33 – 0.47 (Table 2-3). Regression coefficients for PC 2 are generally 

smaller, but with a positive sign, indicating that anomalously early (late) MODs are 

correlated with negative (positive) anomalies in cloud cover in most regions. The 

composition of the first and second components in Regions 9E, 10E, 6N, and 3N is mixed 

between these two melt schemes (Table 2-3, bold), i.e. both components exhibit a 

significant correlation with both sets of forcing variables that are otherwise split between 

these first two components (Table 2-2). Therefore, it is not clear how to interpret those 

Variable PC 1 PC 2 PC 3 PC 4 

Incoming 

LW 

0.358 0.369 0.102 0.088 

Specific 

Humidity 

0.448 0.211 0.150 0.142 

Atmospheric 

Thicknesses 

0.445 0.167 0.137 0.204 

2 m 

Temperature 

0.465 0.110 0.103 0.152 

Incoming 

SW 

0.1933 0.546 0.151 0.208 

LW CRE 0.276 0.488 0.116 0.164 

Sensible Heat 

Flux 

0.214 0.279 0.434 0.691 

Energy 

Convergence 

0.1761 0.159 0.741 0.477 
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regression coefficients, and this ambiguity also lowers some of the coefficients in PC 1  

and 2. Only one component of PC 3 and 4 is typically significant in the regression, so the 

regression coefficient that is 

significant is shown regardless of 

whether it represents PC 3 or 4. 

Regression results for this 

component indicate that positive 

(negative) EC anomalies explain 

some early (late) melt variability 

primarily in regions with earlier 

mean melt dates, though northern 

North America is included as well. 

 

 

Table 2-3) Multiple linear regression coefficients for PC 1, PC 2, and PC 3/4 (both are 

correlated only with sensible heat and energy convergence). Bolding indicates that there 

is no clear separation between PC 1 and PC 2. N/S is not significant at α = 0.05. 

 

2.10 Analysis of Energy Convergence 

 The influence of EC as a melt driver was explored further by region due to the 

importance of advection in providing melt energy. EC time series in the week before and 

after MOD have a very distinct pattern where EC nearly always rises sharply to a peak 

just prior to MOD before returning to pre-melt levels (Fig. 2.5a). The maximum increase 

Region PC 1 PC 2 PC 3/4 

1E -0.327 N/S -0.473 

2E -0.365 0.204 -0.268 

3E -0.389 0.137 -0.397 

4E -0.421 0.222 -0.244 

5E -0.469 0.113 -0.173 

6E -0.456 N/S -0.329 

7E -0.421 N/S -0.408 

8E -0.447 N/S N/S 

9E 0.398 0.245 N/S 

10E -0.464 0.254 N/S 

6N -0.257 0.347 -0.21 

5N -0.401 0.177 -0.311 

4N -0.385 0.324 -0.212 

3N -0.476 0.235 N/S 

2N -0.415 N/S N/S 

1N -0.423 N/S -0.267 
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in its peak in the 3- or 4- day time period before MOD was at least 300 W m
-2

 on average 

in all regions, with the exception of Regions 2E, 4E and 1N where it increased at between 

500 – 600 W m
-2

 (Fig. 2.5b). Similarly, EC peaks at over 300 W m
-2

 in all regions and 

achieves a peak of over 400 W m
-2

 across some of the earliest melt regions. Regional 

differences in EC anomalies (relative to fixed DOY as described previously) show the  

 
 

 

Fig. 2.5) a) Time series of energy convergence within one week of MOD and averaged 

over the 34-year period over region 4E. b) Measures of 34-year mean energy 
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convergence by region.  

 

same pattern (Fig. 2.5b), with larger anomalies in regions farther to the south in North 

America and south and southwest in Eurasia. 

The time series of EC prior to MOD shows considerable variability in terms of 

standard deviation (Fig 2.5b), but differing levels of variability regionally. In earlier melt 

regions, greater variability in the EC time series exists and manifests as the observed 

larger increase just prior to MOD (Fig 2.5a), and results in larger EC anomalies. Farther 

north, EC is greater prior to MOD with a smaller increase, and it follows that EC 

anomalies are lower here. These results show that regions with an earlier MOD exhibit 

more variability in EC prior to MOD with a larger increase to a higher peak in the 3-4 

days prior to MOD. As a result, EC anomalies are higher here, agreeing with regression 

results showing EC anomalies explain the most variability in MOD in many of the same 

regions.  

 

2.11 Surface Pressure Analysis 

 The correlation between SLP around MOD and S-mode loading patterns provides 

insight into the regional preference for certain synoptic conditions if they are very 

different between early and late melts. The spatial configuration of SLP favors flow from 

the south or southwest during years with early melt onset in many regions such as regions 

2E-7E where EC has been shown to be a more significant melt driver (Fig. 2.6). This is 

demonstrated by positive correlations to the west or northwest of the given region and/or 
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negative correlations to the southeast or south, indicating the preference for low and high 

pressure, respectively, during earlier melt years. The opposite interpretation could be 

constructed for late melt years, though early melt forcing tends to be more anomalous. 

Additionally, the climatological mean flow (not shown) is from the south and southwest 

during March and April across southern and western Eurasia, in the same regions as 

mentioned above, further supporting the greater influence of EC.  

 
 

Fig 2.6) Spatial distribution of correlations between each region's component loadings 

and SLP, which is averaged over the period between a given region's earliest and latest 

MOD. Each component loading's corresponding region is labeled and indicated by 

hatching.  

 

The synoptic pattern is unclear across the northernmost regions where there is 

either little correlation between SLP and MOD, as in Regions 9E and 6N, or a more zonal 

flow as in Regions 10E and 5N. Regions 2N and 3N in central Canada exhibit a very 

similar correlation pattern to each other. However, with a large area of anomalous lower 
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SLP to the northwest during early melts (or higher SLP during late melts), the effect of 

this SLP configuration on the circulation is unclear; this is too far displaced to be a mode 

of the Pacific North America Pattern. The general circulation does not appear to favor 

more energy advection in early melt years (or less in late melt years) in these regions. 

This supports the conclusion that the temperature increase to the freezing point at MOD 

occurs through means other than EC. 

 

2.12 Analysis of Cloud Cover 

 
 

Fig 2.7) Total number of years in each region when LW CRE increased or decreased 10 

W m
-2

 in the 3 days prior to MOD (blue), and correspondingly when net SW radiation 

increased or decreased over 10 W m
-2

 (red). The difference between total years (34) and 

the height of the stacked bar indicates years when this change did not exceed 10 W m
-2

.  

 

Due to its ability to significantly alter the surface radiation balance, the influence 

of clouds was examined in more depth by evaluating the change in LW CRE prior to 

MOD. LW CRE was found to decrease by at least 10 W m
-2

 approximately twice as often 

as it increases past that threshold before MOD, with a corresponding increase in net SW 
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radiation (Fig. 2.7). The exceptions to this are regions 1E, 6N, and 4N where LW CRE 

increases about as often as it decreases, though these three regions are generally 

dissimilar otherwise. While the magnitude of change is not directly calculated, this gives 

an inter-annual cross section of the typical cloud cover conditions rather than averaging 

LW CRE over the 34-year period. Furthermore, given that the increase in net SW 

radiation occurs slightly more often than a decrease in LW CRE, it is reasonable to 

assume that the magnitude of the corresponding increase in SW radiation offsets or 

exceeds the loss in LW from clouds more often than not. 

  

2.13 Discussion 

 Multiple linear regression and PCA analysis show that the strongest predictor of 

early (late) MOD anomalies are positive (negative) anomalies of atmospheric 

thicknesses, water vapor, and consequently LW radiation and 2 m temperature, and that 

regional differences in this regression coefficient are small. These four forcing variables 

comprise PC 1 in all regions except 9-10E, 3N, and 6N, and as such have the strongest 

covariance between 1979 and 2012. EC has less coherent anomalies and higher frequency 

variability, and exhibits insignificant correlation with the components until PC3 and PC4 

when 65-75% of the data's variance has been accounted for. Positive EC anomalies and 

sensible heat flux are associated with early MOD anomalies, particularly in southern and 

western Eurasia. However, EC anomalies do not always correlate well with MOD 

anomalies, which makes the regression less useful for an analysis of its influence. 

Nonetheless, PC3/PC4 regression coefficients are largest through southern and western 

Eurasia as well as western North America where EC anomalies peak immediately prior to 
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the MOD, whereas coefficients are not significant across northern Eurasia and much of 

North America. 

 While much of the analysis of regression coefficients is focused on explaining 

melt in early melt years, melt onset in late melt years is still initiated by some forcing 

even if that is the seasonal increase in solar radiation. We hypothesize that this forcing is 

most likely to be the increased amount of insolation that more readily brings the 

temperature to the freezing point. Insolation represents a forcing that exists to initiate 

melt if EC does not do so first because it does not provide a mechanism by itself; its daily 

increase is minimal. But SW radiation adds over 150 W m
-2

 on average (more in those 

regions when melt begins later) after accounting for surface reflection, which is a 

significant contribution to the surface energy balance and the energy available for snow 

melt. Although there is some increase in net LW radiation throughout the season from 

higher geopotential heights and water vapor as the general circulation transitions into a 

warm season regime, the consistent increase in insolation tends to exceed this as shown 

in Fig. 2.3 (evidence is indirectly based on mean MOD) and Fig. 2.4.  

 Our conclusion that insolation is more important both in late melt years and in 

regions where melt begins later is consistent with other research, particularly in contrast 

with turbulent fluxes. It is generally agreed that turbulent fluxes have a minimal influence 

in the Arctic and subarctic, with a greater influence in the mid-latitudes and marine 

locations, while insolation has a much greater effect farther north and with later melts 

(Leathers and Robinson 1994; Zhang et al. 1997; Ohmura 2001; Liston and Hiemstra 

2011; Shi et al. 2013). While we are unable to separate sensible fluxes from EC in the 

regression coefficients, the magnitude of average sensible fluxes is low, and of positive 
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sign (directed away from the surface) across much of the study area (Fig. 2.3b). There is 

larger diurnal variation in this term, so a positive mean value for sensible flux is still 

likely directed toward the surface for part of the day, but its overall contribution to melt 

energy is small.  

 Cloud cover in all regions except 1E, 6N, and 4N decreases prior to MOD in at 

least two thirds of the years, and this decrease is independent of the magnitude of the 

MOD onset anomaly. In this study we find that on average, the increase in insolation 

when clouds disappear compensates for or exceeds the loss of LW radiation, thus 

neutralizing the energy balance effect. Regression results showing more cloud cover 

correlating with late melts (Table 2-2) is more due to this decrease rather than a causal 

relationship with MOD anomalies, since LW CRE anomalies in late melt years tend to be 

higher relative to the same DOY in other years. The ability of clouds to substantially add 

LW energy to the surface and initiate melt is well documented (e.g.  Zhang et al. 1997; 

Stone 1997; Stone et al. 2002), and is a factor in some years. However, this study shows 

that this likely occurs in a minority of years in most of our study regions, and the surface 

from an energy balance standpoint does not depend on a surge of LW radiation to begin 

the melt season. 

 We show that there are large regional differences in EC such that much of the 

southern part of the entire study area relies more on EC as a melt driver. In these 

locations, EC is greater, more variable, and more anomalous both in regions where melt 

begins earlier and in anomalously early melt years. Much of the magnitude in these 

anomalies is generated only a few days prior to MOD, as shown in Fig. 2.5. Furthermore, 
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there is a tradeoff between EC and radiative fluxes (primarily SW, as LW is also 

generated from moist static energy convergence into the column) in terms of what is 

present at MOD; radiative fluxes play less of role in melt in locations where EC is the 

dominant driver. There is also considerable zonal asymmetry in meridional energy 

transport, with poleward transport climatologically occurring at preferred longitudes such 

as western Siberia and Alaska, with even a net equatorward transport over northeastern 

Canada. This was calculated across the 70
th
 parallel by Serreze et al. (2007) and attributed 

to differences in the mean long-wave circulation patterns in the middle troposphere. This 

explains some of the inconsistency in Fig. 2.6 with other analysis; anomalies in SLP do 

not need to be strong to facilitate extensive energy transport across southern and western 

Eurasia where Fig. 2.3 and Fig. 2.5 show EC is strongest.  

 Our results show that regions that rely more on advective energy exhibit greater 

inter-annual variability in MOD due to the weekly to monthly duration of prevailing 

synoptic patterns, whereas regions dominated more by radiative energy should have a 

more predictable onset date. This is seen in Fig 2.2b, with MOD standard deviations in 

western Eurasia and southern and eastern North America about twice those in 

northeastern North America and eastern Eurasia. Lack of advective energy in the latter 

regions is due to the gradual climatological shift in the circulation pattern limits 

opportunities for transient eddies to transport heat and moisture poleward. 

 Trends in MOD and many of the forcing variables differ among groups of regions. 

There are relatively strong trends toward earlier melt in Regions 1E-7E with 

corresponding significant increases in EC and decreases in atmospheric thicknesses, 
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specific humidity, and weaker trends downward in net SW radiation. 2 m temperatures 

show trends downward by 2-3°C, though some decrease is accounted for in a 1-2°C 

increase in diurnal temperature range. 850 hPa temperatures also show a 2-3°C trend 

downward, which precludes the possibility that warm air aloft is still advected into the 

region to generate LW radiation despite the colder surface temperatures. Therefore, we 

theorize that the increase in EC compensates for the lower remaining energy balance 

terms in these regions. This may be a primary forcing behind the earlier melt, but the 

effect would be the same: with less radiative energy available earlier in the season, the 

atmosphere naturally acts as more of a sink for energy which manifests as a larger 

amount of EC. Regardless of the extent to which it is a cause or an effect, we have shown 

that there is more energy available to converge into the atmospheric column. 

Additionally, the strong signal for EC as a melt forcing across much of the southern and 

western Eurasian region is consistent with other studies showing strong correlations with 

southerly and southwesterly flow bringing warmer and more moist air into primarily 

western and central Siberia (Ueda et al. 2003; Vicente-Serrano et al. 2007)  

 In contrast to Regions 1E-7E, forcings driving the strong trends toward earlier 

melt in Regions 8E to 10E are not possible to identify. In these areas, insolation has a 

stronger control on MOD, and they are more insulated from anomalous energy transport 

from the south. EC is constant as MOD shifts to earlier dates, and other variables exhibit 

weak trends when melt begins in May and early June. Nonetheless, decreasing amounts 

of net SW radiation here and in many other regions where MOD is arriving earlier 

suggest there are some broad limits on how anomalously soon MOD could come in a 

given location.  Even earlier spring melts would occur with climatologically less energy 
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in the atmosphere and especially less from insolation, particularly close to the equinox 

when insolation changes rapidly. This would require an even larger fraction of energy to 

come from EC, and there is likely a theoretical limit to how much energy can be 

transported poleward, so this may limit how much earlier MOD can occur in some places. 

 In North America outside of Region 6N, MOD trends are not significant, and 

there are few significant trends in forcing variables. Wang et al. (2013, Fig. 2.2a) shows 

linear regression-based trends in the same MOD dataset over 33 years on a grid-cell basis 

over the Northern Hemisphere north of 50°N, which shows significant MOD trends in a 

sizable minority of Canada and Alaska. This demonstrates that MOD trend differences 

between continents are not as large as they may appear here due to region selection and 

regional pixel averaging. It has also been established that the trend in snow disappearance 

is greater than that in earlier MOD, so there may be a shortening of the melt season in 

some places, as suggested in Tedesco et al. (2009) who found a shortening of 0.57 

day/year across the Arctic due to the difference in trends between these two dates. The 

explanation for why there are few significant trends in forcing variables over North 

America is less clear, but changes in spring atmospheric circulation across northern 

Alaska (Stone et al. 2002) and northern Canada (Brown and Braaten 1998) have been 

documented. How these changes translate into warmer spring temperatures and earlier 

melt onset regionally is not a simple problem, and given the vastly different geography of 

these two continents there may be different mechanisms at work that require further 

research.  

 We have found that the predominant snow melt drivers in the Northern 
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Hemisphere can be broadly split into two categories: those processes involved in energy 

advection, and those in radiative fluxes. This is unsurprising given the range of latitude, 

land cover types, continentality, and consequently the more than three month difference 

in mean MOD. Further, melt drivers shift from advective toward radiative as the MOD 

occurs closer to the solstice with stronger insolation and weaker synoptic influences. This 

may account for the weaker variability in MOD in the northernmost regions where this 

MOD occurs later in May and June.  

As snow melt occurs earlier in the spring, the dominant melt drivers may shift 

more toward advective mechanisms depending on corresponding regional changes in 

atmospheric circulation. While insolation controls the time period when melt can begin, 

increased equatorward energy available for transport north will continue to force earlier 

melting across much of the Northern Hemisphere. Given the regional variation in MOD 

standard deviation, this shift would likely result in greater variability in each season’s 

MOD. Furthermore, reduction in snow cover at lower latitudes would further enhance 

energy advection northward, which may already be occurring here demonstrated by a 

shift toward advective drivers farther north.  The impacts of this type of shift in spring 

snow cover on the rest of the crysphere and boreal climate system remains an uncertainty. 

 

2.14 Conclusions 

 An assessment of the energy and radiation balance variables driving melt onset 

across much of the Northern Hemisphere over a 34 year period around the beginning of 

the snow melt season has led to the following conclusions: 

1) The melt onset date has advanced by 1-2 weeks in the 1979-2012 time period 
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across much of the Northern Hemisphere, with the strongest trends in northern and 

western Eurasia. In these regions, an increasing amount of advective energy is replacing 

decreasing levels of many other forcing variables associated with an earlier MOD.  

2) Large differences in forcing variables at MOD generally follow the spatial pattern 

of melt timing, with weaker radiative fluxes and colder mean 2 m temperatures where 

MOD occurs earlier, though a greater magnitude of energy convergence. This pattern is 

also found in trends: as MOD comes sooner, there is less energy in the system and more 

advected from elsewhere. 

3) Evidence supports the hypothesis that the date of melt onset is less variable 

farther north and therefore relies less on EC and more on radiative fluxes (insolation as 

well as LW radiation generated from higher atmospheric thicknesses and water vapor). 

Conversely, inter-annual MOD variability is larger farther south in regions that receive 

more outside energy. This is consistent with MOD synoptic-scale pattern changes that can 

generate flow from the south and southwest and increased energy advection. 

4) Linear regression and PCA analysis show that the strongest predictors of early 

(late) MOD anomalies are positive (negative) anomalies of atmospheric thicknesses, 

water vapor, and consequently downward LW radiation and 2 m temperature. Secondary 

to this, positive (negative) anomalies of EC are associated with early (late) MOD 

anomalies in many regions and regression coefficients are of similar magnitude to those 

of the first principal component across southern Eurasia in particular. 

5) Regional differences in EC are substantial. Compared to other regions, southern 

and western Eurasia and southern North America stand out. Here, EC increases more to a 

higher peak prior to MOD, is more of an anomaly relative to DOY, and is more variable 
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from day to day. This suggests that EC is a much more important melt driver in these 

regions than in northern Eurasia and North America.  

6) There is little difference regionally in cloud cover at MOD with no significant 

change over the study period, and often a decrease in cloud cover just prior to MOD. 

 Snow melt onset across the high latitudes of the terrestrial Northern Hemisphere 

appears to be controlled by relatively different processes. As snow melt occurs earlier in 

the spring, the dominant melt drivers may shift more toward advective mechanisms 

depending on corresponding regional changes in atmospheric circulation. The uncertainty 

that remains in the observed and future variability of snow melt requires further work to 

help resolve this. Given the limitations of reanalysis data and the difficulty in separating 

cause from effect in some of the processes involved in snow melt, it is crucial to continue 

to address this important component of the changing cryosphere with a variety of 

methods and perspectives. 
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Chapter 3: Attribution of Snowmelt Onset in Northern Canada 

 

3.1. Introduction 

 As the Arctic warms, terrestrial spring snow melt has occurred an average of two 

to four weeks earlier than it did three decades ago (Tedesco et al. 2009). June snow cover 

extent, largely confined to the Arctic, has decreased nearly twice as fast as the well-

publicized September sea ice extent during the satellite era (Derksen and Brown 2012), 

and nearly 50% since 1967 (Brown et al. 2010). Snow cover across the entire Northern 

Hemisphere has shown similar earlier snow loss trends responding to warmer 

temperatures and changes in atmospheric circulation (Dye 2002; Brown 2000; Dery and 

Brown 2007). This has been less pronounced over North America than Eurasia (Dyer and 

Mote 2006; Brown and Robinson 2011; Wang et al. 2013), with no trend over the tundra 

of northern Canada, depending on the data set (Wang et al. 2005).  The regional and 

monthly differences in these trends suggest that melt drivers may exhibit considerable 

variability, requiring attribution that adequately resolves these differences. 

 The most important variables controlling snow melt are radiative fluxes, energy 

advection, turbulent heat fluxes, and the temperature departures that synthesize these 

(Groisman et al. 1994; Zhang et al. 1997; Aizen et al. 2000; Ohmura 2001; Kapsch et al. 

2013; Mioduszewski et al. 2015), but it is unclear whether warmer temperatures primarily 

drive increased melt, or whether warmer temperatures are a consequence of the earlier 

melt. It is also uncertain what causes these temperature departures, and temperature 

departures are not always responsible for earlier melt. Large-scale attribution studies of 
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spring snow melt have been a challenging undertaking due to the volume of data and its 

dimensions involved, and tend to provide results constrained by this limitation (Shi et al. 

2011; Bamzai 2003; Tedesco et al. 2009; Vicente-Serrano et al. 2006; Shi et al. 2013). 

Regional studies have largely been confined to central and eastern Eurasia (Aizen et al. 

2000; Aizen et al. 2002; Shinoda et al. 2001; Ueda et al. 2003; Iijima et al. 2007; Ye et al. 

2015) or western Canada and Alaska (Bao et al. 2011; Semmens et al. 2013). In contrast, 

small- and point-scale studies of snow melt attribution often have the advantage of 

utilizing detailed energy balance and turbulent flux data at a high temporal resolution 

(Sicart et al. 2006; Stone et al. 2002; Pomeroy et al. 2003; Marsh et al. 2010) but can be 

difficult to generalize beyond the unique geography of the study location and are often 

limited to one melt season.  

 Radiation is the primary mechanism providing energy for snow melt. Radiative 

fluxes have been found to play a larger role in melt energy, especially at high latitudes, 

with advective energy and resultant sensible heat fluxes contributing more to melt at 

lower latitudes and earlier in the year (Ohmura 2001; Leathers and Robinson 1997; 

Zhang et al. 1996, 1997; Liston and Heimstra 2011). The greatest control on downwelling 

longwave (LW) radiation variability during the melt season, however, is considered to be 

the change in atmospheric moisture content (Zhang et al. 2001; Kapsch et al. 2014) and 

temperature (Sedlar and Devasthale 2012), and low cloudcover can raise this radiance by 

up to 100 W m
-2

 (Stone et al. 2002). Iijima et al. (2007) concluded that atmospheric 

warming and wetting played the greatest role in eastern Siberian snow ablation, with 

mean water vapor pressure doubling to 4 hPa in the 30 days before the melt onset date. 

The impact of clouds on snow melt has been studied extensively (Bintanja and Van den 
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Broeke 1996; Zhang et al. 1996; Stone et al. 2002; Maksimovich and Vihma 2012), with 

most concluding that low clouds can be responsible for a large contribution to the net 

radiation balance and subsequent melt. However, averaged over longer time periods, the 

additional thermal radiation emitted by increased clouds is nearly balanced by the solar 

energy they block at these latitudes in spring, and this becomes a net cooling effect as the 

albedo decreases (Zhang et al. 1996; Dong et al. 2001). 

 The time period in which snow can begin melting is generally understood to be 

controlled by insolation, whereas inter-annual variation in this date can be most attributed 

to variability in downwelling LW radiation (Zhang et al. 2001; Kapsch et al. 2013). 

Variability in downwelling LW radiation is largely a function of heat and moisture 

transport changing the mean atmospheric thickness, as well as cloud cover variations. 

Synoptic conditions that generate the patterns that control energy advection have been 

studied on a regional and hemispheric scale. There has been some success correlating 

winter snow conditions and subsequent melt season timing with teleconnections such as 

the Arctic Oscillation and Pacific North American pattern (Tedesco et al. 2009; Bamzai 

2003; Brown 2000), or simply height fields and modes of atmospheric circulation 

(Vicente-Serrano et al. 2006; Stone et al. 2002; Bao et al. 2011; Ye et al. 2015), but these 

results depend on the region as well as such methodological considerations as time lags 

and temporal and spatial averaging. Only few studies explore regional snow melt drivers 

by analyzing the local energy balance within the larger synoptic perspective, seeking to 

build on both small- and large-scale research.  

 Here, the snow melt onset drivers between 2003 and 2011 in northern Canada are 

characterized and analyzed by using passive microwave radiometer and atmospheric 
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reanalysis data. This time period was chosen due to the availability of the snow melt 

dataset. Snow melt onset dates (MOD) were derived from the Advanced Microwave 

Scanning Radiometer – Earth Observing System (AMSR-E) passive microwave 

radiometer, while all other data were obtained from Modern Era Retrospective-Analysis 

for Research and Applications (MERRA), NASA’s current state of the art reanalysis 

product. A range of near-surface energy and atmospheric variables in northern Canada 

are analyzed at the beginning of the melt season, including 2 m temperature, energy 

convergence, insolation, specific humidity, and LW cloud radiative effect (CRE). 

Emphasis is placed on the date of melt onset in three distinct sub regions to isolate the 

primary regional differences. First, validation of the AMSR-E algorithm with station data 

is provided, and the spatial variability of melt onset times is shown. This is followed by a 

comparison of energy balance terms to evaluate the importance of each term relative to 

each other, and how they differ regionally. Attribution of melt is examined primarily by 

identifying the number of years in each grid cell when each variable exceeds a predefined 

threshold to separate the contribution of radiation vs. synoptic influences. Next, 

composites of 500 hPa height fields are calculated to show the typical synoptic conditions 

during melt in each region and gain a sense of the large-scale dynamics that drive the 

local energy balance. Finally, the earliest and latest melt onset occurrences are analyzed 

to examine if melt drivers are different in extreme snow melt years.  

 

3.2 Study Area 

 The study region spans 59° to 70° N, 90° to 115° W and is split into three sub 

regions for much of the analysis (Fig. 3.1). Seasonal temperature patterns and land cover 
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distribution take on a southwest-northeast orientation, with boreal forest transitioning to 

tundra (Fig. 3.1). The southwest-northeast orientation of temperature and land cover is 

likely in part due to the orientation of the Rocky Mountains, which favors a 500 hPa 

trough near Hudson Bay and a ridge further downstream (Seager et al. 2002). Lake 

coverage is more extensive moving north and east into the tundra (Fig. 3.1 or refer to 

Global Lakes and Wetlands Database (Lehner and Doll 2004)), which increases the 

region's albedo during melt, particularly relative to the boreal forest where snow is 

removed from dark canopy. 

 

Fig. 3.1) Map of (a) North America showing the study region with mean April–June 2 m 

temperature (NOAA/NCEP reanalysis) overlaid and (b) land cover map (modified from 

Latifovic et al., 2002) of the study area with subregions shown in boxes. 

 

3.3 Melt Onset Algorithm 

 The occurrence of melt in a grid cell was determined using input from a gridded 

binary (presence/absence) dataset of surface snow melt that incorporates observations 

from AMSR-E (Knowles 2006) and the National Ice Center’s Interactive Multisensor 

Snow and Ice Mapping System (IMS) product (Ramsay 1998). In this dataset, a grid cell 

is designated as experiencing surface melt if the diurnal amplitude variation (DAV) (i.e. 

the absolute value of the brightness temperature difference between the ascending and 
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descending nodes) exceeds 18 K. The melt identification methodology here is similar to 

that used in previous studies, which incorporate a minimum DAV criterion and a 

minimum brightness temperature (Tb) criterion to identify melt (e.g., Ramage et 

al. 2007). In this study, only the DAV criterion is used because the maximum Tb 

threshold used for identification of snow-covered surfaces would be mutually exclusive 

with the minimum Tb to identify melt. 

Snow presence prior to melt onset was identified following the approach used in 

AMSR-E/Aqua L3 Global Snow Water Equivalent product, where snow was indicated 

with Tb36V ≤ 255 K and Tb36H ≤ 245 K (Tedesco et al. 2004), and using IMS as a 

supplement. Gaps due to missing satellite imagery are filled using the previous day’s data 

for up to 5 days. This algorithm was validated in section 4.1 over the 2003-2009 period 

with Baker Lake (64º N, 96º W) and Yellowknife (62º N, 114º W) snow depth and 

maximum temperature data, obtained from Environment Canada. These stations are 

representative of the climate across much of the study region’s tundra and boreal forest, 

respectively.  

The MOD between 2003-2011 was determined from the data generated from the 

above methodology with an algorithm that identifies the date corresponding to the first 

day of melt in the “primary” melt season without incorporating early melt events, similar 

to previous studies (e.g. Wang et al. 2013). MOD is specified if surface melt is indicated 

for either four or more consecutive days, or three consecutive days and at least twice 

more in the following four days. If melt is not triggered, this condition is relaxed to three 

consecutive days and one of the following four days. The surface melt product was 

regridded from its original 25 km grid on Equal-Area Scalable Earth projection to 2/3° x 
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1/2° to be compatible with MERRA data. 

 

3.4 MERRA Data 

 Near-surface energy budget and atmospheric variables were obtained from 

MERRA products (Bosilovich et al. 2011; Cullather and Bosilovich 2011, 2012; 

Rienecker et al. 2011). Data were obtained for a 108 day period from March 15 – June 30 

capturing the melt seasons between 2003 – 2011. All MERRA variables were aggregated 

from hourly to daily, though diurnal temperature range was derived from hourly 2 m 

temperature data. MERRA is run on a 1/2° latitude by 2/3° longitude global grid with 72 

hybrid-sigma vertical levels to produce analysis at 6-h intervals covering the modern 

satellite era from 1979 to present. This program is generated with version 5.2.0 of the 

Goddard Earth Observing System atmospheric model and data assimilation system. It is 

coupled to the Community Radiative Transfer Model for radiance assimilation, and 

coupled to a catchment-based hydrologic model and a multilayer snow model for 

hydrological processes, with the specific goal of improving the representation of water 

cycle processes in analyses. These fields are forced by the atmospheric model, with 

inputs assimilated from a wide range of remote sensing (primarily satellite) observations 

in addition to non-hydrologic surface observations.  

MERRA has been evaluated extensively since its release (e.g. Reichle et al. 2011; 

Robertson et al. 2011; Kennedy et al. 2011; Zib et al. 2012) and evaluated or used in the 

Arctic (Cullather and Bosilovich 2011, 2012; Liston and Hiemstra 2011). Given 

MERRA’s heavy reliance on satellite data, changes in the observing systems and the 

evolution of bias correction schemes over more than 30 years poses a challenge to data 
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integrity. The assimilation of the Special Sensor Microwave Imager in 1987 and 

Advanced Microwave Sounding Unit in 1998 provided some of the largest continuity 

challenges, but artifacts associated with their introduction were found to affect energy 

and moisture budget continuity mostly at lower latitudes and over the ocean (Bosilovich 

et al. 2011; Robertson et al. 2011). Clouds in MERRA have generally been found to be 

optically weaker resulting in negative biases in water vapor and downwelling LW 

radiation (Bosilovich et al. 2011; Kennedy et al. 2011), though a validation of MERRA 

cloud fraction at two Arctic stations compared more favorably than the four other 

reanalysis products in the study (Zib et al. 2012). While the melt season can often pose 

the largest challenge to reanalysis surface fluxes due to rapidly changing albedo 

(Cullather and Bosilovich 2011),  MERRA’s energy transport terms do compare 

favorably (Cullather and Bosilovich 2011) and has validated reasonably well at the 

surface with some negative flux biases likely due to cloud fraction and cloud properties 

(Zib et al. 2012). Additionally, many of the largest issues found in MERRA’s evaluation 

do not apply to the variables or levels of the atmosphere used in this study (Kennedy et 

al. 2011). 

 Eastern Pacific Oscillation (EPO) index data were obtained from the National 

Oceanic and Atmospheric Administration's Earth System Research Laboratory. A 3-day 

moving average is used to calculate the EPO index to filter high frequency variability. 

The index is not standardized, but 1 standard deviation is approximately 90 dam. The 

EPO has centers of action of 500 hPa height fields where values from 55 to 65° N, 160 to 

125° W are subtracted from values from 20 to 35° N, 160 to 125° W. The positive phase 

of the EPO manifests itself primarily as a trough in the Gulf of Alaska and a ridge in the 
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Central Pacific, with a secondary ridge near Hudson Bay. This results in the tendency for 

warmer air to be advected northward over western Canada into the southwestern part of 

the study area. While the EPO is a descriptive tool rather than itself a mechanism for 

initiating the melt season, it is useful in further exploring the large-scale dynamics that 

control the energy balance when snow begins to melt.  

 

3.5 Attribution Methodology 

 Five atmospheric variables that best represent the spectrum of potential melt 

drivers were used in the attribution study of melt onset, including 2 m temperature, total 

convergence of energy into the atmospheric column, insolation, 850 hPa specific 

humidity, and LW CRE. LW CRE is the contribution of LW radiation from clouds, and is 

obtained by subtracting surface-absorbed all-sky LW radiation from surface-absorbed 

LW radiation assuming a clear sky. Energy convergence is defined in terms of the 

remaining energy balance terms as 

    

where Rtop is the downward radiative flux at the top of the atmosphere, Fsfc is the net 

surface energy flux (positive upwards), and AE is the total energy in the atmospheric 

column. Energy convergence is obtained using a combination of MERRA moist static 

energy fields following Cullather and Bosilovich (2012, Appendix). 

Temperature is generally determined by all the other terms in the energy balance, 

so it is a useful synthesis of them (Zhang et al. 1997). Other factors influencing MOD 

that were either not accounted for or were not relevant in this region include elevation 
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(with associated slope and aspect influences), land cover, rain on snow events, katabatic 

winds, and turbulent heat fluxes. All turbulent fluxes were omitted in the attribution 

because their magnitude was found to be too small, generally under 5 W m
-2 

for the daily 

mean. 

Dominant controls on melt onset, i.e. melt attribution, were chosen based on their 

influence in the above energy balance and to account for the primary mechanisms by 

which energy is brought to the 

surface. All of these variables are 

largely interrelated, so melt can 

be attributed to more than one 

driver at once. Anomalies from 

the 33-year (1979 – 2011) mean 

were used for the attribution 

analysis except for LW CRE and 

energy convergence which used 

Table 3-1: Summary of data preparation, indicating for each melt driver whether an 

anomaly was used in place of absolute values, and over what period (if any) data were 

averaged. An averaging period of “none” indicates that data only on the MOD were used. 

 

absolute values (Table 3-1). The time series of the 9-year mean of both these variables 

has a large variance, making their anomalies less meaningful. The averaging interval for 

each variable in the time period around MOD was chosen to best suit its ability to operate 

as a melt stimulus, and reduce high-frequency noise when necessary (Table 3-1). For 

example, cloudcover tends to vary over shorter time scales than energy advection, so both 

Melt Driver Anomaly Averaging 

Period 

Insolation Yes None 

LW CRE No None 

Specific 

Humidity 

Yes MOD ± 1 day 

Temperature Yes MOD ± 1 day 

Energy 

Convergence 

No MOD ± 2 days 
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LW CRE and insolation were not averaged beyond daily.  

For all variables except energy convergence (see below), a threshold of 50 W m
-2 

was chosen in a physically and empirically (e.g. time series analysis) based assessment of 

the magnitude necessary to perturb the system enough to initiate melt. For temperature 

and humidity anomalies, a linear regression was done with downwelling LW radiation 

anomalies around MOD to determine how much of an increase in these respective 

variables would result in an increase in 50 W m
-2

 of incoming radiation, on average. The 

regression was done using only temperature values between -10 °C and 10 °C, the typical 

range of temperatures near melt onset. The regression results yielded 4 °C for 

temperature and 1.3 x 10
-3

 kg/kg for specific humidity. The threshold for energy 

convergence was set at 150 W m
-2

. In contrast to incoming SW and LW radiation at the 

surface, energy convergence is used both in heating the atmospheric column (dAE/dt) and 

escaping to space (Rtop). Thus, a conservative estimate of this threshold must be 

considerably greater than for incoming SW and LW radiation alone. The amount of 

advected energy reaching the surface varies considerably, but 150 W/m
-2

 was chosen as 

an estimate with the caveat that the number of years attributed to energy convergence is 

subject to a higher range of uncertainty. Given these thresholds, the number of years that 

exceeded them were calculated for each variable and then averaged across each region, 

hence resulting values for years are not typically whole numbers. To examine the 

sensitivity of the melt attribution to the magnitudes of the threshold values, the attribution 

was done with a range of values from 25 – 75 W m
-2

 for the energy balance variables, 

and 75 to 225 W m
-2

 for energy convergence. This sensitivity study shows that the 

average change in attributed years for a 10 W m
-2 

(30 W m
-2

 for energy convergence) 
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change in threshold is generally under 1 year for all melt drivers, with no apparent 

regional variation in sensitivity (Table 3-2). Sensitivity is slightly higher for energy 

convergence and LW CRE and lower for specific humidity anomalies, but the difference 

is not enough to alter 

conclusions. Thus, this method 

is suitable to assess regional 

differences in dominant drivers 

for melt onset. 

 

 

 

Table 3-2: Sensitivity analysis of the attribution analysis to the incoming radiation 

threshold, performed in the range of 25 – 75 W m
-2

 (75 – 225 W m
-2

 for energy 

convergence) in each subregion. Units are 1 Yr/10 W m
-2

 (1 Yr/30 W m
-2 

for energy 

convergence).  

 

3.6 Algorithm Validation and Melt Climatology 

Validation of the melt algorithm at Baker Lake and Yellowknife is provided using 

snow depth and maximum temperature data (Fig. 3.2). In nearly every year, the melt 

algorithm indicates melt onset within a day of inferred onset (i.e. maximum temperature 

above freezing accompanied by a decrease in snow depth).  2005 at Baker Lake is the 

only discrepancy, when the maximum temperature is between 0 ºC and 4 ºC for nearly a 

week with a large reduction in snow depth before the DAV increases over 18 K, while 

onset detection at Yellowknife has no such aberrations. The first date when DAV exceeds 

18 K is not necessarily the MOD, but becomes a candidate to be such when the onset 

algorithm is applied to mask early melt events. In a few years at Baker Lake (e.g. 2006), 

Melt Driver Region 

1 

Region 

2 

Region 3 

Insolation 0.7 0.92 0.48 

LW CRE 0.62 0.76 1.36 

Specific Humidity 0.72 0.32 0.6 

Temperature 0.24 0.2 0.56 

Energy 

Convergence 

0.74 1.06 0.90 
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there is an early melt event that is correctly ignored by the MOD algorithm; the DAV 

rises above its threshold, 

but not for enough days to 

indicate that the primary 

melt season is underway. 

In fact, the largest 

uncertainty in MOD may 

not be from melt detection 

methods themselves, but 

simply in consistently 

extracting the onset of the 

primary melt season which 

can sometimes be 

relatively indistinct. 

Snow melt onset 

varies strongly over the  

 Fig. 3.2) Time series of maximum temperature (°C) and snow depth (cm) with AMSR 

diurnal amplitude values (K) at the 36 GHz frequency overlaid for 2003–2009 at (a) 

Baker Lake, NU, and (b) Yellowknife, NT. The MOD is determined by a secondary 

algorithm, and the marker on this date is colored orange while any days with DAV > 10 K 

prior to this are colored green. DAV values greater than 10 K are displayed here even 

though only days when DAV exceeds 18 K are considered candidates for MOD. 

 

study area dictated by latitude and longitude (Fig. 3.3). Melt typically begins by April 1 

near Region 1 and much of the boreal forest, but not for another two months farther 

northeast towards Region 3 (Fig. 3.3). Snow cover duration and snow water equivalent 
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(SWE) have been assessed in other studies, showing a very similar spatial gradient  

from southwest to northeast (Brown et al. 2007). Wulder et al. (2007) reported mean 

February SWE values from 80 – 110 mm across the southwestern third of the study area, 

while this sharply decreased to 40 – 60 mm in the tundra transition zone and less than 30 

mm even farther to the northeast. The division of the current study area into three regions 

is motivated by this spatial distribution of MOD and associated hydrologic terms. A 

further understanding of the differences in melt season, particularly around MOD, 

requires an understanding of the energy balance terms at the local scale in the context of 

the general synoptic pattern during this period. 

Fig. 3.3) The 2003–2011 mean melt onset date plotted in days after 15 March. 

 

3.7 Energy Balance 

 Much of the motivation for choosing the location of the three regions comes from 

the spatial differentiation in energy balance terms. The energy balance in all three regions 

is dominated by energy convergence, but with growing influence of shortwave (SW) 
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radiation in the northern 

regions (i.e. Region 2 and 

3) (Fig. 3.4). Energy 

convergence is used as a 

proxy for the advective 

energy of air masses, 

following Aizen et al. 

(2000). Not all of this 

energy is available as melt 

energy at the surface; 

energy that advects into the 

atmospheric column both 

warms the column and is 

radiated in all directions 

primarily as LW radiation, 

including energy lost to 

space and the downwelling 

LW radiation considered in 

this surface energy balance. 

The energy balance in  

Fig. 3.4) (a) Three day mean centered on MOD of 2003–2011 averaged net SW radiation 

and (b) energy convergence and (c) 2003–2011 mean values of the four primary 

components of the energy balance and the LW contribution from clouds in each region. A 

3 day mean centered on the spatially averaged MOD for each region is used. Error bars 

are placed at 95% confidence intervals. 
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Fig. 3.4 is dominated by SW radiation and energy convergence, whereas LW radiation 

and sensible fluxes are slightly negative (positive upward flux). A positive upward flux in 

LW radiation indicates that surface emission exceeds atmospheric downwelling of LW 

radiation. The typical LW contribution from clouds is generally insignificant relative to 

all incoming LW radiation, which ranges from approximately 220 – 270 W m
-2

 on 

average.  

The largest differences regionally in the energy balance are in SW radiation and 

energy convergence terms. Region 1 exhibits less SW radiation due to the earlier melt 

date, but also greater energy convergence, particularly relative to Region 3. There is also 

evidence for a different split in the net radiation balance between Regions 2 and 3, with 

slightly more LW radiation and LW CRE but less SW radiation in Region 3 than Region 

2. This is consistent with observations of greater cloud cover and atmospheric moisture in 

Region 3 in the analysis below. Furthermore, downwelling LW radiation does not vary 

temporally nearly as much as SW radiation because many factors control atmospheric 

LW emission (e.g. cloud fraction, cloud base height, optical thickness, advected energy, 

and atmospheric thickness), whereas SW radiation fluctuates to first order only with 

cloud cover (at a constant latitude and Julian day). Therefore, the effect of cloud cover on 

the net surface LW radiation over periods of several days is reduced relative to the effect 

of increased SW radiation in its absence. 

 

3.8 Melt Attribution 

Strong regional variation in melt attribution variables around MOD closely 

follows variation found in the energy balance (Fig. 3.5). Anomalies in insolation can be 
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considered a melt driver in up to six years of the study period in the area surrounding 

Region 2, but in only a few years in Region 3 and never southwest of Region 1 (Fig.  

 

Fig. 3.5) Attribution of melt onset to melt drivers given as the number of years out of 

nine when the threshold is exceeded for each variable, (a) summarized by region and 

expressed spatially for (b) insolation anomalies, (c) convergence of total energy, (d) 

temperature anomalies, (e) LW CRE, and (f) specific humidity anomalies. Attribution 

threshold is 50 W m
−2

 for LW CRE and insolation, 150 W m
−2

 for energy convergence, 

4 C for temperature, and 1.3 × 10
−3

 kg/kg for specific humidity. Data in map panels are 

smoothed with a convolution filter. 
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3.5a). Energy convergence accounted in part for three to six melt onsets in Regions 1 and 

2, but for fewer than two in the tundra surrounding Region 3 (Fig. 3.5b). Temperature 

anomalies exceeded 4 °C in 3-5 melt seasons in the boreal forest, but fewer than two 

seasons across much of the tundra, particularly around Region 2 (Fig. 3.5c). LW CRE 

contributed to melt onset in an average of two years in Region 3, but was rarely a factor 

elsewhere (Fig. 3.5d). Similarly, 850 hPa specific humidity anomalies could be 

considered a melt driver in about three melt seasons in Region 3 but in one or no melt 

seasons elsewhere and especially over the boreal forest (Fig. 3.5e). Therefore, melt onset 

drivers appear to vary regionally, with energy convergence the dominant factor in Region 

1, a large contribution from both energy convergence and insolation in Region 2, and 

mixed drivers in Region 3 with a greater influence from water vapor and clouds but less 

from energy convergence and insolation (summarized in Fig. 3.5f). 

Box plots of attribution terms show the largest regional differences to be in 

specific humidity anomalies and LW CRE (higher in Region 3 than elsewhere) and 

insolation (higher in Region 2 than elsewhere) (Fig. 3.6). Energy convergence is 

generally lower in Region 3, but with high standard deviations in all regions (Fig. 3.6b). 

Absolute values of LW CRE average only 20 W m
-2

 in Regions 1 and 2, with few values 

over 50 W m
-2 

anywhere, suggesting the significance of LW CRE as a melt driver may be 

relatively low (Fig. 3.6c). 850 hPa specific humidity anomalies showed no sign 

preference in Regions 1 and 2, though the mean of 1 kg/kg in Region 3 is typically 

enough to increase downwelling LW radiation more than 40 W m
-2

 (Fig. 3.6d). Energy 

convergence exhibits the largest magnitude and temporal variability, with about half the 

data ranging between 150 and 250 W m
-2

 in Region 1 compared to 25 to 125 W m
-2

 in 
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Region 3. 

 

 

Fig. 3.6) Box plots showing the 25th and 75th percentiles (box), median (red line), range 

(whiskers), and outliers (crosses) of (a) SW radiation anomalies, (b) convergence of total 

energy, (c) LW CRE, and (d) 850 hPa specific humidity anomalies. 

 

Temperature at MOD shows some of the largest variation across the entire study 

region. Daily mean temperature in the 3-day period surrounding MOD (Fig. 3.7a) shows 

over 10 °C in variation, with daily mean temperatures well below freezing in the 

southwest corner. The standard deviation of temperature in the broader period 

surrounding MOD (10 days; melt onset = day 7) in Regions 1, 2, and 3 is 5.2 °C, 2.5 °C, 

and 3.1 °C, respectively, and the diurnal temperature range (not shown) varies from only 

3 – 4 ºC in the northeast corner to over 12 ºC in the boreal forest. It is notable that daily 
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Fig. 3.7) (a) Three day mean of 2 m temperature centered on MOD for each grid cell. (b) 

Time series of 2003–2011 mean 2 m temperature by region from the week before to the 

week after MOD. (c) Same as Fig. 3.6 but for temperature anomalies.  
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means are used for temperature, which explains why melt begins at subzero temperatures. 

Much of the regional mean temperature difference is a result of differences in the diurnal 

temperature variation, which is not resolved with daily averages.  Finally, mean regional 

temperatures in the week before and after MOD approaches 0 °C in Regions 2 and 3 with 

a slight increase of a few degrees during this time, but the lower temperatures in Region 1 

increase sharply around MOD (Fig. 3.7b). Temperature anomalies around MOD are 

typically positive in Region 1, slightly negative in Region 2, and have no favored sign in 

Region 3 (Fig. 3.7c). However, there is generally no strong bias towards positive 

temperature anomalies, indicating that temperature anomalies are not a reliable predictor 

of melt onset across the study area, particularly in Regions 2 and 3. 

Results from this section provide support for the following observations: Region 1 

is dominated by energy convergence and positive temperature anomalies, while Region 2 

is controlled by energy convergence and SW radiation anomalies. Compared to the other 

regions,melt in Region 3 is more strongly controlled by water vapor anomalies and cloud-

derived LW radiation. Diurnal temperature differences as well as those in temperature 

increase prior to MOD support the idea that melt is initiated by synoptic-scale events that  

can raise the temperature above freezing for at least a few days around Region 1, whereas 

the mean temperature farther into the tundra is warmer on average, likely from the greater 

amount of net radiation, and requires less stimulus to trigger melt onset.  

 

3.9 Synoptic Overview 

The three regions have widely different large-scale synoptic regimes shown by 

composite 500 hPa height anomaly fields and 2 m temperature anomalies at the time of 
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MOD in each region, though Regions 2 and 3 bear more resemblance to each other than 

Region 1 (Fig. 3.8). While average MOD in 

Regions 2 and 3 are very similar, individual 

years differ more with MOD being at least 

1 week apart in 5 years out of 9. The 

different synoptic regimes help explain 

observed differences in several variables, 

particularly energy convergence. In Region 

1, height anomalies are more pronounced 

during melt onset, showing a tendency for 

an upstream trough over Alaska. Such a 

trough generates higher heights over Region 

1 with corresponding positive meridional 

wind anomalies advecting warmer air from 

the south (not shown). Positive 2 m 

temperature anomalies associated with this 

composite are 3–5°C (Figs. 3.7c and 3.8a). 

Regions 2 and 3 (Figs. 438b and 3.8c, 

respectively) have similar composite 500 

hPa height anomaly fields for MOD but  

Fig. 3.8) Composite 500 hPa height field anomaly maps from MERRA data at MOD 

spatially averaged for (a) Region 1, (b) Region 2, and (c) Region 3 each year from 2003 

to 2011. Temperature anomalies are shown in dash‐dotted lines in increments of 2°C with 

greater anomalies displayed as thicker lines. 
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poorly defined synoptic features compared to Region 1. Relative to Region 1, Regions 2 

and 3 have small positive height anomalies. In contrast to Region 1, Region 2 and 3’s 

overall synoptic pattern is less conducive for meridional transport of heat, with 

temperature anomalies showing no sign preference. 

 

Fig. 3.9) The 2003–2011 mean value of the EPO index at the 2003–2011 mean MOD in 

each grid cell. The 9 year mean Pearson product‐moment correlation coefficient for the 

15 March to 30 June time series of 2 m temperature and EPO index (contoured) shows a 

significant positive correlation across the southwestern part of the area. The hatched 

region indicates statistically significant correlation at α = 0.05. 

 

 Some of these dominant synoptic patterns are characteristic of regional modes of 

low frequency variability (atmospheric teleconnections), and several of these 

teleconnections were tested for correlation with melt onset drivers. The synoptic pattern 

in Region 1 corresponds closely with the positive phase of the EPO (Fig. 3.9). The EPO 

does exhibit some positive correlation over the March 15 – June 30 time period with 

temperature, LW radiation, and energy convergence. The highest positive correlation 

averaged over the 9-year period in all these variables occurs in Region 1 where the EPO 

index is highest during melt (temperature shown in Fig. 3.9). There is no apparent 
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relationship elsewhere in the study area, farther from the EPO center of action. During 

years when melt can be attributed to energy convergence, the mean EPO exceeds 1 std 

(90 m) in approximately the region bounded by the 0.2 correlation contour. Given the 

patterns in Fig. 3.8, it is very likely that the correlation would be higher if only dates 

around MOD were used. The short record precluded this, but it is still notable that more 

than 25% of variance in daily spring temperature from Region 1 to the southwest can be 

explained by the EPO. No significant correlation with temperature in the study area was 

found with the other dominant regional teleconnections, including the Arctic Oscillation, 

North Atlantic Oscillation, and Pacific North America pattern.  

 

3.10 Analysis of Extreme Years 

 The earliest and latest MOD in each grid cell were obtained, and spatial means of 

similar atmospheric variables were calculated by region in Fig. 3.10. Because extreme 

years were determined at the grid cell level, spatial averages in each region incorporate 

different years in some cases. The largest differences in most variables are differences 

across the region at MOD rather than differences between extreme years, and these 

differences are consistent with those found in the attribution analysis. 2 m temperature in 

Region 1 is 5-10 °C lower than elsewhere, while energy convergence is nearly 50 W m
-2

 

higher in Regions 1 and 2 than Region 3. Insolation and consequently net radiation are 

more than 50 W m
-2

 lower on average in Region 1 than elsewhere as a result of the earlier 

average melt date. 

The greatest difference between early and late melts is in net radiation, derived 

mostly to more incoming SW radiation during late melts. There is a statistically 
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significant difference in downwelling LW radiation and humidity in Region 1, with more 

water vapor in the earliest melts enhancing LW radiated to the surface. Nearly every 

other variable is unchanged among extreme years, indicating that melt drivers typically 

remain regionally consistent regardless of when melt begins.  

 

Fig. 3.10) Spatial means and 95% confidence intervals during the year with earliest and 

latest MOD between 2003 and 2011 of (a) 2 m temperature, (b) energy convergence, (c) 

downwelling LW radiation, (d) insolation, (e) net radiation, and (f) 850 hPa specific 

humidity. 
 

3.11 Discussion  

 In this study we demonstrate large differences in mean MOD in northern Canada, 

with a spatial pattern exhibiting a southwest-northeast orientation. This matches the mean 

synoptic pattern with a trough near Hudson Bay, due in part to the topography of the 

Rocky Mountains and also the sharp boundary between boreal forest and tundra. This 
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northwest-southeast oriented trough can be seen in 500 hPa height fields (manifested in 2 

m temperature in Fig. 3.1a) in all months, and results in large differences in snow melt 

timing as well as the corresponding energy balance terms across this relatively small 

region. The proximity to James and Hudson Bay does not appear to influence annual 

temperature variation, with Conrad’s continentality index (Conrad 1946) showing 

spatially uniform values in the 52-60 range. The large difference in surface land covers is 

not just a result of the climate, but can strongly influence the spring melt process through 

its influence on surface albedo. The snow-albedo feedback is much stronger over bare 

tundra than over the boreal forest, and this feedback is largest when the change in snow 

cover results in a large change in albedo (Brown 2000). While changes in shrub type and 

density across the warming Arctic’s tundra transition zone can locally generate deeper 

snow depths and minor changes to the surface energy balance (Sturm et al. 2001), the 

MERRA resolution is to coarse to capture these changes. 

This part of Canada has been of additional interest recently due to some 

disagreement over spring snow cover duration among satellite data sets. Wang et al. 

(2005) evaluated the agreement in these data sets over tundra from 66°–74° N, 80°–120° 

W and concluded that the NOAA weekly snow cover product exhibited a positive snow 

duration bias likely due to lower data coverage at high latitudes and enhanced cloud 

cover frequency during May and June, or to mixed pixels in the low resolution IMS 

product prior to 1999.  However, only years prior to the systematic change in this product 

to a higher resolution, daily, improved computer mapping system in 1999 were studied. 

Regardless of the cause, there is no reason to assume that there should be a trend toward 

earlier melt in this region. Here, we have shown that the tundra near Hudson Bay is 
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climatologically unique and may not respond strongly to enhanced energy advection that 

may be melting snow sooner elsewhere. The methodological nature and limited time span 

of this study cannot directly address the issue of data set quality, but could provide 

further insight given that at least part of the discrepancy among data sets is likely rooted 

in snow-atmosphere interaction during the melt season. No IMS data are used in this 

study, but this discord has served as motivation to examine this region of Canada. 

 Composite 500 hPa anomalies show large differences in the hemispheric pattern 

during melt onset between Region 1 and Regions 2 and 3. There are stronger height 

anomalies at this time over Region 1 with a synoptic pattern that supports strong 

meridional wind anomalies and consequently large positive temperature anomalies. This 

pattern of height anomalies closely reflects the positive phase of the EPO, with its 

dominant mode over the North Pacific. This strong EPO signature during MOD in 

Region 1 underscores the importance of synoptic influences particularly in this area, 

specifically those with a North Pacific center of action.  

Height anomalies are weaker and with a pattern that is less clear overall in 

Regions 2 and 3, though there is a stronger signal for ridging over Region 2. This is at 

least partially because these composite dates are later in the spring (late May/early June) 

when large-scale dynamics aren't as strong when Rossby Waves become shorter and less 

amplified. Height anomalies over Region 3 show no discernible pattern, and likely are 

instead a mix of disparate patterns over the 9-year period suggesting that the typical 

source of melt energy here is more local than a function of the synoptic pattern. 

 Mean temperatures prior to MOD in Region 1, relative to the remainder of the 

area, are 1) considerably lower but exhibit a greater increase, 2) more of a positive 
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anomaly relative to mean temperatures for that Julian day, and 3) more variable on a 

daily basis given the higher standard deviation and much larger diurnal variation. Higher 

temperature anomalies are consistent with the lower mean temperatures in Region 1 

because anomalies have to be more amplified to reach the freezing point, and this is also 

supported in Fig. 3.7b where temperature rises more sharply when snow begins to melt.   

 In Region 1, energy advection is the dominant driver for melt onset shown by 

both its energy balance magnitude and number of days above the threshold. In contrast, 

LW CRE and 850 hPa specific humidity anomalies are very low, and SW radiation is not 

sufficient to generate anomalies on the scale of those in the remainder of the study area. 

Large temperature anomalies cannot be attributed to increased atmospheric moisture and 

clouds or greater amounts of SW radiation. Attribution variables and attributed days in 

Region 2 are similar to Region 1, only differing in mean insolation and temperature. 

Mean temperature anomalies are negative in Region 2 with strongly positive insolation 

anomalies, weak mean LW CRE, and neutral 850 hPa specific humidity anomalies. Melt 

in Region 3 appears to be more influenced by water vapor anomalies and cloud cover, 

which is also evident in 1000-500 hPa thicknesses and subsequently downwelling LW 

radiation (not shown), where it tends to be slightly higher than elsewhere. There is also 

less energy convergence in Region 3, indicating that melt relies less on advected energy 

and more on local-scale phenomena such as low clouds and local moisture sources. 

Finally, mean insolation is low relative to Region 2 at approximately the same latitude 

and Julian day, supporting the hypothesis that more energy here is derived from 

downwelling LW radiation from clouds and moisture than SW radiation. However, an 

assessment of mean low cloud fraction at MOD shows no significant difference between 
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coverage over Regions 2 and 3 (though greater coverage than Region 1), so the observed 

differences in LW CRE and insolation anomalies may be accounted for by differences in 

cloud level or optical thickness, and it is possible that the two regions respond to these 

differently as melt drivers.  

 Advection of warm and moist air is commonly linked to snow ablation, 

particularly when there is no snow cover in the source region. Ueda et al. (2003) largely 

attributed snow ablation to energy advection from southwesterly winds over much of 

Eurasia, while Aizen et al. (2000) found that ablation in northern Russia was either 

augmented or delayed by the presence of snow cover to the south, which reduced the 

advective energy of air masses. Locally, the boundary between snow and bare vegetation 

(and snow patches at the smallest scale) can generate turbulent heat fluxes that advect 

melt energy over a snow covered region (Liston 1995; Shook and Gray 1997). This has 

been found to enhance melt, though these processes are too small-scale to resolve with 

MERRA data. However, given the sharp boundary between boreal forest and tundra, and 

the resultant boundary in snow cover that often appears during the spring, it is 

conceivable that this mechanism commonly operates in this part of the study area, even 

though its relative significance is unknown. 

Analysis of extreme years shows little difference among energy balance terms in 

the earliest and latest years (aside from SW radiation and its effect on net radiation), with 

again more of a regional difference supporting some of the conclusions discussed. Iijima 

et al. (2007) reached similar conclusions in an extreme year analysis at snow 

disappearance, finding that there was no significant difference between early and late 

values of surface air temperature, water vapor pressure, and LW radiation terms. While 
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the sample size here (n = 9) is small, this does provide some evidence that the inter-

annual variability in melt date is not dependent on the type of melt stimulus in this 

region. 

 

3.12 Conclusions 

 This study analyzed the period of spring snow melt onset between 2003-2011 in a 

climatologically diverse region of northern Canada west of Hudson Bay. Analysis 

indicates that there is more energy in the system further northeast by May and June, 

mostly from increased SW radiation closer to the solstice, but also less energy being 

advected into the atmosphere. This contrasts with less overall energy and lower 

temperatures to the southwest, requiring synoptic events and associated energy transport 

to provide the energy to initiate the primary melt season as well as the more frequent 

early melt events observed here. This is evident in composite 500 hPa height anomalies 

that are much more conducive to meridional energy transport. Sources of melt energy 

vary within the study region, with more energy typically being transported into Regions 1 

and 2, a larger proportion from SW radiation in Region 2, and more from LW radiation 

derived from cloud cover and moisture in Region 3. While there is a greater increase in 

temperature in Region 1 prior to MOD, the lack of positive bias in temperature anomalies 

indicates that they are not a reliable predictor for MOD anomalies across the region. 

Finally, there is little difference in energy balance terms in extreme years, suggesting that 

the type of melt driver may not control inter-annual variability. 

 

 In a warming world with earlier melt onset dates, the results of this study can be 
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informative in several ways. Snow melt timing will likely respond differently to 

increased greenhouse gas forcing and Arctic amplification if there are large regional 

variations in melt drivers. Hemispheric studies addressing this research question should 

be prepared to downscale analysis to adequately resolve this variability. Additionally, 

some of these drivers and their associated feedbacks are predicted to change as the high 

latitudes change, such as atmospheric moisture and cloud cover, and energy advection 

(Francis and Hunter 2007; Graversen et al. 2009; Lu and Cai 2009; Chen et al. 2011; 

Ghatak and Miller 2013) while others, such as insolation, will remain constant. Being 

able to attribute melt onset to those drivers that are changing allows for better long-term 

prediction of melt season dynamics and the climatological processes influenced by snow 

cover and its feedbacks. A better understanding of the spring melt process and its 

sensitivity to a warming Arctic is critical to distributed hydrologic modeling, cryospheric 

feedback parametrization, and climate dynamics that extend beyond the Arctic into the 

entire hemisphere.  
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Chapter 4: Large-scale Linkages Among Sea ice and 

Greenland Ice Sheet Melt Onset and Surface Melt, 1979-2013 

 

4.1 Introduction 

 The GrIS mass balance is experiencing an annual net loss with accelerating 

negative trends being driven by increased surface melt (Mote 2007; Fettweis et al. 2011). 

Melt from the GrIS has contributed about 5 mm to sea level rise between 2000-2008 (van 

den Broeke et al. 2009) and is predicted to be the dominant contributor to sea level rise 

along with Antarctica by the end of the century (Rignot et al. 2011). Concurrent with 

GrIS mass loss, Arctic sea ice is declining in coverage in all seasons, and has also 

exhibited accelerating losses since the late 1990's (Stroeve et al. 2012a; Cavalieri and 

Parkinson 2012). The summer ice-free season is now up to three months longer where ice 

loss has been greatest (Stammerjohn et al. 2012), with autumn freeze-up occurring later 

primarily because the warmer ocean requires longer to cool (Laxon et al. 2003).  

 Trends in sea ice melt onset have shown similar declines (Stroeve et al. 2006; 

Markus et al. 2009), with this date over occurring nearly 3 days sooner per decade across 

the Arctic and 3.4 – 7.3 days per decade in the area around Greenland. An earlier melt 

onset of just a few days substantially increases the accumulation of shortwave radiation, 

making an important contribution to heat storage during the melt season (Bitz et al. 

1996). Earlier snow melt onset also allows for earlier melt pond formation, which 

strongly decreases surface albedo and has been found to be a good predictor of sea ice 

concentration in September (Shröder et al. 2012). The observed trends in both melt onset 
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and ice freeze-up closely follow trends in surface air temperature (Smith 1998). In 

addition, temperature anomalies over the Arctic Ocean exhibit a strong correlation with 

the Arctic Oscillation (AO), even with a lag of over a month (Rigor et al. 2002). 

Therefore, it is no surprise that this onset date has a well-documented link with the AO 

index (Belchansky et al. 2004; Tedesco et al. 2009). 

 While the decline in sea ice coverage has well-documented implications for the 

larger Arctic and even global climate, there is now extensive research documenting its 

impact on local-scale atmospheric processes. Sea ice variability is strongly tied to 

patterns of turbulent heat flux and subsequent surface temperature anomalies (Deser et al. 

2000; Rinke et al. 2006). Anomalous open water regionally and Arctic-wide has 

generated increased upward heat and moisture fluxes, leading to increased tropospheric 

moisture, precipitation, and decreased static stability (Francis et al. 2009, Overland and 

Wang 2010, Stroeve et al. 2011; Cassano et al. 2014). Together, these local effects 

propagate through the atmosphere and influence the weather in distant locations (Higgins 

and Cassano 2009). 

This brings up the possibility that recent sea ice loss has had an impact on the 

Greenland MOD and subsequent surface melt, which has seen accelerating increases 

coincide with sea ice loss. Sea ice loss has been hypothesized to influence GrIS mass 

balance via mechanisms ranging from local advection of warmer and moister air, 

increased precipitation, and synoptic-scale changes altering air mass advection and storm 

tracks (Koenig et al. 2014; Day et al. 2013). While local effects may have some influence 

on ice sheet melt (e.g. Rennermalm et al. 2009), changes in the large-scale circulation 

generating increased poleward heat advection have been the dominant drivers of some of 
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Greenland's record surface melt in recent years (Fettweis et al. 2011a; Hanna et al. 2013; 

Hanna et al. 2014; Noël et al. 2014).  Understanding the covariability between sea ice, 

surface melt, and the atmospheric circulation is therefore critical to understanding the 

role of recent sea ice loss in summer melt on the GrIS. 

A potentially key factor linking the Greenland MOD with total seasonal surface 

melt is the albedo feedback. The albedo of Greenland's ablation zone has declined since 

at least 2000 as surface melt has continued to accelerate (Box et al. 2012; Alexander et al. 

2014). In case studies of Greenland's 2010 and 2012 record melt seasons, Tedesco et al. 

(2011) and Tedesco et al. (2013) partially attributed record surface melt to below average 

snowfall which helped to enhance the albedo feedback. The melt season also started early 

in 2010, which allowed earlier bare ice exposure and contributed to this feedback effect 

(Tedesco et al. 2011). Theoretically, the atmospheric drivers that initiate snow melt on 

the ice sheet could maintain a signal that continues into the melt season, generating 

surface melt anomalies of the same sign. Therefore, both the albedo feedback and the 

atmospheric circulation are of interest in addressing this lagged relationship. 

A more comprehensive view regarding how sea ice and Greenland ice sheet 

surface melt are linked is still lacking, however, from the MOD in the spring to the melt 

processes later in the season. Insight into this important question can be gained by 

investigating the physical linkages in the Arctic climate system that range from the large 

scale atmospheric forcing to the local thermodynamic influence of sea ice. This study 

seeks to develop an overarching understanding of these potential linkages and where and 

when they occur using a variety of methods, primarily different statistical analyses 
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Fig. 4.1) Conceptual diagram of the research question and the methodology applied. 

Linkages between the five major physical components of the study are indicated by 

arrows, with dashed arrows indicating linkages not addressed here. Methods applied to 

analyzing these components and their relationships with others are given by the arrows 

connecting them. 

 

applied to atmospheric reanalysis and regional climate model output across the Arctic and 

in the vicinity of Greenland over the 1979 – 2013 period. These conceptual linkages and 

the specific methods used to address them are outlined in Fig. 4.1, beginning with the 

MOD over sea ice and the GrIS and proceeding to processes occurring later in the season, 
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with the atmospheric circulation playing a central role at all time periods. 

 

4.2 Data 

 500 hPa geopotential height fields were obtained from Modern Era Retrospective 

Analysis for Research and Applications (MERRA) reanalysis to diagnose atmospheric 

circulation patterns and its relationship with surface meteorological and hydrologic 

variables. MERRA is NASA's state-of-the-art reanalysis product generated with the 

Goddard Earth Observing System Model, version 5 (GEOS-5) data assimilation system 

(Bosilovich et al., 2011; Cullather and Bosilovich 2011, 2012; Rienecker et al. 2011). It 

is run on a 1/2° latitude by 2/3° longitude global grid with 72 hybrid-sigma vertical levels 

to produce analysis at 6 h intervals covering the modern satellite era from 1979 to 2013 

for this study. These fields are forced by the atmospheric model, with inputs assimilated 

from a wide range of remote sensing (primarily satellite) observations in addition to 

nonhydrologic surface observations. MERRA has been evaluated extensively since its 

release (Cullather and Bosilovich 2012; Kennedy et al. 2011; Reichle et al. 2011) and has 

validated and compared favorably with other reanalysis products in the Arctic (Zib et al. 

2012; Cullather and Bosilovich 2011; Lindsay et al. 2014). 

 Greenland ice sheet meltwater production between 1979 and 2013 was estimated 

by Modèle Atmosphérique Régional (MAR) v3.2 regional climate model data for 

Greenland (Tedesco et al. 2014). MAR is a three-dimensional coupled atmosphere-land 

surface model that uses data from ERA-40 (1958–2002) and ERA-Interim (2002–2013) 

reanalysis at its lateral boundaries to predict the evolution of the land-atmosphere system 
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at 6-hour intervals. MAR’s atmospheric model is coupled to the 1-D Surface Vegetation 

Atmosphere Transfer scheme, SISVAT (Gallée and Schayes 1994; De Ridder and Gallée 

1998), which simulates surface properties and the exchange of mass and energy between 

the surface and the atmosphere in both directions. SISVAT incorporates an interactive 

snow model based on the 1-D layered snowpack model, CROCUS (Brun et al. 1992). 

The data has a polar stereographic projection with an approximate grid cell size of 25 x 

25 km. MAR has been validated through comparison with ground measurements (e.g. 

Lefebre et al. 2003; Gallée et al. 2005; Lefebre et al. 2005) and satellite data (e.g. 

Fettweis et al. 2005, 2011a; Tedesco et al. 2011), and applied to simulate long-term 

changes in the GrIS SMB and surface melt extent (Fettweis et al. 2005, 2011a; Tedesco 

et al. 2008, 2011). 

 Here, meltwater production was only used for grid cells classified by MAR as 

>99% ice sheet to mask the tundra region of Greenland. In addition, meltwater 

production values of less than 1 mm day
-1

 in all grid cells were recoded to zero to account 

for MAR’s scaled output (where very small values are output when they should be zero). 

Finally, grid cells in the interior ice sheet where mean monthly meltwater production 

does not exceed 1 mm day
-1

 to account for spurious correlations arising from a very 

limited number of dates resulting in nonzero mean values of meltwater production.   

 The National Snow and Ice Data Center (NSIDC) provides daily and monthly 

fields of sea ice concentration at 25 km spatial resolution derived from Nimbus-7 

Scanning Multichannel Microwave Radiometer (SMMR) and Special Sensor 

Microwave/Imager (SSM/I) brightness temperature on DMSP platforms using the NASA 

Team sea ice algorithm (Cavalieri et al. 1996; Meier et al. 2006). The combined record 
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extends from 1979 through present, and monthly data were used for the JJA summer 

season. These data were regridded to MERRA model grid to facilitate analysis. This 

dataset has been extensively used and validated (Markus and Cavalieri 2000; Meier and 

Stroeve 2008; Meier 2005). 

 Sea ice melt onset data (Markus et al. 2009) are derived from the same sensors as 

SIC using an algorithm that employs multiple indicators of melt to generate a best 

estimate of snow melt onset on top of sea ice. These indicators include the brightness 

temperature (Tb) ratio between 19 V and 37 V, SIC, and ice age. Continuous melt onset 

begins when the sum of the weights for these indicators is maximized according to the 

onset algorithm.  

 GrIS surface melt onset is a variable within NASA's MEaSUREs (Making Earth 

System Data Records for Use in Research Environments) State of the Cryosphere climate 

data record available at NSIDC for the years 1979 – 2012 (Robinson et al. 2014). Onset 

dates are calculated within this dataset using the MEaSUREs Greenland surface melt 

climate data record (Mote 2012), with data regridded from 25 km on EASE-Grid 2.0 to 

MAR grid resolution using nearest neighbor interpolation. This dataset uses SMMR, 

SSM/I and Special Sensor Microwave Imager and Sounder (SSMIS) data. The 

occurrence of melt is determined from gridded Tbs (brightness temperature) from these 

passive microwave radiometers. The product is a binary estimate of melt or no melt 

produced by identifying grid cells in the daily Tbs that exceed threshold Tbs associated 

with 1% liquid water by volume in the snow, calculated daily. 
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4.3 Methods  
Singular value decomposition (SVD) analysis was used to investigate co-

variability between sea ice concentration, Greenland ice sheet meltwater production, and 

500 hPa geopotential heights, as well as the latter with Greenland MOD. SVD was 

applied to two fields at a time to produce pairs of coupled spatial patterns that explain 

maximum mean squared temporal covariance between the two (Bretherton et al. 1992). 

Each pair explains a fraction of the squared covariance (SC) between the two fields, 

where the first pair explains the largest SC, and the second the maximum unexplained 

fraction and so on (Björnsson and Venegas 1997). The temporal evolution of each pair’s 

corresponding pattern in the two datasets are represented by the pair’s associated 

expansion coefficients (EC where subscripts GrIS, SIC, MOD, and 500 denote the EC for 

ice sheet melt, sea ice concentration, GrIS melt onset date, and the 500 hPa heights, 

respectively). These ECs were used to calculate heterogeneous correlation (HC) maps, 

which show the correlation coefficients (i.e. the strength of the relationship) between 

each EC and the opposing data field. Here, HC maps are constructed using Pearson 

correlation coefficients and only values that are statistically significant at alpha = 0.05 are 

reported. Statistical significance for the HC correlation coefficients was determined with 

a two sided t-test (e.g. Chapman McGrew et al. 2014). If significant correlations were 

found in both HC maps, the spatial patterns of the correlation show where those fields are 

related. SVD has widely been used to investigate coupled modes of variability, including 

relationships between Arctic sea ice and snow cover (Ghatak et al. 2010), and Arctic sea 

ice and atmospheric variables (Stroeve et al. 2008). 

The SVD analysis was used to identify sea ice regions with high covariability 
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with GrIS meltwater production. As will be shown, three regions were identified 

(Beaufort Sea, Baffin Bay and Fram Strait). To further investigate how SIC in these 

regions is related to GrIS meltwater production, SIC for each of the three regions were 

spatially aggregated, detrended and correlated (Pearson’s r) with detrended time series of 

GrIS meltwater production.  

To remove the influence of the atmospheric circulation from the correlation 

between SIC and GrIS meltwater production, the Greenland Blocking Index (GBI) was 

removed through partial correlation. The GBI is the 500 hPA geopotential height field 

averaged between 20º – 80º W, 60º – 80º N (Fang 2004), used here as a metric 

representing large scale atmospheric circulation patterns in the region. GBI data was 

obtained from NOAA's Earth System Research Laboratory.  The GBI is used here rather 

than the North Atlantic Oscillation (NAO) or Arctic Oscillation (AO) because it is more 

representative of the atmospheric anomalies that affect the entire ice sheet (as GrIS 

meltwater production is spatially averaged in some analyses). The influence of the NAO 

and AO on GrIS mass balance has been extensively studied (Appenzeller et al. 1998, 

Mosley-Thompson et al. 2005; Hanna et al. 2008; Fettweis et al. 2013) and is highly 

correlated with the GBI (Hanna et al. 2014). However, for this analysis the GBI was used 

because it has been found to correlate better with Greenland runoff than the NAO (Hanna 

et al. 2012). One hypothesis is that the GBI (large scale circulation patterns) has a first 

order influence on both SIC and GriS meltwater production. To investigate this, partial 

correlation analysis of SIC in each region and GrIS meltwater production with GBI 

removed (all time series detrended) was performed. 

 Self organizing maps (SOM) are employed to analyze SIC data and atmospheric 
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circulation patterns. SOM algorithms are neural network algorithms that use 

unsupervised classification to perform non-linear mapping of high-dimensional datasets 

(Kohonen 2001). Similar to cluster analysis, this method effectively reduces a large 

dataset into fewer representative samples without assumptions about the final structure of 

these samples. This method has been used previously in similar studies of Arctic synoptic 

climatology and its changes (Cassano et al. 2006; Skific et al. 2009; Higgins and Cassano 

2009) as well as specifically over the Greenland domain (Schuenemann et al. 2009; 

Schuenemann and Cassano 2009).  

 Here, SOM analysis is used in two ways: first, to assess the changes observed in 

sea ice coverage regionally in the Arctic throughout the study period. This type of SOM 

generates a “master” map of different SIC regimes throughout the summer, following 

similar applications by Reusch and Alley (2007). The second type of analysis is done on 

the field of 500 hPa geopotential heights across the northern hemisphere north of 60°N to 

develop a summer synoptic climatology of the Arctic. In this application, training data are 

drawn from daily 500 height fields in JJA, yielding a master SOM map with 30 “nodes” 

that represent the spectrum of synoptic patterns. The number of nodes is typically user-

defined and is a trade-off between forcing the daily circulation pattern into a category that 

is a poor fit (too few nodes) to displaying an overwhelming amount of data (too many 

nodes). Data were first weighted by the square root of the cosine of the latitude to 

account for the poleward grid cell area bias in the model grid. MAR output fields were 

then mapped onto this master map by identifying the node corresponding most closely 

(smallest Euclidean distance) to the observed synoptic pattern while assigning and 

tabulating the value of the observed variable to that node. 
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4.4 Sea Ice and Greenland Melt Onset Date Analysis 

Trends in MOD on sea ice show that this date has come earlier in most locations 

since 1979, and trends in excess of one week per decade exist almost exclusively in the 

marginal ice zone (Fig. 4.2). Here, trends are as large as two weeks per decade, and are 

greatest in Baffin Bay, Greenland Sea, and the Kara Sea. Given that many of the strongest 

trends are found in the waters surrounding Greenland and the well-established surface 

melt trends on the GrIS, analysis next shifts to the GrIS.    

Fig. 4.2) Trend in sea ice melt onset date (MOD; days decade
-1

). Trends were not 

calculated for grid cells without a continuous time series of MOD dates. 
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Fig. 4.3) Heterogeneous correlation between Greenland MOD and 500 hPa geopotential 

heights in the leading SVD mode in MAMJ. Column 1 is the correlation between 500 hPa 

geopotential heights and ECGris. Column 2 is the correlation between meltwater 

production and EC500. All data are detrended anomalies. 
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Fig. 4.4) As in Fig. 4.3, but for the 2
nd 

SVD mode. 

 

 

 

 While sea ice MOD and Greenland MOD do not appear to be correlated (analysis 

not shown), any relationship between the two would likely be due to a response to 
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simultaneous atmospheric forcing. To further understand how closely Greenland MOD 

covaries with the 500 hPa height pattern, SVD analysis between these two monthly fields 

was undertaken for the months of MAMJ (Fig 4.3). The correlation with between 500 

hPa geopotential heights and ECMOD demonstrates a strong tendency for ridging in the 

vicinity of Greenland when the MOD occurs, as would be expected to advect 

anomalously warm air poleward (Fig. 4.3a,c,e,g). The only exception to this is in March 

when most parts of the ablation zone do not consistently experience melt onset. HC maps 

of the first SVD mode shows that there is a relatively strong correlation between MOD 

and EC500, particularly over the part of the ice sheet where the MOD is occurring in that 

particular month (Fig. 4.3b,d,f,h). This correlation moves further up in elevation as the 

season advances and melt begins at higher elevations. The fraction of explained variance 

in this leading SVD mode is 0.48, 0.38, 0.75, and 0.66 for March, April, May, and June, 

respectively, so it is likely that at least the second mode contains significant information 

as well. 

The HC maps for the second SVD mode tend to express height patterns at a more 

regional scale (Fig. 4.4a,c,e,g) with centers of action (positive and negative correlations) 

in different regions each month. The correlation between MOD and EC500 (Fig. 

4.4b,d,f,h) is weak with only a few small areas with significant correlations with the 

exception of June. In June, a band of high correlations in the south roughly coincides 

with regional height anomalies.  

Next, analysis expands later into the summer to GrIS surface meltwater 

production, and the potential for Greenland MOD anomalies to predict subsequent 

surface melt. This is partly motivated by a similar relationship that has been established 
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for sea ice, where melt pond occurrence early in the season is a good predictor of 

September sea ice anomalies (Shrӧder et al. 2014). Significant negative correlations exist 

between the MOD over Greenland and the total seasonal meltwater production in each 

grid cell (Fig. 4.5). However, the significant correlations are primarily at the ice sheet 

edge and do not extend inland from here. The cause for significant correlations is likely a 

combination of the albedo feedback on the ice and a persistence of atmospheric patterns 

into the summer, but further analysis on this research question is beyond the scope of this 

chapter. 
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Fig. 4.5) Pearson correlation between Greenland MOD and accumulated meltwater 

production in the following summer. Only correlation coefficients significant at α = 0.05 

are shown. 
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4.5 SOM Analysis of Sea Ice Concentration 

 

Given the concurrent decline in SIC over the same time period, a spatial analysis 

of summer SIC over time was performed before developing causal linkages with GrIS 

surface melt and circulation patterns. SOM analysis was done on anomalies of SIC during 

JJA from 1979 – 2013 to show an overview of how SIC has changed over this time 

period and where changes have been the greatest. Anomalies were calculated relative to 

the entire summer, so June is represented by mostly positive SIC anomalies (Fig. 4.6, left 

nodes) and August is represented by mostly negative anomalies (Fig. 4.6, right nodes).  
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Fig. 4.6) SIC patterns from a 3 x 8 SOM analysis using JJA monthly SIC. Units are ice 

fraction anomaly. 

 

The structure of this master SOM map is such that the strongest of these 

anomalies are characterized in the upper left and right corners. Therefore, the strong 
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decreasing trends in SIC nearly everywhere are easily identified by the general temporal 

progression of nodes over the course of 35 years, moving from top to bottom in June, 

bottom to top in August, and generally from left to right in all months. In a few instances, 

the best matching node in August has occurred in July (nodes 6,7, and 15) and the 

matching node for July has occurred in June (nodes 3 and 19), meaning that the 

difference between the advancement in the sea ice melt season was an entire month in 

these particular years.  

 

4.6 CovariabilityAmong GrIS melt, SIC, and the Atmosphere 

 

Given this context, the next part of the analysis explores SIC as it relates to 

summer GrIS surface melt and atmospheric forcing of both. The leading SVD mode 

expressing the correlation between GrIS meltwater production and SIC explains roughly 

half of the mean SC (0.62, 0.73, 0.42, in June, July, and August, respectively). The HC 

maps derived from the leading SVD mode show three general regions of sea ice with 

relatively high correlation, namely Baffin Bay, a large part of Beaufort Sea, and 

correlation of the opposite sign in Fram Strait (Fig. 4.7a,e,i). In June, all three sea ice 

regions have strong correlations with ECGrIS exceeding r2 = 0.50, and meltwater 

production is highly correlated with ECSIC for the majority of the ice sheet surface (Fig. 

4.7b). In July and August, the strong correlations for Beaufort Sea persist, while Baffin 

Bay correlations with ECGrIS are reduced and Fram Strait correlations disappear (Fig. 

4.7e,i). At the same time, meltwater production correlations with ECSIC are restricted 

more to the west side of the ice sheet in July, and are weak area-wide in August (Fig. 
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4.7f,j).  
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Fig. 4.7) Heterogeneous correlation between variables in the leading SVD mode in JJA. 

Column 1 is the correlation between sea ice concentration and ECGris. Column 2 is the 

correlation between meltwater production and ECSIC. Column 3 is the correlation 

between 500 hPa geopotential heights and ECGris. Column 4 is the correlation between 

meltwater production and the EC500. All data are detrended anomalies. 

The leading SVD mode using 500 hPa geopotential heights and meltwater 

production explains the majority of mean SC in June and July (0.79 and 0.60, 

respectively), but less than half in August (0.37; Fig. 4.7c,g,k). The HC maps shows a 

clear tendency for positive height anomalies over the Greenland side of the Arctic, though 

this relationship is somewhat weaker in July and August (Fig. 4.7c,g,k). This spatial 

pattern covaries with GrIS meltwater production again over most of the ice sheet in June, 

and is restricted to mostly the west side in July. 
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Fig. 4.8) As in Fig. 4.7, but for the 2
nd 

SVD mode.  

 

The leading SVD mode explains approximately half of the variance in the dataset, 

so it is likely that at least some of ECs in the second mode are physically meaningful as 

well. This second mode explains 0.10, 0.06, and 0.33 of the mean SC in June, July, and 

August, respectively, for the SVD of SIC and GrIS meltwater production, and 0.08, 0.14, 

and 0.30 of respective SC between 500 hPa heights and meltwater production. The HC 

map of June SIC vs. ECGrIS (Fig. 4.8a) is very similar to the same HC map of the leading 

SVD mode (Fig. 4.7a) but July and August show less of a relationship (Fig. 4.8e,i). The 

HC maps of involving 500 hPa heights (Fig. 4.8, righthand panels) confirm that much of 

the strong relationship among these variables is again due to the geopotential height field 

in the vicinity of Greenland. Strong positive correlations between this field and ECGrIS 
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show up northeast (July) and southeast (August) of Greenland (Fig. 4.8g,k) with 

corresponding strong correlations over the northeastern (July) and southeastern (August) 

GrIS between meltwater production and ECGrIS (Fig. 4.8h,l). 

The three sea ice regions that show strong correlation with ECGrIS (i.e. Beaufort 

Sea, Baffin Bay and Fram Strait) are further examined by using Pearson correlation and 

partial correlation analysis. Detrended June SIC in the Fram Strait region shows a strong 

correlation with 500 hPA heights forming a ridge across most of Greenland into the 

Arctic Ocean (Fig. 4.9a). June SIC here also displays a positive correlation with 

meltwater production along the northeastern coast of Greenland (Fig. 4.9b). However, the 

bulk of this correlation can be explained by the GBI, which is confirmed in Fig. 4.9c 

where most of the significant correlation is absent in the partial correlation map in June. 

In July and August, these relationships appear to break down when the height pattern that 

supports it appears to shift away from Greenland and weaken (Fig. 4.9d-i) and sea ice in 

the Fram Strait region no longer appears as strongly correlated with ECGrIS in the HC 

maps (Fig. 4.9e,i). 

The correlation between SIC in Baffin Bay and geopotential heights is strongest 

in June before this signal mostly disappears in July and August (Fig. 4.10a,d,g), which is 

associated with a weakening Baffin Bay sea ice correlation with ECGrIS in the HC maps 

(Fig. 4.7a,e,i). Significant correlations with meltwater production are focused on the west 

side of the ice sheet in June and July and are nearly gone by August (Fig. 4.10b,e,h).  
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Fig. 4.9) Correlation between: Column 1) spatially averaged SIC in Fram Strait (indicated 

in (a)) and 500 hPa geopotential height field, Column 2) spatially averaged SIC in Fram 

Strait and Greenland meltwater production, and Column 3) same as Column 2 but with 

the effect of the Greenland Blocking Index removed (partial correlation). All data are 

detrended anomalies. 

Partial correlation analysis indicates that the GBI explains a significant portion of this 

correlation in July, but not in June, leaving the possibility that variations in Baffin Bay 

sea ice are responsible for more of the correlation with surface melt in western 

Greenland.  
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Fig. 4.10) As in Fig. 4.9, but using a spatially-averaged vector of SIC in Baffin Bay. 

 

In the Beaufort Sea, both 500 hPa heights and SIC closely covary particularly in 

June and July (Fig. 4.11a,d), in concert with high SIC covariance in this region with 

ECGris in the HC maps (Fig. 4.7). Here, the positive correlations between SIC and GrIS 

meltwater production are persistent through the summer. However, the strong 

relationship between Beaufort SIC and GrIS meltwater production is reduced 

considerably when the influence of the GBI index is removed (Fig. 4.11c,f,i).  
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Fig. 4.11) As in Fig. 4.9, but using a spatially-averaged vector of SIC in Beaufort Sea. 

 

 The analysis above (Figs. 4.7-4.11) shows that the correlation and covariance 

patterns get weaker as the summer progresses, with June clearly exhibiting the strongest 

relationship in all three regions. SIC and meltwater production generally do not correlate 

well when the GBI is removed, with the exception being primarily Baffin Bay SIC 

covarying with west GrIS melt in June and Beaufort Sea SIC covarying with northern 

GrIS melt in August (Figs. 4.11c and 4.11i). This confirms that much of the relationship 
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between SIC and meltwater production exists due to the atmospheric circulation as an 

intervening variable.  
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Fig. 4.12)  Detrended anomalies of SIC (top) and 500 hPa geopotential heights (bottom) 

averaged over the 5 highest and lowest melt years in June, July, and August as indicated 

by detrended meltwater production anomalies in the indicated region of the ice sheet. 

Units are ice fraction (top) and m (bottom). 

Because there is a potential local influence on GrIS melt from Baffin Bay, we 

next focus on GrIS meltwater production only in west-central Greenland. The highest and 

lowest melt years (after detrending) here consistently correspond with patterns of 

anomalous SIC and geopotential heights in these years (Fig. 4.12). These variables show 

much less variation by month, though a weaker relationship appears particularly in the 

height field (this follows results from SVD; Fig. 4.12g-l). Additionally, a strong SIC 

pattern is evident not just in Baffin Bay but consistently on the east side of Greenland and 

is equally as strong (Fig. 4.12a-f). This indicates that the processes responsible for this 

signal expression to the west of Greenland probably also exist on a scale large enough to 

have an effect of similar strength on sea ice in the East Greenland Sea; most likely a 
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persistent ridge or trough, as suggested by previous analysis. By August, sea ice in Baffin 

Bay has melted in most years so the relationships are not as strong. However, positive 

anomalies in Baffin Bay SIC still clearly appear in the lowest melt years (Fig. 4.12f). 

 

4.7 SOM Analysis of 500 hPA Height Patterns 

 To better understand which atmospheric patterns best support high and low 

meltwater production, SOM analysis was done on daily anomalies of 500 hPa 

geopotential heights in JJA (Fig. 4.13). The master SOM divides these fields into a 

continuum of patterns that occur during the summer months in the Arctic, with the  
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Fig. 4.13) Master SOM of daily 500 hPa geopotential height anomalies (m).  
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Fig. 4.14) JJA SOM pattern frequencies for a) the 1979-2013 period, b) difference in 

pattern frequencies between dates in the 10-year periods 2004-2013 and 1979-1988. The 

position of each number corresponds with the synoptic pattern of the same position in the 

master SOM in Fig. 4.13. 

a 

b 
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strongest anomalies generally on the periphery, and particularly in the upper left and 

lower right corners. The node frequency chart (Fig. 4.14a), a measure of the percentage 

of total days that match most closely to each node, shows that there is also a higher 

frequency of data represented in periphery nodes. This is to be expected, as a SOM 

analysis of circulation patterns typically has a transition area in the middle that is a poor 

representative of the true pattern. 

The first and last ten years of the period (1979-1988 and 2004-2013) were chosen 

to assess the change in node frequency of the master map. Subtracting the subset of best  

matching units for each node for these two periods shows the change in frequency of 

each of these circulation patterns (Fig. 4.14b). There are relatively minor changes in most 

of the nodes, with a slightly lower pattern frequency of positive height anomalies over 

northern Europe as well as Siberia and opposing negative anomalies on the opposite side 

of the hemisphere. But the most notable change is in the patterns in primarily the first 

column of the master map, which mostly comprises patterns with positive height 

anomalies over the Greenland side of the Arctic. This suggests that changes in  

atmospheric circulation have resulted in an increasing frequency in ridging in this part of 

the Arctic, which has consequences in energy transport and surface conditions in these 

regions. 

 Next, SOM analysis was undertaken on the same dataset, but the data were 

detrended and detrended MAR variables (meltwater production and 2 m temperature) 

were mapped onto the resulting nodes. The purpose is to show the synoptic patterns that 

support anomalies in these variables while controlling for the broad observed warming 
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over this period that has resulted in positive trends in 500 hPa heights, 2 m temperature, 

and surface melt. The master map of the detrended 500 hPa height field (Fig. 4.15) is 

slightly different from Fig. 4.13, though the SOM algorithm mapped the nodes in much 

the same way with positive height anomalies over Greenland in the lefthand columns and 

negative anomalies in the righthand columns. However, anomalies in Fig. 4.15 are more 

focused around the pole than at lower latitudes as in Fig. 4.13, which suggests that 

changes in 500 hPa heights over this time period have been stronger in the lower (60º – 

75º N) latitudes of the Arctic. 
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Fig. 4.15) As in Fig. 4.14, but data are detrended. 

 

Temperature anomalies are next mapped onto each node, meaning that the spatial 
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dataset of temperature anomalies at each date that matches most closely with a given 

node is averaged together and displayed visually in Fig. 4.16 at the same node position. 

To first order, temperature anomalies over Greenland follow those in 500 hPa heights, 

with stronger anomalies in the latter being reflected in the former. There are no apparent 

patterns that deviate significantly from this such that a certain orientation in the height 

pattern results in unexpected temperature anomalies. 
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Fig. 4.16) Detrended 2 m temperature anomalies (°C) for JJA associated with each node 

on the master SOM (Fig. 4.15). 
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Fig. 4.17) As in Fig. 4.16, but using meltwater production anomalies (mm water day
-1

). 
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 The same node mapping process was applied to meltwater production (Fig. 4.17). 

Anomalies again follow 500 hPa height anomalies as well as 2 m temperatures, and 

typically appear in nodes when there is at least a 1º C temperature anomaly. Meltwater 

production anomalies are not as high at higher elevations due to the lower overall surface 

melt that occurs at those colder elevations. However, these anomalies can be seen best in 

nodes when the temperature anomalies extend or are centered well inland over the ice 

sheet. Overall, ridging over all of Greenland extending to the Canadian archipelago and 

Beaufort Sea supports the strongest surface melt anomalies on the ice sheet, while 

negative height anomalies over the same region are the least conducive to ice sheet 

melting. 

 

4.8 Discussion and Conclusions 

The MOD over sea ice has come several days decade
-1

 sooner since 1979, 

particularly in the waters adjacent to Greenland. The earlier MOD over Greenland can 

likely be attributed to a similar atmospheric forcing as the MOD over sea ice, and modes 

of covariance in a monthly SVD analysis of the 500 hPa geopotential height field confirm 

that variability in the Greenland MOD is largely explained by regional height anomalies. 

SIC and GrIS melt demonstrate significant covariability during the summer, particularly 

June, but this relationship is likely related to the simultaneous forcing of the atmospheric 

circulation. This relationship is strongest with sea ice in Fram Strait and much of the 

Beaufort Sea, but can be explained primarily by the positioning of a ridge over and to the 
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north of Greenland. Analysis over Baffin Bay and the adjacent ice sheet concludes that 

the covariability can also likely be attributed to circulation anomalies, but there is a 

compelling signal suggesting a local influence as well. These circulation anomalies are 

found to have increased in frequency over the study period, and strongly correspond with 

near-surface temperature and meltwater production anomalies.  

Given that all time series are detrended, it is remarkable that the covariance with 

GrIS surface melt is so strong. If the trend in the data can largely be attributed to 

greenhouse gas loading and low frequency climate variability, the remaining anomalies 

likely occur due to synoptic-scale variability or components of the climate system that 

have remained stationary. By assessing the covariability among these fields while 

removing the covariability resulting from a warming Arctic, the resulting relationships 

should either both be responding to atmospheric circulation anomalies, or there is a 

causal link between SIC and GrIS surface melt.  

An analysis of the covariability between the Greenland MOD and the 500 hPa 

pattern results in consistently significant correlations between ECGrIS and 500 hPa heights 

over Greenland, very similar to the HC maps in Fig. 4.7 but with slightly weaker 

correlations. As would be expected, this suggests that the same pattern (i.e. strong ridging 

over Greenland) is the most conducive to both initiating snow melt and generating 

atmospheric conditions that result in the most anomalous surface melt events in the 

summer. The specific positioning of the centers of significant correlation in the second 

SVD mode are not necessarily physically meaningful, but the observation that 

correlations in the two HC maps correspond spatially demonstrates that MOD is 

significantly correlated with regional height anomalies. Although this mode explains 
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considerably less variance than the leading mode, it provides additional support for this 

covariance, particularly in May and June when much of the snow in the ablation zone 

begins to melt.  

A significant correlation between Greenland MOD and accumulated meltwater 

production exists only along the periphery of the ice sheet. The two factors most likely to 

contribute to this correlation are the persistence of the weather patterns and the albedo 

feedback. For example, if a pattern can initiate an early MOD and persist into the 

summer, it will likely generate more accumulated meltwater than in the average year. The 

early MOD will also theoretically drive the albedo into its lower summer regime at an 

earlier date, so the albedo feedback may play a greater role in summer melt where this 

correlation is greater. This is likely to be the case lower in the ablation zone anyway, 

where the ice surface is typically darker. Analysis of MAR surface albedo (not included 

here) following the MOD found that the decrease is not always maintained, and relatively 

often the albedo rises again at some point in the following weeks. This is not surprising 

because many factors can influence ice sheet albedo, especially early in the season. 

Variability in albedo is caused by the transition from dry to wet snow and slush 

formation, snowfall events, refreezing of meltwater, and rainfall (Grenfell and Perovich 

2004, Chandler et al. 2015). This provides some explanation for why the significant 

correlations encompass only a small part of the ice sheet.  

The changes in summer SIC are remarkable when plotted on the SOM map and 

easily juxtaposed with SIC in other years and summer months. It would be very 

interesting to extend this analysis into the other seasons. Three month periods seem to 

work well, as incorporating more months would require an increasingly overwhelming 
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number of nodes to be displayed, and using only one month would in one way defeat the 

purpose of the SOM analysis (one could simply map the anomalies rather than 

mathematically approximating them) and it would not be possible to make claims 

regarding the advancement of one (or even two) months of sea ice loss. Approximately 

20% of the monthly data overlap with a different month in another year, representing this 

one-month advancement in sea ice loss, and this percentage may be greater in other 

seasons depending on what the primary factors are forcing downward sea ice trends 

throughout the year. 

Comparing these SIC SOM nodes in each month in years earlier in the period to 

those more recently, it is difficult to determine which regions have exhibited the greatest 

loss. This type of question is not particularly well suited to SOM analysis but has been 

addressed using other methodology, finding the greatest trends in the East Siberian Sea, 

Chukchi Sea, and Beaufort Sea (e.g. Comiso 2008, Stroeve et al. 2012a). However, 

comparison of individual nodes is possible to determine how the SIC anomaly pattern has 

shifted throughout the period. For example, SIC anomalies in August have transitioned 

from a pattern primarily resembling node 22 to node 8. The greatest difference in these 

nodes is clearly the loss in ice from the Kara Sea east all the way through the Beaufort 

Sea, consistent with those studies cited above. 

 Summer ice sheet melt responds to first order to atmospheric circulation 

anomalies. The Beaufort sea ice correlation with 500 hPA heights suggest that positive 

sea ice anomalies here are associated with a surface pressure pattern that tends to 

strengthen the easterlies and circulate sea ice west out of Beaufort Sea, whereas the 

opposite pattern would push ice into Beaufort Sea and against the Canadian Archipelago. 
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This mechanism has been identified previously in its ability to transport and melt ice 

between Beaufort Sea and the East Siberian Sea (Rogers 1978; Maslanik et al. 1999). 

Additionally, there is no likely mechanism to directly influence GrIS surface melt from 

such a distance. In Fram Strait, positive correlations between all three fields indicate that 

this relationship is due to the placement of a ridge circulating sea ice out of Fram Strait 

while simultaneously bringing positive temperature anomalies to the GrIS. Results from 

Mills and Walsh (2014) support this, finding that Fram Strait export is significantly 

correlated with synoptic patterns that feature ridging in this location. 

  Modeling studies suggest that a reduction in sea ice under scenarios significantly 

warmer than the current climate would have a large impact on surface temperature and 

GrIS melt (Lawrence et al. 2008; Koenig et al. 2014), and here we identify western 

Greenland as the most likely location for a direct influence from sea ice loss. Extreme 

melt years over this part of the ice sheet are accompanied by strong SIC anomalies that 

would be expected if this thermodynamic influence were occurring. However, all analysis 

incorporating 500 hPa height anomalies suggests that the atmospheric circulation is still 

the first order melt driver in this part of the ice sheet as well. It is not clear why only June 

in Baffin Bay retains strong correlations after the GBI is removed, but it should not be 

expected that the correlation would completely disappear given that synoptic variability 

is not the only driver of surface melt. Western Greenland has previously been identified 

as the most likely part of the GrIS to be influenced by sea ice loss (Rennermalm et al. 

2009), although an analysis of the extreme GrIS melt years from 2007-2012 concluded 

that sea ice was likely not a factor primarily because Katabatic winds precluded the 

prerequisite onshore flow (Noël et al. 2014).  
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 Covariance with GrIS surface melt is typically strongest in June.  Whereas the 

atmospheric response to sea ice variability is strongest in autumn and early winter (e.g. 

Screen and Simmonds 2010; Rinke et al. 2006; Porter et al. 2012) the stronger June 

response here may be because this is when melt generally begins on the ice sheet, and 

there is autocorrelation in surface melt throughout the summer largely due to albedo 

feedbacks. Also, there is less variability in interannual meltwater production over the 

entire ice sheet in June relative to the rest of the summer, with a standard deviation of 

0.84 mm water equivalent day
-1

 compared to 0.95 in August and 1.12 in July. This may 

also explain why covariance tends to be weakest in July. Among these three variables, it 

is possible that there is simply more interaction in June.  

 SOM analysis of daily summer height fields provides an organized way of 

categorizing and visualizing the summer Arctic atmospheric circulation. This type of 

analysis has been done previously, particularly in the Arctic, but often uses sea level 

pressure instead of mid-tropospheric levels (e.g. Cassano et al. 2006; Higgins and 

Cassano 2009; Schuenemann et al. 2009; Schuenemann and Cassano 2009; Skific et al. 

2009; Mills and Walsh 2014). The 500 hPa level was chosen for SOM analysis (and much 

of the other analysis) because broader patterns are more easily identified in this part of 

the atmosphere, and surface conditions including temperature, precipitation, wind, and 

advective processes can be inferred with reasonable accuracy based on the 500 hPa 

pattern. Additionally, daily data are required for this level of analysis primarily to 

sufficiently populate each node with a robust sample of dates from which MAR variables 

can be averaged and mapped. Fitting a given day's 500 hPa map to one of 30 different 

patterns is not always qualitatively accurate, but averaging over the bin containing all of a 
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node's dates is sufficient to generate robust results (Hewitson and Crane 2002). 

 The most interesting results obtained from the undetrended SOM analysis may be 

the change in node frequency. This may be a result of internal variability which includes 

low-frequency atmospheric variability, or the effects of climate change that have an 

uneven impact on Arctic circulation patterns, or both. It also may vary depending on the 

time periods chosen for subtraction, and the 10-year periods here were only chosen to 

maximize the difference in time. Furthermore, this specific type of analysis is not 

possible using more conventional trend analysis, either linear or nonlinear. While it is 

likely that heat and moisture advection has increased into the Arctic, it is improbable that 

the response in circulation has been spatially uniform, and the uneven changes identified 

in Fig. 4.14b may provide evidence for this conclusion. 

 SOM analysis after detrending shows a similar master map, but the anomalies are 

focused more around the pole than lower latitudes. The SOM algorithm is designed to 

capture the range of variability in the dataset, so if the removal of trends in these data 

results in this type of response, then it is likely that the largest changes in the height field 

have occurred at the lower latitudes. To my knowledge, latitudinal differences in 

atmospheric geopotential heights and thicknesses have not been the focus of Arctic 

amplification studies, but there is no reason to believe that they would be substantial 

given that this amplification is primarily surface-based (Serreze et al. 2009, Screen and 

Simmonds 2010, Serreze and Barry 2011). It is also impossible to determine whether this 

is a significant change in the height field using this type of method, so it is quite possible 

that this is an observation construed from noise.  

 Analysis mapping temperature and meltwater production onto the detrended SOM 



128 

 

 

master map shows that these variables closely follow the synoptic pattern in each node, 

further strengthening the case for the first order influence of atmospheric forcing. Further 

analysis with variables such as total column energy convergence and wind direction 

could be fruitful in identifying the fingerprint of a causal linkage between adjacent open 

water and ice sheet melt events.  

 Some of these SOM nodes with ridging over Greenland (in both of the SOM 

analyses) that map strong anomalies in temperature and meltwater production would be 

considered to be the negative phase of the Arctic Dipole (AD) pattern and/or negative 

North Atlantic Oscillation, which have been linked to recent records in sea ice loss 

(Overland and Wang 2010) and GrIS surface melt (van Angelen et al. 2013), respectively. 

Going forward, continued Arctic amplification will theoretically produce high amplitude 

weather patterns and enhanced ridging resulting from the decreased latitudinal 

temperature gradient (Francis and Vavrus 2012, 2015). Given these recent and projected 

trends in the Arctic atmospheric circulation, we would expect to see continued 

enhancement of warming in the vicinity of Greenland, including the potential for more 

persistent patterns such as the anomalous ridging which contributed to the record July 

2012 GrIS surface melt (Nghiem et al. 2012).  

Recent trends in multiple components of the Arctic climate system, including 

increased poleward heat advection, enhanced ice-albedo feedback, warmer upper ocean 

temperatures, and warm boundary layer temperatures have converged to generate 

accelerated trends in Arctic sea ice loss and GrIS surface melt (Box et al. 2012; Polyakov 

et al. 2012; Stroeve et al. 2012a; Fettweis et al. 2011b). Results here have shown that 

atmospheric circulation anomalies are responsible for the majority of variability in GrIS 
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surface melt throughout the summer months, as well as much of the covariability with sea 

ice concentration, but this does not preclude some thermodynamic influence from sea ice 

loss. While there is a large spread in future sea ice projections (Overland and Wang 2013; 

Stroeve et al. 2012b), continued decline in the vicinity of Greenland, particularly Baffin 

Bay, should present further opportunities for local enhancement of summer ice sheet 

melt. The rate of future sea ice and ice sheet melt will likely depend most on the 

evolution of Arctic circulation patterns, but the increasingly ice-free ocean should be 

observed for a potentially increased role in GrIS surface melt. 
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Chapter 5: Conclusions and Future Work 

 

5.1 Summary and General Conclusions 

The date of snow melt onset (MOD) across the high latitudes of the terrestrial 

Northern Hemisphere has advanced by 1-2 weeks since 1979, and appears to be 

controlled by relatively different processes regionally. This attribution can be broadly 

split into regions where the MOD occurs earlier (March and April) and later (May and 

June). In the former, the primary melt driver is energy advection due to weaker radiative 

fluxes, and this results in greater interannual variability in this date. Where melt begins 

later in the season, there is less variability in the MOD date due to a stronger insolation 

control with less energy available to be transported from the south (due to a smaller 

hemispheric energy gradient by May and June). Similarly, this pattern is also found in 

trends in the observed energy balance terms: as MOD comes sooner, there is less energy 

available within the atmosphere and more advected from elsewhere. A major implication 

of these results is that as snow melt occurs earlier in the spring, the dominant melt drivers 

may shift more toward advective mechanisms depending on corresponding regional 

changes in atmospheric circulation.  

Across a more focused study region in northern Canada, analysis of the energy 

balance around the MOD provides similar findings. Where melt begins later, there is 

more energy in the system further northeast by May and June with a greater proportion 

coming from shortwave radiation than energy advection. Across the southwestern part of 

the region in the boreal forest, the lower overall energy earlier in the season requires 
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synoptic events and associated energy transport to provide the energy to initiate the melt 

season. Melt onset also requires a greater increase in surface temperature to reach 

freezing in the boreal forest, as the mean temperature is lower just prior to the MOD. 

This research on terrestrial snow melt onset attribution has added to the literature 

and understanding of what is behind the earlier snowmelt while better elucidating 

regional differences (including why we find these differences). This has gone beyond 

simply attributing earlier melt to a warming boundary layer by identifying the most 

important factors in initiating this process as well the warmer temperatures that are 

associated with it. However, the uncertainty that remains in the observed and future 

variability of snow melt from onset to disappearance requires further study, particularly 

considering this study has only focused on the melt onset date. 

The MOD over sea ice has come several days decade
-1 

sooner since 1979, 

particularly in the waters adjacent to Greenland. The earlier MOD over Greenland can 

likely be attributed to a similar atmospheric forcing as the MOD over sea ice. SIC and 

GrIS melt demonstrate significant covariability during the summer, particularly June, and 

this relationship is likely related to the simultaneous forcing of the atmospheric 

circulation. This relationship is strongest with sea ice in Fram Strait and much of the 

Beaufort Sea, but can be explained primarily by the positioning of a ridge over and to the 

north of Greenland. Analysis over Baffin Bay and the adjacent ice sheet concludes that 

the covariability can also likely be attributed to circulation anomalies, but there is a 

compelling signal suggesting a local influence as well. Synoptic patterns featuring a ridge 

over Greenland and north and west to the Beaufort Sea are found to have increased in 

frequency over the study period, and strongly correspond with near-surface temperature 
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and meltwater production anomalies over Greenland.  

 In the same way that the atmosphere is responsible for variability in melt onset 

over land, there are similar processes at work driving the melt onset of snow over sea ice 

and the GrIS.  Attribution of melt onset over these surfaces is much less the focus of the 

remainder of this project than a more large-scale analysis of the interactions of these 

different cryospheric and climate components that generate melt in the spring and the 

summer. These interactions are particularly a consideration in the vicinity of Greenland, 

where trends appear the strongest. While there is likely not a large influence of sea ice 

loss on Greenland melt in the current climate, this research has shown that there is 

covariance in ways such that some of these fields (i.e. Greenland melt and regional sea 

ice variability) are responding to the same forcing. This is significant because these 

regions have not previously been identified within the context of their relationship with 

the Greenland surface climate. Furthermore, both sea ice and the GrIS have undergone 

significant changes over the study period, and the analysis with detrended data has 

worked to identify causal relationships that operate outside the context of a warming 

Arctic. An improved understanding of these relationships can then be incorporated into 

our knowledge of how the Arctic system is interacting and evolving to potentially 

improve future climate and GrIS mass balance projections.  

 

5.2 Specific Findings 

An energy balance analysis of snow melt onset across much of the northern hemisphere 

revealed the following: 
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1) The melt onset date of terrestrial snow cover has advanced by 1-2 weeks in the 

1979-2012 time period across much of the Northern Hemisphere, with the strongest 

trends in northern and western Eurasia. In these regions, an increasing amount of 

advective energy is replacing decreasing levels of many other forcing variables 

associated with an earlier MOD.  

2) Large differences in forcing variables at MOD generally follow the spatial pattern 

of melt timing, with weaker radiative fluxes and colder mean 2 m temperatures where 

MOD occurs earlier, though a greater magnitude of energy convergence (EC). This 

pattern is also found in trends: as MOD comes sooner, there is less energy in the system 

and more advected from elsewhere. 

3) The MOD is less variable farther north and relies less on EC and more on 

radiative fluxes (insolation as well as LW radiation generated from higher atmospheric 

thicknesses and water vapor). Conversely, inter-annual MOD variability is larger farther 

south in regions that receive more outside energy.  

4) Linear regression and PCA analysis show that the strongest predictors of early 

(late) MOD anomalies are positive (negative) anomalies of atmospheric thicknesses, 

water vapor, and consequently downward LW radiation and 2 m temperature. Secondary 

to this, positive (negative) anomalies of EC are associated with early (late) MOD 

anomalies in many regions and regression coefficients are of similar magnitude to those 

of the first principal component across southern Eurasia in particular. 

5) Regional differences in EC are substantial. Compared to other regions, southern 

and western Eurasia and southern North America stand out. Here, EC increases more to a 

higher peak prior to MOD, is more of an anomaly relative to DOY, and is more variable 



141 

 

 

from day to day. This suggests that EC is a much more important melt driver in these 

regions than in northern Eurasia and northern North America.  

6) There is little difference regionally in cloud cover at MOD from MERRA 

variables and slightly less in earlier melting regions. There is also no significant change 

over the study period in cloud cover and a decrease in some regions in water vapor, and 

often a decrease in cloud cover just prior to MOD. 

Across a study region in northern Canada west of Hudson Bay, results were similar: 

1) There is more energy in the system further northeast to initiate melt by May and 

June. This is from a greater proportion of SW radiation (closer to the solstice) rather than 

energy being advected into the atmosphere. This contrasts with less overall energy and 

lower temperatures to the southwest, requiring synoptic events and associated energy 

transport to provide the energy to initiate the primary melt season as well as the more 

frequent early melt events observed here.  

2) Sources of melt energy vary within the study region, with more energy typically 

being transported into Regions 1 and 2, a larger proportion from insolation in Region 2 

and more from longwave radiation derived from cloud cover and moisture in Region 3. 

3) There is a greater increase in temperature to reach the freezing point in Region 1 

prior to MOD, but temperature anomalies do not serve as a reliable predictor for MOD 

anomalies across the region.  

 

Finally, studying the melt onset over sea ice, Greenland, and connections and 

covariability between summer SIC and GrIS meltwater production, the following 
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conclusions can be made: 

 

1) Regions of covariability between sea ice and GrIS surface melt are likely mostly 

due to a simultaneous atmospheric forcing. The Beaufort Sea correlation with 500 hPA 

heights suggest that negative sea ice anomalies here are associated with a surface 

pressure pattern that tends to strengthen the easterlies and circulate sea ice west out of 

Beaufort Sea, whereas the opposite pattern would generate positive ice anomalies here. In 

Fram Strait, results indicate that the observed relationship is due to the placement of a 

ridge circulating sea ice out of Fram Strait while simultaneously bringing positive 

temperature anomalies to the GrIS. 

2) Western Greenland is the most likely location to experience a direct influence 

from sea ice loss, though analysis incorporating synoptic variability still points to a first-

order atmospheric influence. 

3) Covariance between SIC and GrIS surface melt is typically strongest in June, 

though it is unclear why this covariance weakens as the summer progresses. 

4) A significant correlation exists between Greenland MOD and the summer’s 

accumulated meltwater production along the periphery of the ice sheet. MOD over 

Greenland is likely not a good predictor of the summer’s surface melt on most parts of 

the ice sheet, however, due to complexity involving the ensuing surface albedo and 

persistence of circulation patterns. 

5) There are consistently significant correlations between the Greenland MOD and 
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the 500 hPa pattern which look very similar to those between GrIS meltwater production 

and the same pattern. This suggests that anomalous ridging over Greenland is the most 

conducive to both initiating snow melt and generating atmospheric conditions that result 

in the most anomalous surface melt events in the summer. 

6) Summer SIC has changed in the last 35 years to the extent that there are multiple 

instances when the seasonal loss of sea ice has advanced an entire month relative to 

earlier in the study period. The locations of greatest loss can be observed by comparing 

nodes on the SOM map, and are found from the Kara Sea east all the way through the 

Beaufort Sea. 

7) Results obtained from SOM analysis using undetrended data show that 500 hPa 

height patterns featuring strongly positive height anomalies near Greenland have 

increased between the first and last 10-year period of record, with little change in any 

other synoptic pattern. Using this analysis, however, it is difficult to determine whether 

the strength of these height anomalies has increased as well. 

8) Analysis mapping temperature and meltwater production anomalies onto the 

detrended SOM master map shows that these variables closely follow the synoptic pattern 

in each node, further strengthening the case for the first order influence of atmospheric 

forcing. 

5.3 Future Work - Overview 

 It is still possible to improve and expand on the research in this dissertation, some 

of which can be done with the same resources and some that require better observation 

networks and data processing power. Here, I detail parts of this research where there is 
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room for improvement, the logical extension of some of the research done, and two 

specific research projects that would further understanding in these fields. 

The most obvious improvements that could be made in this field using the type of 

data and methods I have are increases in data resolution, particularly spatial. Reanalysis 

products and remote sensing observations are constrained to their current resolutions by 

computing limitations, data storage and distribution, past sensor specifications, and the 

inherent risks in interpolating already-sparse surface and upper air observation. MERRA 

is run at a relatively high resolution for a global reanalysis product, but this resolution for 

reanalysis products in general is not improving quickly for the above reasons; MERRA 2 

has currently just been released as a significant update to MERRA but is run at the same 

resolution, 7 years after MERRA's release.  

On the user end, improved spatial resolution is accompanied by the same issues: 

data acquisition, storage, and analysis requires exponentially more computing resources. 

The primary benefit of improved spatial resolution is that it would allow more analysis 

near the coast and in mountainous regions, which were left out of some of these analyses 

for this reason. For a proposed study of similar nature as undertaken here, but more 

comprehensive in area or at higher resolution, a computing cluster becomes increasingly 

necessary. This should be no obstacle in undertaking a project, but it should be a 

consideration when proposing it.  

 Temporal resolution is another area of improvement, and this is primarily on the 

user end because reanalysis data is typically computed at time steps as low as 30 minutes. 

The data for these analyses were obtained at hourly resolution but were immediately 

aggregated to daily, and sometimes even monthly. Daily averages are suitable for many 
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types of analyses done, and in fact these analyses were chosen with the understanding 

that daily data were being used. However, some energy balance terms, particularly during 

the sensitive time when snow begins melting, would benefit from analysis at sub-daily 

resolution. For example, sensible heat flux varies from positive to negative throughout 

the diurnal cycle, so taking a daily average may be a poor proxy for its role in the energy 

balance and its contribution to snow melt. Also, diurnal temperature range has some 

utility that goes beyond that of mean daily temperature when diagnosing changes near the 

surface during this time. It was calculated for some of the analysis in Chapters 2 and 3, 

and did provide additional insight into regional differences in MOD. 

 With a better understanding of how the MOD over land is changing regionally 

and how the melt drivers vary regionally and inter-annually, a few things can be done to 

move further. First, snow cover loss influences the energy balance and even the larger 

scale atmospheric circulation (e.g. Ellis and Leathers 1999). For example, Aizen et al. 

(2000) provided estimates of the amount of heat used to melt snow during the melt 

season, and the volume of air cooled an arbitrary level (5º C) as a result of this process. 

Given that changes in MOD and disappearance are occurring in some places faster than 

others, the timing of this energy uptake at the surface is then changing spatially as well. 

Potentially, this could lead to atmospheric perturbations on the scale of those identified 

by Cohen and Entekhabi (1999), where autumn Eurasian snow cover anomalies 

strengthen the Siberian High and propagate into the stratosphere, thereafter impacting 

Northern Hemisphere circulation via the Arctic Oscillation (Cohen et al. 2014). There 

may be a similar mechanism in the spring that develops in the future as differential 

changes in the system continue to evolve. Currently, this type of linkage exists, for 
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example, between winter and spring snow depth and melt with the timing and strength of 

the Indian monsoon (Dey and Kumar 1982; Vernekar et al. 1995; Zhang et al. 2004).  

 In addition, spring snow cover is changing concurrently with other components of 

the atmospheric, hydrologic, and ecological system at high latitudes. It would be 

interesting to integrate this improved knowledge of spring MOD into broader climate 

research to predict how all of these changes may affect one another. For example, if more 

than half of Arctic vegetation shifts to a different physiognomic class by 2050 simply due 

to changes in temperature and precipitation (Pearson et al. 2013), this will potentially 

have profound influences on spring snow depth and disappearance (with likely a more 

minor influence on MOD). Increasing shrub cover has been shown to inhibit snow 

redistribution and delays snow disappearance (Sturm et al. 2001). Therefore, 

incorporating a more regional understanding of MOD trends into an interdisciplinary 

study of future Arctic system changes could benefit both future projections of snow cover 

in all seasons as well as the evolution of the entire Arctic environment as it continues to 

warm.  

 Finally, attribution studies are well suited to sensitivity studies with climate 

models. Whereas point-scale studies of the energy balance around MOD have been done, 

the same study done along with perturbed energy balance inputs in a sensitivity study 

have not been done to the author's knowledge and would provide considerably more 

insight into this type of research question. A study of this nature had been previously 

planned but is still recommended for future work, and seeks to answer the question: How 

does the melt onset date vary at a given location with variations in atmospheric forcings? 

The methodology is outlined below. 
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5.4 Snow MOD Sensitivity Study 

 A sensitivity study of snow melt using an energy balance approach ideally 

requires a hydrologic model developed specifically for snow thermodynamics, and a 

single column atmospheric model (SCM) to allow for the atmospheric column to reach 

equilibrium after perturbed inputs provide a forcing for the surface. Hourly data supplied 

by the SCM forcings (typically standard reanalysis output) is run through the SCM at 

each of its time steps after the model source code is adjusted. These adjustments are what 

provide the range of conditions to which the surface energy balance is subjected. 

 The most appropriate perturbations to be coded into the SCM include 

modifications to water vapor (specific humidity) throughout the column, advective 

energy, and insolation. A change in specific humidity would primarily affect downwelling 

longwave radiation, and therefore would influence the surface most directly through this 

radiative change. Changes in advective energy are part of the model dynamical core that 

is forced at the grid boundaries at every time step, and are computed as increased or 

decreased flux convergence at each sigma level. This affects diabatic heating of the 

surface. Finally, changes in insolation are easily made using a run-time parameter to 

artificially adjust the latitude. This simulates the change in initial date by a given number 

of days to isolate the effect of insolation. All of these variables would be perturbed an 

equal amount on either side of zero to develop a simple, linear statistical model 

predicting the change in MOD based on variation in these variables. For example, the 

change in MOD resulting from a 10% increase or decrease in specific humidity should 

allow for a linear response that can be predicted across a range of input values.  

 SnowModel, a spatially distributed snow-evolution model (Liston and Elder 
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2006), is well suited to this type of study. Surface meteorological variables, including 

temperature, relative humidity, precipitation, incoming longwave and shortwave 

radiation, wind direction, and wind speed are then input into SnowModel, which models 

the snowpack and any melt processes that occur within it. Relevant output from 

SnowModel includes energy balance terms, snow melt energy, and runoff. The time series 

of the latter variables can be used to derive a melt onset date, thus allowing for a 

simplified metric by which to test sensitivity to initial perturbations. 

 Ideally this model is run on a grid space containing a suitable weather station, 

though meteorological stations in the Arctic that measure both shortwave and longwave 

fluxes are extremely sparse. The control run output of both SnowModel and especially 

the SCM can be compared to station observations for validation. This provides an 

excellent way to choose a study location, since little else in a location choice matters. The 

only other considerations have to do with the model grid: the landcover and topography 

should be relatively homogeneous with little or no water or coastline within the grid cell. 

 

5.5 Extension of GrIS Surface Melt and Sea Ice Research  

 Future work pertaining to melt onset dates on sea ice and Greenland and the 

linkages between sea ice, GrIS surface melt, and the atmosphere should be planned with 

the understanding that this has been a popular topic in the last few years and there is 

current research underway to address some of these questions. Unsurprisingly, this has 

been approached in many different ways from modeling studies (Porter et al. 2012; Day 

et al. 2013; Koenig et al. 2014) to sensitivity studies (e.g. Noël et al. 2014), statistical 

analysis using surface observations (Hanna et al. 2013), synoptic analysis (Hanna et al. 
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2014), and some of the same methodology as employed in Chapter 4 such as SOM 

analysis (Higgins and Cassano 2009; Schuenemann et al. 2009). 

 My proposed future work on this topic is a continuation and expansion of Chapter 

4 to the GrIS surface mass balance in all seasons. This would use much of the same 

analysis initially, but expanded beyond the summer season and expanded to some 

additional surface and atmospheric variables such as precipitation, radiative fluxes, and 

energy flux convergence (i.e. mapping some of these onto newly produced SOM nodes) 

to obtain a better understanding of the energy balance associated with different nodes. 

Further analysis with SOMs will identify preferred circulation patterns in high and low 

accumulation and melt years based on seasonal SOM nodes. Finally, given the relatively 

long time period of record, trends and variability in each SOM node, including the fields 

which are mapped onto them, can be readily obtained using basic outputs of the SOM 

analysis as shown in Chapter 4. 

 Similar to snow melt onset, climate models are one of the more useful tools to 

address this type of research question, specifically a sensitivity analysis, which can 

simulate the range of atmospheric conditions that have a direct role in GrIS surface melt.  

As discussed, modeling studies have been undertaken on this subject in many forms, but 

here a sensitivity study is proposed that would use a regional model to simulate different 

spring and summer scenarios over the ice sheet. This sensitivity study would simulate 

different sea ice concentrations in adjacent waters and also varying ice sheet albedo at the 

beginning of the melt season, with diagnostic output given as the change in surface melt 

in the following weeks. 

 After it is better understood to what extent sea ice loss is responsible for 
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anomalous energy fluxes over Greenland and environs, it will be possible to explore the 

influence of these fluxes on both precipitation and summer surface melt. The most 

appropriate method here is SVD to assess the covariance among anomalous energy fluxes 

and precipitation and surface melt. This will not only determine the strength of this 

relationship over various time periods and time lags, but it will spatially isolate those 

parts of the GrIS where the response is strongest.  Given that there is a delay in the 

response of the energy balance over Greenland to anomalous fluxes at the atmosphere-

ocean interface, different time lags will be tested in the SVD to determine when the 

covariance is strongest. This is an extension of some of the SVD analysis in Chapter 4 to 

more variables and as well as testing time lags.  

 The final component of this extension of Chapter 4 will incorporate albedo into a 

study of Greenland melt onset, as there is a relatively strong correlation between melt 

onset, albedo, and subsequent melt on the ice sheet. The relationship between these 

variables is important because of the potentially strong albedo feedback that operates 

over this time period and the possibility of persistence in the atmospheric circulation 

patterns that initiate melt onset to then generate anomalously high or low levels of surface 

melt in the summer. This is further confounded by any snowfall events, particularly 

shortly after the MOD, that raise the albedo as it is decreasing to its darker summer 

regime.  

 To explore the connection between these snowfall events and the synoptic 

patterns that generate them, these events will be identified and tabulated based on daily 

Moderate Resolution Imaging Spectroradiometer (MODIS) data from 2003 to present and 

mapped onto the SOM nodes generated in the previous analysis. Next, the effect of this 
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change in albedo will be determined through an analysis of surface energy balance terms 

in the following two weeks, and compared with the remainder of the summer when these 

events do not occur. By mapping each of these time periods onto the corresponding SOM 

nodes of the dominant synoptic pattern during each period, the results of this comparison 

can be assessed while qualitatively (visual assessment on the master SOM maps) 

controlling for the synoptic pattern. Finally, the occurrence of melt events in the two 

weeks following snowfall will be tabulated and evaluated in a similar manner as the 

energy balance, given the close connection between the two.  

 Both the terrestrial snow melt sensitivity study and the project seeking to further 

understand sea ice and GrIS mass balance linkage should represent an advancement in 

these two areas of cryospheric changes. The latter study is particularly well suited as an 

initial building block for further work, given the large scope and more exploratory nature 

of analysis that can identify previously unseen relationships among large datasets. Further 

insight into both of these questions is an increasingly necessary step toward predicting 

the future climate system as many of the Northern Hemisphere's cryospheric components 

continue to experience accelerated change.  
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