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ABSTRACT OF THE DISSERTATION

Decomposition Approaches FenterpriseWide Optimizationin Process Industry
By NIKISHA K. SHAH
Dissertation Director:

Marianthi G. lerapetritou, PhD

Enterprisewide optimization(EWO) has gain lobf interest in recent yeaes the globalization
trends of past few decades have significantly increased the scale and complexity of modern
process industry and increasingpromic pressusto remain competitive iglobal marketplace.

EWO entails optimization of supply, manufactgj and distribution activities to reduce costs

and inventories through an integra@ud coordinatedecisionmaking among various functions

in the industry ¥endors, production facilities, and distributio@ne of the majochallengesn
achieving EWQO3$ mathematicatools for planning and schedulifigr manufacturing facilities.

Main objective of this dissertation is to develop mathematical methodologies to assist in
achieving EWO goals for chemical process industry. Specially, mathematical formuiatio
planning and scheduling decisions and decomposition strategies will be developed in order to
bridge the gap between concepts and industrial applicétiohis work, planning and scheduling
of multisite, multiproduct batch production and distribotiéacultiesis addressed via dual
decomposition based approach, which aims to reduce computational comblexityh parallel
computationIn the area of continuous production facilities, lack of efficient scheduling models

prevents us from developing coordinaggdnning and schedulingols. To address this issue,



mathematical formulations for scheduling of refinery operatismevelopedndnovel heuristics
and mathematical decomposition strategfes large scale complex mixed integer linear
programmingmodelsare proposedThroughout this dissertation, case studies will be used to

demonstrate the applicability of proposed decomposéjproaches.
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Chapter 1

1. Introduction

1.1.Enterprise Wide Optimization
The process industry is a key sector in the global econconwerting raw materials such as
crude oil, water, and natural resources into thousands of prodwaterding to the American
ChemistryCouncil over 96% of all manufactured goods are dependent on chemical inaidtry
US.produceover 15% of wor |andumtingcth @S$812 killiom (@0i4) mu t
particulatr the petroleum refining industry is the largest source of energy products in the world
and is supplying about 39% of total U.S. energy denaamtl97% of transportation fuels. Process
industry has grown increasingly complex in the last 20 years as a result of tighter competition,
stricter environmental regulations, uncertainty in the prices of energy, raw materials, and
products, and lowemargin profits. Globalization trends of past few decades have significantly
increased the scale and complexity of the modern entefpyisgeansforming them into global
network consisting of multiple business units and functions. Today prowhsstries involve
multipurpose, multisitgproduction facilitiesproducing hundreds of produgctecatedin different
regions and countries and servicing internatiomarket (Wassick, 2009)Iin last decades,
enterprises are realizing the importancespferprise wideoptimizationin reducing the overall
costs andemairing competitive h a dynamic global marketplace.

Enterprisewide optimizatbn involves coordinated optimization ofhe operations of
supply, maufacturing, and distributigrand integration of the information and decisiomsking
among the various functions that comprise the supply chain of the conha@rossmann,
2005; I. E. Grossmann, 2014)he concept of enterprisgide optimization (EWO) lies at the
interface ofthe process system engineering, operations research and supply chain optimization

and these concepts are suitably positioned to provide decisions making models and algorithms for



optimization of an integrated manufacturing and distribution complexes. \Sugmin

optimization can be considered an equivalent term for describing the entengiéseptimization

although supply chain optimization places more emphasis on logistics and distribution, whereas

enterprisewide optimization is aimed at manufarng facilities optimization (Shapiro, 2001)
The process industrgupply chais vary from the petroleum supply chaN. K. Shah et al.,
2011) to pharmaceutical industry supply chgilay Shah, 2004) however they alinclude
manufacturing as a major componactording tol. E. Grossmann (2014); Wassick (200%he
main goal ofEWO is to maximize profits while minimizing costs, inventories and to this ends,
major operational activitiesof EWO is planning, scheduling and ré¢mhe optimization and

control(Figurel.1).

e e
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s\“f» \\‘v’/’
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Figure 1.1 Major elements of enterprisewide optimization.
In the field of enterprisavide optimization, planning and scheduling are thest

important operational decisions. Objectives the planning and scheduling problems is to

determine the allocation of available resources over time to perform a set of tasks required to

manufacture one or more products as to satisfy global demfdmdlong to medium term

planning covers a time horizon of between few months to a year and is concerned with decisions

such as production, inventory, and distribution profiles. Steonh scheduling decision deals with
issues such as assignment of tasks fits .and sequencing of tasks in each unit and typically

covers time horizon of between days to a few weglgsically, much of the decisiemaking in a



supply chain is focused across solving-puttblems as an entity, but from the enterprisge
performane viewpoint, local improvements at any sublevel do not necessary lead to an overall
improvementand to realize full potential of EWO, integrated approach is heceggapngst the
challenge involve in EWO in process industtiie chief challenge i€oordirated decision
making acrossdifferent functions in industry (procurement, manufacturing, distributjons)
between various geographically distributed manufacturing séted, acrossthree levels of
decisionsmakingprocess(Shapiro, 2001)While the first challenge relates to spatial integration
and the third challenge involves temporal integration across different timesCalaslinated
decision making between geograpfiicdistributedintegratednanufacturingsites deals with not
only spatial integration but also with temporal integrations.

Several of thefarementionedssues catve addressed in part through integration of planning and

schedulingdecisionmaking formulti-product multi-site production and distribution facilities.

1.1.1. Problems and Challenges
I. Grossmann (2005Jisaussedfour major challenges in application of EWO: (a) Mathematical
modeling, (b) multiscale optimization, (c) optimization under uncertainty, @raldorithmic and
computational challeng&he first challenge involves development of production saiteduling
models that can effectively capture the complexity of various operations but can atdeeddrs
reasonable time frameSecond challenge involvedifficulty associated with coordination
between different time scale and owdifferent geograpltgally located sites. Uncertainty is
inherent in supply chain (e.g. prices, demand, equipment breakdown) and effectively addressing it
caneffect industry profitsHowever, before addressing uncertainties, computationally effective
deterministic models shtiibe developedVarious models developed in previous three points,
are large scale complex MILP or MINLP models and they require the applicatieariotis
decomposition technique€€omprehensive reviesvof challengesfaced in EWO of process

industryarepresented by E. Grossmann (2014); Nilay 8h (2004, 2005)



Scheduling models in process industry addres#tiouous, batch, and segontinuous
production systemand complexity involved modeling these three different production system
vary. In continuous production units, there is a simultaneous inlet and outlet streams, where as in
batch process, simultaneninlet and outlet streams are not allowkeakge varieties of products
are produced using batch processes amad,f beverages, pharmaceutical products, paint,
fertilizer, and cement are a few of the categories of products produced using batch pr@desses.
refinery is one of the prominengystens with continuousproductionprocessin last ten years,
great progress has been hos-term katch schedulingrocessfew of these works afgurkard et
al. (2002); Pedro M. Castro et al. (2009); P. M. Castro et al. (2011); He and Hui (2007);
lerapetritou and Floudas (1998 ); Janak et al. (2006); Jarak @004); Kondili et al. (1993);
Maravelias and Grossmann (2003); Moniz et al. (20IHA% challengén batch process indugt
liesin developing effective solutiomethodologyfor integratingexistingscheduling models with
planning level model and integrating decisions making across multisite produoctnd
distribution facilities. Whereas, the main challenge in continuous process industry lies in
developing general purpose scheduling models. Every continuous process industry has its own
unique problems and arriving ahe scheduling modefor different types of continuous process
operationds difficult and thus focus is on development of general scheduling models for specific
industry. (I. Grossmann, 2009 petroleum industry, different operations in refinery have their
own scheduling model instead of an integrated scheduling model for overall refinery operations.
Beforetacklingplanning andscheduling integratiom refinery, efficientand effectivescheduhg
model for overallefficient refinery operationsneed to be developedturthermore,refinery
process is very complex and their scheduling models are large scale complex mixed integer
models that require novel decomposition strate@{edly & Zyngier, 2008; Shaik & Floudas,

2007)



1.2. Planning and Scheduling in Procdsgustry
In the recent years, the area of integrated planning and scheduling has received much attention for
singlesite batch production facilities. However, the current manufacturing environment for
process industry has changed from a traditional sisiggeproduction plant to a more integrated
global production serving the emerging mark@tassick, 2009)Modern process ingtries
operate as a large integrated complex that involve prdtiuct, multipurpose, and muisite
facilities serving a global market. The process industries supply chain can be defined to be
composed of production facilities and distribution centerisere final products produced at
production facilities are transported to distribution center to satisfy the customers demand. In
current global market, spatially distributed production facilities across various geographical
locations can no longer be srged as isolated from each other and interactions between the
production facilities and the distribution centers should be taken into account when making
decisions. In this context, the issues of enterprise planning and coordination across production
plarts and distribution facilities are important for robust response to global demand and to
maintain business competiveness, sustainability, and grofRdmpageorgiou, 20097s the
pressure to reduce the costs and inventories increases, centralized approaches have become the
main policies to address supply chain optimizati@rossmann, 2005)Jhe integrated planning
and scheduling model for mukiite facilities is important to ensure the consistency between
planning and scheduling level decisions and to optimize production and transportation costs.

Wassick (2009proposed a planning and scheduling model based on resource task network
for an integrated chemical complex. He considered the entewadseoptimization of the liquid
waste treatment network thi their modelKreipl and Pinedo (2004jiscussed issues present in
modeling the planning and scheduling decisions for supply chain management. For a multisite
facilities, the size and level of interdependencdw/éen these sites present unique challenges to

the integrated tactical production planning and -ttaglay scheduling problem and these



challenges are highlighted bgallrath (2002b) For further elucidation of various aspects of

planning, reader is directed to the worklahpe and Kallrath (200@@ndKallrath (2002a)

1.3.Refinery Operations Scheduling
The continuous process plants scheduling have drawn less consideration in the literature
compared to that of batch plants even though continuous plants are prevalent in the chemical
process industries. Of the continuous progedsstries, the oil refinery production operation is
one of the most complex chemical industries, which involves many different and complicated
processes with various connections. Instead of tackling a comprehensivadaleeefinery
operations optimizeon problem, decompaosition approaches are generally exploited. Oil refinery
manufacturing operations can be decomposed into three problems: (1Ljoitrudéoading,
mixing, and inventory control, (2) scheduling of production units, and (3) finish products
blending and distributian(Jia & lerapetritou, 2004The goal ofEWO is to optimized overall
refinery operations in a coordinated fashiorieédpending on the problem characteristics as well
as the required flexibility in the solutioagchedulingmodek can be based on either a discrete, a
continuous or hybridtime domidn representatior(liro Harjunkoski et al., 2014; J. Li & Karimi,
2011; Mouret et al., 2010; Neiro et al., 20RBallife features such amultipurpose production
units, multipurpose product tanks, parallel nAolentical blenders, minimum run lengths,
sequence dependerhangeoversproduct giveaway,piecewise constant profiles fdslend
component qualities and feed rates, @ttroduces in more operational constraints and many
combinatorial decisions, that renders tlisge scalemixed integerproblem difficult to solve
without decomposition solution strategigielly, 2006; Kelly & Zyngier, 2008; Shaik &

Floudas, 2007; Shaik et al., 2009)



1.4.Motivation: development and implementation of decomposition tools for
planning and scheduling in process industry

Despite the many of the potential benefits in coordinated decisions making in EWO,
aforementioned challengda coordinated decisions making planning and schedulingor
multiproduct, multisite product and distribution facilitie&d scheduling of overall refinery
operations, concepts ofnterprisewide optimization are underutilizedThis is due to the
difficulties associated witlbuilding effective mahematical formulation that captures real world
complexity without becoming incomprehensive to sawe for efficient models to be utilized for
real world application, the challenge lies in developing decomposition approaches for large scale
mixed integemodels(l. E. Grossmann, 2014)

First objective of this dissertation is tevelopmathematical formulation for multisite
batchprocess production and distribution facility planning and propose decomposition approach
to address mulscale optimization problem arising from integration of planning and scheduling
decisions level. Second jelstive of this dissertation is to proposeheduling model$or large
scale refinery operations, to develop efficient decomposition based methodology to address large
scale optimization problems and demonstrate applicability of decomposition methododlbgies
methodologiesto tackle large scale optimization models includalid inequalities, heuristic
algorithm, Lagrangian relaxation decomposition, and augmented Lagrangian optimizatan.
of thesedecompositiormethods will be discussed in the contektefinery operationscheduling
and demonstrated using case studiatedto real refinerycomplex.

1.5. Outline of dissertation
Each of thesix main chapters in this dissertation will emphasize a specific concept diotool
enterprisewide optimization.Chapter 2will presentdecomposition based methodology to solve
full space integrated planning and scheduling problem for multisite, multiproduct batch

production plants and multisite distribution facilities. Chapter 3 will present spatial



decomposition strategy for refinery operations where centralized and decentralized decision
making process is compared and conditions during which decentralized approach gives global
optimal solution a discussedA unified comprehensive refinery operatischeduling model that
incorporates many of the real world operational and logistics rufgesented ifChapter 4 The
resulting model is large scale mixed integer linear programming model (MILP) and valid
inequalitiesare developedo reduce complexity of the model mgducing thetotal number of

nodes and iterations in branch and bound framewRefinery gerations scheduling model
incorporating many logistics rules is difficult to solve to optimality in reasonable computational
time even after inclusion of valid inequaliti¢sor refinery without any blend component tanks,
Chapter 5tackles complexity of large scakchedulingmodel by developing mathematical
decomposition, Lagrangian relaxatjorwhile Chapter 6 focuses on efficient heuristic
decomposition algorithmin Chapter 7 a general augmented Lagrasugi decompositiorfor
different refineryoperations configuration (rundown streams, blend component tanks, or both) is

introduced and applied to number of case studies to illustrate its effectiveness.



Chapter 2

2. Planning and scheduling of multisite batch production and distribution facilities

The current manufacturing environment for process industry has changed from a traditional
singlesite, single market to a more integrated global production mode where msitgdeare
serving a global market. In thhapter the integrated planning and scheduling problem for the
multisite, multiproduct batch plants is considered. The major challenge for addressing this
problem is that the corresponding optimization problemolmes computationally intractable as

the number of production sites, markets, and products increases in the supply chain network. To
effectively deal with the increasing complexity, the block angular structure of the constraints
matrix is exploited by relxing the inventory constraints between adjoining time periods using the
augmentedLagrangiandecomposition method. To resolve the issues ofseparable cross
product terms in the augmentedgrangiarfunction, diagonal approximation methismapplied

Several examples have been studied to demonstrate that the proposed approach yields significant

computational savings compared to the-fdhle integrated model.

2.1. Introduction

Modern process industries operate as a large integrated complex that invdiigroduct,
multipurpose, and multisite production facilities serving a global market. The process industries
supply chain is composed of production facilities and distribution centers, where the final
products are transported from the production facddlitee distribution centers and then to retailers

to satisfy the customers demand. In current global market, spatially distributed production
facilities across various geographical locations can no longer be regarded as independent from
each other and intezhons between the manufacturing sites and the distribution centers should be
taken into account when making decisions. In this context, the issues of enterprise planning and
coordination across production plants and distribution facilities are impoatarglfust response

to global demand and to maintain business competiveness, sustainability, and. growth
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(Papageorgiou, 2009s the pressure toeduce the costs and inventories increases, centralized
approaches have become the main policies to address supply chain optimization. An excellent
overview of the enterpris@ide optimization (EWO) and the challenges related to process
industry supply chin is highlighted byl. Grossmann (2005)arma et al. (2007)lescribed the

main concepts of EWO and presented the pakméisearch opportunities in addressing the

problem of EWO models and solution approaches.

Supply chain optimization can be considered an equivalent term for describing the
enterprisewide optimizationaccording toShapiro (2001)although supply chain optimization
places more emphasis on logistics and distribution, whereas entsvjgfesseoptimization is
aimed at manufacturing facilities optimition. Key issues and challenges faced by process
industry supply chain are highlighted INilay Shah (2004, 2005)Traditional supply chain
management planning decisions can be divided into three levels: strategite(imhgtactical
(mediumterm), and operational (shadrm). The longerm planning determines the
infrastricture (e.g. facility location, transportation network). The mediemm planning covers a
time horizon between few months to a year and is concerned with decisions such as production,
inventory, and distribution profiles. Finally, shéerm planning decisn deals with issues such
as assignment of tasks to units and sequencing of tasks in each unit. Thershptanning level
covers time horizon between days to a few weeks and at production level, is typically refer to as
scheduling.Wassick (2009proposed a planning and scheduling model based on resource task
network for an integrated chemical complex. Hestdered the enterprisgide optimization of
the liquid waste treatment network with their modéieipl and Pinedo (2004Jiscussed issues
present in modeling the planning and scheduling decisions for supplyrohamgement. For a
multisite facilities, the size and level of interdependences between these sites present unique

challenges to the integrated tactical production planning andoedgy scheduling problem and
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these challenges are highlightedKsdlrath (2002b) For further elucidation of various aspects of

planning, the reader is directed to the worRiohpe and Kallrath (200@ndKallrath (2002a)

A simple network featuring the multisite facilities is givenFigure2.1, where multiple
products mg be produced in individual process plants at different locations spread across
geographic region and then transported to distribution centers to satisfy customers demand. These
multisite plants produce a number of products driven by market demand urelatirap
conditions such as sequence dependent switchovers and resource constraints. Each plant within
the enterprise may have different production capacity and costs, different product recipes, and
different transportation costs to the markets accordirtgedocation of the plants. To maintain
economic competitiveness in a global market, interdependences between the different plants,
including intermediate products and shared resources need be taken into consideration when
making planning decisions. Fuetmore, the planning model should take into account not only
individual production facilities constraints but also transportation constraints because in addition
to minimizing the production cost, i t 6tien i mport
from production facilities to the distribution center. Thus, simultaneous planning of all activities
from production to distribution stage is important in a multipitecess industry supply chain.

(N. Shah, 1998)

Site 1

Site 4
Site 2

Site 5
Site 3

Figure 2.1 Multisite production and distribution network
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Wilkinson et al. (1996)proposed an aggregated planning model based on the resource task
network framework developey Pantelides (1994)Their proposed planning model considers
integration of production, inventory, and distribution in multisite facilitlés.and Chen (2007)
developed a multistage, multisite planning model that dedls mwutings of manufactured
products demand among different production plants. They simultaneously combine two different
time scales (i.e. monthly and daily) in their formulation by considering varying time buckets.
Verderame and Flalas (2009)eveloped an operational planning model which captures the
interactions between production facilities and distribution centers in multisite production facilities
network. Their proposed multisite planning with product aggregation modeligkiRPDM)
incorporates a tight upper bound on the production capacity and transportation cost between
production facilities and customers distribution centers in the supply chain network under
consideration. A multisite production planning and distritrutinodel is proposed klackson and
Grossmann (2003yhere they utilized nonlinear process models to represent production facilities.
They have eploited two different decomposition schemes to solve the dsecgke nonlinear

model using Lagrangian decomposition. In temporal decomposition, the inventory constraints
between adjoining time periods are dualized in order to optimize the entire netwazhkcto
planning time period. In spatial decomposition technique, interconnection constraints between the
sites and markets are dualized in order to optimize each facility individually. They conclude that

temporal decomposition technique performs far bétizm spatial decomposition technique.

The traditional strategy to address planning and scheduling level decisions is to follow a
hierarchical approach in which planning decisions are made first and then scheduling decisions
are made using planning derdarargets. However, this approach does not consider any
interactions between the two decision making levels and thus the planning decisions may result in
suboptimal or even infeasible scheduling problems. Due to significant interactions between

planning ad scheduling decisions levels in order to determine the global optimal solution it is
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necessary to consider the simultaneous optimization of the planning and scheduling decisions.
However, this simultaneous optimization problem leads to a large problenarsizthe model
becomes intractable when typical planning horizon is considered. For an overview of issues,
challenges and optimization opportunities present in production planning and scheduling

problem, the reader is referred to the workafravelias and Sung (2009)

In recent years, the area of integrated plagréind scheduling for single site has received much
attention. Different decomposition strategies are developed to effectively deal with a large scale
integrated model. One of the existing approaches follows a hierarchical decomposition method,
where the pper level planning problem provides a set of decisions such as production and
inventory targets to the lower level problem to determine the detailed schedule. If the solution of
lower level problem is infeasible, an iterative framework is used to obtféasible solution
(Bassett et al., 199@)o further improve this approach, tight upper bounds on production capacity
are implemented iupper level problem in presence of an approximate scheduling model or
aggregated capacity constrainflilay Shah, 2005; Shapiro, 200&nother related idea is the

one that folbws a hierarchical decomposition within a rolling horizon framework. In this model
detailed scheduling models are used for a few early periods and aggregasdsl amedised for

later periods(Dimitriadis et al., 1997; Z. Li 8lerapetritou, 2010b; Verderame & Floudas, 2008;

Wu & lerapetritou, 2007 different decomposition strategy is based on the special structure of
the largescale mathematical programming model. The integrated planning and scheduling model
has a block angular structure whiarises when a single scheduling problem is used over multiple
planning periods. The constraints matrix of the integrated problem has complicating variables that
appear in multiple constraints. By making copies of the complicating variables, the ctinglica
variables are transformed into complicating constraints (linking constraints) and these
complicating constraints can be relaxed using the Lagrangian relaxation method. One major

drawback of the Lagrangian relaxation (LR) is that there is duality gapebn the solution of
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the Lagrangian relaxation method and original problem and to resolve this issue, augmented
Lagrangian relaxatn (ALR) method should be us&d Li et al. (2008); Tosserams et al. (2006);
Tosserams teal. (2008) Z. Li and lerapetritou (2010appplied augmented Lagrangian
optimization method to integrated planning and scheduling problem for single site plants. One
disadvantage of ALR method is the reepardility of the relaxed problem which arises due to

the quadratic penalty terms present in the objective function. To resolve the issue of-the non
separability,Z. Li and lerapetritou (2010afudied two different gproaches. The first approach

is based on linearization the crgg®duct terms using diagonal quadratic approximation (DQA)

(Y. Li et al., 2008)However, in this approach, an approximation of the relaxation problem is
solved and it may not lead to a global optimal solution of the original problem. In the second
approachZ. Li and leragtritou (2010aproposed a twdevel optimization method which solves

an exact relaxation problem. However, the proposediéwsl optimization strategy requires a
norrsmooth quadratic problem to be optimized at every iteration. They conclude thaADQA
method is more effective than the tlavel optimization method for the integrated planning and

scheduling problems.

Even though most companies operate in a multisite production manner, very limited
attention has been paid on integrating planning soidéduling decisions for multisite facilities.
The integrated planning and scheduling model for multisite facilities is important to ensure the
consistency between planning and scheduling level decisions and to optimize production and
transportation costSince the production planning and scheduling level deals with different time
scales, the major challenge for the integration using mathematical programming methods lies in
addressing large scale optimization models. Thestdle integrated planning arsg¢heduling
optimization model spans the entire planning horizon of interest and includes decisions regarding

all the production sites and distribution centers. When typical planning horizon is considered, the
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integrated fulscale problem becomes intrad@atand a mathematical decomposition solution

approach is necessary.

In this work, augmented.agrangianrelaxation methodis applied to solve the multisite
production and distribution optimization problem. Tbleapteris organized as follow. The
problem satement is given in Sectidh2, whereas SectioR.3 presents the problem formulation.
The general augmentdchgrangianmethod and its application to multisite facility is given in
Section2.4. The results of exammestudied are shown in secti@rb and thechapterconcludes

with summary irsection2.6.

2.2.Problem Statement

The supply chain networkF{gure 2.1) under investigationcontains multiple batch
production facilities which supply products to multiple distribution centers. Every production site
may supply all distribution centers but all the products may not be produced at every production
site. In the proposed modéljs assumed thainecannot sell more products to a market than the
market forecasted demand. Thus the requested demand acts as an upper bound on finished
product sales. The proposed model tries to satisfy the market demands; however it allows for
unsatisfieddemand to be carried over to the next planning period (backorder) and also allows for
partial order fulfilment. The unsatisfied demand and backorders are penalized on a daily basis in
order to maximize the degree of customer demand order fulfillnfémitowing assumptions are
made: unlimited supply of raw materials is available and fixed and variable production, storage,
and backorder costs are known for the planning horizon under consideration. The transportation
costs are also assumed to be knolvis further assunethat there are no shipping delays in the
network and the length of time of the planning horizon is such that the effects of transportation
delays are neglected.

Given the daily demand profiles for each distribution center, the gode ohtegrated

planning and scheduling problem is to ascertain the daily production target profiles for each
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production facilities and product shipment profiles from production facilities to distribution
centers so that demand is satisfied over the plgnhorizon under considerations (several
months up to a year). The objective of the integrated problem is to minimize inventory,

backorder, transportation, and production costs.

2.3. Mathematical formulation

The multisite model includes production site consteiand distribution center (market)
constraints. The set of producty R are to be produced at various production sites B%)

and are to be distributed to a global market' (M) over planning horizon (t T). To formulate

the integrated planning drscheduling model, an integrated modeling approach is proposed in
which planning and scheduling decisions level constraints are incorporated. The planning horizon
is discretized into fixed time length (daily production periods) and for each planningl,p&rio
detailed scheduling model for each batch production facilities is considered. The detailed
scheduling model is based on continuous time representation and notion of event points
(lerapetritou & Floudas, 1998The planning and scheduling decisions levels are-guenected

via production and inventory constrain®he integrated planning and scheduling model for a
singlesite proposed by. Li and lerapetritou (2010dp extendedto accommodate multisite
production facilities serving multiple markets. The extended integrated multisite model is as
follows.
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The objective function shown in equation (1a) minimizes the total costs of the integrated
model, which includes variable inventory costs, backorder costs, transportation costs, and

production costs and fixed production costs. The planning level is modeled by constraints (1b

1c). Equation 1b predicts the production targe?s'), inventory targets Iov>'), and shipping

targets O”™") for each product. The constraint describing each distribution center (market) is

S

given in equation (1c). As shown in equation (1c), the backorder balance is performed for each

customer market by considering the demand foredst{(') of that market and the sales all the
shipments of the product from one or combination of all production sites to that mBfKet)(

Constraints (1d) assign production targe®") of planning level solutions to scheduling level

problem for each product to each production facility for different planning periods. Equation (1e)
represents the connection between the inventory level requirements for the scheduling problems
to that of the dferent planning periods for each product. In addition to constraintd€)l,ahe

model also includes detailed scheduling constraintdrjifor each production site {p PS) and

for each planning period ¥t T). These scheduling level constraints dlecation constraints (1f),
production capacity constraints (1g), storage capacity constraints (1h), material balance
constraints (1i) and (1j), and sequence constraintslilkEquations (14r) comprise the
complete multisite batch production facilitiesxd multisite distribution centers considering

planning and scheduling decisions.
2.4. Solution Method

The full-scale integrated model gives rise to a large scale optimization problem which requires
the use of decomposition methods to be solved effectivelg djppropriate mathematical

decomposition approach is decided by analyzing the constraints matrix of teealellmodel. If

the planning decision variabledng™', P*, D*™ U™) are denotedas X"Pand scheduling

decision variables a¢"?, then the structure of the integrated model can be illustratstbas in
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a constraints matrixHigure 2.2). As it is seen in thé&igure 2.2, the matrix has a block angular

structure and these blocks are linked through the planning decisions variables, inventory and
production targts for each production facilitiesn¢>', P*"). These complicating variables can be

handled using augmentéagrangiarrelaxation method described in the next section to obtain a

decomposable structure.
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Figure 2.2 Constraints matrix structure of an integrated multisite model

2.4.1. Augmented Lagrangian Decomposition

In order to obtain a decomposable structure, the complicating variables need to be transformed
into conplicating constraints ral then,the modelcan be relaxedby eliminating complicating
constraints from the total constraints set. The first step in obtaining the relaxation problem is to
duplicate the planning inventory and production targets variables, using different vanmables
planning and scheduling problems and incorporate the coupling constrai@ty (8o the fult

scale model. The production and inventory scheduling targets constraints are rewritte@ras (29
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This transforms the constraints matriigure 2.2) into the matrix with complicating constraints

shown inFigure2.3.
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Figure 2.3 Constraints matrix structure of a reformulated model
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The complicating constraints ¢20) link the planning level constraints with the scheduling level
constraints. The constraints (2h) express a compact representation of the scheduling level

constraints (HLr) for each production site and planning period.

The reformulated model (2) is still not decomposable since the planning and scheduling
problems are interconnected via coupling constraints thus the Augmented Lagrangian relaxation
methodis appliedby dualizing the complicating constraints in equati(#fs?g), which involves
removing them from the reformulated model constraints set and adding them to the objective
function multiplied by the Lagrange multiplieré $*, #/) and quadratic penaltt
as shown in equation (3afonstraints (38h) correspond to the augmented Lagrangian

relaxation problem.
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To improve the convergence to the feasible solution and to avoid duality gap that may result with

just the Lagrangian terms/s’("(Ps”"-Plgp")andnf*‘(lnvgvt-||§*t)), the quadratic penalty term (
s[(a”*‘-PF;p*‘)2+(lnv§*‘- ||§")2]) is applied to the relaxation formulation as given in (3a).

However, the quadratic penalty term in the objective function of the relaxation problem has non
separable bilinear term&™' PP*'andinv?' A1 P, To resolve the noeseparabilility issue, the

diagonal quadratic approximation (DQA) methisdappliedto linearize the crosgroduct terms

around the tentative soluti@d', PPy, 1In", 112" as shown in the following equatior®/( Li et al.,

2008).
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The objective function (3a) can be thus be am in decomposable form given by equation

(4a06) .
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where, thef; represents the objective function of the planning problem (4a, 4b, 4c).
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st Invs"" = Invs"’“ +|:;p't -a Dsp,m,t' "si Sfp, p i PSt iT (4b)
m
urM=u™ pem - D™, "siS,miMtiT (4c)
R

wheref®' represents the objective function of the schedulingpsablems (5a, 56d). The

scheduling sulproblem is defined at each production site and for each planning period.

24/, mp=_mn § & éFixCos;pW\(’ifn +VarCost @L) 4 . PP

Ppp‘[’”m’yp[iiﬂ’jl’J.p n I
A 2 2 0 (59)
CH U+ 3 .{"(Pf‘t PP;’") (+1nv£”t -||§v‘) i
i ig | y
st st -stind'= PR, "sig, piPsti (5b)
stin® =12 s IS, p PSt (5¢)
yPr Y, "piPSt (5d)

These quadratic problems are solved usimgemaeral augmentebagrangianoptimization and

diagonal quadratic approximation (AEDQA) algorithm which is outlined ifigure2.4.

The ALO-DQA algorithm can provide an optimal solution if tbiejective functions and
constraints function are convex, feasible region is bounded and closed, and the step size is
sufficiently small. The algorithm has the following parameters: the initial Lagrange multipliers (
/2% #%) which are chsen to be zero, the initial penalty parametgtx1), and the iteration
counterk which is set to 1. The convergence tolerareeq() for the coupling constraints is 1 and

the parameter$i (0,1) (e.g., 0.4) and >1.

The augmented Lagrangian multipliers are updated at every iteration as shéigare

2.4 while the quadratic penaltyapameters are updated only if the improvement of the current
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iteration is not large enough. The AHTRA method alternates between solving an optimization
planning problem (4) and solving optimization schedulingpablems (5). The solution of each
problem is used to linearize the neeparable terms and the algorithm terminates when the
consistency constraints (g) have met thegafined tolerance or when the given iteration limit is

reached. In the next section, three numerical examples are solvethaeskigO-DQA method.

Initialize, k=1
/°, =0 initial multiplier
S penalty parameter

A

Solve Planning problem (4
ta(1. m Y

—pt ——pt
Ps ,Invs

———————————————————————————————————————————————————————————————————————————

A

VAN f22 (1%, 9 coo | E2T(1Y MY

—pt —

AT

Loop Converged Feasible
_ T
g —"[n"v;ll F;'PF] solution f*
g <e”

No

Update parameters
1P = P+ PP PP
npt= g+ fnvPt-neY)
it Jall 2 olg],.,. s=a

Setk=k+1
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Figure 2.4 Augmented LagrangianDQA decomposition algorithm

2.5. Numerical Examples

The proposed multiproduct and multisite production facility model is applied to the two examples
of supply chain with a planning horizon of 3 months (90 days) and scheduling horizon of 1
production shift (8 hours). The fedicale integrated planning ancheduling problem corresponds

to a mixed integer linear programming (MILP) problem while in the ADQA method, the
planning problem is quadratic programming (QP) problem and schedulingralems are
mixed integer quadratic programming (MIQP) probleme Thultisite models were implemented
using GAMS 23.6 (2010) and solved using CPLEX 12.2 on 2.53 GHz Precision T7500 Tower
Workstation with 6 GB RAM. The scheduling sploblems (MIQP) in the ALADQA method

are solved in parallel for each planning period aagdh production site thus improving the
efficiency of the algorithm. In all the examples studied in our work, limited storage capacity for

final products and intermediate materislgonsidered

Example 1:A small example that has 3 production sites ingn8 marketsis studied Each
production site contains a multiproduct, multitask batch process plant that produces two products,
P1 and P2(Kondili et al., 1993)The state and task representation (STN) of the production plant

is givenin Figure2.5 and the data for the example are giveppendix Chapter .2The process
parameters, production and inventory costs, and shipping and backorder costs are Tida in
A2-1, Table A2-2, andTable A2-3, respectively. Continuous time scheduling problem is solved
using 6 event points ar&lhour time horizon. The daily demand data for the example 1 is given in

Figure A2-1 for planning horizon of 90 days.
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Figure 2.5 Production facility state and task network (STN) representation (Example 1)

Table 2.1 Model statistics of full-space integrated problem

Example 1 Example 2 Example 3
Period
Binary | Cont. Binary | Cont. Binary | Cont.
(T) Const. Const. Const.
var. var. var. var. var. var.
5 720 4006 | 10465| 720 5011 | 10654 | 1440 | 8851 | 21178

10 1440 | 8011 | 20935| 1440 | 10021 | 21319 | 2880 | 17701 | 42373

15 2160 | 12016 | 31405| 2160 | 15031 | 31984 | 4320 | 26551 | 63568

30 4320 | 24031 | 62815 | 4320 | 30061 | 63979 | 8640 | 53101 | 127153

45 6480 | 36046 | 94225 | 6480 | 45091 | 95974 | 12960 | 79651 | 190738

60 8640 | 48061 | 125635| 8640 | 60121 | 127969| 17280 | 106201| 254323

90 12960 | 72091 | 188455] 12960 | 90181 | 191959| 25920 | 159301| 381493

The full-scale model statistics for example 1 is showmable2.1 and results are given ifable
2.2 for time periods 5 to 90. As the time periods increases, the problem becomes difficult to solve
to optimality as observed by the optimality gap (%)lable 2.2 for the fullspace modelThe

performance and quality of the fidtale model to that of the AL-DQA is comparedn Table
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2.2. From theFigure2.6, it can be observed that the augmentadrangianalgorithm converges

to a feasike solution of the original problem as the norm value of the coupling constraints (||g])
converges to zero. The quality of the feasible solution (f*) obtained using theD®method

may be inferior to the fulscale model since the ALDQA strategy solgs an approximation
version of the relaxation problem. The key information that the integrated model solution
provides is production, shipping, sales, inventory, and backorder profiles. The profiles for
example 1 obtained using the AHGA method are showim Figure 2.7 to Figure 2.10 for 30
planning periods. The production profiléor production sites (S1, S2, and S3) are shown in
Figure2.7. The transportation profile of products (P1 and P2) from production site (S1, S2, and
S3) to market plee (M1, M2, and M3) is given iRigure2.8, Figure2.9, andFigure2.10. Note

that as shown iifrigure 2.8, Figure 2.9, andFigure 2.10, the production sites 1, 2, and 3 mainly
satisfy the demand of markets 1, 2, and 3, respectively. These transportation profiles are expected
based on the shippirgpst. The total sale of products (P1 and P2) at markets (M1, M2, and M3) is
given in Figure 2.11. The variable inventory holding cost is highest at production siad®

lowest at site 3 and the model solution gives an inventory proFigsirg2.12) that has highest
holdup at site 3 and lowest holdup at site 2. As expected, the advantage of the proposed
decomposition approach is shown for bigger problems. So for larger number of fimgs pe
(T=90 periods), better solutions were obtained using the-BIFA method than by the fuficale

model.

Table 2.2 Computational results for example 1

ALO -DQA method
Full-space model
s%=1.0,a =2C

CPU Iter. CPU
fx Gap (%) fx g +°
sec k sec

Co

llall

5 3600 58073 0.63 10 34.68 59500 0.62 0.22
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10 | 3600 119227 1.91 9 53.53 122903 34.80 0.66
15 3600 194567 2.07 12 101.97 199983 -157.42 0.89
30 | 3600 390528 2.27 12 | 183.21 403208 -17.96 0.85
45 | 3600 592649 2.44 12 | 292.25 608059 -166.23 0.76
60 | 7200 791399 3.28 13 | 436.03 803867 -128.27 0.59
90 | 7200 1225376 6.93 15 | 760.50| 1203194 -324.10 0.92
2000 = W
-¥-Norm
-©-Objective

Norm of the Coupling Constraints Value

Figure 2.6 Solution procedure of the ALO-DQA method (Example 1 and 90 planning periods)

1000
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Iteration
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Objective of the Relaxation Problem
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Production Profiles at Sites
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Figure 2.7 Production profiles of products (P1 and P2) at production sites (S1, S2, and S3) obtained

using the ALO-DQA method (Example 1 ad 30 planning periods)



30

Shipment Profiles for Site 1
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Figure 2.8 Shipment profiles of products (P1 and P2) for production site 1 to markets (M1, M2, and

M3) obtained using the ALO-DQA method (Example 1 and 30 planning periods)

Shipment Profiles for Site 2
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Figure 2.9 Shipment profiles of products (P1 and P2) for production site 2 to markets (M1, M2, and

M3) obtained using the ALO-DQA method (Example 1 and 30 planning periods)
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Shipment Profiles for Site
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Figure 2.10 Shipment profiles of products (P1 and P2) for production site 3 to markets (M1, M2, and

M3) obtained using the ALO-DQA method (Example 1 and 30 planning periods)
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Figure 2.11 Sales profiles of products (P1 and P2) for markets (M1, M2, and M3) obtained using the

ALO -DQA method (Example 1 and 30 planning periods)
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Inventory Profiles at Sites

30 | T T | T T | | T T T T T | T
25+ -
E 20+ -
3]
= 15“ =
S
10 -
a
50 " -
0 i L L i L L L L 1 L L 1 L _I_Il_L-
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
[ s1
[]s2
Hl s3
6 | T T | T T T T T T T T T T T
5_ -
~ 4 7
o
B 3F i
3
o 2r -
[
o
1+ L -
0 | 1 I I 1 L I 1 L L 1 1 II 1
2 4 6 8

10 12 14 16 18 20 22 24 26 28 30
Planning Period (T)

Figure 2.12 Inventory profiles of products (P1 and P2) at production sites (S152, and S3) obtained

using the ALO-DQA method (Example 1 and 30 planning periods)

Example 2.In example 2, we consider a network of 3 production sites producing 4 different
products (P36) and serving 3 global markets. All 3 production sites have batititida whose

STN network is shown ifrigure 2.13. (Kondili, 1987) This batch facility produces 4 products

(P3, P4, P5, and P6) through 8 tasks from three feeds and there are 6 intermediates state in the
system. The fulkcale model statistics for this example are showmable 2.1 and results are

shown inTable 2.3. The fulkscale problem is much easier to solve compared with example 1,
even hough this example is bigger than example 1. Thus, the production recipe, and the
parameters relating to production, capacity, demand, and costs have significant effect on the
performance of the fultcale model. To further improve the integrated moddlopmance, we

applied the ALGDQA method and the results are showTable2.3. The solution convergence
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profile for planning period 90 is shown irigure 2.14. The performance of the ALDQA

method depends on the choice of the initial values of Lagrange multipliers, penalty parameters,

and other algorithm parameters. By selecting appropriate values of these parameters, we can

improve on the quality of the fe&aéd solution obtained by the ALDQA. The results with set of

parameterd =0, 10, & 820, ak2,

£0: are shown in th&able2.3. Significant CPU

time savings is repatl when the ALE@DQA method is used compared to the integrated full

scale model.

]
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Product 3
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Inth Task6 DO 0.5 P Tasks
Int7 0 ST
Task? 9.7 @

Figure 2.13 Production facility state and task network (STN) representation (Example 2)

Table 2.3 Computational results for example 2

ALO -DQA method
Full-space model
s°=0.2,a4.:
T
CPU Gap fter &g H
* CPU sec * llall
sec (%) K G119
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5 52.15 249097 0.00 36 49.37 250052 99.31 0.56

10 3600 502983 0.07 36 66.85 504687 14.18 0.65

15 3600 756527 0.25 40 112.49 762006 -211.75 | 0.89

30 3600 1381017 | 0.50 40 209.29 | 1390602 | -216.91 | 0.95

45 3600 1964466 1.05 40 262.49 | 1968542 | -234.33 | 0.98

60 3600 2594945 | 0.75 41 499.90 | 2608491 -1.59 0.70

90 3600 4009291 1.04 41 709.48 | 4024795 24.81 0.75

Norm of the Coupling Constraints Value
Objective of the Relaxation Problem

0 5 10 15 20 25 30 35 40

Iteration

Figure 2.14 Solution procedure of the ALO-DQA method (Example 2, T = 90 periods)

Example 3.In example 3, we consider a network of 6 production sites producing 6 different
products (PAP6) and serving 9 global markets. Of the 6 production sites, 3 batch production

facilities have the network shown figure 2.5 and produce 2 products (P1 and P2) and 3
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production sites have the batch facilities whose STN network is showrigime 2.13 and

produce 4 products (P3, P4, P5, and P6) through multipurpose units.

Table 2.4 Computational results for example 3

ALO -DQA method
Full-space model
s%=1.0, a =2.C
T
CPU Iter CPU
f Gap (%) fx ag +2 . |9l
sec k sec
5 3600 141129 4.11 11 71.11 151551 24.28 0.99
10 | 3600 276230 4.40 13 144 .97 295756 609.56 0.88
15 | 3600 408436 4.97 12 192.53 435078 200.49 0.58
30 | 3600 784535 6.05 13 378.51 822924 -31.96 0.91
45 | 3600 1259638 12.97 16 74996 | 1233187 -905.25 0.80
60 | 3600 8123074 82.11 16 984.92 | 1629968 -718.61 0.76
90 | 3600 8445397 74.11 15 | 1263.73| 2437213 -1271.17 0.85
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Figure 2.15 Solution procedure of the ALO-DQA method (Example 3, T = 90 periods)

The model statistics of example 3 are showmable2.1. As expected, the complexity of the
integrated fll-scale model increases as the planning horizon increases and this is reflected in the
solution time and relative gap (%) givenTiable2.4. The progress of the stlon procedure of
the ALO-DQA method for 90 time periods is showrHigure2.15. Table2.4 shows the solutions
of the integrated fulscale problem and the ALDQA decomposition method. Similar to results
of examples 1 and 2, significant computational savings are observed whenpdsition is
applied compared to the ftdcale model. Furthermore, for example 3, the ADQA method is
able to provide a better solution than the one reported by thechld model for planning periods

of T=45, 60, and 90.












































































































































































































































































































































































































































































































































































































































































































































































































