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Enterprise-wide optimization (EWO) has gain lot of interest in recent years as the globalization 

trends of past few decades have significantly increased the scale and complexity of modern 

process industry and increasing economic pressures to remain competitive in global marketplace. 

EWO entails optimization of supply, manufacturing, and distribution activities to reduce costs 

and inventories through an integrated and coordinated decision-making among various functions 

in the industry (vendors, production facilities, and distribution). One of the major challenges in 

achieving EWO is mathematical tools for planning and scheduling for manufacturing facilities.  

 Main objective of this dissertation is to develop mathematical methodologies to assist in 

achieving EWO goals for chemical process industry. Specially, mathematical formulation for 

planning and scheduling decisions and decomposition strategies will be developed in order to 

bridge the gap between concepts and industrial application. In this work, planning and scheduling 

of multisite, multiproduct batch production and distribution faculties is addressed via dual 

decomposition based approach, which aims to reduce computational complexity through parallel 

computation. In the area of continuous production facilities, lack of efficient scheduling models 

prevents us from developing coordinated planning and scheduling tools. To address this issue, 
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mathematical formulations for scheduling of refinery operations is developed and novel heuristics 

and mathematical decomposition strategies for large scale complex mixed integer linear 

programming models are proposed. Throughout this dissertation, case studies will be used to 

demonstrate the applicability of proposed decomposition approaches.  
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Chapter 1  

1. Introduction 

1.1. Enterprise Wide Optimization 

The process industry is a key sector in the global economy, converting raw materials such as 

crude oil, water, and natural resources into thousands of products. According to the American 

Chemistry Council, over 96% of all manufactured goods are dependent on chemical industry and 

U.S. produces over 15% of worldôs chemical output, amounting to US$812 billion in (2014). In 

particular, the petroleum refining industry is the largest source of energy products in the world 

and is supplying about 39% of total U.S. energy demand and 97% of transportation fuels. Process 

industry has grown increasingly complex in the last 20 years as a result of tighter competition, 

stricter environmental regulations, uncertainty in the prices of energy, raw materials, and 

products, and lower-margin profits. Globalization trends of past few decades have significantly 

increased the scale and complexity of the modern enterprise by transforming them into global 

network consisting of multiple business units and functions. Today process industries involve 

multipurpose, multisite production facilities producing hundreds of products, located in different 

regions and countries and servicing international market. (Wassick, 2009) In last decades, 

enterprises are realizing the importance of enterprise wide optimization in reducing the overall 

costs and remaining competitive in a dynamic global marketplace.  

Enterprise-wide optimization involves coordinated optimization of the operations of 

supply, manufacturing, and distribution; and integration of the information and decisions-making 

among the various functions that comprise the supply chain of the company. (I. Grossmann, 

2005; I. E. Grossmann, 2014)  The concept of enterprise-wide optimization (EWO) lies at the 

interface of the process system engineering, operations research and supply chain optimization 

and these concepts are suitably positioned to provide decisions making models and algorithms for 
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optimization of an integrated manufacturing and distribution complexes. Supply chain 

optimization can be considered an equivalent term for describing the enterprise-wide optimization 

although supply chain optimization places more emphasis on logistics and distribution, whereas 

enterprise-wide optimization is aimed at manufacturing facilities optimization. (Shapiro, 2001) 

The process industry supply chains vary from the petroleum supply chain (N. K. Shah et al., 

2011) to pharmaceutical industry supply chain (Nilay Shah, 2004); however they all include 

manufacturing as a major component according to I. E. Grossmann (2014); Wassick (2009). The 

main goal of EWO is to maximize profits while minimizing costs, inventories and to this ends, 

major operational activities of EWO is planning, scheduling and real-time optimization and 

control (Figure 1.1).  

 

Figure 1.1 Major elements of enterprise-wide optimization. 

In the field of enterprise-wide optimization, planning and scheduling are the most 

important operational decisions. Objectives of the planning and scheduling problems is to 

determine the allocation of available resources over time to perform a set of tasks required to 

manufacture one or more products as to satisfy global demand. The long to medium term 

planning covers a time horizon of between few months to a year and is concerned with decisions 

such as production, inventory, and distribution profiles. Short-term scheduling decision deals with 

issues such as assignment of tasks to units and sequencing of tasks in each unit and typically 

covers time horizon of between days to a few weeks. Typically, much of the decision-making in a 
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supply chain is focused across solving sub-problems as an entity, but from the enterprise-wide 

performance viewpoint, local improvements at any sublevel do not necessary lead to an overall 

improvement and to realize full potential of EWO, integrated approach is necessary. Amongst the 

challenge involve in EWO in process industry, the chief challenge is coordinated decision-

making across different functions in industry (procurement, manufacturing, distributions), 

between various geographically distributed manufacturing sites, and across three levels of 

decisions-making process. (Shapiro, 2001) While the first challenge relates to spatial integration 

and the third challenge involves temporal integration across different timescales. Coordinated 

decision making between geographically distributed integrated manufacturing sites deals with not 

only spatial integration but also with temporal integrations.  

Several of the aforementioned issues can be addressed in part through integration of planning and 

scheduling decision-making for multi -product, multi-site production and distribution facilities.  

1.1.1. Problems and Challenges 

I. Grossmann (2005) discussed four major challenges in application of EWO: (a) Mathematical 

modeling, (b) multiscale optimization, (c) optimization under uncertainty, and (d) algorithmic and 

computational challenge. The first challenge involves development of production and scheduling 

models that can effectively capture the complexity of various operations but can also be solved in 

reasonable time frame. Second challenge involves difficulty associated with coordination 

between different time scale and over different geographically located sites. Uncertainty is 

inherent in supply chain (e.g. prices, demand, equipment breakdown) and effectively addressing it 

can effect industry profits. However, before addressing uncertainties, computationally effective 

deterministic models should be developed. Various models developed in previous three points, 

are large scale complex MILP or MINLP models and they require the application of various 

decomposition techniques. Comprehensive reviews of challenges faced in EWO of process 

industry are presented by I. E. Grossmann (2014); Nilay Shah (2004, 2005).  



4 

 

 

Scheduling models in process industry address continuous, batch, and semi-continuous 

production systems and complexity involved modeling these three different production system 

vary. In continuous production units, there is a simultaneous inlet and outlet streams, where as in 

batch process, simultaneous inlet and outlet streams are not allowed. Large varieties of products 

are produced using batch processes and food, beverages, pharmaceutical products, paint, 

fertilizer, and cement are a few of the categories of products produced using batch processes. Oil 

refinery is one of the prominent systems with continuous production process. In last ten years, 

great progress has been in short-term batch scheduling process, few of these works are Burkard et 

al. (2002); Pedro M. Castro et al. (2009); P. M. Castro et al. (2011); He and Hui (2007); 

Ierapetritou and Floudas (1998 ); Janak et al. (2006); Janak et al. (2004); Kondili et al. (1993); 

Maravelias and Grossmann (2003); Moniz et al. (2014). The challenge in batch process industry 

lies in developing effective solution methodology for integrating existing scheduling models with 

planning level model and integrating decisions making across multisite production and 

distribution facilities. Whereas, the main challenge in continuous process industry lies in 

developing general purpose scheduling models. Every continuous process industry has its own 

unique problems and arriving at one scheduling model for different types of continuous process 

operations is difficult and thus focus is on development of general scheduling models for specific 

industry. (I. Grossmann, 2005) In petroleum industry, different operations in refinery have their 

own scheduling model instead of an integrated scheduling model for overall refinery operations. 

Before tackling planning and scheduling integration in refinery, efficient and effective scheduling 

model for overall efficient refinery operations need to be developed. Furthermore, refinery 

process is very complex and their scheduling models are large scale complex mixed integer 

models that require novel decomposition strategies.(Kelly & Zyngier, 2008; Shaik & Floudas, 

2007)    

  



5 

 

 

1.2. Planning and Scheduling in Process Industry 

In the recent years, the area of integrated planning and scheduling has received much attention for 

single-site batch production facilities. However, the current manufacturing environment for 

process industry has changed from a traditional single-site production plant to a more integrated 

global production serving the emerging market. (Wassick, 2009) Modern process industries 

operate as a large integrated complex that involve multi-product, multi-purpose, and multi-site 

facilities serving a global market. The process industries supply chain can be defined to be 

composed of production facilities and distribution centers, where final products produced at 

production facilities are transported to distribution center to satisfy the customers demand. In 

current global market, spatially distributed production facilities across various geographical 

locations can no longer be regarded as isolated from each other and interactions between the 

production facilities and the distribution centers should be taken into account when making 

decisions. In this context, the issues of enterprise planning and coordination across production 

plants and distribution facilities are important for robust response to global demand and to 

maintain business competiveness, sustainability, and growth. (Papageorgiou, 2009) As the 

pressure to reduce the costs and inventories increases, centralized approaches have become the 

main policies to address supply chain optimization. (Grossmann, 2005) The integrated planning 

and scheduling model for multi-site facilities is important to ensure the consistency between 

planning and scheduling level decisions and to optimize production and transportation costs.   

Wassick (2009) proposed a planning and scheduling model based on resource task network 

for an integrated chemical complex. He considered the enterprise-wide optimization of the liquid 

waste treatment network with their model. Kreipl and Pinedo (2004) discussed issues present in 

modeling the planning and scheduling decisions for supply chain management. For a multisite 

facilities, the size and level of interdependences between these sites present unique challenges to 

the integrated tactical production planning and day-to-day scheduling problem and these 
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challenges are highlighted by Kallrath (2002b). For further elucidation of various aspects of 

planning, reader is directed to the work of Timpe and Kallrath (2000) and Kallrath (2002a). 

 

1.3. Refinery Operations Scheduling 

The continuous process plants scheduling have drawn less consideration in the literature 

compared to that of batch plants even though continuous plants are prevalent in the chemical 

process industries. Of the continuous process industries, the oil refinery production operation is 

one of the most complex chemical industries, which involves many different and complicated 

processes with various connections. Instead of tackling a comprehensive large-scale refinery 

operations optimization problem, decomposition approaches are generally exploited. Oil refinery 

manufacturing operations can be decomposed into three problems: (1) crude-oil unloading, 

mixing, and inventory control, (2) scheduling of production units, and (3) finish products 

blending and distribution. (Jia & Ierapetritou, 2004) The goal of EWO is to optimized overall 

refinery operations in a coordinated fashioned. Depending on the problem characteristics as well 

as the required flexibility in the solution, scheduling models can be based on either a discrete, a 

continuous, or hybrid time domain representation. (Iiro Harjunkoski et al., 2014; J. Li & Karimi, 

2011; Mouret et al., 2010; Neiro et al., 2014) Real-life features such as multipurpose production 

units, multipurpose product tanks, parallel non-identical blenders, minimum run lengths, 

sequence dependent changeovers, product giveaway, piecewise constant profiles for blend 

component qualities and feed rates, etc. introduces in more operational constraints and many 

combinatorial decisions, that renders this large scale mixed integer problem difficult to solve 

without decomposition solution strategies. (Kelly, 2006; Kelly & Zyngier, 2008; Shaik & 

Floudas, 2007; Shaik et al., 2009)  
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1.4. Motivation: development and implementation of decomposition tools for 

planning and scheduling in process industry 

Despite the many of the potential benefits in coordinated decisions making in EWO, 

aforementioned challenges in coordinated decisions making in planning and scheduling for 

multiproduct, multisite product and distribution facilities and scheduling of overall refinery 

operations, concepts of enterprise-wide optimization are underutilized. This is due to the 

difficulties associated with building effective mathematical formulation that captures real world 

complexity without becoming incomprehensive to solve and for efficient models to be utilized for 

real world application, the challenge lies in developing decomposition approaches for large scale 

mixed integer models.(I. E. Grossmann, 2014)  

First objective of this dissertation is to develop mathematical formulation for multisite 

batch-process production and distribution facility planning and propose decomposition approach 

to address multi-scale optimization problem arising from integration of planning and scheduling 

decisions level. Second objective of this dissertation is to propose scheduling models for large 

scale refinery operations, to develop efficient decomposition based methodology to address large 

scale optimization problems and demonstrate applicability of decomposition methodologies. The 

methodologies to tackle large scale optimization models include, valid inequalities, heuristic 

algorithm, Lagrangian relaxation decomposition, and augmented Lagrangian optimization. Each 

of these decomposition methods will be discussed in the context of refinery operations scheduling 

and demonstrated using case studies related to real refinery complex.  

1.5. Outline of dissertation 

Each of the six main chapters in this dissertation will emphasize a specific concept or tool for 

enterprise-wide optimization. Chapter 2 will present decomposition based methodology to solve 

full space integrated planning and scheduling problem for multisite, multiproduct batch 

production plants and multisite distribution facilities. Chapter 3 will present spatial 



8 

 

 

decomposition strategy for refinery operations where centralized and decentralized decision 

making process is compared and conditions during which decentralized approach gives global 

optimal solution are discussed. A unified comprehensive refinery operation scheduling model that 

incorporates many of the real world operational and logistics rules is presented in Chapter 4. The 

resulting model is large scale mixed integer linear programming model (MILP) and valid 

inequalities are developed to reduce complexity of the model by reducing the total number of 

nodes and iterations in branch and bound framework. Refinery operations scheduling model 

incorporating many logistics rules is difficult to solve to optimality in reasonable computational 

time even after inclusion of valid inequalities. For refinery without any blend component tanks, 

Chapter 5 tackles complexity of large scale scheduling model by developing mathematical 

decomposition, Lagrangian relaxation, while Chapter 6 focuses on efficient heuristic 

decomposition algorithm. In Chapter 7, a general augmented Lagrangian decomposition for 

different refinery operations configuration (rundown streams, blend component tanks, or both) is 

introduced and applied to number of case studies to illustrate its effectiveness.  
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Chapter 2  

2. Planning and scheduling of multisite batch production and distribution facilities 

The current manufacturing environment for process industry has changed from a traditional 

single-site, single market to a more integrated global production mode where multiple sites are 

serving a global market. In this chapter, the integrated planning and scheduling problem for the 

multisite, multiproduct batch plants is considered. The major challenge for addressing this 

problem is that the corresponding optimization problem becomes computationally intractable as 

the number of production sites, markets, and products increases in the supply chain network. To 

effectively deal with the increasing complexity, the block angular structure of the constraints 

matrix is exploited by relaxing the inventory constraints between adjoining time periods using the 

augmented Lagrangian decomposition method. To resolve the issues of non-separable cross-

product terms in the augmented Lagrangian function, diagonal approximation method is applied. 

Several examples have been studied to demonstrate that the proposed approach yields significant 

computational savings compared to the full-scale integrated model.   

2.1. Introduction 

Modern process industries operate as a large integrated complex that involve multiproduct, 

multipurpose, and multisite production facilities serving a global market. The process industries 

supply chain is composed of production facilities and distribution centers, where the final 

products are transported from the production facilities to distribution centers and then to retailers 

to satisfy the customers demand. In current global market, spatially distributed production 

facilities across various geographical locations can no longer be regarded as independent from 

each other and interactions between the manufacturing sites and the distribution centers should be 

taken into account when making decisions. In this context, the issues of enterprise planning and 

coordination across production plants and distribution facilities are important for robust response 

to global demand and to maintain business competiveness, sustainability, and growth.  
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(Papageorgiou, 2009) As the pressure to reduce the costs and inventories increases, centralized 

approaches have become the main policies to address supply chain optimization. An excellent 

overview of the enterprise-wide optimization (EWO) and the challenges related to process 

industry supply chain is highlighted by I. Grossmann (2005). Varma et al. (2007) described the 

main concepts of EWO and presented the potential research opportunities in addressing the 

problem of EWO models and solution approaches.  

 Supply chain optimization can be considered an equivalent term for describing the 

enterprise-wide optimization according to Shapiro (2001) although supply chain optimization 

places more emphasis on logistics and distribution, whereas enterprise-wide optimization is 

aimed at manufacturing facilities optimization. Key issues and challenges faced by process 

industry supply chain are highlighted by Nilay Shah (2004, 2005). Traditional supply chain 

management planning decisions can be divided into three levels: strategic (long-term), tactical 

(medium-term), and operational (short-term). The long-term planning determines the 

infrastructure (e.g. facility location, transportation network). The medium-term planning covers a 

time horizon between few months to a year and is concerned with decisions such as production, 

inventory, and distribution profiles. Finally, short-term planning decision deals with issues such 

as assignment of tasks to units and sequencing of tasks in each unit. The short-term planning level 

covers time horizon between days to a few weeks and at production level, is typically refer to as 

scheduling. Wassick (2009) proposed a planning and scheduling model based on resource task 

network for an integrated chemical complex. He considered the enterprise-wide optimization of 

the liquid waste treatment network with their model. Kreipl and Pinedo (2004) discussed issues 

present in modeling the planning and scheduling decisions for supply chain management. For a 

multisite facilities, the size and level of interdependences between these sites present unique 

challenges to the integrated tactical production planning and day-to-day scheduling problem and 
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these challenges are highlighted by Kallrath (2002b). For further elucidation of various aspects of 

planning, the reader is directed to the work of Timpe and Kallrath (2000) and Kallrath (2002a). 

 A simple network featuring the multisite facilities is given in Figure 2.1, where multiple 

products may be produced in individual process plants at different locations spread across 

geographic region and then transported to distribution centers to satisfy customers demand. These 

multisite plants produce a number of products driven by market demand under operating 

conditions such as sequence dependent switchovers and resource constraints. Each plant within 

the enterprise may have different production capacity and costs, different product recipes, and 

different transportation costs to the markets according to the location of the plants. To maintain 

economic competitiveness in a global market, interdependences between the different plants, 

including intermediate products and shared resources need be taken into consideration when 

making planning decisions. Furthermore, the planning model should take into account not only 

individual production facilities constraints but also transportation constraints because in addition 

to minimizing the production cost, itôs important to minimize the costs of products transportation 

from production facilities to the distribution center. Thus, simultaneous planning of all activities 

from production to distribution stage is important in a multisite process industry supply chain.  

(N. Shah, 1998) 

 

Figure 2.1 Multisite production and distribution network  
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Wilkinson et al. (1996) proposed an aggregated planning model based on the resource task 

network framework developed by Pantelides (1994). Their proposed planning model considers 

integration of production, inventory, and distribution in multisite facilities. Lin and Chen (2007) 

developed a multistage, multisite planning model that deals with routings of manufactured 

products demand among different production plants. They simultaneously combine two different 

time scales (i.e. monthly and daily) in their formulation by considering varying time buckets. 

Verderame and Floudas (2009) developed an operational planning model which captures the 

interactions between production facilities and distribution centers in multisite production facilities 

network. Their proposed multisite planning with product aggregation model (Multisite-PPDM) 

incorporates a tight upper bound on the production capacity and transportation cost between 

production facilities and customers distribution centers in the supply chain network under 

consideration. A multisite production planning and distribution model is proposed by Jackson and 

Grossmann (2003) where they utilized nonlinear process models to represent production facilities. 

They have exploited two different decomposition schemes to solve the large-scale nonlinear 

model using Lagrangian decomposition. In temporal decomposition, the inventory constraints 

between adjoining time periods are dualized in order to optimize the entire network for each 

planning time period. In spatial decomposition technique, interconnection constraints between the 

sites and markets are dualized in order to optimize each facility individually. They conclude that 

temporal decomposition technique performs far better than spatial decomposition technique.  

 The traditional strategy to address planning and scheduling level decisions is to follow a 

hierarchical approach in which planning decisions are made first and then scheduling decisions 

are made using planning demand targets. However, this approach does not consider any 

interactions between the two decision making levels and thus the planning decisions may result in 

suboptimal or even infeasible scheduling problems. Due to significant interactions between 

planning and scheduling decisions levels in order to determine the global optimal solution it is 
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necessary to consider the simultaneous optimization of the planning and scheduling decisions. 

However, this simultaneous optimization problem leads to a large problem size and the model 

becomes intractable when typical planning horizon is considered. For an overview of issues, 

challenges and optimization opportunities present in production planning and scheduling 

problem, the reader is referred to the work of Maravelias and Sung (2009).  

In recent years, the area of integrated planning and scheduling for single site has received much 

attention. Different decomposition strategies are developed to effectively deal with a large scale 

integrated model. One of the existing approaches follows a hierarchical decomposition method, 

where the upper level planning problem provides a set of decisions such as production and 

inventory targets to the lower level problem to determine the detailed schedule. If the solution of 

lower level problem is infeasible, an iterative framework is used to obtain a feasible solution. 

(Bassett et al., 1996) To further improve this approach, tight upper bounds on production capacity 

are implemented in upper level problem in presence of an approximate scheduling model or 

aggregated capacity constraints. (Nilay Shah, 2005; Shapiro, 2001) Another related idea is the 

one that follows a hierarchical decomposition within a rolling horizon framework. In this model 

detailed scheduling models are used for a few early periods and aggregated models are used for 

later periods. (Dimitriadis et al., 1997; Z. Li & Ierapetritou, 2010b; Verderame & Floudas, 2008; 

Wu & Ierapetritou, 2007) A different decomposition strategy is based on the special structure of 

the large-scale mathematical programming model. The integrated planning and scheduling model 

has a block angular structure which arises when a single scheduling problem is used over multiple 

planning periods. The constraints matrix of the integrated problem has complicating variables that 

appear in multiple constraints. By making copies of the complicating variables, the complicating 

variables are transformed into complicating constraints (linking constraints) and these 

complicating constraints can be relaxed using the Lagrangian relaxation method. One major 

drawback of the Lagrangian relaxation (LR) is that there is duality gap between the solution of 
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the Lagrangian relaxation method and original problem and to resolve this issue, augmented 

Lagrangian relaxation (ALR) method should be used Y. Li et al. (2008); Tosserams et al. (2006); 

Tosserams et al. (2008). Z. Li and Ierapetritou (2010a) applied augmented Lagrangian 

optimization method to integrated planning and scheduling problem for single site plants. One 

disadvantage of ALR method is the non-separability of the relaxed problem which arises due to 

the quadratic penalty terms present in the objective function. To resolve the issue of the non-

separability, Z. Li and Ierapetritou (2010a) studied two different approaches.  The first approach 

is based on linearization the cross-product terms using diagonal quadratic approximation (DQA). 

(Y. Li et al., 2008) However, in this approach, an approximation of the relaxation problem is 

solved and it may not lead to a global optimal solution of the original problem. In the second 

approach, Z. Li and Ierapetritou (2010a) proposed a two-level optimization method which solves 

an exact relaxation problem. However, the proposed two-level optimization strategy requires a 

non-smooth quadratic problem to be optimized at every iteration. They conclude that DQA-ALO 

method is more effective than the two-level optimization method for the integrated planning and 

scheduling problems.   

Even though most companies operate in a multisite production manner, very limited 

attention has been paid on integrating planning and scheduling decisions for multisite facilities. 

The integrated planning and scheduling model for multisite facilities is important to ensure the 

consistency between planning and scheduling level decisions and to optimize production and 

transportation costs. Since the production planning and scheduling level deals with different time 

scales, the major challenge for the integration using mathematical programming methods lies in 

addressing large scale optimization models. The full-scale integrated planning and scheduling 

optimization model spans the entire planning horizon of interest and includes decisions regarding 

all the production sites and distribution centers. When typical planning horizon is considered, the 
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integrated full-scale problem becomes intractable and a mathematical decomposition solution 

approach is necessary.  

In this work, augmented Lagrangian relaxation method is applied to solve the multisite 

production and distribution optimization problem. The chapter is organized as follow. The 

problem statement is given in Section 2.2, whereas Section 2.3 presents the problem formulation. 

The general augmented Lagrangian method and its application to multisite facility is given in 

Section 2.4. The results of examples studied are shown in section 2.5 and the chapter concludes 

with summary in section 2.6.  

2.2. Problem Statement 

 The supply chain network (Figure 2.1) under investigation contains multiple batch 

production facilities which supply products to multiple distribution centers. Every production site 

may supply all distribution centers but all the products may not be produced at every production 

site. In the proposed model, it is assumed that one cannot sell more products to a market than the 

market forecasted demand. Thus the requested demand acts as an upper bound on finished 

product sales. The proposed model tries to satisfy the market demands; however it allows for 

unsatisfied demand to be carried over to the next planning period (backorder) and also allows for 

partial order fulfillment. The unsatisfied demand and backorders are penalized on a daily basis in 

order to maximize the degree of customer demand order fulfillment.  Following assumptions are 

made:  unlimited supply of raw materials is available and fixed and variable production, storage, 

and backorder costs are known for the planning horizon under consideration. The transportation 

costs are also assumed to be known. It is further assumed that there are no shipping delays in the 

network and the length of time of the planning horizon is such that the effects of transportation 

delays are neglected.  

 Given the daily demand profiles for each distribution center, the goals of the integrated 

planning and scheduling problem is to ascertain the daily production target profiles for each 
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production facilities and product shipment profiles from production facilities to distribution 

centers so that demand is satisfied over the planning horizon under considerations (several 

months up to a year). The objective of the integrated problem is to minimize inventory, 

backorder, transportation, and production costs.  

2.3. Mathematical formulation 

The multisite model includes production site constraints and distribution center (market) 

constraints. The set of products s  ɴPR are to be produced at various production sites (p  ɴPS) 

and are to be distributed to a global market (m  ɴM) over planning horizon (t ɴ T). To formulate 

the integrated planning and scheduling model, an integrated modeling approach is proposed in 

which planning and scheduling decisions level constraints are incorporated. The planning horizon 

is discretized into fixed time length (daily production periods) and for each planning period, a 

detailed scheduling model for each batch production facilities is considered. The detailed 

scheduling model is based on continuous time representation and notion of event points. 

(Ierapetritou & Floudas, 1998 ) The planning and scheduling decisions levels are inter-connected 

via production and inventory constraints. The integrated planning and scheduling model for a 

single-site proposed by Z. Li and Ierapetritou (2010a) is extended to accommodate multisite 

production facilities serving multiple markets. The extended integrated multisite model is as 

follows.  
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 The objective function shown in equation (1a) minimizes the total costs of the integrated 

model, which includes variable inventory costs, backorder costs, transportation costs, and 

production costs and fixed production costs. The planning level is modeled by constraints (1b-

1c). Equation 1b predicts the production targets (
,p t

s
P ), inventory targets (

,p t

sInv ), and shipping 

targets (
, ,p m t

sD ) for each product. The constraint describing each distribution center (market) is 

given in equation (1c). As shown in equation (1c), the backorder balance is performed for each 

customer market by considering the demand forecast (
,m t

s
Dem ) of that market and the sales all the 

shipments of the product from one or combination of all production sites to that market (
, ,p m t

sD ). 

Constraints (1d) assign production targets (
,p t

sP ) of planning level solutions to scheduling level 

problem for each product to each production facility for different planning periods. Equation (1e) 

represents the connection between the inventory level requirements for the scheduling problems 

to that of the different planning periods for each product. In addition to constraints (1a-1e), the 

model also includes detailed scheduling constraints (1f-1r) for each production site (p ɴ PS) and 

for each planning period (t ɴ T). These scheduling level constraints are allocation constraints (1f), 

production capacity constraints (1g), storage capacity constraints (1h), material balance 

constraints (1i) and (1j), and sequence constraints (1k-1r). Equations (1a-1r) comprise the 

complete multisite batch production facilities and multisite distribution centers considering 

planning and scheduling decisions. 

2.4. Solution Method 

The full-scale integrated model gives rise to a large scale optimization problem which requires 

the use of decomposition methods to be solved effectively. The appropriate mathematical 

decomposition approach is decided by analyzing the constraints matrix of the full-scale model. If 

the planning decision variables (
, , , , ,, , ,p t p t p m t m t

s s s sInv P D U ) are denoted as 
,t pX and scheduling 

decision variables as 
,t pY , then the structure of the integrated model can be illustrated as shown in 
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a constraints matrix (Figure 2.2). As it is seen in the Figure 2.2, the matrix has a block angular 

structure and these blocks are linked through the planning decisions variables, inventory and 

production targets for each production facilities (
, ,,p t p t

s sInv P ). These complicating variables can be 

handled using augmented Lagrangian relaxation method described in the next section to obtain a 

decomposable structure.  

 

Figure 2.2 Constraints matrix structure of an integrated multisite model 

2.4.1. Augmented Lagrangian Decomposition  

In order to obtain a decomposable structure, the complicating variables need to be transformed 

into complicating constraints and then, the model can be relaxed by eliminating complicating 

constraints from the total constraints set. The first step in obtaining the relaxation problem is to 

duplicate the planning inventory and production targets variables, using different variables in 

planning and scheduling problems and incorporate the coupling constraints (2f-2g) into the full-

scale model. The production and inventory scheduling targets constraints are rewritten as (2q-2r). 
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This transforms the constraints matrix (Figure 2.2) into the matrix with complicating constraints 

shown in Figure 2.3.  

 

Figure 2.3 Constraints matrix structure of a reformulated model 
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The complicating constraints (2f-2g) link the planning level constraints with the scheduling level 

constraints. The constraints (2h) express a compact representation of the scheduling level 

constraints (1f-1r) for each production site and planning period.  

 The reformulated model (2) is still not decomposable since the planning and scheduling 

problems are interconnected via coupling constraints thus the Augmented Lagrangian relaxation 

method is applied by dualizing the complicating constraints in equations (2f-2g), which involves 

removing them from the reformulated model constraints set and adding them to the objective 

function multiplied by the Lagrange multipliers (
, ,,p t p t

s sl m) and quadratic penalty parameters (ů) 

as shown in equation (3a). Constraints (3a-3h) correspond to the augmented Lagrangian 

relaxation problem. 
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(3h) 

To improve the convergence to the feasible solution and to avoid duality gap that may result with 

just the Lagrangian terms ( ( ), , ,-p t

s

p t p t

s sP PPl and ( ), , ,-p t p t p t
s s sInv IIm ), the quadratic penalty term (

( ) ( ){ }2 2
, , , ,- -p t p t p t p t

s s s sP PP Inv IIs + ) is applied to the relaxation formulation as given in (3a).   

However, the quadratic penalty term in the objective function of the relaxation problem has non-

separable bilinear terms , ,p t p t
s sP PPÖ and

, ,p t p t
s sInv IIÖ . To resolve the non-separabilility issue, the 

diagonal quadratic approximation (DQA) method is applied to linearize the cross-product terms 

around the tentative solution
, , , ,
, , ,

p t p t p t p t
s s ssP PP Inv II  as shown in the following equations ((Y. Li et al., 

2008)).  

( ) ( ) ( ) ( )
2 2 22 , , , ,, , , ,p t p t p t p tp t p t p t p t

s ss ss s s sInv II Inv II Inv II Inv II- º - + - - - 

( ) ( ) ( ) ( )
2 2 22 , , , ,, , , ,p t p t p t p tp t p t p t p t

s s s ss s s sP PP P PP P PP P PP- º - + - - -  

The objective function (3a) can be thus be rewritten in decomposable form given by equation 

(4aô). 

,
( , , ) =

p t
pl sc

t T p PS

f f fl m s
Í Í

+ää
 

(4aô) 

where, the plf  represents the objective function of the planning problem (4a, 4b, 4c).  
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. .     -  , , ,p t p t p t
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p m t p
s f

m

s t Inv Inv P D s S p PS t T= + " Í Í Íä  (4b) 

, , -1 , , ,
         -  , , ,

s

m t m t m t

s s s

p m t m
s f

p P

U U Dem D s S m M t T
Í

= + " Í Í Íä  
(4c) 

where
,p t

scf  represents the objective function of the scheduling sub-problems (5a, 5b-5d). The 

scheduling sub-problem is defined at each production site and for each planning period.  

( ) ( )

( ) ( )

, , ,

, , , , ,
, , , ,

, ,

2 2
, ,, , , ,
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             - -
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p p
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PP II y
s S

p t p tp t p t p t p t
s ss s s s

s S s S
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(5a) 

, , ,
,. .     - , , ,p t p t p t p

s n N s s fs t st stin PP s S p PS t T= = " Í Í Í

 

(5b) 

, , -1
         , , ,p t p t p

s s fstin II s S p PS t T= " Í Í Í
 

(5c) 

,
        , ,p ty Y p PS t TÍ " Í Í

 
(5d) 

These quadratic problems are solved using a general augmented Lagrangian optimization and 

diagonal quadratic approximation (ALO-DQA) algorithm which is outlined in Figure 2.4.  

 The ALO-DQA algorithm can provide an optimal solution if the objective functions and 

constraints function are convex, feasible region is bounded and closed, and the step size is 

sufficiently small. The algorithm has the following parameters: the initial Lagrange multipliers (

, ,0 , ,0,p t p t
s sl m ) which are chosen to be zero, the initial penalty parameter (0 1s > ), and the iteration 

counter k which is set to 1. The convergence tolerance (0e> ) for the coupling constraints is 1 and 

the parameters (0,1)bÍ  (e.g., 0.4) and 1a> . 

 The augmented Lagrangian multipliers are updated at every iteration as shown in Figure 

2.4 while the quadratic penalty parameters are updated only if the improvement of the current 
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iteration is not large enough. The ALO-DQA method alternates between solving an optimization 

planning problem (4) and solving optimization scheduling sub-problems (5). The solution of each 

problem is used to linearize the non-separable terms and the algorithm terminates when the 

consistency constraints (g) have met the pre-defined tolerance or when the given iteration limit is 

reached. In the next section, three numerical examples are solved using the ALO-DQA method. 

 

 
Initialize, k = 1

0 0, 0 initial multiplier

penalty parameter

l m
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=
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Figure 2.4 Augmented Lagrangian-DQA decomposition algorithm  

2.5. Numerical Examples 

The proposed multiproduct and multisite production facility model is applied to the two examples 

of supply chain with a planning horizon of 3 months (90 days) and scheduling horizon of 1 

production shift (8 hours). The full-scale integrated planning and scheduling problem corresponds 

to a mixed integer linear programming (MILP) problem while in the ALO-DQA method, the 

planning problem is quadratic programming (QP) problem and scheduling sub-problems are 

mixed integer quadratic programming (MIQP) problem. The multisite models were implemented 

using GAMS 23.6 (2010) and solved using CPLEX 12.2 on 2.53 GHz Precision T7500 Tower 

Workstation with 6 GB RAM. The scheduling sub-problems (MIQP) in the ALO-DQA method 

are solved in parallel for each planning period and each production site thus improving the 

efficiency of the algorithm. In all the examples studied in our work, limited storage capacity for 

final products and intermediate materials is considered. 

Example 1: A small example that has 3 production sites serving 3 markets is studied. Each 

production site contains a multiproduct, multitask batch process plant that produces two products, 

P1 and P2. (Kondili et al., 1993) The state and task representation (STN) of the production plant 

is given in Figure 2.5 and the data for the example are given in Appendix Chapter 2. The process 

parameters, production and inventory costs, and shipping and backorder costs are given in Table 

A2-1, Table A2-2, and Table A2-3, respectively. Continuous time scheduling problem is solved 

using 6 event points and 8 hour time horizon. The daily demand data for the example 1 is given in 

Figure A2-1 for planning horizon of 90 days.   
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Figure 2.5 Production facility state and task network (STN) representation (Example 1) 

 

Table 2.1 Model statistics of full-space integrated problem 

Period 

(T) 

Example 1 Example 2 Example 3 

Binary 

var. 

Cont. 

var. 

Const. 

Binary 

var. 

Cont. 

var. 

Const. 

Binary 

var. 

Cont. 

var. 

Const. 

5 720 4006 10465 720 5011 10654 1440 8851 21178 

10 1440 8011 20935 1440 10021 21319 2880 17701 42373 

15 2160 12016 31405 2160 15031 31984 4320 26551 63568 

30 4320 24031 62815 4320 30061 63979 8640 53101 127153 

45 6480 36046 94225 6480 45091 95974 12960 79651 190738 

60 8640 48061 125635 8640 60121 127969 17280 106201 254323 

90 12960 72091 188455 12960 90181 191959 25920 159301 381493 

The full-scale model statistics for example 1 is shown in Table 2.1 and results are given in Table 

2.2 for time periods 5 to 90. As the time periods increases, the problem becomes difficult to solve 

to optimality as observed by the optimality gap (%) in Table 2.2 for the full-space model. The 

performance and quality of the full-scale model to that of the ALO-DQA is compared in Table 
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2.2. From the Figure 2.6, it can be observed that the augmented Lagrangian algorithm converges 

to a feasible solution of the original problem as the norm value of the coupling constraints (||g||) 

converges to zero. The quality of the feasible solution (f*) obtained using the ALO-DQA method 

may be inferior to the full-scale model since the ALO-DQA strategy solves an approximation 

version of the relaxation problem. The key information that the integrated model solution 

provides is production, shipping, sales, inventory, and backorder profiles. The profiles for 

example 1 obtained using the ALO-DQA method are shown in Figure 2.7 to Figure 2.10 for 30 

planning periods. The production profiles for production sites (S1, S2, and S3) are shown in 

Figure 2.7. The transportation profile of products (P1 and P2) from production site (S1, S2, and 

S3) to market place (M1, M2, and M3) is given in Figure 2.8, Figure 2.9, and Figure 2.10.  Note 

that as shown in Figure 2.8, Figure 2.9, and Figure 2.10, the production sites 1, 2, and 3 mainly 

satisfy the demand of markets 1, 2, and 3, respectively. These transportation profiles are expected 

based on the shipping cost. The total sale of products (P1 and P2) at markets (M1, M2, and M3) is 

given in Figure 2.11. The variable inventory holding cost is highest at production site 2 and 

lowest at site 3 and the model solution gives an inventory profiles (Figure 2.12) that has highest 

holdup at site 3 and lowest holdup at site 2. As expected, the advantage of the proposed 

decomposition approach is shown for bigger problems. So for larger number of time periods 

(T=90 periods), better solutions were obtained using the ALO-DQA method than by the full-scale 

model.  

Table 2.2 Computational results for example 1 

T 

Full -space model 

ALO -DQA method 

0 1.0, 2.0s a= =  

CPU 

sec 

f*  Gap (%) 

Iter. 

k 

CPU 

sec 

f*  ɚg + ů||g||
2 

||g|| 

5 3600 58073 0.63 10 34.68 59500 0.62 0.22 
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10 3600 119227 1.91 9 53.53 122903 34.80 0.66 

15 3600 194567 2.07 12 101.97 199983 -157.42 0.89 

30 3600 390528 2.27 12 183.21 403208 -17.96 0.85 

45 3600 592649 2.44 12 292.25 608059 -166.23 0.76 

60 7200 791399 3.28 13 436.03 803867 -128.27 0.59 

90 7200 1225376 6.93 15 760.50 1203194 -324.10 0.92 

 

 

Figure 2.6 Solution procedure of the ALO-DQA method (Example 1 and 90 planning periods) 
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Figure 2.7 Production profiles of products (P1 and P2) at production sites (S1, S2, and S3) obtained 

using the ALO-DQA method (Example 1 and 30 planning periods) 
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Figure 2.8 Shipment profiles of products (P1 and P2) for production site 1 to markets (M1, M2, and 

M3) obtained using the ALO-DQA method (Example 1 and 30 planning periods) 

 

Figure 2.9 Shipment profiles of products (P1 and P2) for production site 2 to markets (M1, M2, and 

M3) obtained using the ALO-DQA method (Example 1 and 30 planning periods) 
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Figure 2.10 Shipment profiles of products (P1 and P2) for production site 3 to markets (M1, M2, and 

M3) obtained using the ALO-DQA method (Example 1 and 30 planning periods) 

 

Figure 2.11 Sales profiles of products (P1 and P2) for markets (M1, M2, and M3) obtained using the 

ALO -DQA method (Example 1 and 30 planning periods) 
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Figure 2.12 Inventory profiles of products (P1 and P2) at production sites (S1, S2, and S3) obtained 

using the ALO-DQA method (Example 1 and 30 planning periods) 

Example 2. In example 2, we consider a network of 3 production sites producing 4 different 

products (P3-P6) and serving 3 global markets. All 3 production sites have batch facilities whose 

STN network is shown in Figure 2.13. (Kondili, 1987) This batch facility produces 4 products 

(P3, P4, P5, and P6) through 8 tasks from three feeds and there are 6 intermediates state in the 

system. The full-scale model statistics for this example are shown in Table 2.1 and results are 

shown in Table 2.3. The full-scale problem is much easier to solve compared with example 1, 

even though this example is bigger than example 1. Thus, the production recipe, and the 

parameters relating to production, capacity, demand, and costs have significant effect on the 

performance of the full-scale model. To further improve the integrated model performance, we 

applied the ALO-DQA method and the results are shown in Table 2.3. The solution convergence 
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profile for planning period 90 is shown in Figure 2.14. The performance of the ALO-DQA 

method depends on the choice of the initial values of Lagrange multipliers, penalty parameters, 

and other algorithm parameters. By selecting appropriate values of these parameters, we can 

improve on the quality of the feasible solution obtained by the ALO-DQA. The results with set of 

parameters 
0 0 00, 0, 0.20, 1.2, 0.4l m s a b= = = = = are shown in the Table 2.3. Significant CPU 

time savings is reported when the ALO-DQA method is used compared to the integrated full-

scale model.  

 

Figure 2.13 Production facility state and task network (STN) representation (Example 2) 

 

Table 2.3 Computational results for example 2 

T 

Full -space model 

ALO -DQA method 

0 0.2, 1.2s a= =  

CPU 

sec 

f*  

Gap 

(%) 

Iter 

k 

CPU sec f*  

ɚg + 

ů||g||
2 

||g|| 
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5 52.15 249097 0.00 36 49.37 250052 99.31 0.56 

10 3600 502983 0.07 36 66.85 504687 14.18 0.65 

15 3600 756527 0.25 40 112.49 762006 -211.75 0.89 

30 3600 1381017 0.50 40 209.29 1390602 -216.91 0.95 

45 3600 1964466 1.05 40 262.49 1968542 -234.33 0.98 

60 3600 2594945 0.75 41 499.90 2608491 -1.59 0.70 

90 3600 4009291 1.04 41 709.48 4024795 24.81 0.75 

 

 

Figure 2.14 Solution procedure of the ALO-DQA method (Example 2, T = 90 periods) 

Example 3. In example 3, we consider a network of 6 production sites producing 6 different 

products (P1-P6) and serving 9 global markets. Of the 6 production sites, 3 batch production 

facilities have the network shown in Figure 2.5 and produce 2 products (P1 and P2) and 3 
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production sites have the batch facilities whose STN network is shown in Figure 2.13 and 

produce 4 products (P3, P4, P5, and P6) through multipurpose units. 

Table 2.4 Computational results for example 3 

T 

Full -space model 

ALO -DQA method 

 

CPU 

sec 

f*  Gap (%) 

Iter 

k 

CPU 

sec 

f*  ɚg + ů||g||
2 

||g|| 

5 3600 141129 4.11 11 71.11 151551 24.28 0.99 

10 3600 276230 4.40 13 144.97 295756 609.56 0.88 

15 3600 408436 4.97 12 192.53 435078 200.49 0.58 

30 3600 784535 6.05 13 378.51 822924 -31.96 0.91 

45 3600 1259638 12.97 16 749.96 1233187 -905.25 0.80 

60 3600 8123074 82.11 16 984.92 1629968 -718.61 0.76 

90 3600 8445397 74.11 15 1263.73 2437213 -1271.17 0.85 

 

0 1.0, 2.0s a= =
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Figure 2.15 Solution procedure of the ALO-DQA method (Example 3, T = 90 periods) 

The model statistics of example 3 are shown in Table 2.1. As expected, the complexity of the 

integrated full -scale model increases as the planning horizon increases and this is reflected in the 

solution time and relative gap (%) given in Table 2.4. The progress of the solution procedure of 

the ALO-DQA method for 90 time periods is shown in Figure 2.15. Table 2.4 shows the solutions 

of the integrated full-scale problem and the ALO-DQA decomposition method. Similar to results 

of examples 1 and 2, significant computational savings are observed when decomposition is 

applied compared to the full-scale model. Furthermore, for example 3, the ALO-DQA method is 

able to provide a better solution than the one reported by the full-scale model for planning periods 

of T=45, 60, and 90.  








































































































































































































































































































































































































































































































































