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Titanium alloys are widely used in various industries due to their superior characteristics 

such as high strength-to-weight ratio, toughness, corrosion resistance and bio-

compatibility. Ti-6Al-4V is the most commonly used titanium alloy and considered as 

difficult-to-cut because of its low thermal conductivity, high chemical reactivity with 

cutting tool materials at elevated temperatures, and low modulus of elasticity. Therefore, 

rapid tool wear and poor surface quality are the issues in machining of this alloy. Hence, 

selecting appropriate cutting conditions (cutting speed, uncut chip thickness, depth of cut, 

etc.), tool materials, coatings, and geometry are essential not only to increase productivity 

and decrease the costs, but also to obtain a desirable surface integrity.  

Initially, a modified constitutive model was proposed for Ti-6Al-4V which is able to 

predict the behavior under high strains and temperatures. Since workpiece experiences high 
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strain, strain rate at elevated temperatures during machining, it is important to develop a 

material model that captures material behavior at these conditions. Using this material 

model, two dimensional finite element simulations were designed to predict machining 

forces and serrated chip geometry and results were validated with experiments. This 

verified material model was used in three dimensional finite element simulations to predict 

tool wear, temperature, stress and strain distributions. Effects of different cutting tool 

materials, coatings (TiAlN and cBN), geometry and machining process parameters were 

investigated. A reliability model for different types of cutting tools is created with 

experimental and physics-based data. Furthermore, using genetic algorithms, a multi-

objective optimization problem was designed and solved to find the optimal process 

parameters (cutting speed and feed) and cutting tool selection in order to maximize 

reliability and machining efficiency. Finally, validation experiments were conducted to 

measure tool wear on uncoated and TiAlN coated inserts under the optimum cutting 

conditions with expected reliability rating. The results indicate that there is an adequate 

agreement and the discrepancy may be related to model uncertainty and stochastic nature 

of the tool wear.  
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1.1. Introduction 

Titanium alloys are widely used in aerospace, biomedical, food, automotive and many other 

industries. Ti-6Al-4V is the most suitable and commonly used Titanium alloy, because of its 

favorable properties such as high strength-to-weight ratio, good heat treatment capability, low 

density, good bio-compatibility and superb resistance to corrosion. But on the other hand, 

manufacturing, specially machining of these alloys is an important issue since they are hard to 

machine materials due to low thermal conductivity, diffusivity and modulus of elasticity, and high 

rigidity and chemical reactivity with tool materials at elevated temperatures (Byrne et al. 2003). 

These difficulties in machining not only result in shorter tool life but also in undesirable dimensions 

of the machined products with respect to accuracy and tolerances, or quality problems of final 

product such as lower lifespan, reliability and surface integrity issues. Generally, product surface 

quality is very dependent on the final manufacturing processes such as finish machining and 

grinding, therefore in order to reach to a desirable level of product accuracy and quality and longer 

lifetime, machining process should be well-controlled and optimized.  

Increasing the life time of cutting tools is another critical issue in machining Titanium alloys in 

productive regimes in order to decrease the production downtime and costs. Cutting tools tend to 

wear out pretty fast during machining of Titanium alloys. Due to their low thermal conductivity; 

heat does not dissipate easily from tool cutting edges, resulting in excessive stress and heat built-

up, hence rapid tool wear. Titanium alloy machining performance can be increased by improving 

cutting tool materials, micro-geometry and coatings. In order to reduce the costs of tool 

replacement, an appropriate maintenance/replacement policy should be determined and optimized 

inspection periods should be selected. To have maintenance policy, Reliability of cutting tools can 

be studied by modeling the degradation/wear of cutting tools during machining process. Tools fail 

because of three main reasons; a) stress activated wear b) temperature activated wear and c) 

chemical activated wear. These failure mechanisms are competing against each other, meaning that 
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whichever reaches to the threshold, leads the tool to fail. Studying Physics-based reliability of 

cutting tools based on these failure mechanisms and deriving empirical equations is one of the 

purposes of this research. 

Therefore, many objectives are of great importance in machining process of Titanium alloys, such 

as minimizing production time, maximizing tool life and achieving the best possible mechanical 

and metallurgical properties of the end product. In order to obtain these multiple objectives, the 

only variables which can changed are machining input process parameters such as the cutting speed, 

feed rate, depth of cut, cutting tool geometry and material, or tool coating. However, it would be 

highly impractical if not impossible to conduct experiments for every possible combination of these 

parameters (as well as many others). Hence, in order to determine the possible outcome, some 

representative combinations of these input variables need to be experimented. Based on 

experimental results, in the computational domain, process simulations are designed to replace the 

experiments, and once the simulations are validated, then these simulations are utilized to forecast 

the effects of each input parameter on each output parameter. Since the physics of such processes 

like machining is very complicated to be solved by analytical methods, process simulations have 

to be physics-based.  

Finite Element Analysis (FEA) was found to be easier and more accurate among all different 

methods to simulate the machining processes.  In FEA, the object/s is divided into smaller elements. 

Each element possesses the physical and mechanical properties of the material which is assigned 

to and thee interactions within these elements follow physics, statics and dynamics rules. Moreover, 

if two or more different are in contact with each other, such as machining process in which 

workpiece and tool are moving against each other, the interactions between their elements are also 

investigated separately and simultaneously. For a few seconds long simulation of machining 

process, the simulation divides it to some steps in the order of microseconds. The simulation 

updates interactions between elements after completion of each step. After successful completion 
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of adequate number of steps of simulation of machining process, extraction of output parameters 

and validation with experimental tests can be started.   

Two dimensional machining simulations and experiments are the easiest mean of understanding 

the physics of the process, since the effects of third dimension would be eliminated theoretically, 

and could be neglected practically.  Even though it is possible to convert these two dimensional 

finding into three dimensional mechanics by implementing the appropriate angles of 3D process, 

not only conversion of some of these 2D simulations and experiments to 3D counterparts is not 

possible, but also are not representative enough. Therefore, for the purpose of more accurate 

understanding of the process, in most of cases, 2D process studies are followed by 3D simulations 

and experimental validations. However, with current level of technology, designing and running 

3D simulations have some obstacles and drawbacks comparing with 2D simulations such as, 

considerable longer run-time and constraint on implementing elastic-viscoplastic workpiece 

assumption in 3D simulations of machining process for titanium alloys such as Ti-6Al-4V, which 

captures both elastic and plastic behavior of the material and of course is more accurate since it is 

more similar to the actual material behavior. Hence, the best solution to this technological obstacle 

is to run 2D simulations with elasto-viscoplastic workpiece assumption and then calibrate the 3D 

simulations with plastic workpiece results according to the predicted outputs of the 2D simulations.  

In finite element models, a constitutive material model is required to relate the flow stress to strain, 

strain rate and temperature. The experimental flow stress data are obtained by using the Split-

Hopkinson pressure bar (SHPB) tests performed under various strain rates and temperatures. The 

experimental data obtained from these tests are used to calculate the unknown parameters of 

material constitutive models. Commonly used material models include: the Johnson–Cook (J–C) 

material model (Johnson & Cook, 1983); the Bammann–Chiesa–Johnson (BCJ) model (Bammann 

et al. 1996); the Maekawa model (Maekawa et al. 1983); the micromechanical models (Nemat-
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Naser & Isaacs 1997, Guo et al. 2006). Some of these models are discussed as they are pertinent to 

the temperature-dependent flow softening in Ti–6Al–4V alloy. 

In summary, it is important to study the machining processes of titanium alloys, for the purpose of 

higher quality and reliability of end product and validation of experimental tests findings with finite 

element simulations, it is possible to simulate the effects of input parameters of the machining 

processes and select the optimal machining and tool parameters (tool material, coating, tool angles, 

edge micro-geometry, etc.).  Determining a comprehensive material constitutive model which 

captures material behavior in elevated conditions is the first step to start the validation, and then 

determining the coefficients of friction between the cutting tool and the machined workpiece would 

be the next step of validation, and after these validations are done, it is possible to reproduce the 

simulations to achieve a mean and standard deviation for the simulation results and optimize the 

simulation findings.   

1.2. Titanium Alloy Manufacturing 

Titanium-based alloys (e.g. Ti-6Al-4V (alpha beta), Ti-13V-11Cr-3Al (beta) or Ti-5Al-2.55n 

(alpha)) offer high strength-to-weight ratio, high toughness, superb corrosion and creep resistance, 

and bio-compatibility and are used mainly in aerospace, gas turbine, rocket, vessels and 

considerably in biomedical applications (Wu 2007, Guo et al. 2009, M’Saoubi et al. 2008).  Recent 

technological developments made the usage of titanium alloys more possible and that is mainly 

because of improved manufacturability of these alloys. The major challenge against the machining 

of titanium-based alloys besides low machinability is tool wear. Most widely-used and hence 

studied  titanium-based alloy has been Ti-6Al-4V, or Ti-64 in short, because of its increasingly 

utilization in the aerospace industry (Thomas et al. 2010, Sun & Guo 2009, Sun et al. 2009, Nurul-

Amin et al. 2007, Wang et al. 2005, Che-Haron & Jawaid 2005, Chen et al. 2004).  It is predicted 

that in near future utilization of titanium alloys will be even higher especially in manufacturing of 
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carbon fiber compounds of aircrafts in which titanium alloys are being used, and that will not 

happen only if decent amount of studies are dedicated to improving the productivity and 

machinability of these alloys.  

Due to high toughness and work hardening behavior of these alloys, machining is generally 

extremely difficult.  Several research studies have been reported in literature addressing the issues 

related to machining of titanium alloys such as rapid tool wear. The low thermal conductivity of 

such alloys often leads to increased temperatures at the tool cutting edge and results in adhesion of 

workpiece material to the cutting edge and presence of hard abrasive particles in alloys structure 

creating accelerated tool wear. The high localized heat, increased temperatures, temperature 

gradients and high pressure induced stresses also cause microstructural changes creating surface 

integrity problems within the material in-depth direction and may cause detrimental effects on the 

performance of the machined part (Ulutan & Özel, 2011). 

1.3. New Material Constitutive Model for Ti-6Al-4V 

In FE models, a constitutive material model is required to relate the flow stress to strain, strain rate 

and temperature, which often obtained from Split-Hopkinson pressure bar (SHPB) tests performed 

under various strain rates and temperatures. Dynamic material behavior of Ti–6Al–4V titanium 

alloy has been widely published in literature. Nemat-Nasser (Nemat-Nasser et al. 2001) reported 

that a phenomenon known as strain (flow) softening is observed which is responsible for adiabatic 

shearing in titanium alloys. Localized softening is described as offering less resistance to local 

deformations due to rearrangement of dislocations caused by subsequent cycling in hard materials. 

This phenomenon is usually seen during an increase in strain beyond a critical strain value. 

Specifically, Lee and Lin (Lee & Lin, 1998) investigated temperature and strain-rate sensitivity of 

Ti–6Al–4V and presented flow stress data at temperatures from 20 to 1100 oC and strain rates 

ranging from 800 up to 3300 s-1. They used The Johnson-Cook (JC) material model to represent 
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their flow stress data. However, their model did not include temperature-dependent strain 

softening effect. 

1.3.1. The Johnson–Cook material model 

The Johnson–Cook (JC) material model (Johnson and Cook, 1983) (Equation 1.1) is widely used 

for analysis of material flow stress, especially for those materials which their flow stress is highly 

influenced by temperature and strain rate; the influence of strain, strain rate and temperature on the 

flow stress is defined by three multiplicative yet distinctive terms: 

 1 ln 1  (1.1)

where σ is the equivalent flow stress, ε is the equivalent plastic strain,  is the equivalent plastic 

strain rate,  is the reference equivalent plastic strain, T is the workpiece temperature, Tm is the 

material melting temperature and, Tr is the room temperature. However, based on the experimental 

works done by researchers, different values for these constants were offered which are given in 

Table 1.1: 

 

Table 1.1. Constants of J-C model suggested for Ti-6Al-4V (Sima & Özel, 2010) 

Reference A B C n m 

Lee-Lin(a) (1998) 782.7 498.4 0.028 0.28 1 

Lee-Lin(b) (1998) 724.7 683.1 0.035 0.47 1 

Meyer-Kleponis (2001) 862.5 331.2 0.012 0.34 0.8 

Kay (2003) 1098 1092 0.014 0.93 1.1 

Seo et al. (2005) 997.9 653.1 0.0198 0.45 0.7 
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The J–C model constants shown in Table 1.1 are obtained at different testing conditions. Lee & Lin 

(Lee & Lin, 1998a) obtained them at a constant strain rate of 2000 s-1 and a maximum true strain 

of 0.3 mm/mm, later they reported another set of parameters that were obtained at strain rates of 

500–3000 s-1 and maximum strain as 0.35 with temperatures up to 1100 oC (Lee and Lin, 1998b). 

Meyer & Kleponis (Meyer & Kleponis, 2001) used strain rate levels of 0.0001, 0.1 and 2150 s-1 

and a maximum plastic strain of 0.57 mm/mm. Kay (Kay, 2003) tested Ti–6Al–4V alloy under 

strains up to 0.6 mm/mm and strain rates up to 104 s-1. Seo et al. (Seo et al., 2005) tested the same 

material at temperatures up to 1000 oC and strain rates of 1400 s-1 and strains up to 0.25 mm/mm. 

The J–C constitutive material model can be represented as a combination of three functions as 

  (1.2)

Where 

  (1.3)

 1 ln  (1.4)

 1  (1.5)

 

In this form, functions 	,	  and h(T) represent strain hardening, strain rate sensitivity and 

thermal softening behaviors of the work material, respectively. Often the SHPB test data fitted to 

those functions separately (one by one). Despite the abilities of this constitutive model to represent 

material behavior by taking into account of strain and strain rate hardening as well as thermal 

softening phenomenon; it still has some weak points as it can be summarized as follows: (a) the 

model is not applicable for all materials since some materials exhibit different behavior, (b) the 
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model is meaningful in certain ranges of strain and strain rate but fails to capture high strain 

behavior e.g. flow softening, (c) fails to take into account the coupling effects of strain, strain rate 

and temperature e.g., , and h(ε, T). Because of these known deficiencies, some of the 

researchers suggested modifications to the J–C constitutive model. 

1.3.1.1 The Andrade–Meyers modified Johnson–Cook material model 

Andrade et al. (Andrade et al. 1994) suggested a modification term to the J–C model in order to 

describe the material response above recrystallization temperature in which, the flow stress is 

affected by phase transformations: 

  (1.6)

This modification term for the material flow stress behavior above the recrystallization/recovery 

temperature is 

 
1

1 1
 (1.7)

Where 

0     if     T < Tc 

1      if    T > Tc 

 

1.3.1.2 The Calamaz modified Johnson–Cook material model 

Another modification to the J–C model is suggested by Calamaz et al. (Calamaz et al., 2008) for 

Finite Element simulations. These modifications included flow softening at elevated strains and 

temperatures. In the Calamaz model (Calamaz, 2008), flow softening is defined as a decreasing 

behavior in flow stress with increasing strain beyond a critical strain value. Nonetheless, below that 
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critical strain, the material still exhibits strain hardening. The flow softening modifiers suggested 

to be included in the modified J–C flow stress model are as follows: 

a) modified strain hardening function of the original J–C model by including flow softening 

at higher strain values as 

 
1

 (1.8)

b) modified thermal softening function of the original J–C model by including temperature-

dependent flow softening as 

 1 1 tanh
1

 (1.9)

where  1 ⁄  and	 ⁄ .  

 Hence the Calamaz modified J–C material model developed by Calamaz et al. (Calamaz et 

al., 2008) is given as 

1
1 ln 1 1 tanh

1
 (1.10)

 

1.3.2. The Nemat-Nasser micromechanical model 

Nemat-Nasser and co-workers have studied high strain rate dynamic material behavior of metals 

extensively (Nemat-Nasser et al., 2001) and (Nemat-Nasser & Isacs, 1997). They observed that at 

relatively high temperatures, flow stress, while monotonically decreasing as a function of 

temperature, exhibits sudden increase at a critical temperature and begins to decrease with further 

increase in temperature. This phenomenon is known as dynamic strain-aging. However, many 
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constitutive models developed for Ti–6Al–4V alloy do not include the effect of dynamic strain 

aging. Moreover, Nemat-Nasser et al. (Nemat-Nasser et al., 2001) studied the dependence of the 

flow stress on the temperature and strain rate at different strains on workpieces which due to 

different ways of preparation had various microstructures, and the result was that this dependence 

is related to the material microstructure. Besides, based on the experiments they have found that 

adiabatic shear bands and the related fracture are developed at high strain rates (any temperature) 

and at high temperatures (any strain rate). The shear bands are initiated once the magnitude of strain 

reaches to a certain level depending on the material temperature. Anurag & Guo (Anurag & Guo, 

2007) proposed a micromechanical constitutive model to predict the material behavior of Ti–6Al–

4V titanium alloy based on the work of Nemat-Nasser and his co-workers (Nemat-Nasser et al., 

2001). In their model, the effect of strain rate and temperature on the flow stress is considered with 

a thermally activated stress, ∗, term and the effect of microstructure (i.e. dislocation density, 

resistance of the lattice to dislocation motion, slip system, sub-granular slip, or grain boundary 

glide) is represented with an athermal stress,  , term as 

 ∗ (1.11)

Where  and 

 ∗ , 1 ln

⁄ ⁄

 (1.12)

In thermally activated stress term, k is Boltzmann constant and G0 is the total energy barrier, p and 

q are constants, 0 1 and	1 2. It is found that specimen’s microstructure only affects 

the athermal part of the flow stress, but not the thermally activated part which is dependent on 

temperature and strain rate (Nemat-Nasser et al. 2001). Anurag & Guo (Anurag & Guo, 2007) used 

the SHPB test results reported in Lee & Lin (Lee & Lin, 1998b) and calculated the athermal part 
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of the flow stress by considering the critical temperature at which flow stress becomes insensitive 

to temperature changes. They identified the critical temperature at which dynamic strain aging 

occurs from the stress vs. temperature plots obtained using the SHPB test results at a given strain 

rate. The athermal stress representation was obtained by a curve fitting approach from the strain vs. 

flow stress data at the identified critical temperature. The thermal stress below the critical 

temperature can be calculated by subtracting the athermal stress from the total stress at different 

strains. In order to predict flow stress above the critical temperature, they multiplied the athermal 

stress with a temperature coefficient and obtained a good fit to experimental flow stress data. 

In summary, the effects of strain hardening, thermal softening, dynamic strain aging, etc. are 

considered in these models. The levels of strain and strain rate observed at shear zones during 

machining are much higher than those attained by using the SHPB tests. As a result, the flow stress 

at high strains beyond the experimental range is calculated by extrapolation using constitutive 

models. The need to modify these material models is related to the material behavior at strains 

higher than strain ranges achievable with the Split-Hopkinson Pressure Bar tests. In machining, the 

strains are much higher in the deformation zones 1 . 

1.3.3. Dynamic material behavior of titanium alloy 

In room temperature, titanium (an allotropic element) has hcp crystalline structure known as α-Ti 

but forms bcc crystalline structure around 900 oC known as β-Ti. Aluminum and Vanadium are 

used as phase stabilizers to obtain α+β alloy phase (Nemat-Nasser & Isaacs, 1997). As given in 

Table 1, dynamic material behavior data for Ti–6Al–4V titanium alloy have been widely published 

in literature. Lee & Lin (Lee & Lin, 1998b) investigated temperature and strain rate sensitivity of 

Ti–6Al–4V alloy and presented some SHPB test results at temperatures from 20 to 1100 oC, with 

strain rates from 800 up to 3300 s-1 as shown in Figure 1.1. 
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Figure 1.1. Flow stress data obtained from SHPB tests (Lee and Lin, 1998b) 

 

Several years later, Nemat-Nasser et al. (Nemat-Nasser et al., 2001) have studied the dynamic 

behavior of Ti–6Al–4V alloy with different microstructures using the SHPB compression tests at 

strain rates ranging from 1000 to 7000 s-1, and initial temperatures ranging from 77 up to 1000 K. 

The dependence of the flow stress on the temperature and the strain rate at various strains was 

related to the material microstructure. Their results indicated that adiabatic shear bands develop at 

high strain rates as well as at low strain rates and high temperatures and flow stress is more sensitive 

to temperature than to the strain rate. They claimed that thermally activated dislocation motion 

mechanisms are responsible for adiabatic shear bands. One of the revealing results of that study 

was the flow softening behavior of the flow stress curve at strain rate of 1 s-1 and temperature of 

980 oC above the strain value of 0.3. Since there was no flow stress data presented below 960 oC, 
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it was not possible to discuss possible dynamic strain aging behavior of Ti–6Al–4V. In summary, 

it was concluded that flow stress of Ti–6Al–4V alloy is more sensitive to the temperature than to 

the strain rate (Nemat-Nasser et al., 2001). 

 

1.3.3.1 Adiabatic shearing and flow softening phenomenon 

In machining titanium alloys, it is commonly known that plastic instability and adiabatic shearing 

related chip serration occurs. Work material often goes to secondary shearing after primary 

shearing zone and saw-tooth shape regular chip segments form. The underlying cause of chip 

serration is often associated with adiabatic shearing (Komanduri & Hou, 2002). Recent studies have 

considered the effects of flow softening and adiabatic shearing effect on the behavior of titanium 

Ti–6Al–4V alloy at high strains (Calamaz et al., 2008) and (Sun & Guo, 2009). The flow softening 

is believed to be related to dynamic recovery and/or recrystallization occurring after a critical value 

of strain. The effect of flow softening is more pronounced at low temperatures, and as temperatures 

increase, both strain hardening and flow softening effects are reduced. Recently, Calamaz et al. 

(Calamaz et al., 2008) modified the J–C material constitutive model by multiplying it with a 

function in order to include flow softening in their simulations. They were able to simulate serrated 

chip formation resembling experimental chips. They did not study the influence of different flow 

softening parameters on the simulations. Sun & Guo (Sun & Guo, 2009) pointed out the difference 

between machining and compression tests and considered the adiabatic effect on the flow stress. 

They calculated shear flow stress during machining by using an orthogonal machining model and 

showed that flow stress values obtained at high strains are much lower than flow stress values 

obtained under isothermal conditions with compression tests. In this study, the strain-rate and 

temperature sensitivity as well as interrelationship between strain–strain rate and softening at high 

strains in dynamic behavior of Ti–6Al–4V alloy is also investigated. 
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1.3.4. Strain rate and temperature sensitivity 

The influence of increasing strain rate on the flow stress is represented with strain rate 

sensitivity parameter δ, defined as 

 
ln ⁄

 (1.13)

Strain rate sensitivity is calculated by considering the difference in flow stress values at two 

different strain rate levels at each strain using Equation 1.13 and it is found that strain rate 

sensitivity decreases with increasing strain (Lee & Lin, 1998b). The influence of increasing 

temperature on the flow stress, i.e. temperature sensitivity, is represented with a parameter na 

defined as 

 
ln ⁄

ln ⁄
 (1.14)

where 	 , and T1 = 25 oC. Using Equation 1.14, temperature sensitivity is calculated similarly. 

The resultant strain rate sensitivity and temperature sensitivity are shown in Figure 1.2 and Figure 

1.3 by using the flow stress data given in Figure 1.1. During deformation, the rate of thermal 

softening caused by increasing temperatures is found greater than that of strain hardening induced 

by plastic deformation, and thus it can be seen that strain rate sensitivity decreases rapidly with 

increasing strain for all the strain rate ranges. 
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Figure 1.2. The relationship between strain rate sensitivity and true strain (at 700 oC). (Sima & Özel, 2010) 

 

Figure 1.3. The relationship between temperature sensitivity and true strain. (Sima & Özel, 2010) 
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1.4. Physics Based Simulation Modeling 

Although experimental tests are considered as the most useful and reliable procedure for research 

purposes, they are costly to design and sometimes hard to conduct; considering the fact that 

sufficient number of experiments are needed to achieve reasonable conclusion due to high 

sensitivity and dependency of  output parameters to input parameters. Taking these limitations into 

account, simulation models play a significant role as a replacement for experimentation. 

Technically, it is necessary for the initial models to be verified and calibrated by experimental 

results in order to be validated properly for further use in predicting output parameters relevant to 

those experimental conditions. Importantly, these models should be physics-based which provide 

rich data about fundamental process variables (i.e., temperature, forces, stresses, etc.) empowering 

supplementary analysis on process performance (i.e., tool wear and life, etc.). 

(2D) and (3D) FE-Modeling-based mechanics of machining processes are shown in Figure 1.4 in 

which the cutting tool and workpiece positioned against each other. Gradual movement of 

workpiece towards cutting tool models cutting motion. Assuming plain strain, vertical location of 

the cutting tool in 2D simulation signifies the feed rate. The behavior of the elements and their 

interactions during the simulation of the machining process, ascertains the field output parameters, 

such as temperature, stress, forces and strain, etc.  Having satisfactory progress in simulation and 

appropriate quantities of reliable outputs, the FE-Modeling results will be compared to experiments 

results for validation purposes. 
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(a)  

(b)  

Figure 1.4. Illustration of simulation models for a: 2D and b: 3D machining processes 
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Preliminary simulation consists of two dimensional orthogonal cutting configurations. Changing 

the input machining parameters such as workpiece and tool material, tool micro-geometry and tool 

rake angle, feed, depth of cut and cutting speed, provides the path to diverse simulation analysis. 

However, there are couples of restrictions with 2D simulation such as plain strain deformation and 

symmetric mechanical setup assumption and also neglecting the third dimension, which rarely 

happens in real-life machining operations while could be considered as a good guide for 

researchers. Having successful and satisfactory results from 2D simulation make it possible to 

move to 3D simulations, in order to model the real and practical machining operation and take the 

third dimensions into account.  

By this fashion, researchers would be able to design and conduct many simulations to study all 

aspects of the problem, for which, if they wanted to run experimental tests, it would be much more 

time consuming and costly. 

Finite Element Analysis software DEFORM will be utilized for finite element-based simulation 

modeling, for both two-dimensional and three-dimensional, in this study. Using the results of the 

friction determination method, the hybrid friction models will be built. Besides, modified Johnson-

cook temperature-dependent flow softening constitutive material models is taken into consideration 

for better representing the experimental results.  

1.5. Advance Cutting Tools and Limitations 

Titanium alloy machining performance can be increased by improving cutting tool materials and 

coatings (Corduan et al., 2003) and (Bouzakis et al., 2009). Cubic boron nitride (cBN) material 

offers outstanding properties such as high hardness and wear resistance. However, cBN material 

has lower toughness and is not suitable for forming inserts into complex shapes. Recently, cBN 

coatings have been explored by applying several deposition techniques. Among these, physical 

vapor deposition (PVD) has been preferred since thinner coatings can be deposited and sharp edges 
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and complex shapes can be easily coated at lower temperatures. On the other hand, coating applied 

affects the edge radius of the inserts (typically causes an increase) and must be taken into 

consideration during tool performance analysis (Bouzakis et al., 2009). 

In this dissertation research, single and multi-layer TiAlN and cBN coatings are experimented on 

tungsten carbide tool inserts (WC/Co) for possible improvements on tool wear during machining 

of Ti–6Al–4V titanium alloy. Positive tool geometry WC/Co inserts are coated by cBN using a 

PVD system; Magnetron Sputtering at BOREN institute of Turkey (Özel et al., 2010) and with 

collaboration in Atilim University. Machining performance of multi-layered coated inserts is 

examined in longitudinal turning of titanium alloy (Ti–6Al–4V) without using coolant (Özel et al., 

2010). The performance of uncoated, TiAlN coated, cBN coated and multi-layer cBN + TiAlN 

coated tungsten carbide inserts is compared in terms of cutting forces and tool wear (Özel et al., 

2010). 

In addition, finite element (FE) simulations are utilized in investigating the tool temperatures and 

wear development (Özel et al., 2010). Two dimensional (2D) and three dimensional (3D) FE 

simulations have been designed and conducted to predict forces, temperatures and tool wear to 

investigate the advantages of coatings in machining of Ti–6Al–4V. In 3D FE simulations, updated 

Lagrangian FE modelling software DEFORM3D was used. The workpiece is modelled as plastic 

material where the material constitutive model of this deformable body is represented with the 

proposed modified J-C material model (Sima & Özel, 2010). The workpiece is represented by a 

curved model with 87 mm diameter which is consistent with the experimental conditions. Only a 

segment (3o) of the workpiece was modelled in order to keep the size of mesh elements small. 

Workpiece model includes 90,000 elements. The bottom surface of the workpiece is fixed in all 

directions. The cutting tool is modelled as a rigid body which moves at the specified cutting speed 

by using 180,000 elements. A very fine mesh density is defined at the tip of the tool and at the 

cutting zone to obtain fine process output distributions. The minimum element size for the 
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workpiece and tool mesh was set to 0.008 and 0.024 mm respectively. A tool edge radius of 5, 10 

and 15 mm are designed for uncoated, single layer and multi-layer coated tools respectively for 

each simulation, since added layers in multi-coating design is increasing the edge radius of the 

inserts. All simulations were run at the same experimental cutting conditions. In 3D FE modelling, 

constant shear friction factor (m = 0.9–0.95) was used to represent friction between tool and 

workpiece. 3D FE simulations are also utilized to predict tool wear. The tool wear rate models 

describe the rate of volume loss on the tool rake and flank faces per unit area per unit time. A tool 

wear rate model based on the adhesive wear proposed by Usui et al. (Usui et al., 1978) was 

employed. This model uses interface temperature (T), normal stress (σn), and sliding velocity (Vs) 

at the contact surfaces as inputs and yields tool wear rate (dW/dt) for a given location on the tool 

surface. FE simulation procedure is explained in detail in Chapter 2.  

Despite several research studies performed on the development of new advanced coated cutting 

tools for machining of titanium alloys, unexpected tool failure or rapid tool wear development is 

still a major problem seen in titanium machining. Therefore, it is required to study factors affecting 

tool life such as machining process parameters (cutting speed, feed, depth of cut, etc.), tool coating 

materials and use of coolant or lubricant. It is also very important to study tool failure mechanisms 

and wear modes, meaning that whether tool is for example failed because of the tool sudden 

fracture, chipping off and/or gradual wear on flank and rake surfaces. Overall, it is critical to study 

reliability of these new and advanced uncoated and coated cutting tools at different machining 

conditions to find out which one of these cutting tools is less prone to failure comparing to others 

at the same conditions. Reliability of a cutting tool can be defined as the probability of not failing 

by certain amount of time. The failure can occur because of different wear modes and failure 

mechanisms. This research is focused on tool failure based on gradual wear during machining 

process. Once the magnitude of tool wear on either flank and/or rake surfaces reach to a pre-

determined threshold level, tool is considered as failed. 
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Hitomi et al. (1979) and Lin (2008) analyzed the reliability of cutting tools based on the tool wear 

values obtained from metal cutting experiments data. They mainly tried to investigate this from a 

statistical point of view. They first selected an appropriate statistical distribution of tool wear, 

which in Hitomi case, they found the log-normal distribution to be the best fit, and in Lin’s case, it 

was normal, and then based on distribution of tool life and reliability function of cutting tool. Lin 

also found that cutting speed has a direct relationship with tool flank wear and an inverse one with 

tool life and reliability of the cutting tool. 

1.5.1. Wear-based degradation mechanisms  

Wear can be defined as loss of material from the body of the tool and is a result of fundamental 

process variables acting on the tool-workpiece interface due to relative sticking/sliding motion and 

cutting conditions. There are various mechanisms and modes of tool wear that have been observed 

in metal cutting. Tool wear mechanisms can be listed as adhesive wear, abrasive wear, delamination 

wear, wear due to chemical instability, and flaking wear based on physical and chemical nature of 

wear phenomenon and tool wear modes can be listed as flank wear, crater wear, chipping, and notch 

wear based on their location on the tool surfaces and edges (Holmberg & Matthews, 1998). The 

investigation of wear in machining due to cutting speed and temperature reveals that resultant tool 

wear is due to a complex combination of wear mechanisms and is highly sensitive to cutting 

conditions. For example, Figure 1.5 is showing the effect of increasing temperature due to changes 

in cutting conditions on tool wear indicating that different wear mechanisms become effective at 

different temperatures. 

In general, cutting tools are generally subject to three basic modes of failure: a) Mechanical 

breakage or brittle fracture, b) Thermal failure or quick dulling, and c) Gradual wear. 

a) Mechanical breakage or brittle fracture: This type of failure happens when cutting force is 

excessively higher than cutting tool material strength. 
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b) Thermal failure or quick dulling: Reaching to very high and elevated temperature leads the 

tool to undergo plastic deformation. 

c) Gradual wear: Gradual wear of cutting tools at their flank and rake face, as shown in Figure 

1.6. 

 

Figure 1.5. Schematic diagram of the tool wear mechanisms appearing at different cutting temperatures 
corresponding to cutting speed and feed (König 1984) 

 

Despite the fact that first two aforementioned premature failure mechanisms are very harmful and 

detrimental for both workpiece and machine tool, it is possible to prevent them by selecting proper 

tool materials and geometry depending upon the workpiece material and cutting condition. 

On the other hand, failure by gradual wear, which is inevitable, cannot be prevented but can be 

slowed down only to enhance the service life of the tool.  

 

Cutting tool wear itself is classified to three main categories: 
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Mechanical wear: (a) thermally insensitive types: such as abrasion, delamination, and chipping, (b) 

thermally sensitive types: such as adhesion, flaking, fracturing etc. Abrasion usually happens when 

workpiece material contains very hard particles such as carbides; in this case microscopic variations 

on the bottom surface of the chips rub against the tool surface and break away a fraction of tool 

with them. While in adhesion, fragments of the workpiece get welded to the tool surface at high 

temperatures; eventually, they break off, tearing small parts of the tool with them. 

Thermomechanical wear: (a) macro-diffusion by mass dissolution, (b) micro-diffusion by atomic 

migration (König 1984). In diffusion wear the material from the tool at its rubbing surfaces, 

particularly at the rake surface gradually diffuses into the flowing chips either in bulk or atom by 

atom when the tool material has chemical affinity or solid solubility towards the work material. 

Rate of such tool wear increases with the increase in temperature at the cutting zone. Diffusion 

wear becomes predominant when the cutting temperature becomes very high due to high cutting 

velocity and high strength of the work material.  

On the other hand, chemical wear, leading to damages like grooving wear may occur if the tool 

material is not enough chemically stable against the work material and/or the atmospheric gases. 

These tool wear mechanisms can be active on the tool faces at different rates due to chip-tool 

contact conditions, sliding velocity and interaction of surfaces at tool-chip and tool-workpiece 

interfaces. For this reason, tool wear modes can be classified due to their occurrence on the tool 

faces and geometry. These are; a) flank wear, b) crater wear, and c) notch wear as can be seen in 

Figure 1.6. 

Flank wear at the front edge of the tool flank and crater wear at the tool rake face, as shown in 

Figure 1.6(a), are the most typical modes of tool wear in metal cutting. Flank wear is believed to 

be caused mainly by abrasion of the tool by hard particles, but there may be adhesive effects as 

well. It is the dominating wear mode at low cutting speeds. Crater wear is the formation of a groove 

or a crater on the tool rake face where the chip rubs the tool surface, as shown in Figure 1.6(b). 
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Cutting tools may experience different wear mechanisms in each of the flank and crater surfaces. 

Crater wear is mainly result of thermal-mechanical contact interaction at the tool-chip interface. 

This type of wear is predominant at high speeds and is caused by resultant very high temperatures. 

In modern machining applications, carbide and ceramic tools use metals or other types of binding 

materials as binder for the hard particles like carbides and cBN, these types of binding tend to 

weaken at elevated temperatures and promote rapid growth of crater wear (Byrne et al 2003). 

Therefore, temperature plays the key role in crater wear; hence crater wear is dominantly resulting 

of thermomechanical type of wear and/or mechanical wear sensitive to temperature. On the other 

hand, flank wear which is a result of tool and workpiece interface occurs during lower cutting 

speeds. The dominant mechanism causing flank wear is mechanical wear which is insensitive to 

temperature like abrasion. 

In WC/Co cutting tools, tungsten carbide (WC) grains are bounded together with cobalt (Co) 

binders. At elevated temperatures, cobalt binder tends to soften faster and WC grains dislodge from 

tool surface during machining process which causes rapid tool wear. Researchers (Kagnaya et al., 

2009, Jianxin et al., 2008, and Wang & Kwon, 2014) studied wear pattern of WC/Co cutting tools 

during machining process. Wang and Kwon (Wang & Kwon, 2014) reported that during machining 

of commercially pure Aluminum, flank wear was the main mode of wear, and increasing cutting 

speed causes increase in wear, while increase in WC grain size results in decrease in wear amount. 

Adhesion wear mechanism reported to be dominant wear mechanism on the crater wear mode and 

abrasion wear mechanism and hence dislodging of WC grains on the flank wear mode. Reduction 

of cobalt binder concentration in the worn area was observed as well which causes the WC grains 

to loosen easier and dislodge. Jianxin et al. (Jianxin et al., 2008) investigated WC/Co tool wear in 

dry machining of Ti-6Al-4V, finding that diffusion of elements from cutting tool to workpiece and 

vice versa happens during machining process. It is reported that diffusion rate is very dependent to 

temperature, while no diffusion is observed at 400oC, W and Co diffused long way into Ti-6Al-4V 
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at 600oC and 800oC. They also reported that titanium elements are diffused into WC/Co tool 

through tool-chip interface in machining process at 400oC which leads to change in cutting tool 

substrate composition and as a result, this both way diffusion accelerates the tool wear. In the 

research work by Kagnaya et al. (Kagnaya et al, 2009), it has been reported that in lower sliding 

speeds, the wear mechanisms of the WC/Co pin deal with plastic deformation and micro-cracking 

of WC grains, fragmentation and deboning of WC grains and polishing of the pin contact surface 

where at high sliding speeds, a supplementary wear mechanism is observed. 

 

Figure 1.6. a) Flank and cater wear in machining of Ti-6Al-4V with WC/Co tool with coolant, b) Flank and 
cater wear in dry machining of Ti-6Al-4V with WC/Co tool (Muthukrishnan & Davim, 2011), c) schematic 
three views of a worn tool, and d) three dimensional schematic view of a worn tool (Kalpakjian and Schmid 

2010) 

1.5.2. Tool wear models 

Many researchers have contributed on developing models for abrasive wear (Rabinowicz 1964, 

Shaw 1989 & Yamaguchi 1990), adhesive wear (Shaw 1989, Gahr 1987, Rhee 1970, Peterson et 
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al. 1974 & Jain and Bahadur 1979) and delamination wear (Gahr 1987, Suh 1973 & Jahanmir et al. 

1974). These wear models are for the sliding wear mechanisms and given in terms of different 

parameters, such as the size and the shape of the abrasive particles, hardness of surfaces in contact, 

sliding distance and many others. Some of those models reveal that the amount of wear due to 

sliding wear mechanisms is directly proportional to the coefficient of friction, normal stress on the 

tool surface, sliding distance/velocity and inversely proportional to the hardness of the wearing 

surface. Models are also developed for non-sliding wear mechanisms and given in terms of different 

atomic and molecular properties as well as hardness and velocity. Research on solution and 

diffusion wear (Loladze 1981, Strenkowski et al. 1991 & Kramer and Judd 1985), and oxidation 

wear (Lim et al. 1993) concludes that the amount of wear is directly proportional to the temperature 

of the wearing surface. Therefore, for both categories of models, the amount of wear is related in 

one way or another to the physical process variables such as stress, temperature and velocity. 

1.5.2.1 Flank and crater wear modeling 

Location dependent, i.e. flank and crater, wear models that are expressed in terms of physical 

process variables such as stress, temperature and velocity are developed in (Kitigawa et al. 1988 & 

Maekawa et al. 1989). A characteristic equation based on sliding wear mechanism was formulated 

in (Kitigawa et al. 1988) from empirical results and given as, 

 
dw

dt
C V

Tc











exp

 

(1.15)

In Equation 1.15, 
dt

dw
 is depth of wear per unit time, σ is normal stress on the rake face, Vs is chip 

sliding velocity, T is temperature on the rake face, C and λ are the characteristic constants dependent 

on material combinations. This equation was formulated for sliding wear mechanisms and used for 

both flank and crater wear of carbide tools with different values of the constants C and λ. The 
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validity of the wear model was proven for dry machining of carbon steels (Maekawa et al. 1989). 

Later, a FEM code was generated to incorporate this particular wear model (Maekawa et al. 1996). 

In these simulations, chip shape was previously assumed and matched with the actual chip shape 

at every stage of simulation with trial and error. Crater wear depth for cutting high manganese steel 

and leaded Cr-Mo steel was calculated at the steady state using similar wear equations (Maekawa 

et al. 1993 & Maekawa et al. 1996). 

Those FEM simulations were successful in predicting tool wear for given cutting conditions and 

workpiece/tool material pair but chip shape needed to be determined from the experiments for each 

cutting condition. It was claimed that conducting experiments is a rather expensive option and can 

be eliminated by using well proven FEM based simulations of deformation processes. 

The review of the technical literature indicates that there is no predictive tool wear model 

independent of any empirical constants. Prior attempts to estimate tool wear illustrate that to reduce 

the amount of experimentation necessary to predict tool wear, a FEM-based approach may be 

useful. This approach, however, requires an additional programming tool that can interact with the 

FEM calculations and allow investigating various tool wear models in terms of various process 

parameters.  

Several researchers attempted to correlate the results of tool life with the machining parameters 

(cutting speed, feed rate, etc.). The well-known Taylor’s tool life relationship and its various 

extended equations are of this type (Oxley 1989 & Takeyama and Murata 1963), Figure 1.7. These 

empirical tool life equations include several constants that must be experimentally determined for 

the given combination of tool and workpiece materials. Tool wear rate models (the right column of 

Figure 1.7-left) describe the rate of local volume loss on the tool contact face (rake or flank face) 

per unit area per unit time. The derivations of this type of tool wear rate models require the 

knowledge of wear mechanisms associated with the tool and workpiece materials and the range of 

cutting conditions used. It is generally accepted that for carbide tools under practical cutting 
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conditions the wear rate is dominated by a temperature-sensitive diffusion process, in particular at 

higher cutting speeds (Mathew 1989, Molinari and Nourai 2002 & Usui et al. 1978).  

Takeyama and Murata derived a fundamental wear rate equation by considering abrasive wear 

(Takeyama and Murata 1963). Mathew (Mathew 1989) analyzed the tool wear of carbide tools 

when machining carbon steels. At cutting temperatures higher than 800 °C, the first abrasive term 

G(V, f), Figure 1.7, can be neglected (Mathew 1989). Molinari and Nouari (Molinari and Nourai 

2002) proposed a new diffusion wear model by considering the contact temperature to be the main 

parameter controlling the rate of diffusion in the normal direction to the tool-chip interface.  

 

Figure 1.7. Summary of selected empirical tool life models and tool wear rate models (Yen et al., 2004) 

 

For carbide tools (Usui et al. 1978, Kitigawa et al. 1988 & Maekawa et al. 1989) derived a wear 

rate model based on the equation of adhesive wear, which involves temperature, normal stress, and 

sliding velocity at the contact surface. Similar to the tool life models, the wear rate models involve 

unknown wear constants that depend on the given workpiece and tool materials and need to be 

determined by conducting some calibration cutting tests.  
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Smithey et al. (Smithey et al. 2000) developed a worn tool force model for 3D cutting operations. 

Jawahir et al. (Jawahir et al. 1995) analyzed the tool wear mechanisms in grooved tool inserts based 

on the associated chip flow patterns through high-speed filming and scanning electron microscopy 

(SEM). Chou et al. (Chou et al. 2002) experimentally investigated the effects of tool and workpiece 

microstructures on the wear of cubic boron nitride (cBN) tool in finish hard turning. A review of 

typical wear behaviors of soft and hard film coatings, metallic alloys, composites, and ceramics in 

relation to their frictional characteristics was summarized by Kato in (Kato 2000). Kannatey-Asibu 

(Kannatey-Asibu 1985) proposed a wear model for predicting the tool flank wear in hard turning. 

Kannatey-Asibu’s model takes account both adhesion wear and diffusion wear (see Figure 1.7, 

right).  

Shatla et al. (Shatla et al. 2000) have attempted to relate the experimental flank wear data in cutting 

0.2% carbon steel, given by Mathew (Mathew, 1989), to the values of tool temperature, stress and 

sliding velocity predicted by cutting simulations, based on the Usui’s wear model. A similar 

approach was also taken in analyzing different carbide tools by using a computer program 

(OXCUT) based on Oxley’s analytical machining theory (Shatla, 1999). Further improvements that 

considered geometric changes have been summarized in (Yen et al. 2002). Recently, the tool wear 

model for an uncoated WC-Co carbide tool (Kennametal, K68) when orthogonal cutting AISI 1045 

was developed and implemented on a 2D FEM, DEFORM-2D® (Schmidt et al. 2003 & Yen et al. 

2002). The measurements of tool wear in cutting were performed in accordance with the ISO 

Standard 3685-1977 adopted by NIST (National Institute of Standards and Technology). The 

cutting tests were conducted at three different cutting speeds (Vc = 112, 208 & 300 m/min) with a 

constant feed rate of 0.145 mm/rev and width of cut of 2 mm. Figure 1.8 illustrates predicted results 

of the wear rate distribution with updated geometries of crater wear and flank wear for an uncoated 

carbide tool with an initial flank wear land of 0.06 mm when cutting AISI-1045 workpiece at 

cutting speed (Vc) of 300 m/min, feed rate (f) of 0.145 mm/rev. 
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Figure 1.8. Predicted results of the wear rate distribution when orthogonal cutting AISI 1045 using 
uncoated carbide tool (Schmidt et al. 2003) 

 

As mentioned earlier in this chapter several wear models are proposed by researchers. In this 

research, Usui’s wear model (Usui et al., 1978) has been used in 3D finite element simulation 

models to predict tool wear. Usui’s wear model, cutting tool wear rate is dependent on other 

physical output attributes of the machining process, i.e. temperature (T), sliding velocity (Vs), and 

normal stress (σn). Due to the fact that cutting tool fails once the wear amount exceeds failure 

criteria or wear threshold, it is possible to build a reliability model for cutting tools based on 

physics-based wear models such as Usui’s wear model. These physics-based reliability models are 

widely used in reliability engineering where failure of the component has some direct dependency 

to some physical and/or environmental inputs, such as temperature, humidity, voltage, etc. In 

section 1.6 some examples of reliability models that are based on physical phenomena are 

presented. 

1.6. Physics-Based Reliability Analysis 

Generally reliability modeling and analysis of parts, components and systems are based on 

statistically analyzing previously acquired failure data or predicting failure time again by assistance 

of statistical techniques. However, studying physics of the failure mechanisms of parts is another 

method of reliability analysis. Physics-based reliability analysis is either based on development of 
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theoretical formulations for the failure mechanisms or based on experiments which are conducted 

at different levels of stress parameters to find out time to failure accordingly. Therefore, it is 

essential to study reliability physics (kinetics) of the parts potential failure mechanisms and then 

develop the proper reliability model in order to either prevent or minimize the occurrence of device 

failure. 

Reliability physics is basically about understanding the kinetics (temperature and stress 

dependence) of failure mechanisms. Device failure is usually associated with the degradation of a 

given material under certain amount of stress. This “stress” term varies with respect to application 

of the device. Electronic components can fail in result of high electric field stress, high current 

density stress and/or high voltage/field stress and etc. While mechanical components may fail due 

to fatigue because of cyclical mechanical stresses, frictional shear stresses and least but not last, 

can rupture in the result of crack propagation because of thermomechanical stress caused by 

temperature cycling (McPherson 2013). 

To illustrate, some of the famous physical reliability models are listed as follows: 

a) Electromigration Model: 

Electromigration is the transport of microcircuit current conductor metal atoms due to electron 

wind effects. In case of very high density of electron current in an aluminum conductor, electron 

wind effect takes place. In a result of collision of enough numbers of electrons with the aluminum 

atom, the aluminum atom will move, causing gradual depletion at the negative end of the conductor. 

This will lead to hillocks or voids in the conductor, causing a catastrophic failure. The median time 

to failure as a result of electromigration is given by (Black 1969): 

 ⁄  (1.16)
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where A, n are constants, J is the current density, K is Boltzmann’s constant. T is the absolute 

temperature, and Ea is the activation energy in Equation (1.16). The electromigration exponent n 

ranges from 1 to 6. 

b) Corrosion Induced Failures: 

Metal elements have a great tendency to oxidize/corrode naturally, therefore it is hard to find pure 

metallic element in nature comparing to its oxidized form. Significant amount of time, energy and 

budget is being spent for corrosion prevention and corroded parts replacement (McPherson 2013). 

Researchers categorized Corrosion to two main classes, Dry Corrosion and Wet Corrosion. There 

are at least three oxidation models for dry oxidation: linear growth rate, parabolic growth rate and 

logarithmic growth rate. Assuming the initial growth rate for a period of time t0 remains erratic up 

to the point that some minimum oxide thickness x0 is reached. Afterwards, the growth rate follows 

one of the given regimes on top of the initial thickness and time conditions (x0, t0). 

As an illustration, linear growth model is explained here in Equation (1.17). In linear growth rate, 

it is assumed that the oxidized region thickness x grows constantly by the rate of k1 which depends 

on temperature. 

  (1.17)

Where 

  (1.18)

Assuming that oxidation thickness threshold for failure is ∆  then T, time to 

failure is given by: 
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∆

 (1.19)

Humidity induced oxidation is a form of wet corrosion. This happens when as a result of metal 

oxidation; it gives up its conduction electrons at the anode region of the metal. Hence, that ion must 

diffuse away from the corroded region in order to corrosion process to continue; otherwise increase 

in local electric potential will cause offsetting the chemical potential for oxidation. Time to failure 

equation for metal corrosion subject to humid condition is given as: 

 %  (1.20)

where a and Q are the corrosion time to failure kinetics, RH is relative humidity, and pre-factor A0 

can be a strong function of concentration of any corrosive contaminants in the water and a function 

of water acidity level (PH level). 

c) Fatigue Failures: 

Fatigue is a result of repetitive cyclic tensile and compressive stress on a material. As a result of 

this accumulation of damage caused by fatigue, the material fails at a lower stress level than its 

ultimate strength. Stresses which cause fatigue may be as a result of cyclic temperature or voltage. 

As an illustration, thermal expansion strains, or creep fatigue originated by thermal cycling is the 

main reason of breakage in surface mount technology (SMT) solder attachment of printed circuits 

(Flaherty 1994). 

The reliability of components subject to fatigue failure is usually expressed as a number of stress 

cycles corresponding to a given cumulative failure probability. Following equation is a typical 

fatigue-induced failure of a solder attachment (Engelmaier, 1993) 
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where 

%  = number of cycles (fatigue life) that corresponds to x% failures; 

 = the solder ductility; 

F = an experimental factor (Engelmaier, 1993); 

h and LD = dimensions of solder attachment; 

∆  = a factor of difference in thermal expansion coefficient of substrate and component; 

∆  = the effective thermal cycling range; and 

c = a constant related to average temperature of the solder joint and time of stress relaxation. 

 

1.7. Statistics-Based Reliability Modeling of Cutting Tool Wear  

There has been a number of research work published on reliability modeling of cutting tool wear 

and failure. According to the work done by Wager and Barash (Wager and Barash 1971), Hitomi 

et al. (Hitomi et al., 1979) and Lin (Lin 2008), it is commonly assumed that the flank wear land, 

VB, is distributed as lognormal random variable. In this research not only we will demonstrate a 

statistics-based reliability model for the flank wear which has been extensively studied, but a 

separate model for the crater wear, assuming crater wear width, KB, is distributed as Weibull 

random variable. Giving the flank wear and crater wear probability distribution functions as 

follows: 
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where  and σ in Equation (1.22) represent the mean and standard deviation of the logarithm of 

tool flank wear, and  is the random tool wear; γ and θ in Equation (1.23) are the shape and scale 

parameters of the Weibull distribution respectively.  

To illustrate, the reliability model of cutting tool and failure that is only based on experimental data 

and statistical point of view considering only the flank wear VB would be explained in detail below. 

Similar methodology will be performed to derive reliability model of cutting tools based on crater 

wear KB failure criterion. 

Let the cumulative distribution function for tool life and its density function be denoted by Q(t) and 

q(t), respectively. The end of tool life (failure) is defined by the limit of tool wear   (VB
*), called the 

tool flank wear threshold. 

Suppose that a cutting tool begins to function at the time period of t = 0, and that its failure occurs 

at t = T. Then, the probability that the cutting tool wears out prior to the time period of t, is given 

by: 

      duuqtQtT
t


0

Pr
 

(1.24)

Let the probability of tool flank wear and its density function is denoted by F(VB) and f(VB), 

respectively, at time t. The probability that the tool wear reaches its life limit at time t = T, is given 

by: 
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Reaching to the conclusion of: 
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Considering that the mean tool wear, BV can be expressed as a function
 nxxx ,...,, 21

, of the 

independent variables, x1, x2… xn. Introducing an error term δ, tool life can be expressed as 

    nB xxxV ,...,, 21
 (1.27)

Taking logarithm from both sides of the equation leads to: 

     nB xxxV ,...,,lnln 21  (1.28)

where   ln . 

Therefore the mean and standard deviation of the logarithm of tool flank wear can be obtained as: 

       nnBV xxxxxxEVE
B

,...,,ln,...,,lnln 2121  
 (1.29)

     22ln   EVVar B  (1.30)

Assuming the logarithmic normal distribution for the tool wear distribution, as given by Equation 

(1.22), the following relation is obtained from equation (1.26). 
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Now, by assuming that the basic function of ψ is given by: 
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    ttvaxxx ucpn ,,,,...,, 21  
 (1.32)

where pa : depth of cut (mm), Vc: cutting speed (m/min), ut : feed (mm/rev), and t: cutting time 

(min). In case that the relationship between the tool wear and machining variables are exponential 

(Hitomi et al. 1979), this relation can be expressed as, 

   4321

0,,,  ttvaCttva ucpucp   (1.33)

where C0, β1, β2, β3 and β4 are constants, which are determined from experimental results. 

Basically the physical meaning of  ttva ucp ,,,  at time t is the mean of tool wear at that time: 

  ttva ucpVB
,,, 

 (1.34)

Now by differentiating Equation (1.31) with respect to t, q(t) is obtained as follows: 
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Substituting equation (1.33) into equation (1.35), tool life probability density function becomes, 
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where T̂ is estimate of mean tool life and can be calculated from the following equations. Since, 
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(1.37)

The estimate of tool life, T̂ , when tool flank wear volume reaches to its failure threshold, 
*

BB VV 

, would be  
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Thus, the tool-life distribution which is determined from the tool-wear distribution, also obeys the 

logarithmic normal distribution. It has been assumed that the life length of a cutting tool, T, is a 

random variable with distribution function of Q(t), which completely determines the reliability of 

the cutting tool. With this function, the reliability function, R(t), i.e., the probability of failure-free 

operation of the cutting tool during the time t, is given by: 
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Using the above function, the reliability measures of the tool is as follows: 

1. Mean time to failure: 
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2. Variance of tool life: 

 

     

 
 





 












1

2

22
42

2

0

0

222









e

dtttR

dttqtTETVar

T

T

TT

 

 

 

(1.41)

3. Hazard rate of the cutting tool; 
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1.8. Motivation 

In order to summarize, this research is mainly focused on development of physics-based simulation 

and modeling of machining process of titanium alloy Ti-6Al-4V in order to reduce the number of 

costly and time-consuming experimental machining tests. However, for the purpose of validation 

of simulation models, some experimental tests have been designed and conducted initially. The 

initial inputs of this research work are machining conditions, cutting tool material and coating 

properties and micro-geometry, and workpiece material properties, then the study utilizes FEM-

based simulations to predict the forces, serrated chip morphology, tool wear, temperatures, and 

stresses.  Furthermore, these predictions are validated with experimental results (mainly cutting 

forces, chip geometry and tool wear), and the deterministic property models such as material 

constitutive model will be achieved.  Tool wear and effect of tool material, coating materials and 

multi layered coating under different cutting conditions are experimentally tested and then 

validated using the 2D and 3D FE simulations. Among these outputs, cutting forces, chip 

morphology and tool wear will be validated with experimental findings, and the input parameters 

will be optimized based on these findings.  These results will be further used to establish cutting 

tool experimental and physics based reliability models knowing the failure mechanisms following 

with multi-objective optimization of reliability of cutting tools and machining efficiency. The major 

methodologies that will be used to establish these relationships are explained below. 

1. Experimental modeling:  Even though it is possible to find out the relationships between 

inputs and outputs by experimentation and the results are more accurate and reliable;  
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extensive number of experimentation need to be designed and conducted which takes very 

long time to reach to certain level of significance. Two-dimensional (orthogonal) and three-

dimensional cutting tests using different cutting tools and coating types are designed and 

conducted under some specific cutting conditions. Forces, chip morphologies and tool wear 

are measured, for the purpose of model validation, since performing extensive 

experimental study is very costly and time-consuming, a better method that is less costly 

and faster is required. 

2. Finite element modeling: Cutting tool and workpiece are modeled from small element 

building blocks in Finite Element Analysis-based techniques by employing the principles 

of continuum mechanics.  If the inputs and the sub-routines and sub-models of the finite 

element model are well-defined, these techniques offer the optimal results based on 

reliability, quickness, and cost-effectiveness, with the advantage of involving not too many 

assumptions. Moreover, finite element analysis based methodologies provide researchers 

with a thorough set of output parameters and cutting forces with respect to time, strain, 

stress, geometries such as chip morphology, tool wear, and temperature distribution fields 

in tool and workpiece. By using these finite element simulations, modifications to the 

Johnson-Cook material model is proposed and tested with FE models, and further validated 

with the experimentally generated cutting forces and chip morphology. The main problems 

with these models are concerned with meshing of the workpiece and the viscoplastic 

deformation assumption that needs to be done with three-dimensional simulations. Unlike 

2D finite element simulations that are designed using elasto-viscoplastic workpiece 

material assumption, the software failed to run simulations of machining process by this 

type of material assumption. Therefore, plastic workpiece material assumption, the closest 

to real flow stress model of material, is considered for 3D simulations. This model 

assumption overlooks the material behavior in elastic region and therefore the simulation 
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loses the accuracy in prediction of force, stress, temperature, etc. to some extent. Therefore, 

it should be noted that 3D FE simulation of machining with plastic workpiece material 

assumption is not able to generate serrated chip.  

3. Reliability analysis of coated and uncoated cutting tools: Based on experimental results 

and finite element simulation results of different cutting tools (uncoated, coated, multi 

layered coatings), reliability models of these cutting tools are derived. Wear condition in 

different cutting zones (tool tip trailing, tool nose radius and tool cutting edge) are 

investigated and a reliability model associated to each of these regions is generated based 

on both experimental and physics-based finite element results. Failure of each of these 

regions results in failure of the tool, meaning that once tool wear magnitude reaches to the 

specified failure criteria (threshold) associated to that specific wear region, tool is 

considered as failed; hence a competing risk reliability model for each tool is developed 

afterwards. 

It is important to note that failure of a cutting tool is often considered fracture or loss of 

tool material at cutting edge so that cutting tool loses geometrically defined edge geometry. 

This loss could happen by different mechanisms, such as gradual wear, sudden chip-off, 

and chemical reaction, etc. this research is only focused on failures caused by gradual wear. 

4. Multi-objective optimization: Physics-based reliability models of each tool type have 

been utilized to construct a multi-objective optimization problem in which one objective is 

to maximize the reliability, and the other is to maximize the Material Removal Rate (MRR) 

which is a good measure for machining efficiency. To solve this problem Fast Non-

dominated Sorting Genetic Algorithm (NSGA II) is being utilized. Feed, cutting speed and 

tool type are considered as the decision variables in which selection of their optimum 

values leads to optimum values of these two objective functions. 
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In this study, a combination of experimental modeling and finite element modeling was used, while 

also some reliability modeling is employed for evaluation of different types of cutting tools in terms 

of reliability and then constructing multi-objective optimization problem. A new constitutive 

material model is proposed for titanium alloy Ti-6Al-4V in this research as well.  

1.9. Objectives 

The main research objectives of this study is to first develop a meaningful material constitutive 

model to use as a precise input for the process simulation for further predictions of temperature, 

stress and therefore, tool wear under different cutting conditions. Hence based on these predictions, 

and by utilizing deterministic and probabilistic modeling approaches to find out the reliability of 

the cutting tools and optimization of machining parameters and tool selection (material, coatings 

and geometry), manufacturing of titanium alloys would be more sustainable and less costly for the 

industrial sections. The following specific objectives of the research present the overall 

achievements of the study: 

Objective 1:  Comprehensive understanding of the physics and mechanics of the machining 

process, mechanical and thermal properties of titanium Ti-6Al-4V, including temperature-

dependent flow softening, dynamic recrystallization, adiabatic shearing and in general, material 

constitutive model. Employing this knowledge may result in building accurate physics-based 

simulation models and  more accurate prediction of process outputs such as cutting forces, tool 

wear, temperatures, and stresses. 

Objective 2:  FE based process models link inputs such as machining parameters (cutting speed, 

feed, depth of cut), tool parameters (material, coating material, coating thickness, multi or single 

layer coating, rake angle), and workpiece parameters (material) to outputs (force, temperature, tool 

wear rate, worn geometry).  These models will be extended to establish a physics-based reliability 

modeling system that can be better utilized in the industry. 
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Objective 3:  Input  set of parameters such as cutting speed, feed rate, depth of cut, tool cutting 

edge radius, rake angle, tool material and coatings, and workpiece material all have different 

influences on the force, temperature, tool wear and stress outputs.  In the end, this result in different 

level of tool wear, mechanisms of tool failure, and these different conclusions will be investigated 

using the reliability modeling of cutting tools. 

Objective 4: Reliability of different types of cutting tools are modeled and investigated using both 

experimental and physics-based simulation results and effects of input parameters, such as cutting 

speed, feed and type of tool on the reliability is studied. In this research, the main concentration is 

on the crater wear failure which is the main failure mode of carbide tools in machining of titanium 

alloys.  

Objective 5:  After investigating the influences of different parameters and generating of 

competing risk reliability models for cutting tools, the input parameter set selection (i.e feed, cutting 

speed and tool type) will be optimized.  In this optimization process, multiple objectives are 

achieved and satisfied as much as it is possible. These objectives include but may not be limited to 

maximizing reliability of cutting tool and material removal rate. Decision variables of this multi-

objective optimization problem are feed (f), cutting speed (Vc) and, selection of tool type. The 

results of reliability models are further validated with special tool wear experiments that are run at 

calculated cutting conditions and for expected failure threshold and failure time. 

1.10. Summary of the Dissertation 

The detailed organization of this dissertation is as follows: 

Chapter 2 will be focused on physics based simulation of titanium machining process. First, the 

procedure and the reason of having a detailed material constitutive model which is able to capture 

the material behavior in very high strain rates and elevated temperatures will be presented. Many 

different models have been studied and tested and the best one that has been developed is with 
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temperature-dependent parameters and captures the unique phenomenon of strain softening which 

happens in some specific alloys such as Ti-6Al-4V. Then, necessity of 2D and 3D finite element 

simulation is going to be discussed. The proposed material constitutive model will be verified by 

utilizing the 2D simulation results and experimental studies using cutting force measurements and 

serrated chip morphology. The best material constitutive model will be incorporated in 3D FE 

simulation models yielding accurate prediction and estimation of the cutting tool wear mechanisms 

and effect of coatings, tool material and tool micro-geometry. 

In Chapter 3, experimental set-up, selected process parameters (uncut chip thickness, cutting speed, 

feed rate, etc.), different types of cutting tools (uncoated vs. coated, tool tip design, tool base and 

coating material) will be introduced and discussed. After conducting 3D cutting tests, cutting forces 

are measured and recorded during experiments using a force dynamometer attached to the machine. 

Chips are collected for every run in order to measure the chip geometry using optical microscopy. 

Furthermore, worn regions of the cutting inserts are closely studied and evaluated.  

In Chapter 4, derivation of physics-based and experimental-based reliability of cutting tools used 

during the course of research will be studied. The cutting tools under the study are used to machine 

Ti-6Al-4V titanium alloy, therefore both experimental data and simulation results will be used to 

conduct the reliability evaluation of the cutting tools. Reliability estimation of coated cutting tools 

will be the next step. Since the main reason of tool failure in machining process is tool wear and 

fracture, in order to perform such a study, mechanisms of tool wear should be carefully understood. 

In this research, the main concentration is on crater tool wear rather tool flank wear because of two 

reasons; first, tool crater wear seems to be dominant factor in failure of carbide tools in machining 

of titanium alloys and second, because of the complexity of crater worn surface, very few 

researchers studied crater wear-based failure. The new concept of dividing the crater wear zone to 

three sub-regions (tip trailing, nose radius, and cutting edge) is introduced in this chapter followed 

by modeling reliability of these individual zones respectively. 
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Chapter 5 is dedicated to multi-objective optimization of machining process for titanium alloy Ti-

6Al-4V. Objectives of interests in this research were maximization of physics-based reliability of 

cutting tools modeled in Chapter 4 and maximization of material removal rate as an indication of 

process efficiency. Fast Non-dominated Sorting Genetic Algorithm (NSGA-II) is utilized to solve 

multi-objective optimization problem. Machining input parameters are decision variables needed 

to be optimized include feed, cutting speed and selection of type of tool out of four choices. 
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2. FINITE-ELEMENT BASED 

PROCESS SIMULATIONS 
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2.1. Introduction 

In order to understand mechanics of machining processes, the best and most accurate solution is 

conducting a set of experiments and run a thorough experimental analysis as is the only complete 

physics-based method. However, since there are large numbers of input parameters under the study 

and some of these parameters tend to have combined effects as well, conducting comprehensive 

study of machining process all experimentally would be very timely, long, and in some cases almost 

impossible. These parameters could be categorized as: 

 Machining parameters: Feed rate, depth of cut, width of cut, cutting speed, lubricant use, 

etc. 

 Cutting tool parameters: Tool material, rake, flank, and other tool angles, coating material, 

single or multiple layers of coating, coating thickness, method of coating, tool nose radius, 

edge radius, etc. 

 Workpiece parameters: physical, thermal, and mechanical properties, material hardness, 

chemical composition, pre-processing history, etc. 

Therefore, it is clear that there is critical demand for a method to simulate the machining process, 

preferably physics-based analytical methods which take the physics of phenomenon into account 

and are based on the proven computational methods such as finite element methods. Using these 

physics-based simulation methods, several important measures of the process can be analyzed, 

compared, and validated with experimental results (such as stress, strain, strain rate, and 

temperature fields, etc.). 

In Finite Element Analysis (FEA) based methods, simulation of the process is relatively fast with 

high accuracy and a comprehensive set of process output variables (chip morphology, stress, and 

strain and temperature fields) can be achieved for validation purposes. Once the validation is 

completed, these process outputs can be used in predicting other types of physics-based parameters 
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such as tool wear and therefore requirement of further experimental tests would be eliminated after 

validation of physics-based simulations via experimental machining tests by measurements of chip 

morphology, cutting forces, and temperatures. Analytical simulation modeling is a powerful tool 

for optimizing the machining parameters such as tool material, tool edge geometry, and cutting 

conditions. Simulation modeling empowers the researchers to reduce or optimize the costly 

experimental analysis. In order for us to model the specimens analytically, updated Lagrangian 

software DEFORM-2D and DEFORM-3D is utilized in this research which is explained in this 

chapter, further. This research covers both 2D and 3D simulation modeling which are presented in 

chapters two and three, respectively. Also, the differences between the two types of modeling and 

analyzing are shown in chapter three. These differences are mainly coming from the complicated 

nature of 3D analysis as compared to 2D analysis in running, controlling, and obtaining output data. 

The output results from both analyses are presented in chapter four. The last chapter includes the 

conclusions for both 2D and 3D sections.  
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Figure 2.1. Mesh for the workpiece and the tool (a) and the boundary conditions (b) (Özel and Zeren, 2007) 

 

2.2. Constitutive Material Models for Ti-6Al-4V Titanium Alloy 

In thermal-mechanical processing of workpiece material during machining process, localized flow 

softening phenomenon can occur which can be described as offering less resistance to local plastic 

deformations due to rearrangement of dislocations caused by subsequent cycling or dynamic 

recrystallization in the material. This phenomenon is usually observed during an increase in strain 

beyond a critical strain value together with a rapid rise in material’s temperature. Flow softening is 

believed to cause adiabatic shearing within the primary shear zone. Thus, chip segmentation with 

shear bands are formed as the deformed material leaves this zone. 
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For this reason, modified material constitutive models with flow softening resulting from strain 

softening and temperature softening are sought in literature. By developing such a modified 

constitutive model and implementing it into Finite Element software Forge-2D, Calamaz et al. 

(Calamaz et al. 2008) were able to simulate serrated chip formation in machining of titanium alloy 

Ti–6Al–4V. 

 

2.2.1. Modified material model with non-temperature-dependent parameters (Model 

1) 

During flow softening, flow stress begins to decrease with increasing strain beyond a critical strain 

value and resumes strain hardening behavior with further increase in strain. Below that critical 

strain, the material exhibits strain hardening. Therefore, a flow softening modification should be 

included in the modified Johnson-Cook (J–C) (Johnson and Cook 1983) constitutive material 

model. 

In order to include the effect of flow softening at high strains, another term is integrated into flow 

stress as shown in Equation (2.1). The purpose of using tanh function is to leave flow stress at low 

(experimental) strains unchanged and introduce different levels of softening at higher strains 

through parameters p, r, S, and M: 

 1 tanh
1

               (2.1) 

Thus, this modified J–C model with an overarching flow softening modifier becomes 

 1 ln 1 1 tanh
1

 (2.2) 
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In this modified J–C material model, the SHPB test data obtained at high strain rates and high 

temperatures by Lee and Lin (Lee and Lin, 1998b) as given in Figure 2.2 is employed. 

Hence, a modified J–C model (Model 1) using an overarching modifier that includes flow softening 

effect can be introduced. The flow stress curves depicting flow softening effect in Model 1 are 

presented in Figure 2.3. The parameter M substantially modifies the flow stress after a critical value 

of strain (c) around 0.5 mm/mm. However, it should be noted that flow softening is equally applied 

to flow stress at all temperatures. 

 

Figure 2.2. Flow stress data obtained from SHPB tests (Lee & Lin, 1998b) 
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Figure 2.3. Flow stress curves using modified material model, Model 1 (M = 0.7, S = 7, p = 0, r = 1) 

 

2.2.2. Modified material model with temperature-dependent parameters (Model 2) 

Modifications to the thermal softening part of the J–C model by including temperature-dependent 

flow softening parameters are proposed and the model is given in Equation (2.3) 

  1 ln 1 1 tanh
1

(2.3)  

where in this model, the parameters D and p are dependent on the workpiece temperature, T, as 

following: 

1   and  

mT
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Temperature dependency of the overarching modifier is governed by the exponents d and b which 

enhances the softening behavior of the flow stress at elevated temperatures (see Figure 2.4), since 

this phenomenon may be related to phase transformation and recrystallization of the material which 

may occur at a certain temperature range. This dependency on temperature and its effect on the 

flow stress model appear to be more reasonable than Model 1 as shown in Figure 2.4. Flow 

softening gradually occurs with increasing temperature. 

 

Figure 2.4. Flow stress curves using modified material model, Model 2 (r = 1, d = 0.5, b = 1, S = 5) (Sima 
& Özel, 2010) 

 

2.2.3. Modified material model with temperature-dependent parameters and strain 

softening (Model 3) 

Further modifications to the strain hardening part of the J–C model by including flow softening at 

higher strain values are proposed and the model is given in Equation (2.4). This model is almost 
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identical to the Calamaz modified J–C (Calamaz et al. 2008) material model. Here an exponent S 

is introduced to further control tanh function for thermal softening. 

1
1 ln 1 1 tanh

1
 (2.4) 

where  			 1 ⁄     and    ⁄  

Again, the experimental flow stress curves obtained by Lee and Lin (Lee & Lin, 1998b) have been 

taken as the base for this Calamaz modified J–C model (Calamaz et al., 2008). In this modified 

model (Model 3), a multiplicative term is added to the strain hardening part, causes dependency of 

flow softening phenomenon not only upon temperature, but also on strain, as it can be seen in 

Figure 2.5. This additional term affects the softening behavior of flow stress at a controlled range 

of strain. 

In order to identify the model parameters in Model 3, the effects of parameters, a, b, d, r and S on 

the flow stress curves at high strain ranges and high temperatures are studied, while maintaining a 

good agreement between the model generated flow stress curves and the SHPB test data obtained 

from Lee and Lin (Lee & Lin, 1998b). 
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Figure 2.5. Flow stress curves using modified material model, Model 3 (a = 2, r = 1, d = 0.5, b = 1, S = 5) 
(Sima & Özel, 2010) 

 

In order to study the effects of the parameters used in the flow softening terms (either the ones 

added to thermal softening part or strain hardening part), one parameter is varied while other 

parameters are held constant. 

In Figures 2.6–2.9, SHPB experimental data obtained by Lee and Lin (Lee & Lin, 1998b) in the 

range of strains below 0.3 mm/mm which was the limitation of the apparatus, and the flow stress 

curves generated by the model (dotted lines) are compared for a range of model parameters at 

temperatures of 300, 500 and 700 oC. While proposed material flow stress model is compared with 

experimental data at lower strains, its behavior at higher strain ranges which are typical in cutting 

process (0.5 mm/mm <  < 5 mm/mm) is investigated. The best fitting parameters are identified by 

using a factor screening method that resulted in good agreement of the model generated flow stress 

curves with the SHPB test data. In factor screening, a wide range of values for each factor (model 
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parameter) is initially utilized and the ranges of each factor significantly affecting the flow 

softening behavior are identified. This method is repeated until a suitable parameter range is 

obtained. 

As shown in Figure 2.6, parameter a controls the strain hardening part by decreasing flow stress 

after a critical strain value (c). It should be noted that a low value of parameter a results in a 

mismatch to the SHPB test data. Increasing the parameter “a” from a value of 1–5 creates a sharper 

decline in flow stress curve and a larger drop at higher strain regions. The parameter “b” in the tanh 

function (see Equation (2.4)) controls the temperature dependent flow softening effect and where 

(i.e. in which strain) peak or maximum flow stress would take place. The lower the value of 

parameter “b”, the lower the strain value of the peak flow stress occurs. A higher value of parameter 

“b” also increases the value of the peak flow stress as shown in Figure 2.7. 

The parameter “d” which is an exponent for the temperature controls the degree of temperature 

dependency of parameter “D” as given in Equation (2.4). The parameter d has a strong impact on 

the value of flow softening and determines the minimum flow stress value as shown in Figure 2.8. 

It does not affect the corresponding strain value for peak flow stress. 

The parameter “S”, which controls the tanh function in thermal softening at elevated strains and 

temperatures together with parameters “b, d” and “r”, also controls the softening trend. A higher 

value of the parameter “S” leads to a faster entrance to the softening regime with respect to 

increasing strain and decreases the slope of the softening part of the flow stress curves without 

changing the value of the minimum flow stress as shown in Figure 2.9. A lower value of the 

parameter “S” causes minimum flow stress to take place at a higher strain. Parameters “r” and “S” 

have interacting but similar effects on the flow stress. 
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Figure 2.6. Flow stress curves depicting the effects of parameter “a” at 700 ˚C (Sima & Özel, 2010) 
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Figure 2.7. Flow stress curves depicting the effects of parameter “b” at 500 ˚C (Sima & Özel, 2010) 
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Figure 2.8. Flow stress curves depicting the effects of parameter “d” at 300 ˚C (Sima & Özel, 2010) 
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Figure 2.9. Flow stress curves depicting the effects of parameter “S” at 700 ˚C (Sima & Özel, 2010) 

 

2.3. 2-D Finite Element Process Simulations  

In this study, finite element (FE) simulations are developed using updated Lagrangian software 

(DEFORM-2D) in which chip separation from workpiece is achieved with continuous remeshing. 

Throughout this study, only coupled thermo elasto-viscoplastic finite element simulations are 

considered. These elasto-viscoplastic simulations included a workpiece as elasto-viscoplastic with 

a mesh containing 10,000 quadrilateral elements with element size ranging from 2 to 60 µm. Tool 

is modeled as rigid with a mesh containing into 2500 elements. A high density mesh in the primary 

deformation zone was applied. A sensitivity analysis is conducted so that the number of elements 

in the mesh is large enough and the workpiece mesh does not influence the predictions obtained 
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with the FE simulations. A tool edge radius of rβ = 5 µm for uncoated carbide (WC/Co) and rβ = 

10 µm for TiAlN coated carbide (WC/Co) are employed in the tool geometry. A thin layer of 

coating (5 µm thickness) is applied and meshed with elements ranging from 2 to 4 µm in size by 

using ‘‘coating’’ feature provided in the FE software. These simulation models are compared with 

experimental results obtained in this study. 

 

2.3.1. Temperature-dependent mechanical and thermo-physical properties 

A plane-strain coupled thermo-mechanical analysis was performed using orthogonal cutting 

assumption. Thermal boundary conditions are defined accordingly in order to allow heat transfer 

from workpiece to cutting tool. The heat conduction coefficient (h) is taken as 1000 kWm-2K-1 to 

allow rapid temperature rise in the tool. Mechanical and thermo-physical properties of titanium Ti–

6Al–4V alloy are defined as temperature dependent. Temperature-dependent (T in oC) Young’s 

modulus (E), thermal expansion (α), thermal conductivity (λ), and heat capacity (cp) are given for 

Ti–6Al–4V alloy, and tool material and coating in Table 2.1. 

 

Table 2.1. Mechanical and thermo-physical properties of work and tool materials used in FE simulations 
(Özel et al., 2010b) 

Property Unit WC/Co Ti-6Al-4V TiAlN cBN 

E(T) 

α(T) 

λ(T) 

cp(T) 

[MPa] 

[mm/mmC] 

[W/mC] 

[N/mm2 C] 

5.6×105 

4.7×10-6 

55 

0.0005×T+2.07 

0.7412×T+113375 

3×10-9×T+7×10-6 

7.039×e 0.0011×T 

2.24×e 0.0007×T 

6.0×105 

9.4×10-6 

0.0081×T + 
11.95 

0.0003×T+0.57 

6.52×105 

5.2×10-6 

100 

3.26 
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2.3.2. Chip–tool interfacial friction model 

The friction in machining is indeed complex and requires use of variable friction along the edge 

radius and rake face of the insert (Özel, 2006). Friction factor, which is defined as  

⁄ 	where τ is frictional shear stress and k is the work material shear flow stress, is commonly 

used at severe contact conditions whereas a Coulomb friction coefficient is applied to mild contact 

conditions. Friction along the tool rake face when curvilinear edge inserts are employed is more 

sophisticated. At the rake face, friction factor decreases with increasing ratio of uncut chip 

thickness, tu, to edge radius, rβ, and increasing cutting speed (Karpat & Özel, 2008). 

In this work similar to the previous work by the authors (Özel et al. 2010a, Özel et al. 2010b), three 

contact and friction regions are considered at the tool–chip interface: (i) a sticking region from the 

tool tip point to the end of the round edge curvature (τ = k or m = 1), (ii) a shear friction region (m 

= 0.85 for uncoated WC/Co and m = 0.9 for TiAlN coated WC/Co) from the end of the curvature 

to the uncut chip thickness boundary, (iii) a sliding region along the rest of the rake face ( a friction 

coefficient µ = 0.5) as shown in Figure 2.10. 
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Figure 2.10. Velocity field and friction regions defined in FE models 

 

2.3.3. Simulation experiments for constitutive material model validation 

In these 2-D FE process simulations, serrated chip formation process is simulated from the incipient 

to the steady-state by using adiabatic shearing based on flow softening elasto-viscoplastic work 

material assumption. A set of simulations for benchmarking the modified J–C models (Model 1, 

Model 2 and Model 3) is conducted. Several modified model parameters have been tested against 

each other at the same cutting condition (uncoated WC/Co tool, Vc = 121.9 m/min, tu = 0.1 mm/rev, 

γ = 0o, rβ = 5 µm). The resultant force and chip geometry predictions (average minimum segmented 

chip thickness, tc_min, average maximum segmented chip thickness tc_max and pitch between two 

chip segment crests, p, are compared with experimental ones as shown in Table 2.2. 
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Table 2.2. Benchmark FE simulations to identify modified material model parameters (Sima & Özel, 2010) 

 

Experimental Fc_exp = 
189  

N/mm 

Ft_exp 
= 90  

N/mm 

tc_min = 
0.13 

mm 

tc_max = 
0.192 

mm 

pexp =
0.08 

mm 

Simulation ave. Fc   

[range] 

ave. Ft 
[range] 

tc_min 
[mm] 

tc_min  

[mm] 

p  

[mm] 

M
od

el
 1

 

M = 0.7, S = 4 144 (120-160) 55 [37-66] 0.107 0.155 0.06 

M = 0.6, S = 5 152 [110-185] 41 [57-26] 0.106 0.130 0.04 

M = 0.7, S = 20 165 [140-190] 52 [42-65] 0.106 0.146 0.08 

M = 0.7, S = 7 177 [154-196] 54 [45-64] 0.12 0.135 0.04 

M
od

el
 2

 

S = 5, r = 1, d = 1, b = 1 168 [138-187] 51 [40-70] 0.11 0.139 0.065 

S = 1.5, r = 5, d = 0.5, b 
= 2 

172 [120-200] 47 [26-64] 0.118 0.15 0.04 

S = 1.5, r = 2, d = 1, b = 
2 

181 [148-194] 52  [44-75] 0.127 0.14 0.03 

M
od

el
 3

 

a =2.5, S = 0.01, r = 1, d 
= 1, b = 2 

200 [170-240] 60 [50-70] 0.103 0.14 0.05 

a = 2.5, S = 0.5, r = 0.1, 
d = 1,b = 5 

195 [163-216] 51 [41-69] 0.1 0.125 0.07 

a = 2, S = 0.05, r = 2, d 
= 1, b = 5 

195 [175-230] 62 [50-72] 0.108 0.135 0.055 

 

For example, the influence of modified J–C model (Model 1) parameters on the serrated chip 

formation can be seen in Figure 2.11. After several iterations, the model parameters highlighted in 

Table 2.2 are chosen as the most suitable parameters to modify J–C material model without 

changing the Lee and Lin (Lee & Lin, 1998b) SHPB test data which are mostly obtained at lower 

strains. 
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Figure 2.11. Serrated chip formation with adiabatic shearing using Model 1 (uncoated WC/Co tool, Vc = 

121.9 m/min, tu = 0.1 mm/rev,0o rake angle, rβ = 5 µm) (Özel et al., 2010a) 

 

In order to compare modified material models for force predictions, force generations in FE 

simulations with respect to cutting time are also compared with the experimentally measured 

cutting (Fc) and thrust (Ft) forces as shown in Figures 2.13 and 2.14. Predictions obtained with 

simulations using Model 3 have resulted in the closest matches to the experimental forces. This 

modified material model has also resulted in close agreement in cutting and thrust forces for the 

two other uncut chip thickness conditions as shown in Figure 2.14. The force predictions can further 

be improved by adjusting the friction parameters implemented in variable friction definition with 

three distinct regions (sticking and slipping). 
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Figure 2.12. Comparison of forces predicted (Vc = 120 m/min, tu = 0.1 mm/rev, γ = 0o, rβ = 5 µm) (Sima & 
Özel, 2010) 
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Figure 2.13. Comparison of forces predicted with Model 3 (Vc = 120 m/min, γ = 0o, rβ = 5 µm) (Sima & 
Özel, 2010) 

 

The effective strain distributions that are given in Figure 2.14 show the adiabatic shear bands very 

clearly. In these simulations no damage criterion was used at all. Figure 2.14 also shows the chip 

morphology for three different uncut chip thickness (tu = 0.075, 0.100, and 0.125 mm) using Model 

3 and comparison against Model 1 and Model 2 predictions. As it can be seen from the predicted 

serrated chips with finite element simulations, a large chip segment (tooth) is followed by a smaller 

one in almost all models similar to the observations reported by Calamaz et al. (Calamaz et al. 

2008). However, the difference is more visible in elasto-viscoplastic simulations using Model 3 in 

Figure 2.14. 
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Figure 2.14. Comparison of modified material models on serrated chip formation with adiabatic shearing 
(Vc = 120 m/min, tu = 0.1 mm/rev, γ = 0o, rβ = 5 µm) (Sima & Özel, 2010) 
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Therefore, the temperature-dependent flow softening modified J–C material model (Model 3) 

which is very similar to the Calamaz modified material model is adapted as the flow stress for the 

simulation of machining Ti–6Al–4V alloy. Thus experimental data reported in this study have been 

used to validate the elasto-viscoplastic finite element simulations. Since influence of friction 

conditions on the simulation results is not the focus of this study, same friction parameters given 

have been applied to simulations with different modified J–C models. 

Strain and stress values at 80 nodes along the path from P1 to P80 are plotted to investigate the 

flow softening in adiabatic shearing. In Figure 2.15 by using temperature dependent flow softening 

material model Model 3, strain path obtained from FE simulation outputs exhibit increasing strain 

in the adiabatic shear bands and decreasing within the chip segments. Effective stress along the 

same path is also plotted as shown in Figure 2.16. Flow softening (lower effective stress) of the 

material leaving the primary shear zone and forming a chip segment is also observed in this plot. It 

should be noted that effective stress remains low within the chip segments due to high temperatures. 

 

Figure 2.15. Effective strain values along a path into the segmented chip with adiabatic shearing (Sima & 
Özel, 2010) 
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Figure 2.16. Effective strain values along a path into the segmented chip (Sima & Özel, 2010) 

 

2.4. 3-D Finite Element Process Simulations 

Several FE studies on 3D turning are presented in the past such as the work by Aurich and (Aurich 

& Bil, 2006) for segmented chip formation. In this study, updated Lagrangian FE modelling 

software (DEFORM-3D) was used.  

In this work, the workpiece is represented by a curved model with 87 mm diameter which is 

consistent with the experimental conditions. Only a segment (3 degrees) of the workpiece was 

modeled in order to keep the size of mesh elements small. Workpiece model includes 90,000 

elements. The bottom surface of the workpiece is fixed in all directions. The cutting tool (rε = 0.8 

mm with 11° relief angle) is modeled as a rigid body which moves at the specified cutting speed 

by using 180,000 elements. 

A very fine mesh density is defined at the tip of the tool and at the cutting zone to obtain fine 

process output distributions (see Figure 2.17). The minimum element size for the workpiece and 

tool mesh was set to 0.008 mm and 0.024 mm respectively. A tool edge radius of r = 5 m, r = 

10 m and r = 15 m are designed for uncoated, single layer and multi-layer coated tools 

respectively for each simulation, since added layers in multi-coating design is increasing the edge 

radius of the inserts (Bouzakis et al. 2009).  
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Thermal boundary conditions are defined accordingly in order to allow heat transfer from 

workpiece to the cutting tool. The heat conduction coefficient (h) is taken as 1.0e5 kWm-2K-1 to 

allow rapid temperature rise in the tool. 

Mechanical and thermo-physical properties of titanium Ti-6Al-4V alloy are defined as temperature 

(T) dependent. Temperature-dependent (T in ºC) modulus of elasticity (E in MPa), thermal 

expansion (α in mm.mm-1.°C-1), thermal conductivity (in W.m-1.°C-1), and heat capacity (cp in 

N.mm-2. °C-1) are given in Table 2.1. 

 

Figure 2.17. Mesh for the workpiece and the tool in 3D simulations (Sima et al., 2010) 

 

All simulations were run at the same experimental cutting condition (Vc = 100 m/min, f = 0.1 

mm/rev, ap = 2 mm). In 3D FE modeling, constant shear friction factor (m = 0.9-0.95) was used to 

represent friction between tool and workpiece. The averages, minimum and maximum of the 

simulated forces (Fc, cutting force, Ft, thrust force and Fz, feed force) are given in Table 2.3. The 

simulated cutting forces are found to be in close agreements with the experimental ones as 

summarized in Table 2.3. 
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Predicted temperature distributions (see Figure 2.18) depict that the lowest temperature rise in the 

tool is observed with cBN coated WC/Co tool due to the highest effective thermal conductivity and 

contact friction. Predicted chip formation is shown in Figure 2.19. 

 

Table 2.3. Summary of 3D FE Simulation Force Predictions (mean value and range of the predicted forces) 
(Özel et al., 2010b) 

Tool type Fc [N] 

(range) 

Ft [N] 

(range) 

Fz [N] 

(range) 

Uncoated WC/Co 590 

(485-615) 

93 

(69-106) 

229 
(137-244) 

cBN coated WC/Co 602 

(490-612) 

99 

(86-100) 

236 

(145-280) 

TiAlN coated WC/Co 571 

(490-593) 

98 

(77-103) 

228 

(135-250) 

cBN+TiAlN coated WC/Co 575 

(481-606) 

97 

(81-115) 

243 

(166-286) 

 

3D FE simulations are also utilized to predict tool wear. The tool wear rate models describe the rate 

of volume loss on the tool rake and flank faces per unit area per unit time. A tool wear rate model 

based on the adhesive and chemical wear (Usui et al. 1978) was employed. This model uses 

interface temperature (T), normal stress (n), and sliding velocity (Vs) at the contact surfaces as 

inputs and yields tool wear rate (dW/dt) for a given location on the tool surface as shown in Equation 

(2.5). 

 
dW

dt
exp                (2.5) 
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The constants of this equation are set to c1 = 7.8x10-9 and c2 = 2.5x103 in the FE simulations. 

Determining these constants could be extensive work so they are kept same initially. Chiefly crater 

wear was observed on all of the tools under these cutting conditions. A summary of maximum tool 

and chip temperatures along with the predicted wear rate is given in Table 2.4. Figure 2.21 shows 

the comparison of measured and simulated tool wear zones. 

 

Table 2.4. Summary of 3D FE Simulation Predictions 

Tool type Max. Tool Temp. 
[oC] 

Max. Chip Temp. 
[oC] 

Wear Rate 

dW/dt [mm/s] 

Uncoated WC/Co 785 791 0.0024 

cBN coated WC/Co 762 778 0.0019 

TiAlN coated WC/Co 811 810 0.0038 

cBN+TiAlN coated 
WC/Co 

773 774 0.0025 

 

As presented in Figure 2.18, highest temperature is predicted for TiAlN coated tools, that is why 

high tool wear rates are predicted for this cutting tool type in Figure 2.20. On the other hand, lowest 

temperature rise is predicted in cBN coated WC/Co tools because of its high thermal conductivity. 

Because of the temperature term in the Usui’s model, lower wear rate is predicted for cBN cutting 

tools as well. On the right hand side of the Figure 2.20 experimental images of worn cutting tools 

after machining of Ti6Al4V is presented. It is visible that TiAlN coated tool is worn severely 

whereas Uncoated WC/Co and cBN coated tools experienced less crater wear amounts. Multi-

layered cutting tools wear condition is somewhere in between TiAlN coated tools and the other two 

types of tools. Figure 2.19 represents effective strain distribution on formed chip and machined part 

of workpiece. It can be seen that no serration is predicted in these simulations because of plastic 

assumption of material model for workpiece material.  
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In Figure 2.20 as it is shown in TiAlN and multi-layered coated tools, at many places on the rake 

face of the cutting tool, wear rate contours show high amounts of wear rate where in uncoated 

WC/Co and cBN coated tools, even though at some elements high wear rates are predicted, at 

majority of places mild wear rate amounts are predicted. These results correlate with the images of 

the worn cutting tools in Figure 2.20. 
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Figure 2.18. Predicted Temperature Distributions in °C (Özel et al., 2010b) 
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[Figure 2.19. Simulated Chip Formation with Effective Strain Distributions (Özel et al., 2010b) 
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Figure 2.20. Experimental and Predicted Wear Rate Distributions in [mm/s] (Özel et al., 2010b) 
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2.5. 2-D FE Simulations Results on Chip Geometry and Morphology  

After selecting the Model 3 with best fit parameters (S = 0.05, a = 2, r = 1, d = 1, b = 5) for the 

specific cutting condition (Vc = 120 m/min, tu = 0.1 mm/rev, 0o rake angle, rβ = 5 mm), other cutting 

conditions also have been simulated by using this model. All FE simulations are run for 0.1 s cutting 

time. Predicted forces from simulations are compared with measured forces in orthogonal cutting 

tests of Ti–6Al–4V alloy tubes as shown in Figure 2.21. Especially, cutting forces are in close 

agreements with 5% prediction error. Thrust force predictions which show 10–15% prediction error 

can be further improved with finer adjustments of friction regions and their values. 

 

Figure 2.21. Comparison of measured and simulated cutting forces (Sima & Özel, 2010) 
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In Table 2.5, a comparison of simulated minimum and maximum serrated chip thickness and 

serration pitch with measurements is given. In addition, detailed comparisons of simulated effective 

strain distributions of the serrated chips with captures chip images are shown in Figure 2.22 in 

which close agreements are observed. 

 

Table 2.5. Comparison of predicted chip thickness and serrated pitch with experiments (Sima & Özel, 
2010) 

Tool Rake angle, 
γ[°] Vc 

[m/min]
tu 

[mm]

Experimental Simulation 

tc_min tc_max p tc_min tc_max p 

Uncoated WC/Co 0 121.9 0.075 0.095 0.133 0.05 0.081 0.101 0.025

Uncoated WC/Co 0 121.9 0.1 0.13 0.192 0.07 0.108 0.135 0.045

Uncoated WC/Co 0 121.9 0.127 0.104 0.177 0.9 0.12 0.163 0.75

Uncoated WC/Co 0 240.8 0.1 0.087 0.16 0.08 0.107 0.137 0.035

Uncoated WC/Co 0 240.8 0.127 0.102 0.186 0.095 0.128 0.17 0.04

TiAlN coated 
WC/Co 

0 
121.9 0.1 

0.137 0.182 0.075 0.107 0.135 0.035

TiAlN coated 
WC/Co 

0 
121.9 0.127

0.14 0.216 0.1 0.133 0.172 0.043

TiAlN coated 
WC/Co 

5 
121.9 0.1 

0.102 0.158 0.073 0.107 0.134 0.034

TiAlN coated 
WC/Co 

5 
121.9 0.127

0.12 0.208 0.080 0.135 0.172 0.04

Uncoated WC/Co 5 121.9 0.127 0.156 0.23 0.089 0.135 0.171 0.039
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Figure 2.22. Comparison of simulated serrated chip formation and captured chip images (Sima & Özel, 
2010) 

 

In Figure 2.23, temperature distributions for various cutting conditions are given. The maximum 

temperatures are also indicated in each distribution. The temperatures predicted are usually higher 

with uncoated WC/Co tools. Temperatures increase as undeformed chip thickness increases, or 

cutting speed increases and decreases as rake angle decreases. 

 



82 

 

 

Figure 2.23. Temperature distribution in simulated serrated chip formation (Sima & Özel, 2010) 
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2.6. Results and Discussions  

Finite element modeling and simulations of chip formation process in titanium alloy Ti6Al4V 

machining present significant challenges due to the nature of complicated dynamic material 

behavior of these alloys at elevated temperatures, strain and strain rates. In general, adiabatic 

shearing is considered as responsible for serrated chip formation. Increasing temperatures in the 

primary shear zone due to shear deformation weaken the material by thermal softening; therefore, 

the deformation is concentrated in shear bands, leading to serrated chip formation. Although it is 

also possible to simulate serrated chip formation by using damage models, in this work, it is 

assumed that serration is caused by adiabatic shearing. 

In Chapter 2, FE based process simulations for machining of Ti-6Al-4V titanium alloy using 

uncoated carbide (WC/Co) and TiAlN coated carbide cutting tools have been presented. FE 

simulations are utilized in investigating the tool temperatures and wear development. Two 

dimensional and three dimensional FE simulations have been designed and conducted to predict 

forces, temperatures and tool wear to investigate the advantages of coatings in machining of Ti-

6Al-4V.  

Specifically, influence of material constitutive models and elastic-viscoplastic finite element 

formulation on serrated chip formation for modeling of machining Ti-6Al-4V titanium alloy is 

investigated. Temperature-dependent flow softening based modified material models are proposed 

where flow softening phenomenon, strain hardening and thermal softening effects and their 

interactions are coupled.  

Temperature-dependent flow softening parameters are validated on a set of experimental data using 

measured cutting forces and chip morphology.   

2D Finite Element simulations are validated with experimental results at two different rake angle, 

three different undeformed chip thickness values and two different cutting speeds. The results 
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reveal that material flow stress and finite element formulation greatly affects not only chip 

formation mechanism but also forces and temperatures predicted. Chip formation process for 

adiabatic shearing in machining Ti-6Al-4V alloys is successfully simulated using finite element 

models without using damage models.  It is also shown that Finite element simulations are reliable 

if the material properties and friction are defined properly in the chip formation process models. 

The following are specific conclusions can be drawn for this study: 

The cutting forces increase with increasing cutting speed and thrust forces decrease with decreasing 

rake angle.  

The degree of serration decreases while pitch of the serrated chips increases with decreasing cutting 

speed and increasing undeformed chip thickness and decreasing tool rake angle. 

TiAlN coated tools resulted in higher temperatures and higher cutting and thrust forces due to the 

larger edge radius. 

Flow softening is most effective between 300-700 C and causes adiabatic shearing in the 

deformation zone during machining of Ti-6Al-4V alloy much lower than allotropic phase 

transformation (-transus) temperature. 

Flow softening increases the degree of chip serration chip but produce more curved chips since 

strain-hardening effect weakens. 

In additions, 3D FE simulations on turning Ti-6Al-4V alloy with uncoated, TiAlN coated, and 

TiAlN+cBN coated single and multi-layer coated tungsten carbide inserts have been conducted. 

3D FE simulations are utilized to predict chip formation, forces, temperatures and tool wear on 

these inserts. In these studies, the modified material model for Ti-6Al-4V titanium alloy that was 

developed where strain (flow) softening, strain hardening and thermal softening effects are coupled 

has been used.  
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The simulation predictions are compared with experimental results. Although cBN and 

TiAlN+cBN coated WC/Co inserts exhibit largest cutting forces at higher cutting speeds, they 

reveal favorable wear development.  Tool wear zone measurements and predictions show that cBN 

coated WC/Co inserts depict smallest wear zone. Consequently, cBN coatings may lead to 

reduction in tool wear dry machining of titanium alloyed Ti-6Al-4V material. It is also concluded 

that the temperature distributions and tool wear contours demonstrate some advantages of coated 

insert designs. 
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3. MACHINING EXPERIMENTS 
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3.1. Introduction 

In machining processes, experimental results are required, however, due to expensive experimental 

set-up and time consuming conduct experimentation, selected experiments ought to be considered. 

For this purpose, 2D orthogonal cutting experiments for machining Ti-6Al-4V titanium alloy have 

been designed and conducted in order to understand the basic chip formation mechanism and 

generation of cutting and thrust forces in response to different tool rake angles, feed rate, cutting 

speed and tool material and coating.  

On the other hand, industrial machining operations involve 3D cutting processes such as straight 

turning. Therefore, the physical performance of cutting tools (tool wear, tool life and reliability) 

can be only explored under 3-D cutting configurations and conditions. 

In order to reduce the machining process to 2D, the interaction of the tool-work piece is modeled 

symmetrical in one of the Cartesian coordinates in the orthogonal cutting tests (see Figure 3.1).  So 

the process of the chip formation is modeled in a plane; whereas the third dimension (i.e., the cutting 

force) is considered insignificant and unimportant. Although orthogonal cutting is not applied in 

the industry, force measurements obtained from such experimental tests are useful for calibrating 

and validating finite element simulation.  

As mentioned, experimental work on 3D machining processes such as straight turning is necessary 

due to industrial practices. However, in 3D modeling, mechanics of chip formation is so 

complicated which results in more complex FE process simulations and take more computational 

effort.  

In all machining experiments, cutting forces are measured using Kistler force dynamometer that is 

attached to the cutting tool holder. Chips are collected for further measurements of the geometry 

and morphology of serrated chips. Moreover, in the straight turning experiments, cutting tools with 
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different coating types (single and multi-layer) and edge micro-geometry are used to investigate 

tool wear, tool life and tool reliability effects. 

It is essential to provide the chemical composition of the titanium-based alloy Ti-6Al-4V as given 

in Table 3.1 together with mechanical and thermal properties of this alloy as given in Table 3.2. 

 

Table 3.1. Chemical composition of Ti-6Al-4V titanium-based alloy (Ulutan, 2013) 

Element Ti Al V Fe O C N H Others 

% Balance 6 4 0.25 0.13 0.08 0.03 0.01 0.4 

 

Table 3.2. Mechanical and thermal properties of Ti-6Al-4V titanium-based alloy (Ulutan, 2013) 

Property Unit Ti-64 

Ultimate Strength MPa 896 

Yield Strength (0.2%) MPa 827 

Hardness HRC 36 

Thermal Expansion K-1 9*10-6 

Density kg*m-3 4430 

Melting Point K 1604 

Elastic Modulus GPa 42 

Thermal Conductivity W*m-1*K-1 6.6 

Specific Heat Capacity J*kg-1*K-1 565 
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3.2. Experimental Analysis 

3.2.1. 2-D Orthogonal Machining Experiments 

Orthogonal cutting provides chip formation during a coupled motion of the tool and workpiece in 

a 2D plane formed by cutting velocity and a normal to the velocity vector. (See Figure 3.1).  Chip 

formation into the third dimension is not significantly when a width of cut I large enough.  In this 

configuration, the uncut chip thickness (tu) is equivalent to the feed rate, and the tool or workpiece 

motion is in that direction.  Cutting velocity or speed (Vc) is a resultant surface velocity of rotating 

workpiece.  The force component along cutting velocity direction is known as the cutting force 

(Fc), whereas the force along the feed direction is known as feed or thrust force (Ft).   

 

Figure 3.1. Illustration of orthogonal cutting 

The orthogonal cutting of titanium-based alloy Ti-6Al-4V were conducted at two cutting speed 

levels (Vc = 121.9 and 240.8 m/min) using orthogonal turning of Ti-6Al-4V titanium alloy tubes 
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(50.8 mm diameter and 3.175 mm thick) and uncoated tungsten carbide (WC/Co) cutting tools with 

sharp edges (around 5 µm edge radius) and TiAlN coated carbide inserts (WC/Co) along with 

toolholders that provided rake angles of γ = 0o and 5o and relief angles of 11o and 6o and five 

different feeds (tu = 0.0254, 0.0508, 0.0762, 0.1016, 0.127 mm/rev). All experiments have been 

performed at dry orthogonal turning conditions and replicated at least twice at each condition in a 

rigid CNC turning center at TechSolve Inc. This experimental set-up has created the orthogonal 

cutting condition illustrated in Figure 3.2. The cutting forces were measured with a Kistler force 

dynamometer and high-speed data acquisition devices (Özel et al. 2009). For all sets of experiment, 

to avoid the effects of tool wear, fresh (unworn) tools were used for each experiment. 

 

Figure 3.2. Orthogonal cutting of Ti-6Al-4V workpiece specimens (Özel et al. 2009) 
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3.2.2. Straight bar turning (Three-dimensional) experiments 

In straight bar turning experiments, the tool and workpiece engagement creates a three-dimensional 

cutting where the edge of the tool cutting edge is no longer orthogonal to the cutting velocity. Thus, 

the tool forces in all three directions (i.e. cutting, feed, and thrust) are all significant compared to 

orthogonal cutting.  The straight bar turning configuration is shown in Figure 3.3. 

 

Figure 3.3. Straight bar turning of Ti-6Al-4V Titanium Alloy (Özel et al. 2010) 

 

In this figure, the depth of cut is denoted with ap, which can be seen.  As it is shown in the same 

figure, Fc, Fz, and Ft are the cutting, feed, and thrust forces, whereas rε is the nose radius and rβ is 

the cutting edge radius of the tool.  

In order to study the effect of coating and multiple coated tools on the measured forces and tool 

wear four different sets of coated tools has been tested at the same cutting condition; 

uncoated/unalloyed tungsten carbide (WC/Co), tungsten carbide (WC/Co) PVD coated with 

TiAlN, tungsten carbide (WC/Co) PVD coated with cBN, tungsten carbide multi-layer PVD coated 

with cBN over TiAlN coating. Tungsten carbide (WC/Co) and PVD coated WC/Co with TiAlN 

inserts are coated with cBN by magnetron sputtering PVD system as mono and multi-layer coatings 

at National Boron Research Institute (BOREN) in Turkey at a deposition pressure of 3×10-3 Torr 
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and heater temperature of 100 oC. Applied magnetron power is fixed at 900 W and argon to nitrogen 

gas ratio is adjusted to 5/1 and run at the lowest possible bias voltage to obtain uniform cBN coating 

as explained in Özel et al. (2010b). 

In this experimental configuration, straight turning of annealed Ti–6Al–4V titanium alloy bars (90 

mm in diameter, 100 mm in length) was performed by using TPG432 type insert geometry (insert 

nose radius of rε = 0.8 mm and relief angle of α = 11o) in a rigid Bridgeport CNC turning centre 

under dry machining conditions at Rutgers University Manufacturing Automation Research 

Laboratory. The inserts were used with a tool holder that provided 0o lead, -5o side rake, and -5o 

back rake angles. The cutting forces were measured with a Kistler force dynamometer mounted on 

the turret disk of the Bridgeport CNC turning centre. A constant depth of cut (ap = 2 mm) and feed 

(f = 0.1 and 0.2 mm/rev) were selected as cutting conditions.  

3.3. Results and Discussion 

The results of machining experiments on Ti-6Al-4V titanium alloy using uncoated and coated tools 

in orthogonal cutting (2D) and straight turning (3D) include measured forces, measured chip 

morphology, and measure tool wear (flank and crater wear). 

3.3.1.  Orthogonal cutting experiments  

Cutting forces measured in orthogonal turning tests of Ti–6Al–4V titanium alloy tubes have been 

presented in Figure 3.4. The cutting forces were generally lower at the positive rake angle (γ = 5o) 

and at the lower cutting speed (Vc = 121.9 m/min). The thrust forces were much lower when using 

a positive rake angle (γ = 5o) toolholder with TiAlN coated carbide inserts at the higher cutting 

speed (Vc = 240.8 m/min). 

There was a significant increase in thrust force with an increase in cutting speed however this 

increase becomes small at increased feeds (> 0.076 mm/rev) and at the lower cutting speed. 
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It is reported in literature that the relationship between thrust force and cutting speed in machining 

Ti–6Al–4V is mainly affected by the interfacial conditions at the tool rake face. As the temperatures 

increase titanium alloy tends to weld itself to the rake face and creates higher thrust forces (Arrazola 

et al. 2009 & Cotterell and Byrne 2008). 

However, at the same cutting conditions, TiAlN coated carbide tools resulted always higher cutting 

and thrust forces. It is believed that the effect of larger edge radius (rβ) due to added layer of coating 

(TiAlN) becomes the dominant mechanism on increased forces. 

The larger edge radius in coated tools hinders their potential benefits in tool life, hence results 

insignificantly higher forces especially when cutting speed is increased from Vc = 121.9 m/min to 

Vc = 240.8 m/min. Hence, it may be beneficial to modify edge preparation of the coated tools 

(TiAlN) to lower the effects of increasing cutting edge radius. 

In order to take measurements on the chip cross-sections, chips were embedded into black-epoxy, 

polished and etched. The images of micro-chip geometries were captured with optical digital 

microscopy at Rutgers University facilities. In Figure 3.5, serrated chips obtained under different 

cutting conditions are shown. 

It is observed that degree of serration increase with increasing feed or uncut chip thickness and 

increasing cutting speed. There were no significant effects of rake angle and tool coating on the 

degree of serration. In Table 3.3, minimum and maximum serrated chip thickness and serration 

pitch with measurements under different cutting conditions is given. 

The chips produced at lower cutting speeds and feeds as shown in Figure 3.5 are fairly uniform 

along their thickness with less similar to ‘‘saw-tooth’’ shapes. Whereas, the chips at high feeds at 

both cutting speeds show a clear periodic ‘‘saw-tooth’’ shape formation with mostly uniform size 

segments after a single large segment and then same pattern is repeated (Sima & Özel, 2010). 
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Figure 3.4. Cutting and thrust forces in orthogonal cutting test of Ti-6Al-4V (Sima & Özel, 2010) 
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Figure 3.5. Images of serrated chips at different cutting conditions (Sima & Özel, 2010) 
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Table 3.3. Serrated chip dimensions under certain orthogonal cutting conditions (Sima & Özel, 2010) 

Tool Rake angle, γ[°] Vc [m/min] tu [mm]
Experimental 

tc_min tc_max p 

Uncoated WC/Co 0 121.9 0.075 0.095 0.133 0.05 

Uncoated WC/Co 0 121.9 0.1 0.13 0.192 0.07 

Uncoated WC/Co 0 121.9 0.127 0.104 0.177 0.9 

Uncoated WC/Co 0 240.8 0.1 0.087 0.16 0.08 

Uncoated WC/Co 0 240.8 0.127 0.102 0.186 0.095 

TiAlN coated WC/Co 0 121.9 0.1 0.137 0.182 0.075 

TiAlN coated WC/Co 0 121.9 0.127 0.14 0.216 0.1 

TiAlN coated WC/Co 5 121.9 0.1 0.102 0.158 0.073 

TiAlN coated WC/Co 5 121.9 0.127 0.12 0.208 0.080 

Uncoated WC/Co 5 121.9 0.127 0.156 0.23 0.089 

 

3.3.2.  Straight bar turning experiments 

3.3.2.1 Force measurements 

In order to observe the performance of coatings at different cutting speeds, two sets of tests are 

done at cutting speeds of Vc = 50 and 100 m/min respectively. All force components are measured 

as shown in Figure 3.6. Thrust force was the lowest since inserts use 11° relief angle; hence flank 

contact area is very small. According to force measurements, cBN and cBN+TiAlN coated inserts 

exhibit lowest cutting forces at 50 m/min cutting speed but the highest at 100 m/min cutting speed. 

Moreover, the highest thrust force is seen in cBN coated WC/Co inserts at high cutting speed. The 

advantage of cBN coatings on forces is apparent for the lower cutting speed. Adding cBN coating 

over TiAlN coating decreases forces. As cutting speed increases, the effect of larger edge radius 
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(rβ) due to added layer of coatings (cBN and TiAlN) becomes the dominant mechanism on forces. 

This larger edge radius in multi-layer coated tools hinders the potential benefits of coatings, hence 

results in higher forces especially when cutting speed is doubled. Hence, it may be beneficial to 

modify edge preparation of the coated tools (TiAlN and cBN) to lower the cutting edge radius. 

 

Figure 3.6. Forces in straight turning of Ti-6Al-4V titanium alloy using uncoated, TiAlN and cBN coated 
inserts (ap = 2 mm, f = 0.1 mm/rev) (Özel et al., 2010) 

 

In order to observe the performance of coatings at different cutting speeds, two sets of tests are 

done at cutting speeds of Vc = 50 and 100 m/min respectively. Thrust force was the lowest since 

inserts use 11° relief angle; hence flank contact area is very small. According to force 

measurements, cBN and cBN+TiAlN coated inserts exhibit lowest cutting forces at 50 m/min 

cutting speed but the highest at 100 m/min cutting speed. Moreover, the highest thrust force is seen 

in cBN coated WC/Co inserts at high cutting speed. 
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Figure 3.7. Measured forces in turning of Ti-6Al-4V titanium alloy using TiAlN coated and variable micro-
geometry inserts (ap = 2 mm, f = 0.1 mm/rev) (Özel et al., 2010) 

 

 

Figure 3.8. Measured forces in turning of Ti-6Al-4V titanium alloy using TiAlN coated and variable micro-
geometry inserts (ap = 2 mm, f = 0.2 mm/rev) (Özel et al., 2010) 
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The advantage of cBN coatings on forces is apparent for the lower cutting speed. Adding cBN 

coating over TiAlN coating decreases forces. As cutting speed increases, the effect of larger edge 

radius (rβ) due to added layer of coatings (cBN and TiAlN) becomes the dominant mechanism on 

forces. This larger edge radius in multi-layer coated tools hinders the potential benefits of coatings, 

hence results in higher forces especially when cutting speed is doubled. Hence, it may be beneficial 

to modify edge preparation of the coated tools (TiAlN and cBN) to lower the cutting edge radius. 

 

3.3.2.2 Tool wear measurements 

Tool wear is measured by using tool maker’s microscope and digital camera at the rake face and 

flank face as indicated in Fig. 3.9. Measured tool wear values are represented in Figures 3.10, 3.11 

and 3.12. 

 

Figure 3.9. a) Schematic drawing of wear patterns (Özel et al., 2010) b) typical tool wear features in 
titanium machining (Antonialli et al., 2012), c) crater wear indexes (Wikipedia) 

 



100 

 

 

Figure 3.10. Measured tool wear of uncoated, TiAlN and cBN Coated inserts in turning of Ti-6Al-4V 
titanium alloy (ap = 2 mm, f = 0.1 mm/rev) (Sima et al., 2011) 

 

Figure 3.11. Measured tool wear of uniform and variable micro-geometry WC/Co, TiAlN coated inserts in 
turning of Ti-6Al-4V titanium alloy (ap = 2 mm, f = 0.1 mm/rev) (Sima et al., 2011) 
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Figure 3.12. Measured tool wear of uniform and variable micro-geometry WC/Co, TiAlN coated inserts in 
turning of Ti-6Al-4V titanium alloy (ap = 2 mm, f = 0.2 mm/rev) (Sima et al., 2011) 
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geometry and is in more severe condition that other cutting tools in its row and column. Image 1d 

seems to be the second highly worn cutting tool due to higher value of cutting speed and feed 

despite the fact that cutting time is low in this test. Images 1b and 1c seem to be gradually worn 

considering that Image 1c seems to be more worn than 1b where cutting time in 1c is longer than 

1b and feed factor is higher as well but cutting speed factor is higher in 1b. In row 2 where images 

of TiAlN coated WC/Co are presented, Image 2a despite the long cutting time gradual wear can be 

seen in the crater wear area while chipping off or tool fracture is visible on the non-cutting edge of 

the tool. While condition 2c is missing, Images 2b and 2d present harshly worn tools despite not 

too long cutting time which means less tool life is expected for TiAlN coated WC/Co. cBN coated 

WC/Co cutting tools in row 3 show normal and less level of wear despite long cutting times. Some 

areas of grain dislodging is visible in Image 3b where cutting speed is higher than Image 3a. In row 

4 where multi-layered coated WC/Co is presented pretty worn tools are presented but not as severe 

as in row 2. Variable edge radius WC/Co cutting tools in row 5 present normal wear trend except 

Image 4d where both feed and cutting speed are at higher level, despite short cutting time. Please 

notice that condition 5a is taken place in shorter cutting time that other tools in this column, 

therefore less wear is taking place in this condition. 

In order to quantify these data and find the proper relationship between cutting speed, feed and type 

of tool in machining to Ti-6Al-4V, one should measure these wear values and with respect to 

cutting time and levels of input machining parameters, build a reliability model. In Chapter 4 

reliability models based on these experimental data as well as FE physics-based simulations are 

developed and presented. 
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Figure 3.13. Experimental crater wear zones in cutting tools 

 

3.4. Conclusions 

To sum up, two major results can be obtained from the experimental analysis in this study: 

Orthogonal machining tests and straight bar turning tests. The orthogonal machining test results 

showed that the increases in feed rate have direct impacts on the increasing in cutting and feed 

forces; On the other hand, the rake angle, cutting edge radius, and cutting speed have also slightly 

affected the cutting forces. In addition, it was concluded that the increase in cutting speed increased 

forces in cutting Ti-6Al-4V. The degree of serration decreases while pitch of the serrated chips 
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increases with decreasing cutting speed and increasing undeformed chip thickness and decreasing 

tool rake angle. TiAlN coated tools resulted in higher temperatures and higher cutting and thrust 

forces due to the larger edge radius. 

Straight bar turning tests of Ti-6Al-4V revealed that although increasing cutting speed merely 

decrease feed forces, increasing feed rate increased all components of forces. Tests observation 

proved that For Ti6Al4V, the force components can be increased by the aid of using a tool with 

TiAlN coating. Cutting performance of the coatings were evaluated under turning experiments for 

uncoated, mono and multi-layer coated WC/Co carbide tools. Although cBN and TiAlN + cBN 

coated WC/CO inserts exhibit largest cutting forces at higher cutting speeds, they reveal favorable 

wear development. Tool wear zone measurements and predictions show that cBN coated WC/Co 

inserts depict smallest wear zone. Consequently, cBN coatings may lead to reduction in tool wear 

dry machining of titanium alloyed Ti6Al4V material. 

Experiments have been conducted with uncoated, variable micro-geometry, single and multi-layer 

coated WC/Co carbide tools and cutting performance of these cutting tools are evaluated. 

According to force measurements, cBN and cBN+TiAlN coated inserts exhibit lowest cutting 

forces at 50 m/min cutting speed but the highest at 100 m/min cutting speed. Moreover, the highest 

thrust force is seen in cBN coated WC/Co inserts at high cutting speed. Thrust force component of 

machining forces was the lowest since inserts use 11° relief angle; hence flank contact area is very 

small. Variable micro-geometry WC/Co inserts provided high axial (Fz) and radial (Ft) but lower 

tangential force (Fc) force components at the lower feed. This is much more pronounced at the 

higher cutting speed (Vc = 100 m/min). However, at the higher feed (f = 0.2 mm/rev), the opposite 

of this trend is observed that lower tangential forces occur. In addition, the average tangential forces 

fairly consistently increase with increasing cutting speed, which appears to be inconsistent with 

general expectations that cutting forces decrease with increasing cutting speed. A possible 

explanation is that the tool was wearing rapidly at the higher cutting speed. 
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The advantage of cBN coatings on forces is apparent for the lower cutting speed. Adding cBN 

coating over TiAlN coating decreases forces. As cutting speed increases, the effect of larger edge 

radius (rβ) due to added layer of coatings (cBN and TiAlN) becomes the dominant mechanism on 

forces. This larger edge radius in multi-layer coated tools hinders the potential benefits of coatings, 

hence results in higher forces especially when cutting speed is doubled. Hence, it may be beneficial 

to modify edge preparation of the coated tools (TiAlN and cBN) to lower the cutting edge radius. 

Tool wear zone measurements and predictions show that uncoated WC/Co and cBN coated WC/Co 

inserts depict smallest wear zone. Consequently, cBN coatings may lead to reduction in tool wear 

dry machining of titanium alloyed Ti-6Al-4V material. TiAlN coated WC/Co insert showed worst 

tool wear performance both in low and high cutting speeds. cBN+TiAlN coated WC/Co insert 

showed low crater wear at the low cutting speed. cBN coated WC/Co showed lowest flank wear at 

both low and high cutting speeds. Therefore, Tool life is expected to be longer in machining 

Titanium alloy (Ti-6Al-4V) when using uncoated WC/Co and cBN coated inserts. 

Although it is generally true that the experimental studies can significantly help in better 

understanding the physical nature and mechanics of the machining process, whereas reliability 

analysis and Finite Element Analysis-based simulations for tool wear modeling are benefitting the 

results of the experiments, they establish just a direction for analytical simulations. Prediction of 

the forces and tool wear during machining to estimate the reliability of coated cutting tools is a 

valuable output from the analytical simulation and modeling.  

By using different types of cutting tools under different cutting conditions, experimental and 

physics-based simulation data of worn cutting tools was available to study cutting tool life in 

machining of Ti-6Al-4V. Although the experimental tests in this research were not originally 

designed for this purpose, otherwise the tests should have run in at least three levels of cutting 

process parameters (cutting speed, feed, and depth of cut) and also cutting time should have 

controlled more accurately. The tests should have stopped at some predetermined increments of 
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time and wear measurements should have been taken under microscope for that period of time. 

Then fresh cutting tools should have been used for cutting up to next defined period of time. By 

this trend, it is possible to track magnitude of cutting tool wear by time. It is important to use fresh 

cutting tools each time, since we don’t want the tool cool off during taking measurements and 

unload from machining stresses and again start a new machining test with that already used test. 

Even though our experimental sets were not perfectly suit for reliability analysis of cutting tools 

and therefore cutting tool life, but since we had experimental data for two levels of cutting speed 

and feed for two types of cutting tool (uncoated WC/Co and TiAlN coated WC/Co) and two levels 

of cutting speed and one level of feed for the other two types of tool (cBN coated WC/Co and multi-

layered coated WC/Co) and we were able to design and run FE simulations for all cutting 

conditions, even those missing conditions (second level of feed for cBN coated WC/Co and multi-

layered coated WC/Co), it is possible to investigate the reliability of these types of cutting tools 

using the available data and develop a new methodology to investigate wear-based cutting input 

parameters dependent reliability of cutting tools using experimental and FE simulation data. 

In order to develop experimental-based reliability model, precise measurements are taken from 

worn regions of cutting tools under the Keyence VH-Z100UR optical microscope. In this research, 

we are focused on crater wear since in experimental machining tests, because of positive tool 

clearance angle, the dominant wear-based failure was happening in rake face (crater wear) rather 

flank face (flank wear). Also, no data of flank wear was developed in FE simulations; therefore, it 

was not possible to develop flank wear related physics-based reliability models. Wear predictions 

in FE simulations are based on Usui’s wear rate model built-in FE software using instantaneous 

sliding velocity, normal stress and temperatures of cutting tool elements during simulation of 

machinating process. 

All simulations are run for same length of time and wear rate data are collected at all affected zone 

on tool rake face for developing physics-based reliability models in chapter 4. By using the 
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measurements of the worn regions of cutting tools under Keyence VH-Z100UR optical microscope 

and recorded cutting times, experimental-based reliability models are generated in chapter 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 



108 

 

4. RELIABILITY MODELING OF 

ADVANCED CUTTING TOOLS IN 

MACHINING TI-6AL-4V 
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4.1. Introduction 

In most machining operations, tool life is considered to be the most important factor. Especially, 

most of the mathematical models for the machining operation rely, to a greater or lesser extent, 

on the tool life equation predetermined by experimental methods or others. Aside from the 

problem of experimentally determining the parameters in the tool life equation, there is always 

the difficulty of the stochastic nature of the machining operation which are the inherent 

variations in tool life for a certain set of machining conditions. 

In this chapter the reliability of cutting tools under the machining conditions of Ti-6Al-4V 

titanium alloy is formulated and evaluated. Experimental-based reliability modeling is 

performed based on experimental tests results while physics-based reliability models are driven 

using finite element simulations of the machining processes. 

For this purpose, four types of cutting tools have been tested under the conditions explained in 

chapter 3; a) Uncoated Tungsten Carbide (WC/Co), b) Tungsten Carbide (WC/Co) coated with 

Titanium Aluminum Nitride (TiAlN), c) Tungsten Carbide coated with cubic Boron Nitride 

(cBN) and, d) Tungsten Carbide multi-layered coated with cBN and TiAlN. It should be noted 

that, ideally, full factorial experiments with three levels of cutting speed and feed for each tool 

type would be preferable to provide balanced data sets to use statistically-based reliability 

analysis model. However, the experiments were not originally designed for reliability modeling, 

and it is necessary to exploit the available data to the maximum extent. Although not the ideal 

situation, it is not unusual in advanced engineering research to have less data than would be 

desirable. Experiments are performed in two levels of cutting speed (Vc), 50 m/min and 100 

m/min for all cutting tool types and, two levels of feed (f), 0.1 mm/rev and 0.2 mm/rev for two 

tool types, WC/Co and TiAlN coated WC/Co. Only one level of feed, 0.1 mm/rev has been 

applied during machining with cBN coated WC/Co and multi-layered coated WC/Co. 
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Therefore, 12 sets of experimental tests have been designed and conducted; however some of 

the tests have replications. The reason of running the experiments in different levels of cutting 

speeds and feeds is to investigate the effect of these parameters for each tool type separately and 

also to explore cutting tool reliability modeling.  

Table 4.1. FE simulations utilized in physics-based reliability modeling 

Simulation Cutting Tool 
Cutting Speed 

Vc (mm/min) 

Feed 

F(mm/rev) 

Depth of Cut 

ap (mm) 

1 Uncoated WC/Co 50 0.1 2 

2 Uncoated WC/Co 100 0.1 2 

3 Uncoated WC/Co 50 0.2 2 

4 Uncoated WC/Co 100 0.2 2 

5 TiAlN coated WC/Co 50 0.1 2 

6 TiAlN coated WC/Co 100 0.1 2 

7 TiAlN coated WC/Co 50 0.2 2 

8 TiAlN coated WC/Co 100 0.2 2 

9 cBN coated WC/Co 50 0.1 2 

10 cBN coated WC/Co 100 0.1 2 

11 cBN coated WC/Co 50 0.2 2 

12 cBN coated WC/Co 100 0.2 2 

13 Multi-layered (cBN+TiAlN) 
coated WC/Co 50 0.1 2 

14 Multi-layered (cBN+TiAlN) 
coated WC/Co 100 0.1 2 

15 Multi-layered (cBN+TiAlN) 
coated WC/Co 50 0.2 2 

16 Multi-layered (cBN+TiAlN) 
coated WC/Co 100 0.2 2 
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In FE simulation runs for all four aforementioned types of tools, two levels of cutting speed and 

feed have been applied, meaning that 16 set of FE simulations have been designed and run, 4 

simulations for each tool type as shown in Table 4.1. 

Duration of cut varies in each experiment in order to identify the effect of time as it affects 

increasing wear amount during the machining process and also consider the stochastic nature of 

the machining process. While finite element simulations are performed in a constant period of 

time, 500 steps equals 0.9 milliseconds, since there is no stochasticity involved in finite element 

simulations. 

 

4.2. Reliability Modeling of Cutting Tools 

Reliability of tool type i at zone j with assumption of Weibull distribution of tool wear rate is 

formulated as follows. A two parameter Weibull distribution is assumed for the wear rate in this 

research since it is a general distribution and based on selection of shape parameter β, it can 

approximate other types of distributions, such as normal, lognormal and exponential. In other 

researchers’ work who studied reliability of cutting tools, Weibull distribution has been utilized 

before (Aramesh et al., 2014, Mazzuchi & Soyer, 1998, Klim et al., 1996, and Shaban et al., 

2014). In general it is known with certainty that a normal or lognormal distribution is most 

appropriate, and then it is logical to make that assumption. However, if there is some uncertainty 

about the distribution shape, then a Weibull distribution is more appropriate. For example, a 

normal distribution always pertains to a symmetrical distribution with the familiar shape. 

Alternatively, the Weibull distribution can be symmetrical or asymmetrical based on the shape 

parameter (β). 
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The wear rate for tool type i at zone j is distributed as a two parameter Weibull distribution, but 

the scale parameter ηij(f,Vc) is a function of feed (f) and cutting speed (Vc). Thus, there is a 

different and unique distribution for each combination of f and Vc, 

   cijij
ij VfWeibull

dt

dW
,,~ 

 
              (4.1) 

Assuming a tool has a linear wear with time, tool type i wear distribution at zone j at time t 

follows a Weibull distribution as well: 

   tVfWeibullW cijijij ,,~                 (4.2) 

where in equations 4.1 and 4.2,   is the shape parameter of the Weibull distribution and  is 

the scale parameter of the distribution which its 

elf is a function of cutting speed and feed. 

Reliability of tool type i at zone j by time t is calculated from Equation 4.3 as follows: 
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where Hj is the failure threshold at zone j. The failure threshold represents the amount of wear 

where the tool type can no longer produce satisfactory. It needs to be specified based on the 

intended application and knowledge of tool capability. 

Therefore the mean or expected value of crater wear by time t, since wear is following Weibull 

distribution is calculated by Equation 4.4. In the equation, KB is crater wear width value which 

is the failure mechanism of interest in this investigation. 
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For typical values of  , the gamma function, 
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1 , would be approximately one. A 

general log-linear equation form was used to model the effects of f and Vc. The general log-

linear form is desirable because it is always non-negative (even when exponential) and by taking 

logarithm or inverse transformation, it can assume many different forms. In this analysis, ln (f) 

and ln (Vc) are used as covariates in the log-linear model. Therefore using general log-linear 

model for the relationship of feed, cutting speed and time to crater wear is in the form of 

Equation 4.5: 
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where 










 1
10eC , this form of relationship between expected wear amount and 

machining input parameters is suggested by Hitomi et al. (1979). 

Therefore, by having a wear rate distribution of each cutting region on the rake face, tip trailing, 

nose radius and cutting edge as represented in Figure 4.1, we are able to model the reliability of 

that region for a specific tool type. In essence, the tool fails if the wear amount of any one of 

these regions reaches the specified threshold of that region. This is the definition of a competing 

risk model. A competing risk model means that in a system consisting of different types of 

components or a single component with different failure mechanisms and each one of the are 

subject to failure, if failure of any one of these components or mechanisms results in failure of 

the system or component, i.e., they are “competing” to cause a failure. Cutting tool wear during 
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the machining process is a continuous process and stress and temperature (two major causes of 

tool wear) are distributed on the tool continuously. All of these wear regions affect each other. 

It is not necessarily logical to assume independence of effects for these regions. However, to 

provide an approximation they are assumed independent of each other. In reliability analysis, it 

is common to assume independence for complex problems can be efficiently analyzed. To 

consider dependence, it would require a multivariable joint distribution function which is not 

available or practical. The independence assumption provides a conservative or pessimistic 

approximation, i.e., often predict reliability to be slightly lower. 

 

Figure 4.1. Illustration of proposed regions on rake face of cutting tool. (Region 1: Tool tip trailing, Region 
2: Tool nose radius, and Region 3: Tool cutting edge) 

 

By assuming an independent relationship between these regions, meaning that failure or wear 

of one zone does not have any influence on the adjacent or the other zone, the reliability 

formulation of cutting tool is in the form of Equation 4.6: 
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(4.6)

4.3. Experimental-Based Reliability Evaluation 

The machining experiments presented in Chapter 3 are utilized in this section. Measured crater 

wear values at each region together with experimental conditions are listed in Table 4.2. 

Using KEYENCE optical microscope, model VH-Z100UR located at Rutgers, Materials 

Science and Engineering Department, high quality images of the worn tools are captured at 50 

times magnification. Since the major failure cause for cutting tools during machining titanium 

alloy Ti-6Al-4V is tool crater wear (KB) occurring on the rake surface of the cutting tool, this 

investigation is focused on reliability modeling of cutting tools susceptible to crater wear failure.  

In order to quantify the crater tool wear amount, perpendicular lines are drawn on the captured 

images of tool worn region as shown in Figure 4.2. In Figure 4.2 some samples of the captured 

figures with measuring lines are shown for different cutting conditions and tool types. 
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Table 4.2. FE Experimental setup for machining test for the purpose of tool wear measurement and 
reliability modeling 

No. Tool 
Vc 

(m/min)

ap 

(mm)

f 

(mm/rev)

Cuttin
g time 

(s) 

KB 

Region 1 

(mm) 

KB 

Region 2

(mm)

KB 

Region 3

(mm) 

1a Uncoated WC/Co 50 2.0 0.1 443 0.130 0.291 0.349 

1b Uncoated WC/Co (rep 2) 50 2.0 0.1 211 0.107 0.227 0.287 

1c Uncoated WC/Co (rep 3) 50 2.0 0.1 163 0.078 0.172 0.137 

2a TiALN coating-WC/Co 50 2.0 0.1 412 0.143 0.304 0.489 

2b TiALN coating-WC/Co (rep 2) 50 2.0 0.1 195 0.064 0.284 0.304 

3 CBN coating-WC/Co 50 2.0 0.1 427 0.121 0.266 0.355 

4 (CBN-TiALN) coating-WC/Co 50 2.0 0.1 420 0.03 0.167 0.189 

5a Uncoated WC/Co 100 2.0 0.1 175 0.24 0.491 0.471 

5b Uncoated WC/Co (rep 2) 100 2.0 0.1 162 0.227 0.398 0.255 

6 TiALN coating-WC/Co 100 2.0 0.1 198 0.194 0.41 0.585 

6a TiALN coating-WC/Co (rep 2) 100 2.0 0.1 154 0.103 0.25 0.259 

7 CBN coating-WC/Co 100 2.0 0.1 183 0.276 0.519 0.462 

8 (CBN-TiALN) coating-WC/Co 100 2.0 0.1 191 0.078 0.261 0.258 

9 Uncoated WC/Co 50 2.0 0.2 216 0.176 0.485 0.439 

10 TiALN coating-WC/Co 50 2.0 0.2 208 
No 
data 

No 
data 

No 
data 

11 Uncoated WC/Co 100 2.0 0.2 65 0.47 0.621 0.737 

12 TiALN coating –WC/Co 100 2.0 0.2 61 0.52 1.037 
0.694

0 
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Figure 4.2. Sample images of worn tools from machining tests with measurement lines for the purpose of 
quantifying crater wear 
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As it can been seen in Figure 4.2, there is no certain or consistent wear pattern in either one of 

the three defined worn zones. Uncertainty and stochasticity of the process can show itself in 

form of unpredictable chipping off or spalling which can occur anywhere along the worn area. 

Since wear is not consistent, it is modeled as random variable with an associated probability of 

failure. Reliability is the probability of not failing in a specific time.   

As can be seen from Figure 4.2, the wear amount is smaller in the tool tip trailing region and 

tends to increase by entering the tool nose radius region and then the cutting edge region. The 

tool is considered to be failed if wear amount exceeds a certain threshold value. It is less 

meaningful to compare magnitude of wear in these three zones with only one threshold value, 

since in the majority of cases, the value of wear and resistance to wear in the cutting edge zone 

is greater than tool nose radius and that is greater than the wear amount in the tool tip trailing 

region. Therefore, there should be a threshold value defined associated with each region. 

Assuming the threshold value for tool tip trailing is defined by Ht, for tool nose radius by Hr 

and for tool cutting edge by He, therefore  

  (4.7)

This relationship is based on mechanics of machining in turning. As illustrated in figures 4.2 

and 4.3, uncut chip thickness has its maximum value in the tool cutting edge region which is 

equal to the feed, and its minimum value is located at the tool tip trailing region. Uncut chip 

thickness in the tool nose radius is between minimum chip thickness and maximum chip 

thickness as a transition value. The material removal mechanism at tool tip trailing region is by 

plowing the material from workpiece, while at the cutting edge region, it is by shearing the 

material. In the tool nose radius region both mechanisms are effective and basically it is a 

transient region from one to the other. To have a better insight of these three regions, they are 

classified with respect to angular distance from tool tip as depicted in Figure 4.3. Tool tip trailing 
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region falls in between 0o < ϕ < 30o, tool nose radius is considered in between 30o < ϕ < 90o. 

Tool cutting region is considered after the tool nose radius up to the end of depth of cut length.  

 

Figure 4.3. Schematic view of uncut chip thickness in turning and its relation with crater wear region 
classification 

 

Figure 4.4 demonstrates aforementioned classification of worn zones of the crater wear, tip 

trailing zone (Region 1), nose radius (Region 2) and cutting edge (Region 3). 
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Figure 4.4. Classification of three regions on tool crater face a) tool tip, b) tool radius and, c) tool cutting 
edge 

 

The experimental data have been clustered according to these three regions and wear rate 

amount are measured accordingly as shown in Table 4.2. The reason for such classification is 

that these regions are subject to different levels of stress and temperature which are the main 

physical attributes for wear, and hence, there should be different failure criteria considered for 

these regions respectively. Assuming Ht is the failure threshold for tool tip region, Hr for tool 

radius region and He for cutting edge region. Therefore, this problem is a competing risk 

reliability problem meaning that the first region with wear that exceeds the associated threshold 

causes the tool to fail (or the tool is considered failed). 

       eBerBrtBti HKHKHKtR  Pr)(               (4.8) 
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For consistency, a general log-linear model is considered for reliability assessment of each zone 

worn region in each tool type. The general log-linear model is the most general model available 

for analyzing data with time-independent stresses and can handle data with up to eight stresses. 

Its flexibility comes from the ability to specify a life-stress relationship for each stress. Each 

stress can be modeled with an exponential, Arrhenius or power life-stress relationship. 

   







 



m

i
ii XL

1
0exp x  with x = (x1, x2)              (4.9) 

where x1 = ln(Vc) and x2 = ln (f) and can be substituted in Equation 4.5. L(x) is life or scale 

parameter, and its specific meaning or interpretation differs depending on the distribution 

selection.   

The Weibull distribution is one of the most commonly used distributions in reliability 

engineering because of the many shapes that it can attain for various values of the shape 

parameter, β, (slope). It is an all-purpose distribution and can therefore model a variety of data 

and life characteristics (Aramesh et al., 2014, Mazzuchi & Soyer, 1998, Klim et al., 1996, and 

Shaban et al., 2014). In ALTA, the scale parameter, η, is used as the life characteristic L(x) that 

is a function of stress, x.  

Reliasoft’s ALTA provides the life-stress relationships required to analyze accelerated life test 

data. ALTA offers the advanced statistical modeling power to analyze data with up to 8 

simultaneous stress types and scenarios where stress is constant or varies with time. 

Furthermore, in order to find the wear rate distribution associated with each cutting region of each 

type of tool, for all combinations of cutting conditions that type of tool is tested, wear data are 

clustered together with respect to the cutting region. Wear rates for each measurement are 

calculated by dividing the value of measured wear to time duration of cut. The results of the wear 

rate distributions of experimental tests are shown in Table 4.3 in terms of Weibull distribution and 
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general log-linear model parameters. These values are generated using ALTA analyzer by defining 

the general log-linear model and Weibull distribution fit to the input data, which is wear rate value 

and inputting associated ln(Vc) and ln (f). 

As it can be seen in Table 4.3, since experiments with cBN coated WC/Co tools and multi-layered 

(cBN+TiAlN) coated WC/Co tools have been run in only one level of feed, the exponent α2 

associated with feed in the general log-linear model cannot be determined for these two tool types. 

Due to the fact that enough correlation has been seen between experimental tests and FE simulation 

wear prediction in Chapter 3, and for the purpose of consistency, we use α2 parameters calculated 

via FE simulation results for these conditions in order to model experimental-based reliability of 

these two types of tool. 

In Figure 4.5, distribution fit and shape of the probability density function for some of these 

cutting tool types and tool regions are presented for illustrating experimental tests. The complete 

set of these distribution fit figures can be found in Appendix 1. 

Therefore, according to aforementioned definition, Rij(t) represents reliability of tool type i at 

region j with following definitions of i and j: 

     i = 1            uncoated WC/Co 

     i = 2            TiAlN coated WC/Co 

     i = 3            cBN coated WC/Co 

     i = 4            Multi-layered coated WC/Co  

     j = 1              Tip trailing Region 

     j = 2              Nose Radius Region 

     j = 3              Cutting Edge Region 

Associated reliability models for each cutting tool region and tool type based on experimental 

data are listed in Table 4.4. Please note that α2 values for tool types i = 3 and 4 are used as the 

corresponding values from physics-based α2 values that are listed in Table 4.5. 
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Table 4.3. Weibull wear rate distribution parameters obtained from experimental results for different tool 
types at each wear zone 

Type of Tool Cutting 
Regions β α0 α1 α2 

Uncoated WC/Co 

tip trailing 

(Region 1) 
1.928973 -11.097698 1.841746 1.589464

nose radius 

(Region 2) 
4.173234 -8.794619 1.307371 1.247749

cutting 
edge 

(Region 3) 
2.692409 -8.909124 1.258331 1.002787

TiAlN coated 
WC/Co 

tip trailing 

(Region 1) 
1.400716 -6.01755 0.044466 0.770914

nose radius 

(Region 2) 
2.299581 -2.333937 0.621767 2.856087

cutting 
edge 

(Region 3) 
2.572315 -6.662554 1.146511 1.731465

cBN coated  

WC/Co 

tip trailing 

(Region 1) 
5.276704 -17.658891 2.444873 (*) 

nose radius 

(Region 2) 
8.410532 -15.437289 2.084517 (*) 

cutting 
edge 

(Region 3) 
2.885912 -13.983928 1.736207 (*) 

cBN+TiAlN   

coated WC/Co 

tip trailing 

(Region 1) 
2.207946 -22.636358 3.366199 (*) 

nose radius 

(Region 2) 
2.019805 -11.679255 0.97325 (*) 

cutting 
edge 

(Region 3) 
5.038452 -13.909426 1.583552 (*) 

Note: (*) for these tests, associated α2 values are used from physics-based FE simulation results. 
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Since the area of the cutting tool tip trailing region is smaller than tool nose radius region, and 

the tool nose region area is generally smaller than tool cutting edge region, more data are 

collected in cutting tools cutting edge regions than tool nose regions and also in nose region 

rather than tool tip trailing region. This number of measurement data may affect the goodness-

of-fit to the distributions. However, with respect to Figure 4.5 and Appendix 1 most of the data 

which diverse from the distributions are in the lower values of wear rate which are not as critical, 

i.e., relatively far from failure. 

Uncoated WC/Co wear measurements seem to be fit well in Regions 1 and 2 but not as good in 

Region 3. Some sort of trend can be observed in Region 3 data. While TiAlN coated WC/Co 

tools follow almost the same trend in goodness-of-fit meaning that they show good fitness in 

Regions 1 and 2, although not as good as uncoated WC/Co, but again Region 3 data does not fit 

as good. cBN coated WC/Co seem to have the worst fitness of data in Region 3 among all other 

tools but the other two regions fitness seem to be fine. Finally, unlike the other tool types, 

Region 3 crater wear data fit well to the distribution, while Region 1 and 2 data follow a 

satisfactory fitness to the distribution. 
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Figure 4.5. Probability distributions and distribution fits of experimental-based wear rate values 
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Table 4.4. Experimental-based reliability models of cutting tools at crater wear sub-regions 

Type  

of Tool 

Cutting  

Zone 
Rij(t) Reliability Models 

Uncoated 
WC/Co 

tip trailing 

(Region 1) 
R11(t) 1 exp

. . .

.

 

nose radius 

(Region 2) 
R12(t) 1 exp

. . .

.

 

cutting edge 

(Region 3) 
R13(t) 1 exp

. . .

.

 

TiAlN 
coated 
WC/Co 

tip trailing 

(Region 1) 
R21(t) 1 exp

. . .

.

 

nose radius 

(Region 2) 
R22(t) 1 exp

. . .

.

 

cutting edge 

(Region 3) 
R23(t) 1 exp

. . .

.

 

cBN coated 
WC/Co 

tip trailing 

(Region 1) 
R31(t) 1 exp

. . .

.

 

nose radius 

(Region 2) 
R32(t) 1 exp

. . .

.

 

cutting edge 

(Region 3) 
R33(t) 1 exp

. . .

.

 

cBN+TiAlN  
coated 
WC/Co 

tip trailing 

(Region 1) 
R41(t) 1 exp

. . .

.

 

nose radius 

(Region 2) 
R42(t) 1 exp

. . .

.

 

cutting edge 

(Region 3) 
R43(t) 1 exp

. . .

.
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Overall reliability of each cutting tool type can be calculated by multiplication of reliability terms 

of each cutting tool regions, as following: 

Experimental-based reliability of uncoated WC/Co: 

 t t t t               (4.10) 

Experimental-based reliability of TiAlN coated WC/Co: 

 t t t t               (4.11) 

Experimental-based reliability of cBN coated WC/Co: 

 t t t t               (4.12) 

Experimental-based reliability of multi-layered (cBN+TiAlN) coated WC/Co: 

 t t t t               (4.13) 

For comparison purpose and as an illustration, reliability of cutting edge region (Region 3) of 

TiAlN coated WC/Co tools are shown in Figure 4.6 through 4.8 based on experimental 

machining test results. 
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Figure 4.6. Experimental -based reliability of TiAlN coated WC/Co at tool cutting edge region (Region 3) 
for two levels of feed f = 0.1 mm/rev and 0.2 mm/rev, cutting speed VC = 100 m/min, and wear threshold 

H3 = 0.2 mm 

Figure 4.7. Experimental -based reliability of TiAlN coated WC/Co at tool cutting edge region (Region 3) 
for two levels of cutting speed Vc = 100 m/min and 50 m/min, feed f = 0.1 mm/rev, and wear threshold H3 = 

0.2 mm 
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Figure 4.8. Experimental -based reliability of TiAlN coated WC/Co at tool cutting edge region (Region 3) 
for two levels of wear threshold H3 = 0.2mm and H3 = 0.1mm, cutting speed Vc = 100 m/min, and feed f = 

0.1 mm/rev 

Figure 4.8 represents the effect of crater wear threshold on the reliability of Region 3. The 

interpretation of this is either by having a stronger tool type or for those types of operations that 

surface quality of the machined part is not as critical, wear threshold can be selected slightly 

bigger and that affects the reliability of the cutting tool. 

4.4. Physics-based Reliability Evaluation 

The new idea of generating reliability models using FE simulations are developed by extracting 

wear rate values from elements of the worn regions in FE models as presented in Figure 4.9. As 

it is shown in Figure 4.9, wear rate values are extracted from each node and presented as a small 

orange colored dot. All simulations have been run for certain amount of time, i.e., 500 steps 

equal to 0.9 milliseconds. 

Tool wear regions are clustered the same way as experimental images to the three zones, (tool 

tip trailing, tool nose radius and, tool cutting edge) as represented in figures 4.3 and 4.4. As can 
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be seen in Figure 4.10, because of the different region sizes, the number of possible points to 

measure their wear rate is different in each region. More measurements are taken in the tool 

cutting edge region rather than the other two regions.  

 

 

Figure 4.9. Extraction of tool wear rate values from tool rake surfaces for different tool types and cutting 
conditions in FE simulations of machining Ti-6Al-4V 
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Figure 4.10. Classification of three regions on tool rake face a) tool tip trailing (Region 1), b) tool radius 
(Region 2) and, c) tool cutting edge (Region 3) in FE simulations  

 

For the comparison purpose, average wear rates that are extracted from FE simulation runs for 

all cutting conditions are calculated for all tool types at all three wear zones. In order to find out 

the predicted wear amount using these wear rates from FE simulation runs, these values need to 

be multiplied to the experimental cutting time for each condition. Figures 4.11 through 4.14 

represent these comparisons for all cutting tool types and all regions and at all cutting conditions. 
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Figure 4.11. Experimentally measured wear amounts vs. FE simulation predictions for uncoated WC/Co 
cutting tools 

Figure 4.12. Experimentally measured wear amounts vs. FE simulation predictions for TiAlN coated 
WC/Co cutting tools 
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Figure 4.13. Experimentally measured wear amounts vs. FE simulation predictions for cBN coated WC/Co 
cutting tools 

 

Figure 4.14. Experimentally measured wear amounts vs. FE simulation predictions for multi-layered coated 
WC/Co cutting tools 

Table 4.5. Weibull wear rate distribution parameters for physics-based FE simulation results for different 
tools types at each wear region 
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Type of 
Tool 

Regions β α0 α1 α2 

Uncoated 
WC/Co 

tip trailing 

(region 1) 
7.282782 -7.492647 0.358043 0.389829

nose radius 

(region 2) 
9.027744 -6.977422 0.175363 0.219898

cutting edge 

(region 3) 
7.041446 -7.002633 0.053954 0.049101

TiAlN 
coated 
WC/Co 

tip trailing 

(region 1) 
7.176807 -6.65104 0.12404 0.170918

nose radius 

(region 2) 
8.97872 -6.184674 0.046896 0.279891

cutting edge 

(region 3) 
6.046889 -6.564595 0.012202 0.06488 

cBN  coated 
WC/Co 

tip trailing 

(region 1) 
5.018721 -5.939155 0.131899 0.615076

nose radius 

(region 2) 
8.990173 -6.193315 0.008629 0.249892

cutting edge 

(region 3) 
7.354669 -6.432749 0.056672 0.287246

cBN+TiAlN  
coated 
WC/Co 

tip trailing 

(region 1) 
4.787515 -6.053544 0.049429 0.338001

nose radius 

(region 2) 
7.61154 -6.503548 0.134914 0.340659

cutting edge 

(region 3) 
4.812168 -7.359058 0.203999 0.162941

 

In Table 4.5 the results for Weibull distribution parameters for wear rate amounts extracted from 

physics based FE simulations are presented with the associated general log-linear parameters. 
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In Figure 4.15 distribution fits and shape of the probability density function for some of these 

wear rate distributions are presented for illustrating finite element simulation based prediction 

results. The complete set of these distribution fit figures can be found in Appendix 2. As it can 

be seen in the Figure 4.15 and Appendix 2, since number of collected data in physics-based 

simulations was higher than measurements of experimental data, generally better fitness of data 

to the distributions can be observed. However, in cBN region 1 and 3, fitness of data does not 

show to be as well as other regions in other tool types. 

Table 4.6 represents the associated reliability for each crater wear region of the cutting tool 

types using physics-based FE simulation data. 
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Figure 4.15. Probability distributions and distribution fits of physics-based wear rate values 
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Table 4.6. Physics-based reliability models of cutting tools at crater wear sub-regions 

Type of Tool Region Rij(t) Reliability Model 

Uncoated 
WC/Co 

tip trailing 

(region 1) 
R11(t) 1 exp

. . .

.

 

nose radius 

(region 2) 
R12(t) 1 exp

. . .

.

 

cutting 
edge 

(region 3) 

R13(t) 1 exp
. . .

.

 

TiAlN 
coated 
WC/Co 

tip trailing 

(region 1) 
R21(t) 1 exp

. . .

.

 

nose radius 

(region 2) 
R22(t) 1 exp

. . .

.

 

cutting 
edge 

(region 3) 

R23(t) 1 exp
. . .

.

 

cBN  coated 
WC/Co 

tip trailing 

(region 1) 
R31(t) 1 exp

. . .

.

 

nose radius 

(region 2) 
R32(t) 1 exp

. . .

.

 

cutting 
edge 

(region 3) 

R33(t) 1 exp
. . .

.

 

cBN+TiAlN  
coated 
WC/Co 

tip trailing 

(region 1) 
R41(t) 1 exp

. . .

.

 

nose radius 

(region 2) 
R42(t) 1 exp

. . .

.

 

cutting 
edge 

(region 3) 

R43(t) 1 exp
. . .

.
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For comparison purposes, as an illustration, reliability of tool tip trailing region of uncoated 

WC/Co tools are shown in figures 4.16 through 4.18 based on experimental test results. 

Figure 4.16. Physics-based reliability of uncoated WC/Co tool at tool tip trailing region for two levels of 
feed (f = 0.1 mm/rev and 0.2 mm/rev), cutting speed (Vc = 100 m/min), wear threshold (H1 = 0.2 mm). 

 

Figure 4.17. Physics-based reliability of uncoated WC/Co tool at tool tip trailing region for two levels of 
cutting speed (Vc = 100 m/min and Vc = 50 m/min), feed (f = 0.1 mm/rev), wear threshold (H1 = 0.2 mm). 
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Figure 4.18. Physics-based reliability of uncoated WC/Co tool at tool tip trailing region for two levels of 
wear threshold (H1 = 0.2mm and H1 = 0.1mm), cutting speed (Vc = 100 m/min), feed (f = 0.1 mm/rev). 
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conditions and duration of cut. These values are with respect to current coefficients of Usui’s wear 

model which as presented in Equation 2.5, c1 = 7.8x10-9 and c2 = 2.5x103 for all tool types. 

 

Table 4.7. Experimental crater wear amounts vs. predicted worn geometry and anticipated wear amount for 
cutting edge region (Zone 3) using non-calibrated Usui’s wear model coefficients 

Tool Type Replication 
Vc 

(m/min) 

f 

(mm/rev) 

Cutting time 

(s) 

Wear 

(mm) 

Type of 

Measure 

WC/CO 1 50 0.1 211 0.428 Experimental 

WC/CO 2 50 0.1 163 0.35 Experimental 

WC/CO 1 100 0.1 162 0.628 Experimental 

WC/CO 2 100 0.1 175 0.72 Experimental 

WC/CO 1 50 0.2 216 0.655 Experimental 

WC/CO 1 100 0.2 65 0.932 Experimental 

TiAlN 1 50 0.1 195 0.704 Experimental 

TiAlN 1 100 0.1 154 0.843 Experimental 

TiAlN 1 100 0.2 61 0.84 Experimental 

WC/CO 2 50 0.1 163 0.213 Worn Geometry 

WC/CO 1 50 0.1 211 0.245 Worn Geometry 

WC/CO 1 100 0.1 162 0.215 Worn Geometry 

WC/CO 2 100 0.1 175 0.22 Worn Geometry 

WC/CO 1 50 0.2 216 0.405 Worn Geometry 

WC/CO 1 100 0.2 65 0.31 Worn Geometry 

TiAlN 1 50 0.1 195 0.265 Worn Geometry 
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TiAlN 1 100 0.1 154 0.23 Worn Geometry 

TiAlN 1 100 0.2 61 0.306 Worn Geometry 

WC/CO 1 50 0.1 211 0.22958206 Anticipated Wear 

WC/CO 2 50 0.1 163 0.17735486 Anticipated Wear 

WC/CO 1 100 0.1 162 0.17865654 Anticipated Wear 

WC/CO 2 100 0.1 175 0.19299318 Anticipated Wear 

WC/CO 1 50 0.2 216 0.270216 Anticipated Wear 

WC/CO 1 100 0.2 65 0.08005833 Anticipated Wear 

TiAlN 1 50 0.1 195 0.27801428 Anticipated Wear 

TiAlN 1 100 0.1 154 0.16694883 Anticipated Wear 

TiAlN 1 100 0.2 61 0.08129636 Anticipated Wear 

 

These results can be illustrated in column type diagram for better comparison as shown in 

Figure 4.19. 
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Figure 4.19. Column graph presentation of Table 4.7, cutting edge (region 3) crater wear values, 
experimental tests, FE worn geometries and FE anticipated wear values using non-calibrated Usui’s wear 

coefficients for uncoated WC/Co and TiAlN coated WC/Co at different cutting conditions 

 

In order to calibrate coefficients of Usui’s wear model for these tool types for machining of  

Ti-6Al-4V using current data, an optimization problem was conducted to minimize the summation 

of distances between experimental values of wear amount and FE anticipated wear values at all 

cutting condition for each tool type separately. Therefore, the required physical attributes of Usui’s 

wear model, that is wear rate, sliding velocity, normal stress and temperature, are extracted for each 

node from cutting edge zone for different cutting conditions as presented in Figure 4.20 in which 

wear rate data extraction is illustrated at the dotted nodes in cutting edge region, Figure 4.20 is an 

illustration for an uncoated WC/Co cutting tool under machining condition of Vc = 100 m/min and 

f = 0.2 mm/rev. Sliding velocity, Vs, Temperature, T, and normal stress σn  associated with these 

nodes are extracted as well. In Figure 4.21, FE predicted worn geometry with non-calibrated Usui’s 

wear model is shown for uncoated WC/Co tool Vc = 50 m/min, f = 0.2 mm/rev and cutting time of 

t = 216s. 
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Figure 4.20. Crater wear rate extraction from cutting edge zone (Uncoated WC/Co, Vc = 100 m/min and f = 
0.2 mm/rev) 

 

 

Figure 4.21. FE predicted worn geometry illustration with non-calibrated Usui’s wear model coefficients 
for uncoated WC/Co, Vc = 50 m/min, f = 0.2 mm/rev and cutting time of t = 216s 
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The average values of Vs, T, and σn are calculated for each cutting condition and been used in 

solving the optimization problem as follows in Equation 4.14. 

 

	  

S.T. 

 

	,  > 0 

              

(4.14) 

                                                             

where in Equation 4.14, 	is the experimental value of crater wear measured at cutting edge 

zone at cutting condition i and replication j. Four types of cutting conditions are as follows: 

i = 1: Vc = 50 m/min, f = 0.1 mm/rev, i = 2: Vc = 100 m/min, f = 0.1 mm/rev, i = 3: Vc = 50 m/min, 

f = 0.2 mm/rev, and i = 4: Vc = 100 m/min, f = 0.2 mm/rev. 

 is the FE predicted crater wear amount at cutting edge zone, for cutting condition i and 

replication j and is calculated by Equation 4.15.  

 		 ̅  
              

(4.15) 

 

Where in Equation (4.15), c1 and c2 are Usui’s wear model coefficients which basically are the 

decision variables of the optimization problem of Equation (4.14). 	 , ̅ 	and,  are nodes 

average normal stress, sliding velocity and temperatures of the values extracted from nodes on 
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cutting edge region for simulation of cutting condition i. tij is time of machining for experimental 

test of condition i and replication j. 

After solving this optimization problem for two tool types uncoated WC/Co and TiAlN coated 

WC/Co separately, following coefficients for Usui’s wear model are found out as optimized 

values. 

Uncoated WC/Co: c1 = 8x10-8, c2 = 0.8604 

TiAlN coated WC/Co: c1 = 6.525x10-4, c2 = 11496.598 

Running same sets of simulations using new coefficients of Usui’s wear model, resulted in the 

following set of data as presented in Figure 4.22 in the form of column graph comparing three 

values of experimental wear amount, predicted worn geometry and anticipated wear values for 

the same cutting conditions at tool cutting edge region.  

 

Figure 4.22. Column graph presentation of cutting edge (region 3) crater wear values, experimental tests, 
FE worn geometries and FE anticipated wear values using calibrated Usui’s wear coefficients for uncoated 

WC/Co and TiAlN coated WC/Co at different cutting conditions 
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Predicted worn geometries with the calibrated wear coefficients are presented in Figure 4.23 and 

Figure 4.24 for different replications of cutting conditions and two types of tools. As it can be seen 

in Figure 4.22 comparing with Figure 4.19, the FE anticipated wear values are much closer to 

experimental values, as well as predicted worn geometries. It can be seen in Figure 4.22 that all FE 

anticipated wear values are smaller than experimental values because of the defined constraint in 

optimization Equation (4.14). The difference between experimental and FE anticipated wear values 

are non-significant in most of the cases except uncoated WC/Co, Vc = 100 m/min for both levels of 

feed. FE predicted worn geometries in all cases are greater than FE anticipated worn geometries. 

FE predicted worn geometries are much closer to the experimental wear values comparing to non-

calibrated graph in Figure (4.19), they are all slightly higher than experimental wear values except 

uncoated WC/Co, Vc = 100 m/min and f = 0.2 mm/rev. 
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Figure 4.23. FE predicted crated worn geometries at cutting edge regions for two tool types, uncoated 
WC/Co and TiAlN coated WC/Co using calibrated Usui’s wear model coefficients (Cutting condition 1&2) 
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Figure 4.24. FE predicted crated worn geometries at cutting edge regions for two tool types, uncoated 
WC/Co and TiAlN coated WC/Co using calibrated Usui’s wear model coefficients (Cutting condition 3&4) 
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4.6. Results and Discussions 

As it can be seen in figures 4.25 and 4.26, experimental-based reliabilities of the cutting tools 

are generally lower than physics-based reliabilities. This is due to the fact that in physics-based 

reliability analysis, the only reason of tool failure is gradual wear and also in this research we 

are not considering cutting tools failures due to cutting tool flank wear. But in reality, there 

other failure mechanisms involved in tool failure such as chipping off, spalling, chemical 

reaction, etc. Therefore tool tends to wear out, and hence, fail earlier in reality which means 

lower reliability than physics-based reliability is predicted. As it can be seen in the figures, all 

the selected input parameters (tool type, cutting speed and feed) affect the reliability of cutting 

tools in that way, i.e., higher values of cutting speed and feed result in lower reliability 

respectively but reliability is more sensitive to feed than cutting speed. 

Reliability models are very sensitive and dependent on threshold values Hj. For simplicity and 

for the purpose of illustration, physics-based reliability of cutting tools under Vc = 100 m/min, 

H1 = 0.1 mm, H2 = 0.15 mm and H3 = 0.2 mm under two levels of feed f = 0.1 & 0.2 mm/rev is 

represented in Figure 4.25. 

On the other hand, cBN coated WC/Co and uncoated WC/Co carbide tools predict the highest 

levels of reliability at f = 0.1mm/rev and TiAlN coated WC/Co tools show lowest level of 

reliability at f = 0.1 mm/rev. Reliabilities are lower in higher level of feed at fixed other 

conditions, at f = 0.2 mm/rev, highest level of reliability is predicted for uncoated WC/Co tool 

and the lowest one for TiAlN coated WC/CO tools again. 

Reliability of same conditions is modeled using the experimental-based data. Since 

experimental tests are run only in one level of feed for cBN and multi-layered coated WC/Co 

tools, it is not possible to find α2 values for these types of cutting tools. Hence for the purpose 

of consistency, we used α2 values from physics-based results of the same types of cutting tools 
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which resulted in enhancement of reliability values associated with cBN and multi-layered 

coated WC/Co tools as presented in Figure 4.26. 

 

Figure 4.25. Physics-based reliability of cutting tools at Vc = 100 m/min and two levels of feed f = 0.1 and 
0.2 mm/rev in machining of Ti6Al4V titanium alloy 

 

Figure 4.26. Experimental-based reliability of cutting tools at Vc = 100 m/min and two levels of feed f = 0.1 
and 0.2 mm/rev 
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As it can be seen in Figure 4.26 experimental-based reliability of multi-layered coated WC/Co 

cutting tools are predicting higher values than other types of tools, i.e., higher than cBN coated 

WC/Co. Uncoated WC/Co tools consistently show higher values of reliability and TiAlN coated 

tools again show the lowest values of reliability, which is the same as the results of physics-

based models. 

As it is presented in Figures 4.6 through 4.8 and Figures 4.16 through 4.18 and Figures 4.25 and 

4.26, reliability of cutting tools whether experimental-based or physics-based are very 

dependent on machining input parameters, type of tool and also deterministic value of crater 

wear thresholds. Therefore it is particularly useful and informative to perform an optimization 

study to help select optimum values for these input parameters for longer tool life, smaller 

probability of failure for a given period of time and higher MRR. 

4.7. Conclusion 

In this chapter, reliability of coated and uncoated tungsten carbide WC/Co tools are modeled 

based on experimental tool wear measurements and physics-based finite element simulation 

results for crater wear failure criteria. A new concept of dividing the worn cutting tool regions 

into three sub-regions (tip trailing, nose radius and cutting edge regions) are defined and then, 

overall reliability of cutting tool is evaluated by considering independent competing risk 

reliability of these sub-regions. 

Physics-based reliabilities, in general, predict higher reliabilities than experimental-based 

reliabilities because they do not consider the stochastic nature of cutting tool failure in 

machining process. Cutting tool experiences different types of failure mechanisms in reality 

while in physics-based simulations only gradual wear with deterministic wear constant values 

is taken into consideration. However the experimental tests performed in this research were not 

originally intended for reliability modeling and tool wear estimation purposes. Otherwise the 
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tool wear tests for machining Ti-6Al-4V should have been designed and conducted in more 

consistent way at equal cutting times in each case. 

Reliabilities are sensitive to machining input process parameters (i.e., cutting speed and feed), 

type of cutting tool and coating and also very sensitive to value of failure threshold associated 

with each worn sub-region Hj, in a way that higher values of Hj result in reliabilities close to 1 

for a majority of conditions and smaller values tend to result in 0 values for reliability very fast. 

Therefore, the necessity of multi-objective optimization with an objective other than 

maximization of reliability becomes clear. 
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5. MULTI-OBJECTIVE 

OPTIMIZATION 
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5.1. Introduction 

This chapter is focused on multi-objective optimization of machining input parameters which 

are the selection of type of cutting tool, cutting speed and feed. After conducting experimental 

tests on different types of cutting tools under different cutting conditions, and analyzing the 

crater worn regions on the cutting tools and derivation of experimental-based reliability models, 

finite element simulations of machining processes using the same types of cutting tools and 

process parameters are designed and run for every machining condition. Wear prediction using 

finite element simulations are then validated with experimental results. After validation, 

physics-based reliability of cutting tools using finite element simulation results are modeled. 

The main objective of this chapter is to optimize these results in terms of multiple objective 

functions. Since FE simulations, as described in previous chapters, are validated with 

experimental findings, the main focus of this chapter is to generate optimization results based 

on finite element simulation predictions. 

In different applications, objective functions may vary based on the nature of the process. In all 

machining processes, Material Removal Rate (MRR) is a good measure for efficiency of the 

process and increasing this rate is desirable (Karpat & Özel, 2007 and Ulutan & Özel, 2013). 

On the other hand, cutting tools tend to wear out fast during machining and need to be replaced, 

especially in machining of difficult-to-machine alloys such as titanium and nickel alloys, which 

is very costly and time consuming and reduces the rate. Therefore it is important to design new 

advanced cutting tools with higher reliability and longer tool life. 

Based on the requirements of the process, many other objective functions can be defined for a 

machining process, such as minimization of cutting force, minimization of surface roughness, 

minimization of residual stresses, and minimization of process uncertainties, etc. All of these 

objective functions are important in different aspects of the machining process (Thepsonthi & 
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Özel, 2012 and Ciurana et al., 2009). To this purpose, this chapter focuses on multi-objective 

optimization rather than a single objective optimization. In order to handle this multi-objective 

optimization, the fast Non-dominated Sorting Genetic Algorithm (NSGA-II) was employed in 

order to optimize process parameters. NSGA-II demonstrates the ability to identify a set of 

optimal solutions (Pareto front), which provides the decision maker with a complete picture of 

the optimal solution space. After finding the Pareto front, a procedure is used to select the best 

solution from the Pareto front. Objectives are solved for maximizing the predicted reliability of 

cutting tools and maximizing the material removal rate (MRR). Decision variables in this 

research are selection of one type of tool out of four different types of uncoated and coated 

(TiAlN, cBN, ane multi-layered) tools, feed and cutting speed. The optimum values in terms of 

objective functions and decision values are further presented in objective function space and 

decision variable space. 

5.2. Multi-Objective Optimization Problem Formulation 

Two objectives of this research are: a) Maximization of Reliability of Cutting Tools, and b) 

Maximization of Material Removal Rate. Decision variables are tool type, feed, and cutting 

speed. 

The selection of tool type should be considered in the problem formulation, which makes an 

integer programming added to the problem formulation. Then the formulation of the problem 

becomes as follows: 

 

	 ∑ , , ,  

	 1 

              (5.1) 
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25 / 250 /  

0.05	 / 0.5	 /  

∈ 0,1  

where Ri is reliability of tool type i which is been calculated by Equation 4.10. xi represents 

which tool type is being selected as the optimized tool in terms of reliability and material 

removal rate. xi = 1 is for tool type uncoated WC/Co, xi = 2 is for TiAlN coated WC/Co, xi = 3 

is for cBN coated WC/Co, and xi = 4 is for multi-layered (cBN+TiAlN) coated WC/CO. Vc and 

f are cutting speed and feed respectively. MRR is material removal rate which is calculated by 

Equation 5.2 in turning operations as follows: 

                (5.2) 

where ap is depth of cut in turning operation which in this research ap = 2 mm. 

We initially analyzed the reliability of cutting tools as well as reliability of each one of the 

cutting tool worn regions. Therefore the purpose was finding optimum values of decision 

variables (cutting speed, feed and selection of cutting tool type). Figures 5.1 and 5.2 presents 

the reliability change in uncoated WC/Co tool at tip trailing region as wear threshold H1 and 

cutting time t changes respectively. In practice, H1 is fixed based on failure mechanisms and the 

tool type intended usage. However, Figure 5.1 shows how results change for different 

thresholds. 

Please notice the shift in the shape of the reliability surface in 3D as the wear threshold at tool 

tip trailing Region 1 is increased. This indicates that reliability of the cutting tool remains high 

at the wider ranges of cutting speeds and feeds employed in machining. When H1 = 0.1mm 

crater wear threshold is selected, the reliability rating is only high at the lowest cutting speed 

and feed conditions and immediately decays when cutting speed or feed is increased. 
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Figure 5.1. Dependency of physics-based reliability of tip trailing region of uncoated WC/Co on failure 

threshold H1 at t = 100 s 

 

 

Figure 5.2. Dependency of physics-based reliability of tip trailing region of uncoated WC/Co on cutting 

time at failure threshold H1 =100 mm 

 

Figure 5.3 presents in three dimensional plot how the reliability of the uncoated cutting tools is 

very sensitive to selection of crater wear thresholds, Hj at constant cutting time t = 50 s. As it 

can be seen in this figure by selecting relatively higher values of crater wear threshold (Figure 

5.3 in right), in a wide range of cutting speed and feed selection, the reliability of cutting tool 
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remains high. The 3D graph shows intermediate values of crater threshold values and the ranges 

of cutting speed and feed in which cutting speed maintains high reliability and then decreases. 

While in the 3D plot on the left side of the Figure 5.3, reliability of same cutting tool (uncoated 

WC/CO) at the same cutting time t = 50s but with lower values of crater wear threshold is 

illustrated. Reliability values drops very fast as cutting speed or feed values increase from lower 

values to higher values. Figure 5.4 illustrates the trend of reliability decrease as time increases 

at fixed threshold values of H1 = 0.05 mm, H2 = 0.15 mm and H3 = 0.2 mm. In practice, failure 

threshold is fixed. 

 

Figure 5.3. Illustration of dependency of physics-based reliability of cutting tool to values of thresholds Hj 

(Uncoated WC/Co, cutting time t = 50 s) 

 

Figure 5.4. Illustration of dependency of physics-based reliability of cutting tool to cutting time (Uncoated 

WC/Co, H1 = 0.05 mm, H2 = 0.15 mm and H3 = 0.2 mm) 
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The fact of dependency of reliability on the values of the crater wear threshold and with respect 

to the Figure 5.3, second and third figure, it is shown that in many solution spaces the reliability 

values are equivalent. Therefore there should be other criteria available for selection of best 

combination of input parameters apart from maximization of reliability. Hence, the necessity of 

formulating a multi-objective optimization problem becomes clearer. In machining and 

manufacturing processes, maximization of rate of production is always desirable in order to 

reduce production time and consequently costs. A good metric for measurement of machining 

efficiency is material removal rate (MRR) which is defined in Equation 5.2. 

 

5.3. Fast Non-dominated Sorting Genetic Algorithm (NSGA-II) 

In multi-objective problems, the main purpose is to reach to a representative and favorable 

Pareto frontier of solutions. Jones et al. (Jones et al. 2002) reported that more than 90% of the 

proposed methodologies to solve multi-objective problems are aimed to find a good 

approximation of the Pareto frontier. 

During the last decade, many techniques are proposed for solution of multi-objective problems 

which were based on Genetic Algorithm (GA). Some of the most efficient ones are: Vector 

Evaluated Genetic Algorithm (VEGA), Weight Based Genetic Algorithm (WBGA), Random 

Weight Genetic Algorithm (RWGA), Strength Pareto Evolutionary Algorithm (SPEA), Rank-

Density based Genetic Algorithm (RDGA), Non-dominated Sorting Genetic Algorithm 

(NSGA) and, fast Non-dominated Sorting Genetic Algorithm (NSGA-II) (Coit & Smith, 1996, 

Konak et al., 2006, and Branke et al. 2008). 

Generally, multi-objective genetic algorithms differ based on their fitness assignment 

procedure, elitism, or diversification approaches. NSGA-II is one of the GA-based algorithms 

which were developed by Deb et al. (2002). According to literature in multi-objective 
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optimization of systems reliability, NSGA-II is one of the most powerful Evolutionary 

Algorithms (EA) for solving these types of problems. Therefore, in this dissertation NSGA II is 

employed to solve nonlinear programming problems. 

NSGA-II uses a fast non-dominated sorting procedure with the time complexity of O(MN2) to 

assign the ranks of individuals in the population with size N, where the problem has M objective 

functions. The ranking method emphasizes the good solutions and tries to create a population 

of such points throughout the procedure. NSGA-II maintains its diversity by an index which is 

called the crowding distance. The crowding distance is defined for the solutions with the same 

rank. A lower crowding distance, demonstrates that the area of the solution is more crowded; 

and vice versa. So, among two solutions with the same rank, the one with a higher crowding 

distance is preferable. Using the crowding distance index, prevents focusing on certain regions 

of the solution space, and explores different regions in the Pareto front. Hence, NSGA-II is 

highly efficient in obtaining good Pareto optimal fronts (Tillman 1980, Levitin 2006 and Reeves 

1995). The pseudo-code of NSGA-II is presented below. Figure 5.5 shows the flowchart for 

NSGA-II algorithm. 
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1. Set the fitness function, the crossover and mutation procedure, the population size (N),  

the generation index (g=0) and maximum number of generation (Max Gen). 
2. Initialize first population (P0) randomly and set evolution=0. 
3. evaluate population, evolution ++ 
4. while evolution < Max Gen, do 

{evolution ++ 
4.1. Offspring (Og)= mutation (crossover (selection (population))). 
4.2. Evaluate offspring and combine them with their parents, Cg=Pg  Og. 
4.3. Sort all combined population (Cg) to obtain all non-dominated fronts (F). 
4.4. Set Pg+1= and i=1  
4.5.  While the parent population size | 1| | |Pg Fi N    do 

4.5.1. calculate crowding-distance of front i (Fi) 
4.5.2. add the ith non-dominated front Fi to the parent pop 1Pg   

4.5.3. 1i i   

End while 
4.6. Sort the Fi according to the crowding distance. 
4.7. Fill the parent pop 1Pg  with the first | 1|N Pg  elements of Fi.  
4.8.  Set g=g+1. 

End while 
5. The population in vector P are the non-dominated solutions. 

 
 

 

Figure 5.5. NSGA-II algorithm flowchart (Ardakan et al., 2014) 
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5.3.1. Chromosome definition  

In the NSGA-II algorithm employed in this research, chromosomes are in form of 1x3 matrixes. 

The first column of the matrix is assigned to cutting speed, Vc, second column is assigned for 

feed, f, and third column to type of cutting tool which can have integer numbers 1 to 4 because 

of four types of tool. Figure 5.6 shows a sample of the chromosomes: 

X f Vc 

3 0.2 30 

Figure 5.6. Sample shape of NSGA-II chromosome used in this research 

 

5.3.2. Fitness function 

 One of the main issues in evolutionary computation is how to guide the search towards the 

feasible region in the presence of constraints. The existing approaches can be classified in the 

following groups: a) penalty techniques, b) repair techniques, c) separation techniques and, d) 

hybrid techniques. In this research, penalization technique is utilized. One fitness function 

should be defined corresponding with each objective function of the problem. For this research, 

the first fitness function which is associated with the first objective function (maximizing 

reliability of cutting tool), is amount of reliability subtracted by penalty of violating the 

constraints. Similarly, the second fitness function associated with the second objective function 

(MRR) is defined as subtracting the penalty of violating the constraints from MRR. In other 

words, the constraints are combined with the objectives of the problem in a way that the added 

penalty to the solution causes that solution to be excluded from solution space. As stated earlier, 

the penalization results in two important features of the algorithm; first, not finding infeasible 

solutions in final iterations of the algorithm, and second, searching within the infeasible space 

during initial iterations which itself results in diversity in solutions. 
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5.3.3. Initial population 

In order to generate the initial population, PoP numbers of chromosomes are generated 

randomly considering the constraints of the problem. For solving this multi-objective 

optimization problem, the initial considered population is above hundred chromosomes. As 

indicated in previous researchers’ work (Li & Haimes, 1992 and Tillman, 1980), in case of large 

solution spaces, the selected number of initial solutions should be greater or equal to 100. 

Population size in this research is equal to 100. 

5.3.4. Selection 

In order to select chromosomes for crossover and mutation operators, one of the selection 

methods should be utilized. In this research, tournament method is being applied which is 

explained in Step 3 in the pseudo-code. 

5.3.5. Crossover breeding operator 

Crossover operators are defined with a pre-determined rate rc, in this research after trial-and-

error, rc = 0.2 is selected. Each crossover operator produces selects two parents solution and 

produces two new solutions (children or offspring) from them. Therefore, by using two or three 

types of crossover operators, 4 or 6 offspring chromosomes can be produced from a pair of 

parent chromosomes. Then, among two parents chromosomes combining with 4 or 6 children 

chromosomes, the two best ones in terms of objective functions are selected to transfer to the 

next generation. Therefore after completion of crossover operation, again PoP numbers of new 

chromosomes are in the next generation. 

Three crossover operators are being applied for this research, double point crossover, single 

point crossover operator, and a new defined crossover operator. These three types of crossovers 

are explained in detailed here: 
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a) Double point crossover operator: One of the most widely used crossover operators in GA 

is double point crossover operator. In this operator, two chromosomes are selected randomly, 

and then two random points are picked at these chromosomes and genes that fall between two 

points (or in some cases outside of two points) are exchanged together. For a better illustration 

of double point crossover Figure 5.7 represents it between two 3x14 chromosome types and 

then a sample of double point crossover in the chromosomes of this research is presented in 

Figure 5.8. 

 


 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 4 1 2 2 4 2 3 1 5 6 4 3 3 2 2 4 1 4 3 2 1 4 6 1 2 5 1 4

2 1 3 2 2 1 2 3 2 2 2 1 2 1 3 1 3 2 2 3 1 1 3 2 2 1 3 2 1

3 2 0 0 1 1 1 1 0 3 3 3 2 3 1 2 0 2 3 2 1 3 1 2 1 0 3 1 3

   
   
   
        

Figure 5.7. Double point crossover on a 3x14 matrix 

 

 

x f Vc xf Vc Parent 

Chromosomes 
1 0.45 17030.230

                     

x f Vc xf Vc Children 
Chromosome 

3 0.2 17010.4530 

Figure 5.8. Sample representation of a crossover operation on two parent chromosomes and achieved 
children chromosomes 
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b) Single point crossover operator: The functionality of single point crossover is exactly like 

double point but they only differ in number of selected points. In single point crossover only 

one random point of two random parent chromosomes are selected and then according to the 

algorithm, the genes on the right side or left side of the selected point are exchanged between 

parent chromosomes. In Figure 5.9 single operator crossover is presented with change in the left 

hand side genes. 

 

                                                          ↓                                             ↓ 

x f Vc xf Vc Parent 

Chromosomes 
1 0.45 17030.230

                                                                                    

x f Vc xf Vc Children 

Chromosomes 
1 0.45 30 30.2170

Figure 5.9. Sample single point crossover operation with a left-handed genes exchange 

 

c) New crossover operator: New developed crossover operator is employed in this research, 

to describe this operator assume a current generation chromosome defined as xp, and xi
p 

represents the ith gene of xp. Assume Bestx  as the best solution (chromosome) of the current 

generation among other solutions and Best
ix represents the ith gene of this solution. The new 

chromosome is defined as follows using the new crossover operator: 
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  . ;new P Best P
i i i ix x rand x x i   

 
              (5.3) 

In Equation 5.3, rand is a uniformly distributed random number between zero and one. This 

operator generates a new chromosome in which at the random point (gene), a random value 

between the current chromosome and the best chromosome is replaced. In addition, it is possible 

to use the best solution among all generations instead of the best solution of current generation. 

 

5.3.6. Mutation operator  

The mutation operator performs random perturbations to the selected solutions. Each value 

within the solution matrix is altered at random with a predefined mutation rate of rM which in 

this research rM = 0.2 is selected. The main reason for using this operator is to increase diversity 

in the solutions and get rid of local optimal solutions. In order to perform mutation operation, 

rM percent of parents are selected randomly and their genes are exchanged with the rate of pm 

which in this research pm = 0.1. Then, after fitness functions are calculated for mutated 

chromosomes and in case of higher fitness function values than original chromosome, the 

original chromosome is replaced by mutated chromosome. Otherwise, the parent chromosome 

is selected. In this research another type of mutation operator is applied, called Mask Operator. 

This is how mask mutation operator works: 

a) Mask Operator: In this operator a mask matrix of the parent chromosome is made out of 

random numbers between zero and one. Then those entities in the mask matrix which have a 

value of less than rM, their corresponding genes in the chromosome are randomly altered. Mask 

Operator is shown in Figure 5.10. 
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Vc f X 

30 0.2 3 

 

Vc f X 

0.71 0.28 0.15 

* <0.2 * 

 

Vc f X 

30 0.2 1 

Figure 5.10. Example of Mask Operator 

 

5.3.7. Stopping condition 

NSGA-II terminates either after a preselected number of generations. 500 is selected as the 

termination number or not change in the best solution set after 10 consecutive iterations, 

whichever happens earlier. The number of 500 is decided after initial tests of the algorithm. 

5.4. Optimization Results 

In single objective optimization, at mission cutting time of t = 60 s, and crater wear threshold 

values of H1 = 0.05 mm, H2 = 0.1 mm and H3 = 0.15 mm, the search space is f = [0.025 mm/rev-

0.5 mm/rev], Vc = [25 mm/rev-250 mm/rev] and types of tool [xi  = 1 means uncoated WC/Co, 

xi  = 2 means TiAlN coated WC/Co, xi  = 3 means cBN coated WC/Co, xi  = 4 means multi-

layered coated WC/Co]. The problem was first solved to maximize reliability at time  

t = 0. The best achievable reliabilities and optimum values of decision variables are as follows: 
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Highest Reliability: R = 0.946 

Type of tool: 1 = Uncoated WC/Co 

Cutting speed: Vc = 26 m/min 

Feed: f = 0.1005 mm/rev 

After solving the multiple-objective function problem with the same assumptions and 

conditions, the best solution Pareto frontier is presented at Figure 5.11. 

 

 

Figure 5.11. Illustration of dependency of physics-based reliability of cutting tool to cutting time (Uncoated 
WC/Co, H1 = 0.05 mm, H2 = 0.15 mm and H3 = 0.2 mm) 
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As it is shown in Figure 5.10, these two objectives have conflicts of interest, increasing one 

result in decreasing the other and vice versa. Figure 5.12 presents the trend of solutions in 

different generations before reaching to the best solution Pareto frontier. The solution with 

highest value of reliability is as follows: 

Highest Reliability: R = 0.9388 

Type of tool: 1 = Uncoated WC/Co 

Cutting speed: Vc = 25 m/min 

Feed: f = 0. 1017 mm/rev 

Material Removal Rate: MRR = 5.08 mm3/min 

While the solution with highest value of material removal rate is: 

Material Removal Rate: MRR = 245.5 mm3/min 

Type of tool: 3 = cBN coated WC/Co 

Cutting speed: Vc = 249 m/min 

Feed: f = 0. 495 mm/rev 

Highest Reliability: R = 0.0003 

A list of other best solutions is shown in Table a in the Appendix 3. Figure 5.13 represents 

optimum solution space in different views.  
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Figure 5.12. Solution space in different generations and how Pareto frontier forms 
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Figure 5.13. Optimum solution space in different views 
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5.5. Validation of Results 

In order to validate the optimization results, same multi-objective optimization problem is 

solved only with single tool type being considered. Therefore, two tool types, uncoated WC/Co 

and TiAlN coated WC/Co are selected and optimization problem are solved considering only 

one tool at a time. The mission time for uncoated WC/Co tool is selected to be one minute and 

since reliability ratings for TiAlN coated WC/Co was low in mission time of one minute, the 

problem has been solved for mission times of 30 and 40 seconds for this tool type. The Pareto 

frontiers associated with each one of these cases are shown in Figures 5.14 and 5.15. One set of 

cutting condition is selected for each tool type with similar reliability ratings to run experimental 

tests to validate the survival rates of these cutting tools under these cutting conditions. The 

experimental test for TiAlN coated tool is selected from 40 seconds mission time. Therefore, 

the complete tables of optimized results for single tool types of uncoated WC/Co, mission time 

60 seconds and TiAlN coated WC/Co, mission time 40 seconds are provided in Appendixes 4 

and 5. The selected condition for uncoated WC/Co is condition #37 in Appendix 4, in which 

cutting speed, Vc = 50 m/min, and feed f = 0.11 mm/rev. The estimated reliability rating for 60 

seconds mission time is about 0.3, meaning that the survival probability of uncoated WC/Co 

under this cutting condition is 30%. Similar cutting condition from TiAlN coated tools in terms 

of reliability rating is being selected which is condition #25 in Appendix 5 in which tool type is 

TiAlN coated WC/Co,  cutting speed, Vc = 56 m/min, and feed f = 0.1 mm/rev. Estimated value 

of reliability at mission time 40 seconds for this case is also 0.31 or 31%.  
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Figure 5.14. Pareto frontier considering only uncoated WC/Co tool type for cutting time t = 60s 

 

 

Figure 5.15. Pareto frontiers considering only TiAlN coated WC/Co tool type for cuttings time t = 30s, 40s, 
50s and 60s 
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9 replications of both cutting conditions have been experimentally tested in dry machining 

conditions. Cutting inserts are numbered and the rake faces of the used tools are looked at under 

optical microscope for investigation of crater wear and probable failures with respect to defined 

failure criteria.   

Figure 5.16 represent 9 sets of cutting edges that are used in machining Ti-6Al-4V under cutting 

condition #37 from Appendix 4. 

 

 

Figure 5.16. Wear conditions of 9 uncoated WC/Co inserts replication of condition #37 in Appendix 4 
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As it can be seen in Figure 5.16, T1 and T2 are failed because of gradual wear failure happened in 

cutting edge region (Zone 3) where the failure threshold is H3 = 0.2 mm. Since in the case of T1 

wear amount is measured as 0.32 mm and in the case of T2 wear amount is measured as 0.263 mm, 

these two cases are considered as failed due to the gradual wear failure mechanism. In the cases of 

T3 through T6, indications of chipping off or premature failure is visible. In T5, chipping off 

happened in tool nose radius region (Zone 2) with magnitude of 0.185 mm which exceeds the 

defined failure threshold in Zone 2 which is H2 = 0.15 mm. Magnitudes of chipping off in Zone 3 

of cases T3, T4 and T5 are measured to be 0.27 mm, 0.22 mm and, 0.32 mm. All of these values 

are greater than H3 = 0.2 mm, therefore tool are considered failed in the cases of T3 though T6 

because of premature chipping off failure mechanism. In cases T7 and T8, no significant edge 

geometry loss is observed and therefore, in these two cases, tool is considered survived and not 

failed. In the case of T9, despite the fact that gradual wear in tool tip region (Zone 1) is observed 

which extends until tool nose radius region (Zone 2), since the maximum magnitude of wear is 

measured to be 0.072 mm and is smaller than both Zone 1 and Zone 2 thresholds (H1 = 0.1 mm and 

H2 = 0.15 mm), the T9 case is considered as survival. In summary, 3 cases out of 9 cases are 

survived which is close agreement with predicted reliability of 0.3 (30%).  

Figure 5.17 represents the conditions of 9 replications of experimentally tested TiAlN coated 

WC/Co inserts under machining condition #25 in Appendix 5.  

As it can be seen, no indication of premature failure can be observed in these sets of experiments 

and all inserts experience gradual wear mechanism. The magnitude of gradual failure is pretty 

consistent in all cases from nose radius region (Zone 2) to cutting edge region (Zone 3), only in the 

cases of T16 and T18, more severe wear amount can be seen in the cutting edge region (Zone 3) 

rather than the nose radius (Zone 2). In these two cases, the magnitudes of crater wear in cutting 

region (Zone 3) are measured as 0.24 mm and 0.26 mm. Since both are greater than defined wear 

threshold for Zone 3 (H3 = 0.2 mm), these cases are considered as failed. In other cases, considering 
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the possible uncertainties in measurements and machining operation, all cases are either failed or 

close to a failure. In the case of T10, crater wear amount in both Zone 2 and Zone 3 is measured as 

0.158 mm. In the case of T11, wear amount is measured in both regions as 0.163 mm. Therefore, 

both cases of T10 and T11 are considered to be failed because of exceeding the wear threshold in 

Zone 2 (H2 = 0.15 mm). 

 

Figure 5.17. Wear conditions of 9 uncoated WC/Co inserts replication of condition #25 in Appendix 5 

 

In the case of T12, crater wear amount is measured as 0.147 mm in Zone 3 and no 

significant wear in the nose radius region is observed. Therefore, since the wear amount 
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of 0.147 mm is smaller than H3 = 0.2 mm, T12 is considered survived. T13 is 

considered failure because of 0.18 mm measured failure in Zone 2 which exceeds H2 = 

0.15 mm. T14 is survived as no considerable amount of wear in observed in Zone 2 and 

wear amount in Zone 3 is 0.175 mm which is smaller than Zone 3 wear threshold (H3 = 

0.2 mm). Cases 15 and 17 are also considered failure because of 0.163 mm and 0.155 

mm wear amount in nose radius region which is greater than defined wear threshold in 

Zone 2 (H2 = 0.15 mm). 

In summary, 2 out of 9 cases are considered to be survived which results in 0.22 (22%) 

survival rate. Considering all uncertainties involved in the process and measurements, 

this amount of deviation from the predicted reliability value sounds reasonable.  

 

5.6. Conclusion 

As it is shown in the single objective problem with unique objective of reliability optimization of 

cutting tools, uncoated WC/Co is selected as the preferred tool with higher reliability. Material 

removal rate, a popular objective in machining problems is also defined. NSGA-II is employed to 

solve the multiple objective problems. The benefit of this technique is not using weight factors to 

the objective and instead applies non-dominated sorting methodology. For consistency, from 

TiAlN coated tool also a condition has been selected with reliability around 30%. Therefore, from 

Appendix 5 Two types of tools are selected with multi-objective problem, uncoated WC/Co and 

cBN coated WC/Co. Tool number 1, uncoated WC/Co, is selected for higher values of reliability 

but lower values of MRR, these solutions are concentrated at feed values of between 0.1 mm/rev 

to 0.15 mm/rev and cutting speed value of 25 m/min to 63 m/min. On the other hand, tool number 

3, cBN coated WC/Co is selected for higher values of MRR but lower values of reliability, the 

solutions with tool number 3 cover a wider range of cutting speed and feed; feed ranges in between 
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0.1 mm/rev to 0.495 mm/rev in the solution space and cutting speed ranges in between 78 m/min 

to 249 m/min. 

By these results, designers and industry have a choice to select from the possible alternatives, based 

on their system requirement and budget, whether they want to satisfy MRR for higher tool 

reliability or vice versa. It should be noted that one needs to validate these optimum decision 

variable, etc. (tool type, cutting speed, and feed) for machining Ti6Al4V with the actual cutting 

tool tests and resultant tool wear measurements. This remains as a future test of this research work. 
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6. CONTRIBUTIONS AND FUTURE 

WORK 
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The motivation and overall content of this dissertation focuses on the investigation of machining 

process of titanium alloy Ti-6Al-4V, better understanding of the material constitutive model, two 

and three dimensional physics-based simulation of the process, cutting tool material, coatings and 

micro-geometry, tool wear prediction, experimental and physics-based reliability modeling of 

cutting tools and finally process optimization. Although the main focus of this study was on 

titanium alloy Ti6Al4V, the results and achievements of this study can be expanded to other 

materials as well. The main objectives of this study were understanding of the physical material 

removal process under shear-localization and cyclical serrated chip formation conditions for 

machining titanium alloys, establish the effect of cutting tool material, coatings, single versus 

multi-layer coatings, micro-geometry and variable edge preparation on machining of titanium alloy 

with experimental tests data and using three dimensional finite element simulations. In addition, 

wear measurements of worn tools of different types coming out of experimental test at different 

machining conditions set the ground for experimental-based reliability modeling as well as physics-

based simulations led to physics-based reliability models of cutting tools and at the end by using 

those physics-based reliability models, a multi-objective optimization problem is solved using fast 

Non-dominated Sorting Genetic Algorithm (NSGA-II) and optimum selections of types of tools 

and cutting conditions are presented with the predicted levels of reliability and material removal 

rate. Main contributions of this research towards these objectives are listed as follows. 

1. Development of a New Temperature-Dependent Flow Softening-Based Modified 

Constitutive Material Model for Titanium Alloy Ti-6Al-4V (Chapter 2) 

 Flow stress in form of a constitutive material model is a key input to the physics-based 

finite element simulations to introduce the material behavior under different physical, 

mechanical and environmental conditions. Machining is of those conditions that material 

goes under severe temperature, strain and strain rates and a comprehensive material model 

should capture material behavior at these elevated conditions in reality and turn it to a 
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mathematical model of flow stress. After studying different constitutive material models 

for Ti-6Al-4V alloy, such as original Johnson-Cook model, different modifications of 

Johnson-Cook model, micro-mechanical model and, etc., a new developed modification to 

Johnson-Cook material model is proposed, tested and validated with experimental test 

results. This model takes flow softening of the material at elevated strains using 

temperature-dependent parameters. This model represents the dynamic behavior of 

material very well and hence, this material model is utilized for two dimensional and three 

dimensional finite element simulations in this research. The parameters of this model are 

determined by comparing the force and serrated chip morphology coming out of 

experimental tests and simulations (Sima & Özel 2010). 

2. 2D and 3D Physics-Based Finite Element Simulation and Analysis of Machining Process 

(Chapter 2)  

 Analytical thermal modeling and finite element analysis modeling of machining with 

uniform and variable edge micro-geometry tools and 2D/3D process simulation have been 

established in a systematic fashion. The physics-based modeling techniques studied in this 

research not only predicted cutting forces but also related strain, stress and temperature 

fields which leads to predict the tool wear rate and to optimize the cutting process 

parameters, tool geometry and multi-layer coatings for a more productive manufacturing 

environment.  

In the FE Simulations, broad range of concepts are studied, such as formulation a material 

constitutive model of Ti-6Al-4V for the simulation purpose, effects of tool type and 

coatings in machining, Tool wear modeling, Stress, temperature, strain prediction during 

machining and last but not least prediction of residual and surface integrity of the machined 

part. All these achievements happened using both 2D and 3D finite element simulation, 
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updated Lagrangian software DEFORM. Several FE simulations of machining process of 

titanium alloys has been run for different purposes which some are listed below: 

a) Better understanding of physics of material removal process under shear-localization and 

cyclical serrated chip formation conditions for machining titanium alloys using cutting 

tools with micro-geometry design. 

b) Established and validated a physics-based wear model that relates temperature, shear 

localization, stresses, and other contact conditions to tool wear mechanisms, when 

machining Titanium alloy using 3-D simulation modeling (Özel & Sima et al., 2010 and 

Sima et al., 2011). 

c) Established the effect of the cutting edge angles, micro-geometry and variable edge 

preparation on machining of titanium alloy with experimental data and using 3-D 

simulations (Özel & Sima et al,. 201 and Sima et al., 2011).  

 

3. Experimental Analysis of 3D Machining and Tool Wear Measurement(Chapter 3) 

 Chapter 3 was focused on studying different aspects of machining Ti6Al4V, 

experimentally. Some limited conditions of the machining process with different types of 

uncoated and coated tools, single layer versus multi-layer coatings and different types of 

coating material, as well as variable edge design tools are utilized at two levels of cutting 

speeds and feed for  validation and verification purpose of simulation results. Cutting 

forces are measured during machining process using a Kistler dynamometer attached to the 

Bridgeport CNC turning machine. Serrated chips produced during machining of each 

cutting condition are collected, mounted in epoxy resin, and then observed under the 

Keyence VH-Z100UR optical microscope and the dimensions and sized are recorded (Sima 
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& Özel 2010, Özel, Sima & Srivastava 2010, Özel, Sima, Srivastava & Kaftanoglu 2010, 

Sima et al. 2011). 

 Various types of advanced cutting tools that are used for machining of Ti-64 bar turning 

tests, are then closely studied under Keyence VH-Z100UR optical microscope and size and 

dimensions of worn areas are measured as well as studying the dominant wear mechanism 

in that tool (Özel & Sima et al.,2010 and Sima et al., 2011). 

 

4. Reliability Modeling and Analysis of Advanced Cutting Tools (Chapter 4) 

 Experimental-based crater wear reliability models of four types of cutting tools, uncoated 

WC/Co, TiAlN coated WC/Co, cBN coated WC/Co and, multi-layered (cBN+TiAlN) 

coated WC/Co are developed using closed tools that went through experimental tests. Then 

these worn tools are closely looked under the microscope and images of their crater wear 

area taken. These images are used for taking measurements of the crater wear region. Crater 

wear sub-region concept is introduced in this section for purpose of accurate failure 

threshold consideration. These three sub-regions are named: tool tip trailing, tool nose 

radius and tool cutting edge. Based on experimental results, sub-reliability of each of these 

regions is investigated separately and reliability of tool is model by competing risk model 

as failure of each one of these regions results in tool failure. 

 Physics-based reliability modeling and investigation is also performed using physics-based 

finite element simulations ran under different machining conditions with different types of 

cutting tools. In these simulations, wear rates are collected from each element on the crater 

wear region and same division of regions as experimental data also took place here. Wear 

predictions are based on Usui’s wear model defined for the software. Similar to 

experimental-based reliability modeling Weibull distribution is applied to fit to wear rate 
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data and general log-linear model is utilized to take into account the effect of process input 

parameters (cutting speed and feed). Competing risk reliability models are evaluated for 

each tool with respect to reliability of each sub-region of that tool. 

5. Multi-Objective Fast Non-Dominated Sorting Genetic Algorithm of Machining Process 

Parameters and Tool Selection (Chapter 5) 

 Many objectives can be defined in machining processes. These can be minimizing 

machining forces, production time, cost, tool wear and/or maximizing reliability of tool, 

surface integrity and tool life. In this study, maximizing tool reliability as well as material 

removal rate which is the best index of operation’s efficiency in machining operations are 

determined. Decisions variables of this multi-objective optimization problem are type of 

cutting tool, cutting speed and feed. Problem is solved using strong and fast dominated 

sorting genetic algorithm (NSGA-II) and at the end a Pareto frontier of non-dominated 

solutions is provided along with the optimal values of the decision variables in the decision 

space. 

Based on aforementioned contributions of this dissertation, possible future directions of research 

can be listed as follows. 

1. Regarding material constitutive model in Chapter 2, it would be worthy of conducting more 

research to reach to a more accurate match to the Lee-Lin experimental results in smaller 

values of strain. It is obvious conducting more intelligent trial and error efforts on the 

parameters along with regression analysis can lead to better alignment between predicted 

forces and chip morphology and experimental results. 

2. Finite element simulations can be designed and run for more machining conditions to be 

able to perform a more thorough optimization study on the process parameters. 3D finite 

element simulations can be designed and conducted with elasto-viscoplastic material 
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assumption for more accurate representation of any metal forming process, conditional to 

advancement of computational capabilities finite element software (Chapter 2).  

3. More research can be conducted to figure out Usui’s wear model parameters for different 

types of coated/uncoated and/or single/multi-layered cutting tool with different materials 

in order to predict more accurate tool wear (Chapter 2).  

4. Experimental analysis given in Chapter 3 can be expanded for more machining set of 

parameters. Particularly, higher feeds and cutting speeds can be investigated (high speed 

machining), which would result in increase in the material removal rate. Similarly, different 

depth/width of cut values can also be studied. Also, different types of tool material, 

coatings and micro-geometries (angles and radius) can be more investigated for better 

understanding of their effects on machining outputs. 

5. In experimental-based reliability modeling in Chapter 4, it would be beneficial that the tests 

are designed originally for wear and reliability analysis. All the cutting tools experience 

same duration of cut, same conditions, the test stop at fixed time increments and wear are 

measured at that time and then either new tools are used for longer time increment 

(preferably) or tests are conducted until next increment. Of course running more 

replications of each condition would decrease the uncertainty of the data. 

6. Physics-based reliability modeling would be more comprehensive by considering flank 

wear-related failures in Chapter 4. By more developed software and computational power 

capabilities, modeling cutting tool material as elasto-viscoplastic material deformation 

assumption, complete set of flank wear data could be extracted and used towards flank 

wear prediction and failures due to flank wear and consider it in reliability modeling. 

7. A more detailed research on crater wear sub-regions and their associated thresholds lead to 

a better and more accurate reliability model as optimization problem in chapters 4 and 5. 
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More objective functions could be considered to solve such as minimizing the cutting 

forces, surface roughness etc. as well as more decision variables from input parameters 

such as depth of cut, type of lubricant etc. in formulating multi-objective optimization 

problem in chapter 5. It is obvious that having more than 100 populations and more than 

500 generation may result in better solutions considering increase in elapsed time in solving 

the problem. 
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Appendix 

Appendix 1 

Distribution fits and probability density functions to the experimental data for wear rate of 

cutting tools at different wear regions. 

1a) Uncoated WC/Co tool tip trailing zone (Region 1): 

Distribution fit plot: 
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Probability Density Function plot: 
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1b) Uncoated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 
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Probability Density Function plot: 
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1c) Uncoated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 
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2a) TiAlN coated WC/Co tool tip trailing zone (region 1): 

Distribution fit plot: 
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Probability Density Function plot: 
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2b) TiAlN coated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 

 

  



206 

 

Probability Density Function plot: 

 

  



207 

 

2c) TiAlN coated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 
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3a) cBN coated WC/Co tool tip trailing zone (region 1): 

Distribution fit plot: 
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Probability Density Function plot: 
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3b) cBN coated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 
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Probability Density Function plot: 
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3c) cBN coated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 
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4a) multi-layered coated WC/Co tool tip trailing zone (region 1): 

Distribution fit plot: 
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Probability Density Function plot: 
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4b) multi-layered coated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 
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Probability Density Function plot: 

 

  



219 

 

4c) multi-layered coated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 
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Appendix 2 

Distribution fits and probability density functions to the physics-based FE simulation data 

for wear rate of cutting tools at different wear regions. 

1a) Uncoated WC/Co tool tip trailing zone (Region 1): 

Distribution fit plot: 
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Probability Density Function plot: 

 

  

  



223 

 

1b) Uncoated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 
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Probability Density Function plot: 
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1c) Uncoated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 
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2a) TiAlN coated WC/Co tool tip trailing zone (region 1): 

Distribution fit plot: 
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Probability Density Function plot: 
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2b) TiAlN coated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 
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Probability Density Function plot: 
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2c) TiAlN coated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 

 

  



233 

 

3a) cBN coated WC/Co tool tip trailing zone (region 1): 

Distribution fit plot: 
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Probability Density Function plot: 
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3b) cBN coated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 
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Probability Density Function plot: 
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3c) cBN coated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 
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4a) multi-layered coated WC/Co tool tip trailing zone (region 1): 

Distribution fit plot: 
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Probability Density Function plot: 
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4b) multi-layered coated WC/Co tool nose radius zone (region 2): 

Distribution fit plot: 
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Probability Density Function plot: 
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4c) multi-layered coated WC/Co tool cutting edge zone (region 3): 

Distribution fit plot: 
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Probability Density Function plot: 
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Appendix 3 

Complete list of optimal solutions for multi-objective optimization using NSGA-II 

Solution # Vc (m/min) f (mm/rev) X Reliability MRR 

1 25 0.101697519 1 0.938878872 5.084875938 

2 25 0.101697519 1 0.938878872 5.084875938 

3 26 0.101697519 1 0.919796972 5.288270975 

4 25 0.110581834 1 0.889576827 5.529091717 

5 25 0.110581834 1 0.889576827 5.529091717 

6 26 0.110779367 1 0.86181701 5.760527091 

7 26 0.110779367 1 0.86181701 5.760527091 

8 25 0.119201781 1 0.831452088 5.960089062 

9 25 0.119201781 1 0.831452088 5.960089062 

10 26 0.119201781 1 0.799600411 6.198492624 

11 29 0.11074498 1 0.774641985 6.42320883 

12 29 0.11074498 1 0.774641985 6.42320883 

13 33 0.101697519 1 0.742072157 6.712036238 

14 33 0.101697519 1 0.742072157 6.712036238 

15 34 0.101697519 1 0.714522843 6.915431275 

16 34 0.101697519 1 0.714522843 6.915431275 

17 32 0.11116216 1 0.680337558 7.114378211 

18 30 0.119201781 1 0.669395235 7.152106874 

19 37 0.101697519 1 0.634153633 7.525616388 

20 37 0.101697519 1 0.634153633 7.525616388 

21 35 0.110581834 1 0.600026138 7.740728403 

22 35 0.110581834 1 0.600026138 7.740728403 

23 40 0.101697519 1 0.559817155 8.1358015 

24 40 0.101697519 1 0.559817155 8.1358015 

25 39 0.107129599 1 0.530542893 8.356108706 

26 39 0.107129599 1 0.530542893 8.356108706 

27 39 0.11116216 1 0.493824015 8.670648444 

28 43 0.101697519 1 0.493149033 8.745986613 

29 32 0.138493568 1 0.457191895 8.86358833 

30 32 0.138493568 1 0.457191895 8.86358833 

31 42 0.114496351 1 0.403134744 9.617693492 

32 42 0.114496351 1 0.403134744 9.617693492 

33 51 0.101697519 1 0.353060107 10.37314691 

34 51 0.101697519 1 0.353060107 10.37314691 

35 54 0.101697519 1 0.312847275 10.98333203 

36 54 0.101697519 1 0.312847275 10.98333203 
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37 57 0.101697519 1 0.278094926 11.59351714 

38 54 0.11074498 1 0.25514288 11.96045782 

39 54 0.11074498 1 0.25514288 11.96045782 

40 63 0.101697519 1 0.221986876 12.81388736 

41 51 0.126590184 1 0.208557541 12.91219871 

42 78 0.101697519 3 0.182118208 15.86481293 

43 103 0.101697519 3 0.154006557 20.94968886 

44 103 0.101697519 3 0.154006557 20.94968886 

45 128 0.101697519 3 0.134836345 26.0345648 

46 128 0.101697519 3 0.134836345 26.0345648 

47 153 0.101697519 3 0.120764854 31.11944074 

48 153 0.101697519 3 0.120764854 31.11944074 

49 185 0.101697519 3 0.107294279 37.62808194 

50 185 0.101697519 3 0.107294279 37.62808194 

51 222 0.101697519 3 0.095700334 45.15369833 

52 222 0.101697519 3 0.095700334 45.15369833 

53 249 0.103399059 3 0.084769568 51.49273144 

54 249 0.103399059 3 0.084769568 51.49273144 

55 249 0.115343342 3 0.061252735 57.4409843 

56 249 0.115343342 3 0.061252735 57.4409843 

57 247 0.129630787 3 0.043345334 64.03760882 

58 249 0.131422935 3 0.041367229 65.44862158 

59 249 0.14425231 3 0.031185487 71.83765058 

60 249 0.14425231 3 0.031185487 71.83765058 

61 249 0.155419897 3 0.024835091 77.39910891 

62 249 0.155419897 3 0.024835091 77.39910891 

63 249 0.170493508 3 0.018668585 84.90576683 

64 249 0.174806694 3 0.017271379 87.05373384 

65 249 0.189817882 3 0.013318833 94.52930533 

66 249 0.190369429 3 0.013195999 94.80397558 

67 249 0.204330792 3 0.01049507 101.7567343 

68 249 0.219463118 3 0.008271076 109.2926325 

69 249 0.23269621 3 0.006762064 115.8827123 

70 249 0.23269621 3 0.006762064 115.8827123 

71 247 0.251538415 3 0.005149859 124.2599771 

72 247 0.251538415 3 0.005149859 124.2599771 

73 249 0.263933888 3 0.004287667 131.4390762 

74 249 0.263933888 3 0.004287667 131.4390762 

75 249 0.280708636 3 0.003390595 139.7929008 

76 249 0.280708636 3 0.003390595 139.7929008 

77 249 0.295287331 3 0.002779199 147.0530907 

78 249 0.295287331 3 0.002779199 147.0530907 
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79 249 0.313213419 3 0.002190279 155.9802827 

80 249 0.313213419 3 0.002190279 155.9802827 

81 249 0.328149074 3 0.001805552 163.4182387 

82 249 0.338589051 3 0.001581904 168.6173474 

83 249 0.352627316 3 0.001328924 175.6084031 

84 249 0.356428584 3 0.001268553 177.501435 

85 249 0.374751961 3 0.001018002 186.6264767 

86 249 0.374751961 3 0.001018002 186.6264767 

87 249 0.388975058 3 0.000862096 193.709579 

88 249 0.393651663 3 0.000816939 196.0385282 

89 247 0.406309594 3 0.000711778 200.7169395 

90 249 0.421866829 3 0.000595664 210.0896809 

91 249 0.421866829 3 0.000595664 210.0896809 

92 249 0.438898869 3 0.000495712 218.5716368 

93 249 0.442988904 3 0.000474682 220.608474 

94 249 0.457149733 3 0.00040943 227.6605672 

95 249 0.461645858 3 0.000390927 229.8996375 

96 249 0.480189643 3 0.000324171 239.134442 

97 249 0.480189643 3 0.000324171 239.134442 

98 249 0.494114507 3 0.000282662 246.0690246 

99 249 0.495052784 3 0.000280094 246.5362866 

100 249 0.495052784 3 0.000280094 246.5362866 
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Appendix 4 

Complete list of optimal solutions using tool type 1 (uncoated WC/Co) and t = 60s, for 

multi-objective optimization using NSGA-II 

Solution # Vc (m/min) f (mm/rev) Reliability MRR 

1 25 0.100722 0.943438113 5.036109203 

2 25 0.1027 0.934004738 5.13497656 

3 26 0.102957 0.912534743 5.353788528 

4 25 0.108958 0.899536195 5.447891765 

5 26 0.108066 0.880389637 5.619454416 

6 25 0.116096 0.853261129 5.804817849 

7 29 0.103773 0.833398216 6.018856881 

8 30 0.100985 0.830076663 6.059110899 

9 25 0.121755 0.812984515 6.087748912 

10 31 0.102957 0.785665846 6.383363245 

11 25 0.127686 0.768874214 6.384294877 

12 32 0.102957 0.757764604 6.589278188 

13 27 0.122977 0.73641528 6.640750162 

14 25 0.134837 0.71487634 6.741858156 

15 35 0.100471 0.699727017 7.03298202 

16 33 0.108066 0.680318205 7.132384451 

17 33 0.110384 0.658277028 7.285346987 

18 31 0.118988 0.639881083 7.377255672 

19 38 0.100296 0.623070853 7.622462341 

20 33 0.116096 0.605625714 7.66235956 
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21 36 0.108958 0.588514627 7.844964142 

22 37 0.108066 0.570984517 7.996915899 

23 40 0.102957 0.547232194 8.236597736 

24 36 0.11662 0.519132574 8.396659458 

25 37 0.116096 0.498649378 8.591130416 

26 39 0.111593 0.490044741 8.704263178 

27 39 0.113904 0.470256111 8.884519657 

28 44 0.103993 0.451572587 9.151389572 

29 44 0.106253 0.431716923 9.350245641 

30 44 0.106409 0.43037971 9.363981244 

31 42 0.113904 0.407686013 9.567944246 

32 48 0.102394 0.393652467 9.829795981 

33 46 0.108958 0.374131759 10.02412085 

34 48 0.107078 0.356373635 10.27946621 

35 48 0.110384 0.332482825 10.59686835 

36 47 0.113904 0.32334349 10.70698523 

37 50 0.110384 0.304675561 11.03840453 

38 49 0.116096 0.282451038 11.37744298 

39 56 0.1027 0.282430409 11.50234749 

40 58 0.101933 0.266097066 11.82419192 

41 44 0.134848 0.249693683 11.86666576 

42 60 0.101933 0.246633489 12.23192267 

43 62 0.102394 0.226388805 12.69681981 

44 62 0.106409 0.205571244 13.19470084 

45 67 0.1027 0.18772729 13.76173718 
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46 65 0.106253 0.184785015 13.81286288 

47 62 0.11576 0.165717574 14.35429671 

48 74 0.102957 0.147275783 15.23770581 

49 65 0.118988 0.137697896 15.46843931 

50 67 0.124065 0.114479393 16.62475242 

51 83 0.110384 0.092371499 18.32375151 

52 92 0.106253 0.07925988 19.55051361 

53 91 0.118988 0.059750097 21.65581504 

54 111 0.102957 0.053841525 22.85655872 

55 113 0.108958 0.043977349 24.62447078 

56 138 0.10191 0.031756076 28.12723596 

57 138 0.10191 0.031756076 28.12723596 

58 106 0.13997 0.025685684 29.67355176 

59 146 0.110384 0.02190025 32.23214122 

60 163 0.116096 0.014146449 37.84741237 

61 196 0.107078 0.010913935 41.97448701 

62 174 0.134294 0.00757967 46.7343313 

63 217 0.113904 0.006777252 49.4343786 

64 220 0.121755 0.005245121 53.57219042 

65 233 0.124065 0.004141763 57.81443753 

66 231 0.136056 0.00308773 62.85775877 

67 249 0.128478 0.002982439 63.98186976 

68 244 0.13997 0.002337683 68.30515688 

69 249 0.150231 0.001678586 74.81508887 

70 147 0.256658 0.00128556 75.45732242 
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71 244 0.16443 0.001270336 80.24160125 

72 244 0.180248 0.000882099 87.96101369 

73 244 0.18892 0.000728804 92.19317768 

74 249 0.194265 0.00060362 96.74388975 

75 249 0.203343 0.000498942 101.2650114 

76 244 0.214884 0.000426208 104.8632055 

77 249 0.220346 0.000355041 109.7323016 

78 250 0.220049 0.00035176 110.0245585 

79 210 0.271923 0.000273029 114.2077281 

80 249 0.238222 0.000253598 118.6343937 

81 244 0.251387 0.00021671 122.6766259 

82 249 0.256658 0.000182969 127.8154645 

83 250 0.260028 0.000170074 130.0139895 

84 244 0.273318 0.000149833 133.3791175 

85 249 0.278809 0.000126705 138.8469042 

86 231 0.301917 0.000118998 139.4856319 

87 248 0.289827 0.000108206 143.7540328 

88 250 0.301917 8.72107E-05 150.9584761 

89 249 0.318861 6.91781E-05 158.7929962 

90 249 0.318861 6.91781E-05 158.7929962 

91 249 0.329206 5.98153E-05 163.9446802 

92 211 0.388513 5.43052E-05 163.952511 

93 228 0.368635 5.06793E-05 168.0976451 

94 244 0.35271 4.73093E-05 172.1226246 

95 244 0.355511 4.56226E-05 173.489566 
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96 244 0.366253 3.97868E-05 178.7317057 

97 249 0.36768 3.60214E-05 183.1045257 

98 249 0.368635 3.55927E-05 183.5803229 

99 249 0.388513 2.79191E-05 193.4795035 

100 249 0.405115 2.29912E-05 201.747262 

101 249 0.417303 2.00291E-05 207.8166502 

102 249 0.42134 1.91503E-05 209.8274429 

103 233 0.461383 1.64217E-05 215.0045017 

104 233 0.461383 1.64217E-05 215.0045017 

105 244 0.45055 1.52086E-05 219.8685199 

106 249 0.452984 1.36534E-05 225.585835 

107 230 0.498148 1.20913E-05 229.1478505 

108 244 0.478443 1.14784E-05 233.480296 

109 244 0.487891 1.04714E-05 238.0908871 

110 244 0.487891 1.04714E-05 238.0908871 

111 249 0.487891 9.6375E-06 242.9697988 

112 249 0.491279 0.000009329 244.6568624 

113 250 0.498148 8.5967E-06 249.0737505 

114 250 0.498148 8.5967E-06 249.0737505 
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Appendix 5 

Complete list of optimal solutions using tool type 1 (TiAlN coated WC/Co) and t = 40s, for 

multi-objective optimization using NSGA-II 

Solution # Vc (m/min) f (mm/rev) Reliability MRR 

1 25 0.100652 0.526835414 5.032609163 

2 25 0.101901 0.521490247 5.09504868 

3 26 0.101901 0.509234014 5.298850627 

4 27 0.10269 0.494287333 5.545282228 

5 28 0.100473 0.492360952 5.626463121 

6 29 0.100652 0.480918519 5.83782663 

7 29 0.100794 0.480329411 5.846072312 

8 30 0.100652 0.470700837 6.039130996 

9 31 0.100652 0.460924296 6.240435363 

10 32 0.100652 0.451561445 6.441739729 

11 33 0.100652 0.442586958 6.643044096 

12 34 0.100794 0.43341992 6.854015814 

13 35 0.101901 0.420909953 7.133068152 

14 36 0.100473 0.418458855 7.234024013 

15 37 0.100794 0.40959167 7.458781915 

16 38 0.101901 0.398141042 7.744473993 

17 41 0.100473 0.382954067 8.23874957 

18 43 0.100652 0.369823989 8.656087761 

19 45 0.100381 0.359119715 9.034269755 

20 45 0.101901 0.353889481 9.171087623 
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21 47 0.101901 0.343084216 9.578691518 

22 48 0.100794 0.341610265 9.676257619 

23 51 0.100381 0.328339104 10.23883906 

24 54 0.100473 0.314655016 10.85103602 

25 56 0.100381 0.306640626 11.24264681 

26 57 0.101901 0.298052383 11.61671099 

27 58 0.100652 0.297963712 11.67565326 

28 61 0.101901 0.283345722 12.43191878 

29 66 0.100473 0.270956824 13.26237736 

30 66 0.100473 0.270956824 13.26237736 

31 61 0.109613 0.262613808 13.37274749 

32 69 0.100652 0.261471971 13.89000129 

33 73 0.100473 0.25091176 14.66899314 

34 69 0.109613 0.238900446 15.12655044 

35 83 0.100381 0.227394901 16.66320866 

36 84 0.100652 0.224624094 16.90956679 

37 89 0.100794 0.214335838 17.94139434 

38 94 0.100652 0.205599502 18.92261045 

39 99 0.101901 0.194659853 20.17639277 

40 105 0.100652 0.188258674 21.13695849 

41 114 0.100381 0.176747807 22.88681671 

42 122 0.101901 0.164523005 24.86383756 

43 128 0.101901 0.158216139 26.08664924 

44 138 0.100381 0.151320442 27.70509392 

45 139 0.100381 0.150427834 27.90585547 
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46 153 0.100652 0.138585131 30.79956808 

47 155 0.100652 0.137106728 31.20217681 

48 157 0.115066 0.116371147 36.13068269 

49 195 0.100473 0.113497009 39.18429674 

50 209 0.101901 0.105343539 42.59460696 

51 230 0.101901 0.097169797 46.87444785 

52 248 0.100381 0.092777729 49.78886443 

53 250 0.10269 0.089729785 51.34520581 

54 250 0.10269 0.089729785 51.34520581 

55 248 0.111309 0.082199953 55.20920343 

56 250 0.118726 0.07566956 59.36275107 

57 250 0.128084 0.069183467 64.04190893 

58 195 0.166113 0.062949978 64.78387602 

59 250 0.139396 0.062579849 69.69784735 

60 250 0.147577 0.058477428 73.78869878 

61 250 0.155751 0.054840224 77.87566911 

62 247 0.164392 0.05195869 81.20964016 

63 250 0.171207 0.048980797 85.60365171 

64 250 0.181604 0.045642964 90.80212004 

65 248 0.192081 0.042973513 95.27238005 

66 248 0.199526 0.041055836 98.96499025 

67 248 0.210062 0.038593572 104.1908381 

68 250 0.218471 0.036555788 109.2357015 

69 250 0.226992 0.034909479 113.495871 

70 248 0.238871 0.033058878 118.4799854 
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71 250 0.238391 0.032907062 119.1952711 

72 250 0.251757 0.030810138 125.8787135 

73 248 0.262593 0.029488032 130.2458881 

74 250 0.273617 0.027860743 136.8087015 

75 247 0.28561 0.026733657 141.0911854 

76 225 0.323083 0.024992759 145.387373 

77 250 0.304147 0.024511896 152.0736484 

78 250 0.315948 0.023406247 157.9738008 

79 250 0.32696 0.022452536 163.4801856 

80 250 0.33722 0.021624465 168.6100099 

81 250 0.347108 0.020875796 173.5539999 

82 250 0.358044 0.020098359 179.0218118 

83 245 0.366731 0.01986654 179.6979732 

84 250 0.371306 0.019218463 185.6532174 

85 250 0.381594 0.018577827 190.7967609 

86 250 0.381594 0.018577827 190.7967609 

87 250 0.390736 0.018035581 195.3679679 

88 248 0.403263 0.017453924 200.0182344 

89 250 0.409395 0.016997362 204.6975696 

90 250 0.419918 0.016446865 209.9588793 

91 250 0.431334 0.015874084 215.6668208 

92 250 0.437356 0.015581152 218.6781646 

93 248 0.444006 0.01537639 220.2267289 

94 250 0.452343 0.014877011 226.1716065 

95 250 0.46079 0.014494341 230.3948202 
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96 248 0.477049 0.013886438 236.6161911 

97 250 0.477113 0.013780625 238.5564872 

98 250 0.48614 0.013399379 243.0699412 

99 250 0.499543 0.012849617 249.7715289 

 

 


