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This dissertation seeks to understand ferroelectric domains, which can be viewed as networks

of topological structural vortices, in a new class of materials called multiferroic hexagonal

manganites RMnO3 (h-RMnO3) with R = rare earths, Y, In and Sc. From an experimental

standpoint with solid theoretical background, we will briefly introduce improper ferroelec-

tricity and topological defects in general in chapter 1. Then we start our discussion by

reviewing the origin of the topological defect (vortex) in multiferroic material (h-RMnO3)

and its self-organized domain network, which will act to motivate the work. We will also

discuss the origin of self electric poling effect, self-organized criticality (SOC), and a rare

phenomenon - vortex core fragmentation in chapter 2. This will be followed by chapter

3 which mainly discusses the manipulation of topological vortex by applying an external

shear strain. The force on vortices in h-RMnO3 generated by shear strain is analogous to

the Magnus force that moves superfluid vortices in the direction transverse to the superfluid

current. Chapter 4 starts with a brief introduction to the Kibble-Zurek Mechanism (KZM),

which is the theoretical background of the connection between cosmology and condensed

ii



matter physics. It turns out that multiferroic h-RMnO3 is an excellent test bed for KZM

through the study of defect formation, emergent continuous symmetry, and Higgs condensa-

tion of the disorder field. In the remaining chapter, we extend our scope from the standard

vortex to its “dual description” –partially undistorted antipolar (PUA) vortex. Then we

will end this dissertation with a summary of the results and future research directions,

which actually open a new path to understand the fundamental properties of this new class

of materials.
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Chapter 1

Prologue

In condensed matter physics, physicists are concerned about the collective behavior of a

large number of particles that organize themselves into an ordered state. However, one

step further, physicists are even more concerned about how one ordered state transforms

to another state, for example, liquid freezing into solid or a paramagnet going over into a

ferromagnet, which is termed phase transition. The traditional way in condensed matter

physics is achieving a more ordered state from a less ordered state. This is accompanied

with symmetry breaking, which leads to the birth of our Universe as well as a variety of

condensed matter phenomenon.

Symmetries determine nature ubiquitously from the beauty of human faces[1], to biology,

chemistry, and even art. The concept of symmetry breaking also plays an important role

throughout all fields of physics: for example chiral(simply known as handedness) [2, 3]

symmetry breaking in the context of strong interactions [4], explicit Charge Parity (CP)

symmetry breaking in the weak interactions [5, 6], the local gauge invariance of quantum

field theory [7], the breaking of gauge symmetries to explain the origin of particle mass in

the standard model [8–10], and the formation of cosmic strings in the early Universe [11, 12]

or electronically ordered phases in superconductors.

The most fundamental symmetry operations are spatial inversion (r → −r), time re-

versal (t → −t) and charge conjugation (+q → −q) and so on. The spontaneous break-

ing of symmetry with various parameters such as temperature is associated with a phase

transition, and such a symmetry breaking is characterized by an order parameter. In con-

densed matter physics, spatial inversion and time reversal are responsible for ferric order
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and magnetic order, which are simply known as electricity and magnetism in our daily life,

respectively. If a system exhibits both broken spatial inversion symmetry as well as broken

time reversal symmetry, a variety of interesting phenomena emerge, like multiferroicity, the

magnetoelectric effect, etc.

Meanwhile, if symmetry is broken differently in two adjacent parts of a macroscopic

sample, the boundary will contain a defect: e.g. a dislocation in a crystal or a domain wall

in a ferromagnet. The defects can be considered as sources of disorder. More and more

defects entering the system means putting more disorder into it, which also can be considered

as a phase transition into a more disordered state. Topological defects, as we will discuss

below, occur often during symmetry breaking, and are responsible for numerous phenomena

such as, vortices in superconductors [13], domain and domain walls in ferroelectric [14, 15]

and magnetic materials [16], and skyrmions [17].

This chapter will review two different kinds of ferroelectricity: proper (or traditional)

ferroelectricity vs. improper ferroelectricity in term of symmetry breaking, which leads to

a simple explanation of multiferroicity. Then it will be followed by a brief introduction of

topological defect and typical examples, especially the vortices in xy-model and skyrmions.

1.1 Ferroelectricity and multiferroicity

It has been more than a century since Pockels reported the anomalously large piezoelectric

constants of Rochelle salt in year 1893. Around 30 years later, J. Valasek discovered the

basic ferroelectric effect - ferroelectric hysteresis loop of this special acentric compound

[18]. He realized that ferroelectricity showing the dielectric properties of crystal were in

many respects similar in nature to the ferromagnetic properties of iron in that there was a

hysteresis effect in the field-polarization curve, see Fig. 1.1, as well as a Curie temperature

Tc, an extremely large dielectric and piezoelectric response in and near the ferroelectric

region. The hysteresis loops were unsymmetrical as was to be expected if the crystal had a

natural polarization.
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The definition of ferroelectricity then is followed: a ferroelectric (analogous to ferromag-

netic ) crystal is defined as a crystal showing a spontaneous electric polarization and whose

direction of spontaneous polarization can be reversed by an electric field. An antiferro-

electric (analogous to ferrimagnetic) crystal is defined as a crystal whose structure can be

considered as being composed of two sublattices polarized spontaneously in antiparallel di-

rections. After the discovery of ferroelectricity, there has been an ever-increasing amount of

research and development, ranging from the most fundamental studies of the phenomenon

to a wide variety of devices and system applications [19–23]. Fig. 1.2 [24] demonstrates

the development of the oxide ferroelectric materials, which indicates the number of oxide

ferroelectrics discovered each year. Until now, many typical ferroelectric materials, such as

BaTiO3, LiNbO3 and so on, are still hot topic in condensed matter physics.

The development in the application of ferroelectric materials brought big progress to

our life, such as ferroelectric memories [19] and ferroelectric field-effect transistors [25–28].

Especially the application considerations for memory devices, both as switching memory

elements for ferroelectric nonvolatile random access memories (FRAMs), and as passive

capacitors for volatile dynamic random access memories (DRAMs), both of them will be

the main commercial application in the future. Moreover, a large number of applications

Figure 1.1: First ferroelectric hysteresis loop of rochelle salt. Hysteresis loops of
rochelle salt at 0 ◦C, which is taken from reference [24]
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of ferroelectric materials also develop properties that are an indirect consequence of ferro-

electricity, such as dielectric, piezoelectric, pyroelectric and photovoltaic effect properties.

In ferroelectric materials, the functionalities of the material are usually determined by

symmetry breaking distortions which result in order parameter fields. The regions with

dissimilar order parameters are separated by domain and domain walls, which also can be

viewed as defects. Theoretical predictions and experimental discoveries of novel functional-

ities emerging at domain walls in ferroelectrics and ferroelastic materials become more and

more important, since there size and as the fact that they can be controlled [29–33]. These

are associated with either intrinsic symmetry-related effects on electronic and phonon struc-

ture, or interactions between ferroic system and other materials functionalities, including

coupling to other order parameters, like multiferroic properties.

Figure 1.2: Number of oxide ferroelectric substances discovered in each year.
Only pure compounds are taken into account in this plot, which is from reference [24]

.



5

1.1.1 Proper and improper ferroelectricity

Depending on the mechanism of inversion symmetry breaking, there are 2 types of ferro-

electrics: proper and improper ferroelectrics.

In typical ferroelectric materials, the primary order parameter is polarization resulting

from centrosymmetry breaking of chemical bond. The main driving force is the polar

instability. A typical ferroelectric of this type can be understood in which, if an ion is

displaced from equilibrium slightly, the force from the local electric fields due to the ions in

the crystal increases faster than the elastic-restoring forces which leads to an asymmetrical

shift in the equilibrium ion positions and hence to a permanent dipole moment.

A famous textbook example is barium titanate (BaTiO3), the ionic displacement in

BaTiO3 concerns the relative position of the titanium ion within the oxygen octahedral

cage in the perovskite structure, see Fig. 1.3. There are several phase transitions induced

structural distortions in BaTiO3, which can be briefly described from high-temperature

paraelectric cubic to the ferroelectric tetragonal, orthorhombic, and then rhombohedral

phase. The paraelectric cubic phase above its Curie point is about 100 ◦C. Below this critical

temperature, the spontaneous polarization is induced along one of the [001] directions in

the original cubic structure, as shown in Fig. 1.3. Note that this process has broke the

symmetric state into a lower symmetry, which gives rise in the formation of different domain

Figure 1.3: Proper ferroelectric: paraelectric to ferroelectric phase transition in
BaTiO3. The structural transition from symmetric state cubic to broken symmetry state
tetragonal. The spontaneous polarization is along one of the [001] directions in the original
cubic structure.
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and domain walls as defects in BaTiO3 [34]. These domain walls are experimentally proved

as charged domain walls with steady metallic-type conductivity [35].

In contrast, the origin of so-called improper ferroelectrics [36] is: the order parameter

of the phase transition is not the polarization but another physical quantity whose trans-

formation properties are different from those of the polarization, such as magnetic orders,

charge orders or structural transitions owing to zone-boundary instability. Spontaneous

polarization arises in the phase transition as a secondary effect, For example, when a mag-

netic lattice formed through a magnetic transition does not have space-inversion symmetry,

the crystallographic lattice coupled with the magnetic lattice also loses the space-inversion

symmetry, often leading to ferroelectricity. This magnetism-driven ferroelectricity in, for

example, TbMnO3 and TbMn2O5, clearly correlates with the appearance of spiral magnetic

ordering [20, 37, 38].

One hot topic is hybrid improper ferroelectricity in system A3B2O7, which breaks the

translational symmetry in ABO3 perovskite by the interposing AO rock salt layer to form

the (AO)(ABO3)n structure, without requiring classical zone-center displacements. Note

that the structure is an improper ferroelectric, since the primary order parameter is the

zone boundary octahedral tilting. The prediction of the ferroelectricity was done by Nicole

Benedek and Craig Fennie [39, 40], who offer a fresh approach for introducing magne-

toelectrically coupled multiferroic order in layered perovskite mineral through multiple

lattice distortions. They state that the magnetoelectric coupling, weak ferromagnetism,

and ferroelectricity can develop from the combination of two lattice rotations, neither of

which produces ferroelectric order individually. Up to date, there are four know systems,

Ca3Ti2O7 [41], which has switchable polarization, low-temperature magnetically ordered

phase Ca3Mn2O7 [42, 43], Ca3Ru2O7 as well as (A,B)3Fe2O7 [44].

Fig. 1.4 is from reference [39], which uses the layered perovskite Ca3Mn2O7 as a model

system to illustrate this mechanism for producing ferroelectric order coupled to magnetic

properties. The crystal structure of Ca3Mn2O7 consists of layers of corner-sharing MnO6
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Figure 1.4: Improper ferroelectric of Ca3Mn2O7: structure and rotation distor-
tions, which is taken from reference [39] (a) shows Ca3Mn2O7 structure in its distorted
ferroelectric state. (b) and (c) show the octahedral rotation and octahedral tilt, respectively.

octahedra, with two layers of CaMnO3 for every sheet of CaO as shown in Fig. 1.4(a) where

Mn ions (green) are surrounded by oxygen octahedra (green with red O ions) with Ca ions

(blue) interspersed. The ferroelectric state is induced through the combination of a rotation

distortion in Fig. 1.4(b) and a tilt distortion shown in Fig. 1.4(c) of the oxygen octahedra.

The distortions can occur at the same temperatures or different temperatures, and while

neither of these distortions breaks spatial inversion independently, the combination can

produce a ferroelectric polarization along [001] direction.

1.1.2 Multiferroicity

Ferroelectric and magnetic materials have influenced our life since the ancient time, which,

up to our modern day, have led to some of the most important technological advances.

As described by the Maxwell’s equations,the changing electric field generates magnetic

field, and vice versa. Magnetism and ferroelectricity are involved with local spins and off-

centered structural distortions in material research, respectively. The coexistence of these

2 phenomena is termed as multiferroics, however, the coupling between them are rare as

these two order parameters turned out to be mutually exclusively. It’s mainly due to most
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Figure 1.5: Phase control in multiferroics, which is taken from reference [45] The
electric polarization P , magnetization M , and strain ε are controlled by their conjugate
fields: electric field E, magnetic field H, and stress σ, respectively. In multiferroics, cross
coupling may be presented like P (M) can be controlled by H (E).

ferroelectricity prefers empty d-orbital, while ferromagnetism requires partially-filled d shell.

The concept of multiferroicity, can be extended to multi ferroic orders, as described

in Fig. 1.5, containing the couple of the electric field E, magnetic field H, and stress σ

control the electric polarization P , magnetization M , and strain ε, respectively. In a ferroic

material, P , M , or ε are spontaneously formed to produce ferromagnetism, ferroelectricity,

or ferroelasticity, respectively. In a multiferroic, the coexistence of at least two ferroic forms

of ordering leads to additional interactions. In a magnetoelectric multiferroic, a magnetic

field may control P or an electric field may control M (green arrows). These couplings

provide a new path for potential material design and spintronics industry in the future

[45–47].

For the last twenty years, there has been a resurgence of interest in this field, which

is driven by the development of advanced theoretical and experimental techniques. In

those magnetism-driven ferroelectrics, magnetic order accompanied by the loss of inversion

symmetry loses the lattice inversion symmetry through exchange striction, thus inducing

ferroelectricity. Moreover, external magnetic field which influences the spin configurations
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of magnetic order naturally results in changes in ferroelectric or dielectric properties. Highly

tunable electric properties by applied magnetic fields have been observed in many materials

categorized as this class. The representative examples can be listed as RMnO3 (R=rare

earths) [48], RMn2O5 [20], orthorhombic RMnO3 [49], hexagonal RFeO3 [50–52], langasite

Ba3NbFe3Si2O14 [53–55], LiCu2O2 [56], Ca3CoMnO6 [57], delafossite CuFeO2 [58], ACrO2

(A=Cu, Ag), and CaMn7O12 [59, 60].

1.2 Topological defects

The terminology “Topological defects” was commonly used in the study of the early universe

and cosmology [61], and they are inevitably created during continuous phase transition [11].

According to the “Big Bang” theory, the universe expanded and then cooled, it possibly has

undergone a series of phase transitions. At lower energies it is being hidden by the process

usually described as spontaneous symmetry breaking: symmetries began breaking down in

regions that spread at the speed of light; topological defects occur where different regions

came into contact with each other. The matter in these defects is in the original symmetric

phase, which persists after a phase transition to the new asymmetric phase is completed.

Symmetry breaking is thought to be responsible for emergence of the familiar funda-

mental interactions from the unified field theory at GUT temperatures of ∼ 1015 GeV in

the Universe cooling after Big Bang. As Kibble [11] noted, relativistic causality limits the

size of domains that can coordinate the choice of broken symmetry in the nascent Universe.

This results in a random selection of local broken symmetry, depending on the nature of

the symmetry breakdown, various topological defects are believed to have formed in the

early universe according to the Kibble-Zurek mechanism (KZM). There are a number of

possible types of defects, such as domain walls, cosmic strings, monopoles, textures and

other “hybrid” creatures, which influence evolution of the Universe.

Topological defects play an important role in determining properties of real materials,

mainly by the symmetry properties of the matter and the nature of the phase transition. For
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example, they are responsible to a large degree for the mechanical properties of metals like

steel. Topological defects have different names depending on the symmetry that is broken

and the particular system, in superfluid helium and XY -models, they are called vortices;

in periodic crystals, they are called dislocations; and in nematic liquid crystals, they are

named as disclinations.

1.2.1 Examples of topological defects

A simple example of topological defects is the dislocation in a crystal, as shown in Fig.

1.6(a), which is a 2D crystal lattice [62]. The extra row can be called dislocation in this

crystal lattice. If we draw a loop surrounding the dislocation, then count the net number

of rows crossed by the loop, we will find, no matter how large we draw the loop, there

will always be an extra row on the right side, as displayed in Fig. 1.6(b). This approach:

consider a closed loop around the defects mapped onto order parameter space, the order

parameter field changes as we move around the loop. Note that topology is the study of

curves and surfaces where bending and twisting is ignored. If along any loop, the order

parameter winds either around the hole or through it a net number of times, then enclosed

in that loop is a defect which cannot be bent or twisted flat, this can be considered as a

simplified view of topological defects.

Figure 1.6: Topological defect: dislocation in a crystal. figures are taken from Chapter
9 of reference [61].
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There are lots of other examples for topological defects [63]: [1] Monopoles are 0-

dimensional (0D) (point-like) objects which form when a spherical symmetry is broken.

Monopoles are predicted to be supermassive and carry magnetic charge. [2] Cosmic strings

which are 1-dimensional (1D) (line-like) objects may have formed during a symmetry break-

ing phase transition in the early universe when the topology of the vacuum manifold asso-

ciated to this symmetry breaking was not simply connected, or simply speaking, when an

axial or cylindrical symmetry is broken. [3] Textures are formed when larger, more compli-

cated symmetry groups are completely broken. Textures are delocalized topological defects

which are unstable to collapse. Besides these topological defects in the study of universe,

in condensed matter physics, there are a lot of examples like described below:

1.2.2 Vortices from XY-model

Spin systems on a lattice have two independent degrees of freedom, one being the dimen-

sionality of the spin space (or the spin-degrees of freedom) and the other, the dimensionality

of the underlying lattice. The former is usually denoted by n and the latter by d. In general,

spin systems on a d-dimensional lattice are called n-vector models [64]. For various values

of n, see table 1.1, we have different models which are widely used in not only condensed

matter physics, also high energy physics.

XY -model is given to the n = 2; d = 2 model, which is a regular arrangement of a set of

continuous valued (or classical) spins (spins which can be oriented along any direction on a

2-dimensional(2D) plane) on a d-dimensional lattice. Spin of each particle can be described

as a vector in the 2D-plane:
−→
S = (cosθ, sinθ). The spin can point along any direction,

n = 0 The Self-Avoiding Walks (SAW)

n = 1 The Ising model

n = 2 The XY model

n = 3 The Heisenberg model

n = 4 Toy model for the Higgs sector of the Standard Model

Table 1.1: n-vector model for various value of n.
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corresponding to some value of θ between 0 and 2π. Notice that the Hamiltonian of this

model is a function of θ only.

H = −J
∑
〈j,l〉

−→
S i ·
−→
S j ⇒ −J

∑
〈j,l〉

cos (θj − θl), (1.1)

H is invariant under global continuous rotations of all spins, and hence has a U(1)

gauge symmetry. The ordered state of this model would correspond to the case where all

the spins are aligned parallel. Unlike the Ising model, the magnetization can take any

value between 1 and -1, corresponding to the angular orientation of the spins. Different

states of the system can have the same energy, with all of them related to each other by a

global rotation of all spins and hence with different values of magnetization. Energy of spin

interaction is minimal in ordered state, when all spins are aligned. On a 2D lattice aligned

spins are unstable with respect to long-wave fluctuations, which means small fluctuations

are accumulated on infinite lattice and destroy long order at any finite temperature. It

was Berezinskii and later Kosterlitz and Thouless who suggested that the mechanism of

disordering involved discontinuous deformation in spin orientations. Such a defect is called

a topological defect for the case of the XY -model, which are called vortices, as shown in

Fig. 1.7

In h-RMnO3 which can be described by a 2D six-state clock model [65] which has similar

Figure 1.7: Vortices in the XY -model. Excitations with nontrivial topology in XY
model termed as vortices and anti-vortices (marked by red and green squares). Figure is
taken from http://www.ibiblio.org/e-notes/Perc/xy.htm.
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Figure 1.8: Vortices in the 6-clock model. The simulation is based on local update
Metropolis algorithm of Monte-Carlo simulation

Hamiltonian:

H = −J
∑
〈j,l〉

cos (θj − θl) (1.2)

however, with discrete order parameter, where θi = niπ/3 with ni = 1, ..., 6. By using

Monte-Carlo simulation [66], vortex in h-RMnO3 can be obtained as Fig. 1.8 shows. The

detail of Monte-Carlo simulation is discussed in Chapter 4.

1.2.3 Skyrmions

Water swirls and hurricanes happen in our daily life, which can be characterized by spiralling

around the eye of swirl. If we consider magnetic spins formed swirls in condensed matter

physics, it’s termed as skyrmion. Magnetic skyrmions are particle-like nanometre-sized spin

textures and its configuration cannot be deformed into the magnetic ground state, in which

all spins are aligned, by a smooth or continuous process. It was firstly predicted by Skyrme

[17], in which the skyrmion is studied as model for hadrons. The topologically protected

particles can be stabilized in chiral magnets, in the form of stable spin textures, which has

been found in several magnetic materials, such as MnSi [67], Fe1−xCoxSi [68, 69] and FeGe

[70], by means of neutron scattering in momentum space and Lorentz transmission electron

microscopy (LTEM) techniques in real space. Interestingly, however, it has also turned out
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Figure 1.9: Schematics of hedgehog skyrmion and spiral skyrmion. Figures are
taken from references [74] and [75] (a) and (b) are schematics of the spin configurations
of 2 different type of skyrmions. (c) shows the topological equivalence: after performing a
stereographic projection onto the plane results in a skyrmion.

to be relevant in condensed-matter systems such as the quantum Hall system [71], liquid

crystals [72] and Bose condensate [73].

Simple schematics of skyrmion are drawn in 1.9, (a) and (b) [74, 75] shows the vector

field of two different 2D magnetic skyrmions, (a) is a hedgehog skyrmion and (b) a spiral

skyrmion. The arrows indicate the direction of the spins, and their colours represent the

normal component to the plane, that is, from up direction (red) to the down direction

(blue). The unfolding process from a hedgehog to a hedgehog skyrmion is displayed in

(c), which is adopted form Karin Everschor’s personal website. These properties can be

understood from a unified viewpoint, namely the emergent electromagnetism associated

with the non-coplanar spin structure of skyrmions.

From this description, potential applications of skyrmions as information carriers in

magnetic information storage and processing devices are envisaged. Skyrmions have been

observed mostly in metallic materials, where they are controllable by electric currents [76],

and probably by temperature gradient [77, 78]. Because of their topology, they cannot be

created or destroyed by smooth rearrangements of the direction of the local magnetization

[79].
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Chapter 2

Vortex and network of vortices in hexagonal Manganites

Hexagonal manganites RMnO3 (R = Sc, Y, Ho, ... Lu) are multiferroics with coexistence

of ferroelectricity (Tc ∼ 950 -1400 ◦C)and antiferromagnetism (TN ∼ 70 -120 K). Note that

we exclude InMnO3, which will be discussed in Chapter 5. The ferroelectricity was firstly

reported by Bertaut et al. in 1963 on YMnO3. The origin of ferroelectricity will be dis-

cussed later. Simply speaking, the structure comprises triangular lattice layers of MnO5

polyhedra which are tilted to form the trimerization of Mn ions in each layer. The origin

of trimerization is caused by the size mismatch between R and Mn-O layers, which leads

to three trimerization antiphases (α, β, γ). Due to a subsequent ionic displacement with a

net electric dipole moment, each trimerization phase can supply two different ferroelectric

polarizations (+, -, meaning upward or downward along the c axis). These six trimerization

antiphase and ferroelectric domains cycle around a merging point with alternating ferro-

electric polarization and trimerization antiphases in two different domain configurations:

(α+, β-, γ+, α-, β+, γ-) or (α+, γ-, β+, α-, γ+ , β-,), which can be viewed as a vortex

and an anti-vortex. vortex(antivortex) in RMnO3 can be observed by using transmission

electron microscopy (TEM), piezoresponse force microscopy (PFM) and optical microscopy

(OM) at room temperature, as shown in. Fig. 2.1. (b) is from ref. [80]

The methods on visualization of ferroelectric domains in hexagonal manganites are list

below: In Fig. 2.1(a), the bright and dark contrasts in dark field (DF)-TEM image alternat-

ing around the centre result from the unequal diffraction intensity associate with antiparallel

polarization of the neighboring domains along the [001] direction due to the Friedel’s pair

breaking[81, 82]. Fig. 2.1(b) shows the PFM which indicates the piezo-response along
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Figure 2.1: Visualization of vortex and network of vortices. (a)DF-TEM imaging
of vortex. (b) PFM imaging of vortex, which is taken from reference [84] (c) OM imaging of
vortex network after chemical etching. Corresponding trimerization and polarization phases
are assigned in (a) and (b)

[001] direction when applying alternating excitation voltage[83, 84], so the bright and dark

contrasts label the ferroelectric domains on ab-plane. OM imaging of ferroelectric is the

easiest way to observe the ferroelectric domains in hexagonal manganites, the specimen has

to be chemically etched in phosphoric acid for at least 20 mins at 150 ◦C. Chemical etch-

ing enable us to visualize the ferroelectric domain since different ferroelectric polarization

has preferential etching speed, the topography are observable under OM, as shown in Fig.

2.1(c).

Below TN , the neighboring Mn3+ spins arrange antiferromagnetically with a relative an-

gle of 120◦ in a triangular lattice in the ab plane. Combining the ferroelectric and antiferro-

magnetic properties, hexagonal manganites provide a fruitful playground for the interplays

among lattice, charges, and spins, and tremendous studies have been focused on this topic

due to its profound and complex magnetic interactions. Besides the TEM, PFM, and OM

visualization methods, vortices(antivortices) can be unveiled by using magnetic force mi-

croscope (MFM), conductive-atomic force microscope and magnetoelectric force microscope

techniques[85], which suggest vortices(antivortices) are associated with intriguing collective
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magnetism[86], electric conductance[87], at domain walls, as well as large magnetoelectric

coupling of domains[88].

In this chapter, we will briefly discuss how we grow the single crystals and the origin

of the ferroelectricity in RMnO3. Then we will also give a detailed explanation of the

most interesting phenomena: various configurations of vortices and antivortices result in a

large-scale domain pattern in a way to form a self-organized network, which is displayed

in Fig.2.1(c). Moreover, the network formation can be analyzed in terms of graph theory

and can be properly colored, which will be discussed in section ‘Type I and Type II do-

main networks’. In addition, we believe the organizing behavior of vortices/antivortices are

reflecting the nature of self-organized criticality (SOC), which is highly under debate. In

this chapter we will also explain the origin of type-I or type-II domain networks, which are

induced by the oxygen-off stoichiometry in the specimens.

2.1 Sample growth

Hexagonal phases of RMnO3 can be easily stabilized for R = Y, Ho, Tm, Er, Yb, and Lu.

Standard flux method and floating zone method are used for high quality single crystal

growth.

Polycrystalline powders of these compounds are grown by standard solid state reaction

method: stoichiometric ratio of R2O3 powders and MnO2 powder are grind together then

pelletized for sintering. Standard sintering temperature is 1200 ◦C, 1300 ◦C for first and

sencond sintering, respectively.

The growth of single crystals by flux method is following: 10 mol% RMnO3 polycrys-

talline powders with 90 mol% Bi2O3 powders as flux were heated to 1250 ◦C and then cooled

slowly to 950 ◦C in a platinum crucible. Tilting of crucible at 800 ◦C is recommended in

order to extract single crystals from flux matrix easily, as seen in Fig.2.2(a). Plates-like

crystals can be found with a centimeter size in the ab plane and hundreds microns thickness

along the c axis, as shown in Fig.2.2(b). Advantage of flux method is that the sample came
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Figure 2.2: Hexagonal manganites crystal growth. (a)shows the image of origi-
nal ErMnO3 crystal chunk which was taken under LED light. (b) show one crystal with
centimeter size and nice hexagonal edges (courtesy of Prof. Sang-Wook Cheong).

out with atomically clean and flat surface which is best candidate for any surface scanning

experiment. Floating zone growth method can be found in the references [89], and pressured

floating zone growth is reported to give better sample quality [90].

One special group is InMnO3 and its relative compounds like B-site Ga-doped InMnO3,

in which the smaller A site ionic radius of indium results in more structural distortion. It

turns out that standard solid state reaction method does not work for InMnO3 system. A

special sample growth method was used for it, named grain growth, which will be discuss

in Chapter 5.

2.1.1 Stripes and vortices

Two distinct domain patterns of as-grown RMnO3 crystals has been found: stripe vs. vortex

patterns, which are directly related with the single crystal growth temperature.

To be more specific, as grown YMnO3 shows vortex-antivortex domain pattern [91] (see

Fig.2.3 (a)), however, stripe domain patterns are observed in as grown HoMnO3, ErMnO3,

TmMnO3, YbMnO3, LuMnO3 crystals, as showin in Fig. 2.3, which is a re-arrangement

of the figures in references [91] . Note that the entire surfaces of all as-grown crystals

RMnO3 (R=Ho, Er, Tm, Yb, Lu) from Fig.2.3 (b) to (f) exhibit no hint of the presence

of any vortices or antivortices. These stripe lines tend to be along the [110] direction (the
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Figure 2.3: Vortices, stripes, and Tc of RMnO3, which is from rearrangement of
figures in reference [91] (a) and (b) are OM images of a chemically-etched YMnO3 and
ErMnO3 as grown crystal surface. The left panels shows the AFM image after chemical
etching, showing vortex-antivortex domain pattern and stripe domain pattern, respectively.
(c)-(f) are OM images (AFM image for YbMnO3 case) of HoMnO3, TmMnO3, YbMnO3

and LuMnO3 (001) as grown surfaces, all showing stripe domains. (g) is plot of relation
between Tc and different rare earth element

hexagonal P63cm notation). Note that RMnO3 crystals were grown by slow cooling of the

materials with Bi2O3 flux in the temperature range of 1200 ◦C and 950 ◦C, but the real

growth through nucleation occurs probably slightly above 950 ◦C. Thus, YMnO3 crystals

are likely grown above Tc, but other RMnO3 crystals below Tc. Therefore, it appears that

stripe domain patterns form when the crystal growth temperature is below Tc while vortex-

antivortex domain patterns are realized when crystals are exposed to temperatures above

Tc (Tc’s of YMnO3, HoMnO3, ErMnO3, TmMnO3, YbMnO3, LuMnO3 ≈ 950, 1100, 1130,

1250, 1320, 1399 ◦C, respectively).

The stripe domain patterns are due to crystals are grown below Tc h-RMnO3 (R=Ho,

Er, Tm, Yb, Lu), which is consistent with the long-range-ordered ground state of the six-

state clock model with a significant third dimensional coupling. When crystals cross Tc,

domain patterns with topological vortices(antivortices) are realized. The reason for the

stripes domain are yet not fully understood, it’s likely to be induced by the depolarization
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Figure 2.4: Comparison of crystals grew by flux method and floating zone
method. (a) and (b) are OM images of crystals grew by flux method and floating zone
method, showing stripe domains and vortices domains, respectively

field during the sample growth. On the other hand, as grown crystals by the floating

zone method all show vortices(antivortices) since the growth temperature is much higher

than the Tc, as shown in Fig. 2.4, which show the 2 distinct domain patterns of as grown

LuMnO3. Fig. 2.4(a) and (b) are OM images of crystals grew by flux method and floating

zone method, showing stripe domain pattern and vortices domain pattern, respectively

2.2 Origin of ferroelectricity

2.2.1 Crystal structure: a simple view of ferroelectricity in RMnO3

From the point view of crystal structure, the ferroelectric polarization emerging along the c

axis originates from structural distortion of hexagonal lattice. A simple schematic structure

of hexagonal RMnO3 is shown in Fig. 2.5(a), the yellow, brown, and blue spheres denote

the R, Mn, and oxygen atoms, respectively. Five oxygen atoms form a trigonal bipyramid

cage, which contains the Mn ion at the center. The layer of MnO5 polyhedra, forming

close-packed planes, is separated by the layer of R ions. The ferroelectricity is characterized

by the buckling of the MnO5 polyhedra, resulting of the displacements of the R ions with

non-equal portions, i.e., downward displacements of 2/3 R ions (outside R ions) and upward

displacements of 1/3 R ions (center R ion) as showin in Fig.2.5(a) [48], the arrows show

the directions of atomic displacements. The triangle with green bars corresponds to the
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Figure 2.5: Schematic structure of RMnO3. (a) is 3D schematic structure of hexagonal
RMnO3, which is from reference [48]. (b) shows three different trimerization options in Mn
layer, the figure is from reference [92]

Mn trimer. Two thirds of the Y ions distort downward and one third of the Y ions distort

upward, leading to ferroelectric polarization along the c axis.

The Y ion distortions and the trimerization of Mn ions in each Mn layer result from

tilting of MnO5 polyhedra. Within the Mn layers, there are 3 different options for Mn

trimerization, as shown in Fig. 2.5(b) [92], the A, B, and C are label as α, β and γ. The

structural distortion is induced by the sequence of the transition from high-temperature

paraelectric phase P63/mmc to low-temperature ferroelectric phases: P63cm or P3̄c1, the

latter is the space group for Ga-doped hexagonal InMnO3 or intermediate state, which will

be discussed in the corresponding chapter. This sequence of transition has been the subject

of debate [93–96].

2.2.2 First principle calculation of the ferroelectricity in RMnO3

From the point view of first principle calculation, in the paraelectric P63/mmc phase, all

the ions are confined in the same ab plane, whereas this mirror plane symmetry is broken in

ferroelectric P63cm phase. First-principles density-functional calculations found that the

K3, zone-boundary mode at q = (1/3, 1/3, 0), has the largest amplitude. This mode is also

called trimerization, i.e. the unit cell triples and forms a
√

3 ×
√

3 superlattice structure.

The zone-center polar mode (Γ−2 ), which is responsible for the ferroelecticity, is a by-product
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Figure 2.6: The energy as a function of polar and trimerization modes. upper
panel is QΓ−

2
mode and lower panel QK3 panel. The figure is from reference [97]

of the primary trimerization mode, stemming from the cross-coupling term between QK3

and QΓ−
2

[97].

To be more specific, by expanding the free energy to the fourth order in QK3 and QΓ−
2

including all symmetry-allowed terms, the free energy can be shown as:

F (QK3 , QΓ−
2

) = α20Q
2
K3

+α02Q
2
Γ−
2

+ β40Q
4
K3

+ β04Q
4
Γ−
2

+ β31Q
3
K3
QΓ−

2
+ β22Q

2
K3
Q2

Γ−
2

(2.1)

As shown in Fig.2.6, the polar mode is stable due to the positive α02 coefficient, showing

a single well potential. On the contrary, the negative α20 coefficient results in the double-

well potential in terms of K3 mode. Therefore, the primary ordering is the buckling of the

MnO5 polyhedra, and the polarization cannot emerge spontaneously with the QΓ−
2

mode

only. In the presence of the cross coupling terms, the equilibrium position of QΓ−
2

starts to

shift to a positive value with nonzero QK3 , resulting in a polarization, and it grows with

increasing QK3 , the K3 mode plays a role of kicking the polarization to nonzero equilibrium

position, which is analogous to a crystal field [97]. This coupling mechanism suggests that

hexagonal manganites are improper ferroelectrics. Note that for small magnitudes of the
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K3 mode, the polar mode appears only as a third-order term, so the magnitude of the

polarization just below Tc is vanishingly small. This critical point indicates the emergence

of the vortex domain pattern is not influenced by the systems attempts to minimize the

depolarizing field from the ferroelectric polarization. A Strong evidence for this point is

that large numbers head-to-head and tail-to-tail domain walls has been found in RMnO3

[87, 98], which rarely happen in conventional ferroelectrics.

2.2.3 Landau theory: topological Z2 × Z3 vortex

As we discussed above, we have found the vortex is assigned with configuration of (α+, β-,

γ+, α-, β+, γ-) or (α+, γ-, β+, α-, γ+ , β-,), showing alternating ferroelectric and trimer-

ization phases. The boundary between different domain is defined as antiphase boundary

(APB). The high-resolution (∼ 10 nm) TEM observation [48, 99, 100] has identified the

presence of structural APBs which indicating the interlock of the ferroelectric domain walls

and antiphase domain walls.

A theoretical study of vortices in hexagonal manganites based on Landau theory with

parameters determined from first-principles calculations outlines the free energy landscape

in terms of the trimerization amplitude Q and phase Φ by Artyukhin et al. [101]. The

free-energy expansion in powers of Q; Φ; P , and their gradients

F (Q,Φ, P ) =
a

2
Q2 +

b

4
Q4 +

Q6

6
(c+ c′ cos(6Φ))− gQ3P cos(3Φ)+

g′

2
Q2P 2 +

ap
2
P 2 +

1

2

∑
i=x,y,z

[siQ(∂iQ∂iQ+Q2∂Φ∂Φ) + siP∂iP∂iP ] (2.2)

where P is polarization under the generators of the high-temperature space group. ∂i

= (∂/∂xi) where x and y are the Cartesian coordinates in the ab plane.

Note that the trimerization phase Φ is critical in the theory of topological defects. In

particular, the form of the nonlinear coupling, −gQ3P cos(3Φ), giving rise to improper

ferroelectricity, implies that for g >0 the electric polarization induced in the states with Φ
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= 0, +2π/3 and −2π/3 is positive which are corresponding with the (α+, β+, γ+) phases,

whereas for +π/3, π and −π/3 it is negative which are corresponding with (γ-, α-, and β-)

phases. In other words, neighbouring trimerization phases, separated by ∆Φ = π/3, have

opposite electric polarizations. This is consistent with what we observed in the experiments,

like what we found in the Fig. 2.1, with alternating trimerization and ferroelectric phases.

Moreover, it reveals that the lowest energy domain wall configuration is the shortest path

connecting two neighbouring states whose phase.

Moreover, the K3 mode is independent of the angle of the tilt until the polar mode

subsequently develops, which suggesting the potential energy below the Tc can be plotted by

the continuous Mexican hat form. The contour plot shows a Mexican hat shape, indicating

the six ground states at low energy, where is the brim of the hat, which are related with (α+,

β-, γ+, α-, β+, γ-) phases. This means from high energy to low energy, the symmetry has

been reduced from U(1) symmetry to the sixfold discrete symmetry, which can be described

by Z6. As shown in Fig. 2.7 which is re-arrangement of figures in references [101, 102] .

Since the symmetry broken only happened when trimerization K3 mode and polar mode

Figure 2.7: Plot of potential energy in form of Mexican hat. (a) and (b) are
schematics of Mexican hat showing Z6 nature of vortex, (c) is the Contour plot of the free
energy of uniformly trimerized states as a function of Q and Φ. Figures are taken from
references [101] and [102]
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develop, so the emergent vortex structure can also be described as Z2 × Z3 vortex.

2.3 Type-I and Type-II domain networks

A self-organized network of vortices and antivortices in h-RMnO3 has been found as we

shown in the Fig. 2.1 (c). It is intriguing, but seemingly irregular configurations of a zoo

of topological defects, however, it has been proved that the domain network can be neatly

analyzed in terms of graph theory which reflecting the nature of complex phenomena [103].

The networks of vortices are found to be in two different types: type-I domains with

roughly equal fractions of upward and downward polarization domains as shown in top

panel of Fig. 2.8 (a), and type-II domains with one dominant polarization displayed in Fig.

2.8 (b). Bottom panels are TEM images showing the difference between the type I and type

II domain patterns.

Figure 2.8: Type-I and type-II vortex domain networks. top panels of (a) and (b)
are PFM scanning images showing type-I and type-II domain networks, respectively, the
bottom panels are TEM images. (TEM imagse are courtesy of Prof. Yoichi Horibe and
Prof. Sang-Wook Cheong)
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2.3.1 Electric field poling

The main difference between Type-I and type-II domain networks is the dominance of one

ferroelectric polarization domain, which suggesting that either up or down polarization

is favored for type-II domain. An internal self-electric-poling effect was proposed to be

responsible for the dominance of one polarization domains, which may be induced by oxygen

off-stoichiometry near the surfaces [103]. Following this logic flow, applying a large external

electric field should be able to result in switching type-I domains to type-II domains.

The result of electric field experiment is displayed in Fig. 2.9. External electric poling

experiment was performed on an YMnO3 crystal with two Ag electrodes on the top and

bottom ab surfaces [104]. We applied an external electric field of 200 kV/cm, which is

larger than the coercive field of YMnO3. After electric field poling at 77 K, the Ag elec-

trodes were removed mechanically. After chemical etching of the poled crystal, atomic force

microscope (AFM) scanning experiment was performed across the boundary (white dashed

Figure 2.9: AFM imaging of electric-poled YMnO3. Electric poling changes type-I
domains to type-II domains
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line) between the poled region and un-poled region.

The un-poled region (the left side of white dashed line) exhibits type-I domains with

roughly half and half distribution of upward and downward polarization domains, but the

negative electric poled region (the left side of white dashed line) shows more-or-less type-II

domains (dominant dark domains with upward polarization and narrow bright domains with

downward polarization). The blue boxed region in the top panel is enlarged in the bottom

panel, where type-II domains seem evident in the electric poled region. We emphasize

that compared with self-poling, a part of un-favored bright domains in type-II domains

after poling are still somewhat broad, which demonstrates that electric poling is not very

uniform unlike chemistry driven self-poling.

2.3.2 Oxygen off-stoichiometry induced self-poling

The oxygen vacancy formation for bulk crystal and films at different depths from the surface

leads to compounds deviating from the ideal stoichiometry. The capability to control oxygen

vacancies is critical to realize the full potential of different kinds of ferroelectric materials

because that ions can provide surface charge compensation for electric polarization. For

example, like perovskite SrTiO3 [105, 106] and corundum structure LiNbO3, note that Li

defect gradient results in abundant charged ferroelectric domain walls in LiNbO3 [107–109],

and a ferroelectric mono-domain can be reversibly induced by varying oxygen stoichiometry

[110]. Thus, controlling chemical composition can results in manipulation of domains and

functionalities of ferroelectric and pyroelectric materials, including hexagonal manganites.

The mechanism of formation of oxygen vacancy in h-RMnO3 is described as follow:

when a h-RMnO3 crystal is heated to high temperatures above, for example, 1000 ◦C,

due to sufficient thermal energy and large ionic diffusion, the crystal tends to have rather

uniform oxygen vacancies throughout the entire crystal. However, during cooling process in

atmosphere with sufficient oxygen, around a 700 ◦C range, oxygen diffusion into the crystal

occurs, but is limited in the surface area due to a limited diffusion length, unless the cooling
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rate is unrealistically slow. Thus, it is natural to have an oxygen vacancy gradient from the

surface to inside of a crystal; in other words, surface is more-or-less oxygen stoichiometric,

but significant oxygen vacancies may exist inside of the crystal.

In order to explore the effect of oxygen off-stoichiometry on domain networks, we an-

nealed two HoMnO3 single crystals together above Tc in Ar atmosphere, and slowly cooled

to 1000 ◦C in 2 hours. Afterwards, they were quickly cooled down to room temperature to

avoid any surface oxidation at lower temperatures.

After this heat treatment, one crystal was chemically etched, and its OM image is shown

in Fig. 2.10 (a). The crystals are expected to have uniform oxygen vacancies throughout the

entire crystals whihc is shown in Fig. 2.10 with roughly half-half distribution of upward and

downward polarization domains in the entire surface. In other words, there is no preference

between upward and downward polarization domains after this heat treatment.

The second crystal was re-annealed in air at 700 ◦C for 5 hours, and then followed by

Figure 2.10: OM images of HoMnO3 after chemical etching. (a) shows type-I vortex
network. (b) displays the crystal re-annealed at 700 ◦C in air which showing type-II vortex
network. The corresponding schematics for the boxed regions are displayed in (c) and (d),
respectively.
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furnace cooling. This re-annealing in air is expected to result in oxidation of only near

surfaces of the crystal due to limited oxygen diffusion length. As shown in Fig. 2.10(b),

the crystal surface after this re-annealing shows type-II domains with narrow downward

polarization domains and broad upward polarization domains. The large gradient of oxygen

vacancies with less oxygen vacancies near surfaces results in an effective upward internal

electric field, which results in the energetic preference of upward polarization domains.

Furthermore, the Type-II domains near the surface induced by oxygen vacancy gradient

change into type-I domains inside of the crystal which can be investigated with sequential

etching. One LuMnO3 crystal was heat-treated at 1450 ◦C in air, and then followed by

furnace cooling to room temperature. The crystal was minimally etched for 10 mins to

reveal the domain pattern on the crystal surface. Its OM image shown in Fig. 2.11(a)

reveals clearly type-II domains on the crystal surface. However, the identical area after

additional 30 minutes etching unveils type-I domains inside of the crystal as shown in

Figure 2.11: Evolution from type-II to type-I domains with sequential etching
of LuMnO3. (a) OM image of a LuMnO3 crystal surface after 10 minutes chemical etch-
ing, showing type-II domains on the surface. (b) OM image on the identical region after
additional 30 minutes etching. Type-I domains appear in addition to the original type-II
domains. (c) Schematics for the boxed region and type-I domain



30

Fig. 2.11(b). The schematics in Fig. 2.11(c) for the boxed areas in Fig. 2.11(a) and (b)

show type-II domains (top) at the surface and inside type-I domains (middle). In fact, the

combined cartoon (bottom) with both type-I and type-II domains corresponds to the image

in Fig. 2.11(b).

This chemistry driven self-poling was also demonstrated by AFM scanning in YbMnO3

and LuMnO3. Fig. 2.12 (a) displays the type-I domain network of a YbMnO3 crystal (due to

no self-poling effect), which is annealed at 1350 ◦C, followed by furnace cooling to 1180 ◦C,

and then quenched to room temperature in Ar flow. In contrast, another YbMnO3 crystal

was annealed at 1350 ◦C, and then furnace cooled in air. Due to oxygen absorption only

near surfaces during cooling process, an oxygen vacancy gradient from the crystal surface

Figure 2.12: Evolution from type-II to type-I domains in both YbMnO3 and
LuMnO3. (a) exhibits type-I domains, but that of another YbMnO3 crystal annealed in
air shown in (b) demonstrates a self-poling effect near the surface. (c) is the corresponding
3D image. (d)-(f) shows the similar behavior in LuMnO3, (g) and (h) indicate the line scan
of green lines.
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to interior exists in the crystal. This leads to a self-poling effect and type-II domains near

surface, which results in the bright narrow lines in the AFM scanning image in Fig. 2.12(b).

However, inside of the crystal where oxidation during cooling did not occur due to oxygen

diffusion limit, the evolution of domain configuration is better shown in Fig. 2.12(c), which

is the 3D image of Fig. 2.12(b).

A similar behavior is in LuMnO3 is displayed in Fig. 2.12(d)-(h). The specimen was

heated to 1410 ◦C, and then furnace-cooled down to room temperature in air. After chemical

etching, OM image was taken on the crystal surface, and is displayed in Fig. 2.12(d). AFM

scanning experiments were performed on the red boxed and blue boxed regions, of which

AFM images are displayed in Fig. Fig. 2.12(e) and (f), respectively. Line-scan profiles of

both images ((g) and (h)) along the green lines clearly show the surface type-II domains with

un-favored narrow domains and the deep-inside type-II domains. Note that the sharp change

from type-II to type-I domains induces the plateaus of middle-contrast domains, which

defines charged tail-to-tail domain walls with different trimerization antiphase domains,

flat along the ab plane.

With even more complicated oxygen vacancy distribution, one can observe type-II to

type-II change, like Fig. 2.13 which is one YbMnO3 crystal embedded in polycrystalline

powders, was annealed at 1350 ◦C, slowly cooled to 1320 ◦C with 30 ◦C/hour, and then

fast cooled to room temperature in air. Due to oxygen trapped in powders and slow cooling

across Tc. Wavy type-II domains on the crystal surface are due to fast cooling in the oxygen

absorption temperature range such as 650-800 ◦C, but smooth type-II domains are found

inside of the crystal, as shown in the AFM image of Fig. 2.13(a). These inside type-II

domains are due to a non-uniform oxygen vacancy distribution inside of the crystal. The

corresponding schematic for the oxygen vacancy distribution and line-scan profile along the

green line are displayed in Fig. 2.13(b). Note that in the oxygen vacancy distribution

cartoon in (b), the y axis is depth in nanometers and the x axis is oxygen vacancy concen-

tration of RMnO3−δ. A semi-quantitatively calculation of δ is around 0.02. Schematics for
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Figure 2.13: Embedded-annealed YbMnO3 after chemical etching. AFM scanning
image of one vortex-antivortex pair is displayed in (a). The corresponding schematic for
the oxygen vacancy distribution and line-scan profile along the green line are displayed in
Fig. 5(b). Schematics for domains near the surface and inside are displayed in the top and
bottom of Fig. 5(c), respectively.

domains near the surface and inside of the crystal are shown in the top and bottom of Fig.

2.13(c) Note that the surface domains and the inside domains share identical vortex cores,

consistent with the notion that the density of vortex cores mostly depends on the cooling

rate cross Tc.

By assuming the effective electric field induced by oxygen vacancy gradient same with

that in the electric poling experiment (200 kV/cm) and the oxygen content of the oxidized

surface exactly 3, and using the dielectric constant of ErMnO3 [111], we estimate the oxygen

vacancy concentration of the bulk RMnO3−δ crystal to be δ=0.02. Note that this bulk

oxygen content is very close to 3, and the oxidized surface region is very thin (on the order

of 100 nm), so it is impractical to measure the oxygen vacancy concentration experimentally.

2.4 Graph theory, N-gon analysis and Preferential attachment

2.4.1 Graph theory and N-gon analysis of vortices network

Graph theory, basically speaking, is trying to study graphs. As it developed over cen-

turies, now it has been a powerful tool for mathematics, economics and computer science
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to understand many real configurational problems in analyzing the nature of underlying

connectivity. Graphs consist of two sets: a nonempty set of objects (vertices) and a set of

the connections (edges) among the objects.

4 color theorem is a basic and simple example for analyzing graphs. It has been defined

as: for any kind of 2D map, no more than four colors are required to color the regions of the

map so that no two neighboring regions have the same color, note that two regions have to

share a common boundary, not a corner. A simple example is shown in Fig. 2.14(a), which

is well known as a checkerboard. For each smallest square (or we can define it as face or

domain), it has 4 edges (4-valent) and 4 vertices (4-gons), hence it is called 4-valent graph

with 4 gons. Since it has a well defined periodicity or underlying “constraint”, only 2 colors

(black and white) are needed for label this graph so that no neighboring domains has the

same color. In graph theory language, we call this checkerboard graph as 2-proper-colorable

graph.

Similarly, for the intriguing domain networks in h-RMnO3, all the vortices have six edges

(6 domain walls), and each domain is surrounded by N (even integer) nodes/edges which

we called a 6-valent graph with N-gons. Due to the topologically protected vortices, only 3

Figure 2.14: Graph theory on checkerboard and network of vortices. (a) shows
checkerboard which is 4-valent graph with 4 gons and 2 proper colorable graph. Top panel
of (b) shows the examples of 2-gons, 4-gons and 6-gons, bottom panel shows vortices domain
network which is 6-valent graph with even-gons, and it is 3 proper-colorable network.
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colors are needed for coloring the domain network, which gives 3-proper-colorable domain

network, as shown in Fig. 2.14: examples for 2-gons, 4-gons and 6-gons are given in the

top panel of Fig. 2.14 (b). Note that in bottom panel of Fig. 2.14 (b), light and dark

blue, green and red are used for distinguishing upward and downward polarizations, so in

total it’s 6 different colors. But 3 colors are sufficient to label it. A complete mathematical

proof of Z2×Z3 coloring for 6-valent graphs with even-gons is shown in the supplementary

information of reference [104].

As we realized, domains with 2-gons are largely dominant, and domains with larger gons

are rarer. The distribution of N-gons has not been fully studied except reference [103], in

which the research only focus on type-II domain network and the analyzed region is rather

small.

To reveal the underlying mechanisms for the different statistical distributions in the type-

I and type-II networks, we performed N-gons analysis on 3 different samples: YbMnO3 with

type-I domains, ErMnO3 with an intermediate state between Type-I and Type-II domains,

and YMnO3 with type-II. YbMnO3 and YMnO3 specimens were chemically etched with

phosphoric acid at 150 ◦C for 30 minutes to reveal the domain pattern on surfaces, the

ErMnO3 specimen is over-etched. Large-range OM and AFM images were taken, showing

in Fig. 2.15 [66]. For better visualization, only parts of analyzed images are shown. Fig.

2.16 shows an AFM image on YbMnO3, and the blue-boxed region is magnified in the right

panel. Green (blue) stars represent vortices (antivortices), and each domain was labeled

with its N of N-gons. Similarly, ErMnO3 is shown in Fig. 2.17, and YMnO3 is shown in

Fig. 2.18.

The detail of analysis method is illustrated by using YMnO3 as an example: first step

is defining a vortex arbitrarily, then the entire image can be labeled in a proper manner

following 2 rules: (i) all domains are characterized as even integer N gons, and (ii) the

domain network is 6-valent graph, which means each vortex-antivortex core has 6 domains

merged at one point. All vortices (antivortices) were labeled with red circles (yellow circles).
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Figure 2.15: Large-range Optical images of ErMnO3, YMnO3 and YbMnO3.

Figure 2.16: AFM scanning image on a chemically etched YbMnO3 crystal. Details
of N-gons analysis are labeled, in the blue boxed region, green (blue) stars represent vortices
(antivortices), and each domain was labeled with its N of N-gons.
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Figure 2.17: OM image on a chemically etched ErMnO3 crystal. Details of N-gon
analysis are labeled: red (yellow) circles show vortices (antivortices), each domain is labeled
with its N of N-gons, and its trimerization phase is shown for each bright domain.

Figure 2.18: OM image on a chemically etched YMnO3 crystal Details of N-gon
analysis are labeled: green (red) dots shows vortices (antivortices), and each favored domain
is labeled with its N of N-gons.
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Figure 2.19: YMnO3 crystal after vortex-antivortex analysis. All vortices (antivor-
tices) were labeled with red circles (yellow circles).

To ensure accuracy, the number of vortices along every face were counted and matched with

the characteristics of Type I and Type II patterns dictated by graph theory. See Fig. 2.19

Second step is: getting exact coordinates of the vortex and antivortex pairs by using

Origin program. The size of the composite image was calculated to be 209µm × 146µm

for YMnO3. The data points were then sorted by vorticity, plotted on a scatterplot and

processed using statistical analysis. See Fig. 2.20. A overlap image of original OM image

and coordinates image is shown in Fig. 2.21.

All three samples are analyzed by this method, which provides a fruitful playground for

understanding the statistical behavior of different network of vortices. The data from three

different samples are used in next section about scale free distribution and in Chapter 4

about the correlation function analysis.
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Figure 2.20: Coordinates of YMnO3 crystal after vortex-antivortex analysis. All
vortices (antivortices) were labeled with red dots (black dots).

Figure 2.21: Overlap of OM image and coordinates data
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2.4.2 Preferential attachment or Self-organized criticality?

Complex networks like neural networks, internet network and movie actor collaboration

networks are a network with non-trivial topological features, which are absent in simple

networks such as crystal lattice [112–117]. Some complex networks demonstrate scale-

free power-law degree distributions, which attract enormous attention due to the notable

characteristics such as relative commonness of vertices with a degree that largely exceed

the average, and small average distance between two vertices.

There are, in general, two ways for scale-free power-law distribution, one is preferential

attachment and another is SOC. Domain network of vortices in term of distribution of

N-gon, as we realized [103], can be viewed as complex network, and potentially has direct

relation with SOC. In order to figure out the physics lying behind the domain network, we

plot out N-gon analysis for 3 samples analyzed as discussed above.

N-gon analysis of these 3 samples are shown in Fig. 2.22, from left to right, they

are from YbMnO3, ErMnO3 and YMnO3. The type-I network can be approximated by

an exponential function with a sharp cutoff for large N. The exponential-law distribution

of the N-gons in type-I networks indicates that the corresponding dual graph shows an

exponential degree distribution, and an exponential degree distribution was also observed

in other networks [117, 118].

On the other hand, a type-II network is better approximated by a power-law distribution

1/N2, as shown in Fig. 2.22 (c). A network with a power-law degree distribution is called

a scale-free network, and it has been shown that the scale-free architecture has a strong

effect on the SOC phenomenon [116, 119]. What’s interesting here is: there is a tendency of

slope tilting when the domain pattern changing from type-II to type-I: starting from Type-

II the slope of bright domain (unfavored domain) tilts to a bigger number and eventually

becomes one single point (star label in Fig. 2.22 (c)), which indicating all the 2 gons for

the unfavored domains in type-II domain network.
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Figure 2.22: N-gon statistical analysis. (a) An exponential-law distribution within a
type-I network in YbMnO3. (b) An intermediate network in ErMnO3 crystal. (c) A power-
law behavior within a type-II network in YMnO3.

As we know, an external electric field or internal oxygen off-stichometry induced self-

poling electric field are able to convert type-I domain network into type-II network. To

examine the domain evolution process under an electric field, phase-field simulation [120]

has been performed by Xue Fei and Long Qing Chen at PSU (will be pubulished). From

the results of simulation, type-I networks exhibit a lognormal N-gon distribution with the

logarithms of its numbers normally distributed, in contrast to the scale-free power-law

distribution in type-II networks.

Based on the simulation, coalescing and splitting of the N-gons during the transition

between the two types of networks are responsible for the change of N-gon distributions.

Preferential attachments (behaviors that the N-gons with larger N have higher probability

to coalesce with other N-gons) are shown to be responsible for the existence of the power-law

distribution, which reflect preferential is the main reason for scale-free power-law in vortex

networks. The main problem is: according to SOC, the system has to be dynamical and



41

reach a equilibrium, like “forest fire model”.

Note that when network of vortices change from type-I to type-II, Z2 symmetry is broken,

(it could be understood that the symmetry broken happens in the process of applying an

electric field on type-I domains with Z2×Z3 symmetry). One can define an order parameter,

e.g. the total polarization, to reflect the symmetry breaking. So the transition from type-I

to type-II domains can be considered as a phase transition.

2.5 Vortex fragmentation

Vortex core splitting is a rare phenomenon, however draws lots of attentions since it might

suggest the breakdown of topological protection in topological vortices. Fig. 2.23 are

collection of reported core fragmentation recently of 4 references [121–124]. (a) is a TEM

image of core fragmentation on the surface perpendicular to ab plane of ErMnO3. b) shows

Figure 2.23: Collection of reported core fragmentation, which are from references
[121-124] (a) TEM image of core fragmentation on the surface perpendicular to ab plane
of ErMnO3. (b) shows dark-eld TEM image of the domains pattern with broken and closed
domain walls. (c) is c-AFM image on YMnO3 showing core splitting when increasing electric
poling voltage. (d) shows a vortex-like pattern where different domains do not converge into
a point on YMnO3
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dark-eld TEM image of the domains pattern with broken and closed domain walls. Note

that (b) is different since there is no core splitting, the broken domain walls are highly

possible due to the defects pinning during the sample growth. (c) is c-AFM image on

YMnO3 showing core splitting when increasing electric poling voltage. (d) shows a vortex-

like pattern where different domains do not converge into a point on YMnO3, the channel

in the core region is indicated by the arrow.

Theoretically, Toledano et al. [121] state that vortices in the ab plane originate in the

6̄m2 high-symmetry lattice point of the paraelectric unit cell. In contrast, vortices in planes

parallel to the c axis are expected to fragment, which is consistent with the examples in

Fig. 2.23(a) (b) and (d).

In our experiments, we have discovered similarly phenomenon in YbMnO3, however,

in ab plane, rather than containing c plane, as displayed in Fig. 2.24, which is completely

different from their theoretical and experimental results. This annealed crystal was polished

only one side, and was ion-milled only at the polished surface, so the final specimen is

mostly the un-polished virgin surface region. Fig. 2.24(a) shows a 7.5µm × 3.5µm large-

range superlattice DF-TEM (JEOL-2010F) image performed by using a superlattice spot

g+=1/3(1 1 6). Bright and dark contrast originates from the Friedels pair breaking due

to the presence of 180◦ ferroelectric domains. The red, blue and green-boxed areas in

Fig. 2.24(a) exhibit broken vortex cores. This vortex core split is clearly visible in the

magnified images in Fig. 2.24(b), (c) and (d). One pair of type-I vortex and antivortex,

where six domains merge at each core, can be found at the right-hand-side top of Fig.

2.24(a). However, most of vortex or antivortex cores are fragmented. Fig. 2.24(e) shows the

schematic of all trimerization and ferroelectric domains. Not that the nature of trimerization

antiphase and ferroelectric polarization of all domains is un-ambiguously identified using

the Z2 × Z3 coloring rules [103].

We propose that the vortex core defragmentation originates from strong domain wall

pinning and the high energy cost of charged head-to-head domain walls with the identical
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Figure 2.24: Vortex core fragmentation in ab plane of YbMnO3. (a) A large-range
superlattice dark-field TEM image shows vortex core split. (b), (c) and (d) are enlarged
images for the red, blue and green boxed regions, respectively. (e) displays the schematic
of trimerization and ferroelectric domains.
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trimerization antiphase. In Fig. 2.25(a), six domain walls around one vortex core on a

crystal surface are shown as blue dashed lines, and inside six domain walls with a tilted

vortex core are displayed as red dashed lines. The domains at the surface and inside of the

crystal are labeled with black and gray (α+, β-, γ+, α-, β+, γ-) letters, respectively. This

tilted vortex core results in a charged head-to-head domain wall with one trimerization

antiphase, as shown in the purple region of Fig. 2.25(a). Fig. 2.25(b) displays a cross-

sectional cartoon for the tilted vortex core and the charged head-to-head wall of γ domains.

This wall between the top γ- domain and bottom γ+ domain costs large domain wall energy,

and extremely unstable, as evident in the free energy landscape shown in Fig. 2.25(d).

In the Mexican-hat-type energy landscape, the energy barrier between, for example, two

neighboring β- and α+ domain (black dashed-line) is small, but the energy barrier between

γ- and γ+ domains (pink dashed curve) is much larger[101, 125]. This positively-charged

Figure 2.25: Schematic showing vortex fragmentation. planar view (a) and side view
(b) of a highly tilted vortex core away from the c axis. (c) Schematic diagram showing
a vortex core split after removing positively-charged walls of γ domains. Newly-formed
domain walls after vortex core split are displayed with the green lines. (d) Mexican-hat-
type free energy landscape for six trimerization and ferroelectric phases. (e) Schematic for
the red boxed area in Fig. 2.24(a) displays trimerization and ferroelectric phases, vortex
core split, and expansion of γ+ into γ- domains. (f) DF-TEM image shows opposite contrast
to Fig. 2.24(b) with identified trimerization and ferroelectric phases.
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domain wall between γ- and γ+ domains can be readily removed by upward effective electric

field due to oxygen vacancy gradient. As schematically shown in Fig. 2.25(c), this effect

combined with strong pinning of domain walls at the surface, probably due to impurities at

the surface, results in expansion of γ+ domain to γ- domain region at the surface and also

the vortex core split. This scenario is in accordance with our DF-TEM results, as shown in

2.25(e) and (f). Green lines display the newly-formed domain walls after vortex core split.

Note that in most cases of self-poling, we observed the evolution from type-I to type-II

domains without any change of vortex cores, which corresponds to vortex core pinning.

However, in this particular sample, we suspect that the vortex cores are highly tilted away

from the c axis and domain wall pinning is particularly strong at the surface, leading to the

vortex core fragmentation.This phenomenon is still an open question for understanding the

nature of topological breakdown.
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Chapter 3

Manipulation of topological vortices

Understanding and controlling topological defects [126] in ordered states with spontaneously

broken symmetries is essential for technological applications of functional materials. A

successful demonstration is when a conduction electron passes through the skyrmion, its

spin is fully polarized by the spin texture of the skyrmion and resulted in an emergent

electromagnetic field, which significantly affects the dynamics of the skyrmions and produces

a Magnus force perpendicular to the skyrmion velocity [127–129]. Vortices in superfluid

liquids and superconductors are also shown drifting under the influence of the Magnus

force in a direction normal to both the supercurrent and vorticity vectors [130]. Moreover,

ferromagnetic and ferroelectric memory devices rely on field- and current-induced dynamics

of domain walls. Unusual physical properties of topological defects open new ways for

their manipulation. The electric polarization induced by chiral magnetic domain walls, for

example, was used to shift them with an inhomogeneous electric field [131].

In this chapter we will discuss our work on manipulation of domain, domain walls, and

vortex cores in hexagonal manganites, with external electric field and shear strain. We will

also shine light on the analogy between vortex in superfluid and multiferroics through the

explanation of Magnus-type force.

3.1 Electric field effect on domain walls of vortices

As what we discussed in the electric field poling section, where the electric field change

Type-I domain network into Type-II domain network, however, whether the electric poling
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affect the vortex, or in other words, whether electric field is able to manipulate the vortex

core is still unknown.

The switching dynamic around a vortex is shown in Fig. 3.1 by M. G. Han’s group [132].

The switching experiment was done by using DF-TEM, denoted in alphabetical order, and

correspondingly illustrated in Fig. 3.1(a) to (m), yellow arrows indicate the polarization

direction for each domain. The vortex core is denoted by green dots. Electrostatic charges

associated with the domain walls are indicated in red (positive) and blue (negative). The

abrupt changes in domain-wall’s position from 50 kV/cm to 66.7 kV/cm, from 150 kV/cm

to 0 kV/cm, and from 33.3 kV/cm to 50 kV/cm are shown by white arrows. Note that

three 0 kV/cm states have similar configurations of the surface domain, indicated by the

red circles in In Fig. 3.1(a), (g), and (m). Domains with parallel polarization to the applied

electric field expand, while those with antiparallel polarization shrink, as one can predict for

Figure 3.1: Switching dynamics around a vortex, which is from reference [132]
(a)-(m) are DF-TEM images showing the order of the switching sequence, denoted alpha-
betically, with an applied field along the [001] direction. (n) is measured P-E loop
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typical ferroelectric domain switching. By measuring the area of Pup domains (polarization

pointing toward the surface of the sample, or along the c-axis), a hysteresis behavior is

observed (Fig. 3.1(n)). For comparison, a polarization P electric field E loop electrically

measured from a bulk LuMnO3 crystal is shown in Fig. 3.1(n), which shows larger coercive

fields.

In fact, it is consistent in that larger field is typically required to achieve a global poling of

a bulk LuMnO3 crystal while weaker field is enough to achieve a local poling of a few micron

size TEM sample. We note that the three 0 V states (Fig. 3.1(a), (g), and (m)) exhibit a

strong preference of Pup domains near the surface, which thus suppress the Pdown-dominant

remanent state. It indicates the presence of an internal electric field near the surface, locally

lowering the energy of the Pup domain with respect to that of Pdown domain, which also is

consistent with the self-poling mechanism.

In Fig. 3.1 , all TEM images show that the vortex cores (marked with a green dot)

were fixed during the entire switching process, revealing that its topology protected it. One

possible explanation is that: the vortex core where the three up domains and three down

domains meet may be electrically neutral and is not influenced by applied electric fields.

Moreover, vortex core can be pinned at defects [133] such as oxygen vacancy, and thus

becomes immobile.

3.2 Theoretical background for manipulation of vortex core

The project of manipulation of vortex cores are stimulated by Artyukhin et al.. Stripes

domain are favored and stabilized by an external shear strain [101], which due to the

interaction

Fint = −λ
∫
dV [(uxx − uyy)∂xΦ− 2uxy∂yΦ] (3.1)

where uij is the strain tensor and Φ is the phase of the commensurate lattice modulation

(trimerization). Equation above is the so-called Lifshitz invariant discussed, in particular,
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Figure 3.2: Shear strain generated stripes domain. (a)shows a pair of vortex and
antivortex, (b) displays the topological stripe domain state, the figures are taken from
referencee [101]

in the context of commensurate-incommensurate transitions[134]. In the uniform ground

state, corresponding to the six degenerate ferroelectric-trimerization states. Shear strain,

on the other hand, favors an incommensurate lattice modulation. The compromise is the

stripe state – a periodic array of parallel domain walls with Φ monotonically increasing or

decreasing by at each wall, as shown in Fig. 3.2. The topological stripe domain state with

the alternating polarization (white symbols) along the c axis. A strain indicated by green

arrows results in the monotonic increase of Φ in the direction normal to the stripes.

As we discussed in the section of sample growth, when h-RMnO3 crystals are grown

below Tc, they exhibit stripe domains of large widths, when a h-RMnO3 crystal with stripe

domains is heated above and cooled down across Tc, vortex domains form everywhere in the

crystal. However, unaided by external stimuli, this transformation of vortices into stripes

has never been directly observed. At the same time, the topological nature of stripe domain

states and the direct relationship between stripes and vortices have not been explored.

3.3 Shear strain induced unfolding of vortices into topological stripes

3.3.1 Shear strain on hexagonal manganites crystals

Shear strain was applied on ErMnO3 crystals by putting a weight (alumina rod) on the

crystals during a thermal treatment. A schematic cartoon of our strain experiment is
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shown in Fig. 3.3(a). A plate-like crystal of h-ErMnO3 was placed across a groove in an

alumina plate. An alumina rod was put on the crystal to bend the crystal and provide a

downward force. For triangular-shape crystals, the alumina rod was slightly off-centered

in the groove direction in a way that there was a larger downward force in the triangular-

corner region than in the top-flat region. Fig. 3.3(b) shows the real picture of our strain

experimental setup. Note that the alumina rod is placed to be perpendicular to the top-flat

edge of plate-like h-ErMnO3 crystals. Fig. 3.3(c) displays a cartoon showing an exaggerated

displacement of a triangular-shape crystal under an off-centered alumina rod.

3 different specimen crystals of ErMnO3 (EMO-A, B, and C) with above described

experimental setup were slowly cooled across Tc, which is 1130 ◦C: stayed at 1140 ◦C for

10 mins, and then slowly cooled to 1100 ◦C with the rate of 30 ◦C/h, followed by furnace

cooling. Then the specimens are chemically etched for OM observation and AFM scanning.

Figure 3.3: Experimental setup to apply shear strain. (a) is schematic cartoon
depicts a side view of our strain experimental setup. (b) shows the real picture of our strain
experimental setup, (c) shows a perspective view of the bending of a triangular-shape crystal
under an alumina rod at high temperatures
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3.3.2 Experimental results

Fig. 3.4(a) shows a low-magnification OM image of the surface of an ErMnO3 crystal (EMO-

A) after applying strain at high temperatures. White dashed lines indicate the position of

the alumina rod exerting a downward force on EMO-A. The yellow dashed lines show the

location of the edges of the groove in the alumina plate. The tilted dark line between the two

white lines indicates where the alumina rod touched the crystal. The rod was off-centered

in the vertical direction to make the force in the bottom triangular region larger than in

the top region.

Stripe-like domains along the alumina rod direction (perpendicular to the top edge of

EMO-A) were observed near the alumina rod, whereas the remaining area showed vortex

domains. The vortex-to-stripe transformation takes place near the boundary where vortices

meet stripes, as shown in Fig. 3.4(b) which displaying a high-magnification OM image of the

green-boxed area in Fig. 3.4(a). Vortices evidently were unfolded and became stripes. The

opposite surface of EMO-A exhibits similar domain patterns, as shown in Fig. 3.5. Stripe-

type domains along the alumina rod direction were observed near the alumina rod location

on both surfaces, and the rest area showed vortex-type domains. Fig. 3.5(c) and (d) are

Figure 3.4: Vortex to stripe transformation.: (a) is collaged OM image of EMO-A
after chemical etching. (b) is Enlarged OM image of the green-box area in (a) showing the
vortex-to-stripe transformation.
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Figure 3.5: OM images of EMO-A on both surfaces. (a) and (b) are low magnification
OM images of both surfaces of EMO-A. (c) and (d) are OM images of the green-box area
in (a) and (b), respectively. (e) and (f) are OM images of stripe domains in the purple-box
region, respectively.

high-magnification OM images of the green-box area in Fig. 3.5(a) and (b), respectively,

showing the vortex-to-stripe transformation on both surfaces. Fig. 3.5(e) and (f) are high-

magnification OM images of stripe domains in the purple-box area in Fig. 3.5(a) and (b),

respectively.

In order to clarify the mechanism for the vortex-to-stripe transformation, we performed

experiments on two more crystals: another triangular-shaped ErMnO3 (EMO-B) (Fig.

3.6(a)) and the rectangular-shaped ErMnO3 (EMO-C) with an off-centered rod, see Fig.

3.6(b). Surprisingly, EMO-C showed only vortices with no hint of stripes, even in the region

right under the alumina rod [see Fig. 3.6(d)], while EMO-B exhibited the vortex-to-stripe

transformation, similar to that observed in EMO-A. Evidently, the crystal shape is crucial

for the vortex-to-stripe transformation.

Fig. 3.6(e) shows schematically the in-plane strain distribution in triangular-shape and

rectangular-shape specimens to illustrate what may be happening in those different-shape

crystals (the out-of-plane strain is not shown, as it does not couple to the trimerization



53

Figure 3.6: Effect of the crystal shape for annealing under strain (triangle vs.
rectangle). (a)shows OM image of triangular EMO-B (b) is collaged OM image of EMO-
C after chemical etching. (c) shows the vortex-to-stripe transformation, and (d) shows only
vortices (e) is schematics of in-plane strain on the top surface, average (or middle region),
and bottom surface. Blue, red, and black colors indicate compressive, tensile, and no strain,
respectively.
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phase). In rectangular EMO-C, the top surface is compressed under the weight of the

alumina rod, while the bottom surface is stretched. The top compressive and the bottom

tensile strains cancel each other on average, i.e. in the middle of the crystal. The triangular

corner of EMO-A and EMO-B exposed to an additional strain. To amplify this effect, we

intentionally shifted the center of mass of the alumina rod closer to the triangular corner

(see Fig. 3.3(c)), which produced an additional shear strain with a large in-plane gradient

in the corner. This average shear strain with a large gradient induces the vortex-to-stripe

transformation, as discussed below.

AFM scanning images, which exhibit higher spatial resolution than OM images, unveil

the details of the vortex-to-stripe transformation. The AFM image of EMO-A in Fig. 3.7(a)

corresponds to the optical image in Fig. 3.4(b). The green-boxed area in Fig. 3.7(a) is

expanded in Fig. 3.7(b), and the detailed analysis of the purple-boxed area in Fig. 3.7(b) is

shown in (c). If we call the defect at the very top of Fig. 3.7(c) a vortex with the sequence

of the trimerized phases (α+, β-, γ+, α-, β+, γ-) along a contour in the clockwise direction

(red circle), then all cloverleaf defects in Fig. 3.7(c) can be labeled in a consistent manner.

The resulting vortices and antivortices are marked with red and blue circles, respectively.

The dark (bright) regions in AFM images display valleys (mountain plateaus) corresponding

to domains with upward (downward) ferroelectric polarization.

The above analysis reveals several remarkable features: [i] the fixed sequence of the six

trimerized phases (...α+, β-, γ+, α-, β+, γ-...) in the stripe region from right to left, [ii] the

predominant presence of vortices at the transformation boundary (i.e. the applied strain

mostly expels antivortices from the sample). An excess of vortices (red circles, the clockwise

(α-, β+, γ-, α+, β-, γ+) sequence) at the vortex-to-stripe transformation boundary results

from predominant expulsion of antivortices (dashed blue circles, the anti-clockwise (α-,

β+, γ-, α+, β-, γ+) sequence). All domain walls in stripes exhibit the same chirality

corresponding to the sequence (α-, β+, γ-, α+, β-, γ+) from right to left in the whole

stripe, and [iii] no vortices or antivortices in the stripe domain region (see Fig. 3.4(b) and
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Figure 3.7: AFM image of the vortex-to-stripe transformation. (a) Large-range
AFM image of the area in Fig. 3.4(b) showing vortex-to-stripe transformation. (b) Fine-
scan AFM image of the green-boxed area in Fig. 3.7(a). (c) Expanded AFM image of
the purple-box area in Fig. 3.7(b) with the self-consistently assigned trimerization and
ferroelectric phases of all vortex and stripe domains.
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a larger area shown in Fig. 3.4(a)). These features are consistent with the theory discussed

above in Eq. 3.1.

3.3.3 Magnus force

Fig. 3.8 (a) is a schematic for Fig. 3.7(c), and Fig. 3.8(b) is a topologically deformed cartoon

of transformation boundary shown in Fig. 3.8(a). Vortices (antivortices) are marked with

red (blue) circles. Consider now the change of Φ along a closed yellow contour around the

boundary between the topological stripe and the vortex-antivortex domains, as depicted in

Fig. 3.8(b). According to Stokes lemma,

∮
dx · ∇Φ = 2π(NV −NA) (3.2)

where NV and NA are the total numbers of vortices and antivortices inside the contour,

respectively. Φ changes monotonically only in the line interval AB, while in the rest of

contour Φ changes randomly. Thus, for a sufficiently large integration contour, ΦB −ΦA =

π
3NDW = 2π(NV −NA), NDW being the total number of domain walls in the stripe domain.

The excess of vortices is, therefore, related to the number of stripes: one extra vortex per

6 domain walls.

The transformation of a random network of topological defects into the array of parallel

stripes involves the separation of vortices from antivortices. A uniform shear strain uxx−uyy

favoring stripes along the y-axis applies a force to a domain wall connecting a vortex with

an antivortex. Using Eq.3.1, we find that, independent from the shape of the wall, its total

interaction energy is Fint = −hπλ
3 (uxx − uyy)(yV − yA), where yV (yA) is the y-coordinate

of the vortex(antivortex) and h is the sample thickness. Differentiating this energy with

respect to yV and yA, we obtain the forces that pull the vortex and antivortex away from

each other and lead to their unfolding into stripes. This process is illustrated in Figs. 3.8(c)

and(d) showing a vortex-antivortex pair. The phase Φ increases in the positive x-direction in

the region between the vortex and antivortex, which in the presence of the strain uxx− uyy
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Figure 3.8: Magnus-type force on vortex-antivortex pair. (a) A schematic of Fig.
3.7(c). (b) is a topologically deformed cartoon of the boundary between the vortex-
antivortex domains (upper part) and the topological stripe domains (lower part). (c) shows
vertical forces (light blue arrows) on the vortex and antivortex. Purple arrows indicate the
direction of the phase gradient. (d) Vertical stripe domains which are about to form, as the
Magnus-type force pulls the vortex and antivortex apart.

lowers Fint, whereas above the vortex and below the antivortex the phase gradient has

the energetically unfavorable direction. The force pulling the vortex and antivortex apart,

F y = 2hπλ(uxx − uyy), increases the length of the energetically favorable domain walls at

the expense of the unfavorable ones.

Fig. 3.9 explains pictorially how a shear strain coupled to the phase gradient by the

interaction showing in 3.1 can lead to stripes with monochirality. If we assume that the

order of (γ-, β+, α-, γ+, β-, α+ from left to right) is favored by the term uxx∂xΦ in the

presence of a horizontal (the x-direction) shear strain, then the domain walls following the

purple arrows 2 and 3 have a lower energy then the domain walls following yellow arrows

1 and 4. Then, the upward motion of a vortex and downward motion of antivortex will

enlarge the region with lower energy walls and shrink the region with higher energy walls,

which will lead to lowering of the total energy. This effect will result in strain-induced

Magnus-type force acting on vortices and antivortices in opposite directions.

Therefore, the strain favors the topological stripe domain state with a nonzero average
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Figure 3.9: Schematics showing the unfolding process. The unfolding process of
vortices and antivortices intoto mono-chiral stripes induced by horizontal shear strain (large
blue arrows). The shear strain induces a Magnus type force (open arrows) acting on vortices
(red) and antivortices (sky blue) in opposite directions.
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gradient of the phase Φ, which forces vortex and antivortex to move in opposite directions

(normal to the shear strain direction). One can draw an analogy between the topological

stripe state and a superfluid liquid with a superfluid current proportional to the gradient

of the condensate phase. The force on vortices and antivortices in h-RMnO3 generated by

strain is analogous to the Magnus force that moves superfluid vortices and antivortices in the

direction transverse to the superfluid current, where the supercurrent j ∝ ∇Φ. The Magnus

force in such states pulls vortices away from antivortices in the direction normal to j (or that

of the average phase gradient). This effect is similar to the transverse force in h-RMnO3,

the difference being the smooth variation of the condensate phase vs. discontinuous jumps

of the phase of the periodic lattice modulation at domain walls in h-RMnO3s.

3.3.4 Strain gradient

If the applied uniform strain pushes all antivortices out of the sample and all vortices

towards the transformation boundary, the presence of a much larger excess of vortices is

be expected at the boundary, which is not consistent with our observations. Therefore, the

transformation of vortices into stripes must involve an additional mechanism, which may

be the coupling between vortices(antivortices) and the strain gradient due to the lattice

distortion created at the vortex(antivortex) core by six merging domain walls. The resulting

force pushes vortices and antivortices in the same direction. This strain-gradient-induced

force can expel extra vortices and antivortices from the strained area to the outside of the

specimen. This mechanism is consistent with the fact that the stripes are only observed in

the regions where the strain is non-uniform.

This force induced by strain gradient can results from expansion/contraction of lattice

around vortices described, for example, by the term,

F
(2)
int = g(uxx + uyy)(∂iQ∂iQ+Q2∂iΦ∂iΦ) (3.3)

whereQ is the amplitude of the order parameter (lattice trimerization) and Φ is its phase.
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For an inhomogeneous strain uxx +uyy depending on the (x, y) coordinates in the ab-plane,

this coupling is effectively a potential energy, U(x, y), of the vortex which, depending on

the sign of the coupling constant g, forces the vortex to move into regions with larger or

smaller strain.Since F
(2)
int is independent of sign of the phase gradient, it gives rise to a force

that moves vortex and antivortex in the same direction. The result of the two different

couplings to strains is the formation of mono-chiral stripes with only a small excess amount

of vortices remaining at the transformation boundary. We note that the interaction F
(2)
int

also leads to strain-mediated interactions between vortices, as was discussed in the context

of vortex arrays in superconductor [135, 136].

We also note that for the bending deformation caused by the alumina rod, the non-zero

components of the strain tensor, uxx, uyy, uxy and uzz, are proportional to the z-coordinate

(normal to the surface) and have opposite signs at the upper and lower surfaces of the

sample [137]. Such a strain favors stripes with opposite signs of the gradient of the phase

Φ at the two surfaces, which are energetically very costly because a nonzero
∮
dx · ∇Φ

around the sample surface implies the presence of an array of parallel vortex cores inside

the sample. This explains why we do not observe stripes in EMO-C.

Both topological and non-topological couplings to strain originate from lattice anhar-

monicity and are proportional to the second power of the trimerization amplitude Q. The

energy of the topological interaction per unit area of the domain wall can be estimated

as uQ
4

a4
Ry, where u is the strain, a is the lattice constant and Ry is Rydberg constant.

Similarly, the energy of the non-topological interaction per unit length of the vortex line is

∼ uQ
2

a3
Ry. Thus for a vortex displaced by a length L, the ratio of the non-topological and

topological interactions is ∼ a
L

(u(L)−u(0))
u � 1, since the typical width of the stripe phase

is much larger than one lattice constant. Although weak, the coupling to strain gradient

can play an important role for kinetics of domain wall and vortices near the phase transi-

tion, e.g. by moving crystallographic defects accumulated at vortices and domain walls and

hindering their motion.
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Figure 3.10: Magnus type + strain gradient induced forces. (1) only Magnus-type
force without strain-gradient-induced force, (2) only strain-gradient-induced force without
Magnus-type force, and (3) Magnus-type force plus strain-gradient-induced force.
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Fig. 3.10 shows schematic cartoons for a simple situation of having only isolated vortex

and antivortex pairs. We start with a random distribution of isolated vortex-antivortex

pairs - all colors and labels are identical with what we discussed above, and then we com-

pare 3 different cases with top panels showing beginning stage of a simple situation with

randomly-distributed isolated vortex-antivortex pairs. Above the black dashed line, there

is no strain, while below the black dashed line, there exists a non-uniform shear strain

(blue arrows), which reflects our experimental situation with triangular crystals: (1) only

Magnus-type force without strain-gradient-induced force, if only the Magnus-type force is

present, topological stripes with a high density of vortices at the vortex-stripe transition

boundary are formed, which is inconsistent with our experimental observation (left-bottom

two cartoons). (2) only strain-gradient-induced force without Magnus-type force, if only

the strain-gradient-induced force is present, the resulting stripes do not follow the sequence

of (α+, β-, γ+, α-, β+, γ-) and thus are non-topological (middle-bottom two cartoons)

and (3) Magnus-type force plus strain-gradient-induced force (which is consistent with our

experimental observation), both Magnus-type force and strain-gradient-induced forces are

present, the topological stripes with a smaller number of vortices near the stripe domain

boundary are formed, which is consistent with our experimental observation.

From these cartoons, it is clear that if we have only the Magnus-type force, then there

should be a large excess of vortices at the vortex-stripe transition boundary, because only

antivortices are expelled from the sample, while the relevant vortices accumulate at the

transition boundary, and the number of vortices remains the same. If we also take the

strain-gradient-induced force into account, then we obtain topological stripes with a smaller

number of vortices at the vortex-stripe transition boundary, as is observed experimentally.

Note that if we consider only the strain-gradient-induced force (case (2) in Fig. 3.10),

then the trimerization phases in the stripes do NOT follow the sequence of (α+, β-, γ+,

α-, β+, γ-), which is inconsistent with our experimental observation. Therefore, both the

Magnus-type and strain-gradient-induced forces are necessary to explain our experimental
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observation, resulting topological stripes.

3.4 Revisit of stripe domains

3.4.1 TEM study of topological stripes

A specimen (EMO-D) for high-angle annular-dark-field scanning transmission electron mi-

croscopy (HAADF-STEM) imaging with the detection angles ranging from 68 mrad to 280

mrad was prepared using a focused ion beam lift-out technique on a chemical-etched crys-

tal showing the surface domain structure on the ab plane. HAADF-STEM images were

obtained using a JEOL ARM 200 CF equipped with a CEOS Cs-corrector.

The monochirality of stripes is confirmed by atomic-resolution HAADF-STEM images.

A scanning electron microscope (SEM) image of the top surface of EMO-D after chemical

etching is shown in Fig. 3.11(a): narrow valleys are upward (+) polarization domains. A

specimen for HAADF-STEM experiments was obtained cutting out the green-box area in

Fig. 3.11(a) with focused-ion beam (FIB) milling, and a dark-field TEM image of the speci-

men taken with the (004̄) reflection near the [100] projection shown in Fig. 3.11(b) displays

the cross-sectional view of domain structures, which are consistent with the SEM image

in Fig. 3.11(a). Atomic-scale HAADF-STEM experiments were performed on the domain

walls labeled domain wall 1 to 4 (DW1-DW4), and false-colored HAADF-STEM images of

Er-ion columns are shown in Fig. 3.11(c). Dark lines are narrow ferroelectric domains with

upward polarization which also shown are crystallographic axes and an enlarged image of

the red box area.

Kumagai and Spaldin have discussed four different types of domain walls in h-RMnO3,

which we label A-D: the A and B types have undistorted R ions at the walls, and the C

and D types do not have undistorted R ions at the walls [125]. The results of our HAADF-

STEM experiments lead to two important findings: stripe domains are indeed monochiral

(i.e. (α-, β+, γ-, α+, β-) along one direction), and domain walls alternate between the A
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Figure 3.11: STEM-HAADF analysis of different types of domain walls. (a)shows
SEM image of EMO-D ab-plane surface. (b) is DF-TEM image of a STEM-HAADF spec-
imen. (c) False-colored STEM-HAADF images of 1-4 domain walls in the inset of Fig.
3.11(b).

and C types. Although the sampling region in atomic-scale HAADF-STEM experiments is

rather small, these results are fully consistent with our results discussed earlier.

According to Ref. [125], the lowest energy wall is of C type. The adjacent parallel walls

must then be of either A type or D type. Consistently, we find the alternation of A and

C type walls. This result suggests that the domain walls around a vortex core probably

exhibit the alternation of B and C types, as shown in Fig. 3.12, which is an AFM image

showing a vortex-to-stripe transformation and the corresponding schematic with colored

trimerization-ferroelectric phases. Red, blue, and green colors represent three different

types of trimerization antiphase (α, β, γ) and dark and light colors indicate ferroelectric

polarization directions (up and down, respectively). Local ionic distortions corresponding

to the yellow- and light-blue-box areas are depicted in Fig. 3.12(c) and (d), respectively.



65

Figure 3.12: Local ionic distortions for a vortex-to-stripe transformation. (a) AFM
image showing a vortex-to-stripe transformation. (b) Schematic cartoon corresponding to
Fig. 3.12(a). (c) and (d) depict local ionic distortions corresponding to the yellow-and light
blue-box areas, respectively.

Blue dashed lines indicate connected domain walls from vortex to stripe domains. In this

schematic, the B type domain wall between [β-, α+] near the vortex core switches to A

type in the stripe area, while the C type domain wall between [α+, γ-] remains unchanged.

Note that B type and C type walls exist at an angle with 60 degrees, and A type and C

type walls are parallel to each other.

3.4.2 Non-topological stripes in as grown YMnO3

In as grown YMnO3 crystals, we also find at the edge of crystal, vortices are unfolded to

stripes [103], which is most likely due to the natural strain during the flux crystal growth.

During flux crystal growth, many crystals are randomly stuck together to form a chunk

(see 2.2, and those crystals in a chunk tend to provide significant mutual strain, especially
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near crystal edges, when the crystal chunk is cooled right after flux crystal growth. The

anisotropic thermal contraction of YMnO3 probably plays the key role for this mutual strain

in a crystal chunk. This mutual strain sometimes does result in stripes near crystal edges

of as-grown YMnO3 crystals, which otherwise exhibit vortex domains. Note that this can

happen only in as-grown h−YMnO3 among all as-grown h-RMnO3, since only Tc of YMnO3

is lower than the flux crystal growth temperature (if Tc is higher than the flux crystal growth

temperature, then domains in as-grown crystals are stripe-type everywhere).

The stripes induced by the mutual strain during the flux crystal growth process is not

mono-chiral (i.e. not topological), which is probably due to the random nature of the

mutual strain. For example, in one image in the reference [103], we have identified all vor-

tices(antivortices) near the vortex-stripe transition boundary and all vortices(antivortices)

removed away from a crystal edge, as shown in Fig. 3.13. Red circles are vortices, blue

circles are antivortices, and dashed circles represent expelled vortices or antivortices. As

evident in Fig. 3.13, both vortices and antivortices exist at the vortex-stripe transition

boundary, and the expelled ones can be either vortices or antivortices in different regions

in a random manner. Therefore, the stripes are not topological (i.e., not mono-chiral).

This random nature probably originates from the random distribution of mutual strain

Figure 3.13: Non-topological stripes. Stripes in the entire region do not maintain mono-
chirality.
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near the edge of a crystal in a chunk, where many crystals are embedded randomly, dur-

ing the cooling process after flux crystal growth. Note that the nature of in-plane strain

(compressive vs. tensile) determines the chirality of stripes, due to the uxx∂xΦ term in the

free energy. Consequently, if regions 1, 3, 5 are associated with compressive strain, then

regions 2, 4, 6 should be associated with tensile strain, and the stripe chirality changes at

the boundary between different regions. Thus, if tensile-strain regions are associated with

expelled antivortices, then vortices are expelled in compressive-strain regions.

Furthermore, even if an as-grown YMnO3 crystal does exhibit stripes near a crystal

edge, it shows uniformly-random vortex domains when it is individually annealed across

Tc (i.e., it is removed from a crystal chunk, and then annealed across Tc), as shown in

Fig. 3.14. (a) as-grown YMnO3 crystal showing a vortex-stripe transition boundary in

flux-grown crystals. (b)shos when the crystal in (a) is annealed across Tc without strain,

uniformly-random vortices appear everywhere, including in the original stripe region. The

bottom panel is an expanded view of the purple-boxed region in the top panel, and the

AFM image in the inset shows the vortices in the green-boxed region.

Figure 3.14: Re-annealing of stripes on YMnO3.
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Chapter 4

From multiferroics to cosmology

Symmetry breaking leads to the birth of our universe in the study of cosmology as well as the

symmetry determined properties in material science. On one hand, it has been speculated

that, in the hot early universe, the vacuum possessed a large number of symmetries. As the

universe expanded and cooled, the vacuum underwent a series of symmetry-breaking phase

transitions. For example, the electro weak transition broke the SU(2)× U(1) symmetry of

the electro weak field into the U(1) symmetry of the electromagnetic field. This transition is

important for understanding the asymmetry between the amount of matter and antimatter

in the present-day universe. On the other hand, symmetry breaking in the materials gives

rise to a variety of interesting phenomena like multiferroicity, the magnetoelectric effect,

ferrotoroidicity, polar superconductivity, magnetic monopoles, and skyrmions. It seems

that 2 completely independent subject areas are actually connected to each other by the

concept of symmetry breaking and phase transition.

The theory bring the study of cosmology into the condensed matter physics lab is called

Kibble-Zurek Mechanism (KZM), which describes the associated non-equilibrium dynamics

and to estimate the density of defects as a function of the quench rate through the transition.

As we discussed, the formation of topological defects happens during the phase transition

not even in cosmology but also in materials. In the course of a non-equilibrium continuous

phase transition, the dynamics ceases to be adiabatic in the vicinity of the critical point as a

result of the critical slowing down (the divergence of the relaxation time in the neighborhood

of the critical point). This enforces a local choice of the broken symmetry and can lead to

the formation of topological defects.
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In this chapter, we will start from introducing KZM and relative concepts like winding

numbers, then we apply KZM to the study of topological vortices in hexagonal manganites,

which turns out that there is emergent continuous phase transition when temperature ap-

proaches the critical temperature. Moreover, the frozen of topological vortices can also be

described as the condensation of disorder field as we will discuss following.

4.1 Kibble-Zurek Mechanism (KZM)

KZM is named after Tom Kibble [11], who first proposed the formation of the domain

structure in the early universe in cosmology. In the reference [11, 138], Kibble pointed out

that the universe can be correctly described by a theory showing a phase transition at a

critical temperature. Then after a few years, Zurek [139, 140] developed similar ideas in

condensed matter physics which provides us a new path to study the phase transition as well

as the critical behavior in condensed matter physics. KZM describes the non-equilibrium

dynamic and the formation of topological defects through a continuous phase transition.

Topological defects are measurable in the experimental condensed matter physics, so the

KZM, which at first is trying to study the early universe in cosmology can be potentially

tested and proved in condensed matter physics.

4.1.1 Brief introduction of KZM

The main difference between the cosmological and laboratory settings is that the relaxation

time and coherence length (and speed of the relevant sound rather than the speed of light)

determine the sonic horizon – the linear size ξ̂ of regions that can break symmetry in step.

The basic idea [139] is to compare the relaxation time τ with the timescale of change of the

key parameter (here, relative temperature ε = (T −Tc)/Tc). We assume ε(t)=t/τQ , where

τQ is the quench time. The relaxation time τ(ε) = τ0/|ε|νz (where ν and z are spatial

and dynamical critical exponents, and τ0 is a timescale set by microphysics) determines

the reaction time of the order parameter. Relaxation characterized by τ(ε) is faster than
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|ε/ε̇| = t outside interval t̂ = (τ0τQ
zν)1/(1+zν) around the transition, so the system can

quasi-adiabatically follow the change imposed by the quench. This instant is determined

by the equation [139]:

τ(ε(t̂)) = |ε/ε̇| = t̂ (4.1)

The system will cease to keep up with the imposed change at time t̂ before reaching the

critical point, while its reflexes are recovered at time t̂ (that is, when ε̂ = (τ0/τQ)1/(1+zν))

after the transition. Thus, broken symmetry is chosen by fluctuations when their coherence

length is [139]:

ξ̂ =
ξ0

|ε̂|
= ξ0(τQ/τ0)1/(1+zν) (4.2)

The above estimate of the ξ̂ is often recast as an estimate for the resulting density of

topological defects,

n ∼ ξ̂d

ξ̂D
=

1

ξD−d0

(
τo
τQ

)(D−d) ν
1+zν (4.3)

where D and d are the dimensions of the space and of the defects (e.g., D = 3 and d

= 1 for vortex lines in a 3D superfluid). Thus, if one were able to check the power law

above, one could claim that the KZM holds and show that the non-equilibrium dynamics

across the phase transition is also universal. This requires the ability to measure the average

number of excitations after driving the system at a given quench rate, and repeating this

measurement for different quench rates.

The choice of broken symmetry is random within fluctuating domains of this size. Topo-

logical defects are then expected to form with the density of one defect fragment per domain.

Thus, the scaling of ξ̂ with quench rate set by the universality class of the transition trans-

lates into the scaling of the defect density. This prediction has been verified for the 3D XY

model.
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4.1.2 Dependence of vortices density on cooling rate

Is hexagonal manganites system a potential test bed for KZM?

In hexagonal manganites, as we discussed in the chapter about origin of ferroelectricity,

the first-principles calculations show that the energy lowering provided by the condensation

of the K3 mode is independent of the angle of the tilt until the polar mode subsequently

develops. This observation means below the phase-transition temperature, the potential

energy is given by the continuous Mexican-hat form, see Fig. 2.7. The atomic nature of the

lattice does not manifest itself until at lower temperatures when the domain structure is

already determined. So the full rotational symmetry is broken when the polyhedrons tilt in

the 2π range of angles, resulting in a U(1) vacuum. So the dynamics of symmetry breaking

in phase transitions is another fascinating phenomenon that can be tested in h-RMnO3.

Because phase transitions are ubiquitous, their dynamics can be investigated experi-

mentally. Although relativistic causality is no longer a useful constraint in the laboratory,

cosmological motivations can be combined with the scaling relations in the near-critical

regime of second order phase transitions to estimate the density of topological defects as a

function of the quench rate [139].

As we discussed in the section of stripes vs. vortices, if we heat up the specimen cross

the Tc, the network of vortices is spanning the entire crystal surface, they are conserved

with various thermal treatments. In order to test how the density varies as changing the

cooling rate cross the Tc, annealing experiments have been carried out on 2 different sets of

RMnO3: ErMnO3 [91] and TmMnO3 [66].

For the ErMnO3 case, the cooling rate near Tc was changed from 0.5 ◦C/h to 300 ◦C/h,

followed by quenching to room temperature. As shown in Fig. 4.1 (a), (b) and (c), they

are AFM images of etched ErMnO3 crystals with cooling rate (a) cooled from 1220 ◦C to

890 ◦C with rate of 0.5 ◦C/h, followed by furnace cooling, (b) cooled from 1200 ◦C to room

temperature with rate of 5 ◦C/h, (c) from 1200 ◦C to room temperature with rate of 300

◦C/h. With the large variation of cooling rate, vortex(antivortex) domain patterns remain
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Figure 4.1: Evolution of vortices with varying cooling rate in ErMnO3. The AFM
images of chemically etched ErMnO3 crystals.

intact, but the density of vortices changes drastically.

For the TmMnO3 case, a series of annealing with different cooling rates have been done:

2, 20, 200, 1000 and 12000 ◦C/h. Optical images of 4 of them are shown in Fig. 4.2.

To simulate this “density variation depends on the cooling rate” phenomenon, we ran

Monte Carlo (MC) simulations of equation

Figure 4.2: Evolution of vortices with varying cooling rate in TmMnO3. The OM
images of chemically etched TmMnO3 crystals with 4 different cooling rate.
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H = J
∑
〈j,l〉

cos (φj − φl) + J ′
∑
〈〈j,l〉〉

cos (φj − φl), (4.4)

which is an effective p = 6 clock model. The simulation is based on a local update

Metropolis algorithm because the microscopic dynamics of RMnO3 is expected to be local.

The system undergoes a continuous phase transition in the 3D XY universality class. The

phase φj = n2π/6 takes six possible values when the integer n runs between 0 and 5.

The electric polarization Pj is perpendicular to the triangular layers and Pj ∝ cos 3φ.

The trimerization order parameter is described by a 2D vector Tj ∝ (cos 2φj , sin 2φj).

The three possible orientations of this vector will be denoted by (α, β, γ). J and J ′ are

effective coupling constants between nearest-neighbor variables j, l on the same triangular

layer (〈j, l〉) and on adjacent layers (〈〈j, l〉〉), respectively. The lattice size is L2 × Lz with

L = 192 and Lz = 96 and we use periodic boundary conditions in the xy plane and open

boundary condition along the z direction. The critical temperature obtained for J ′ = J is

Tc ' 3.03J .

The experimental results and theoretical simulations are shown in Fig. 4.3. Fig. 4.3(a)

shows Experimental vortex density in the final state as a function of the cooling rate. The

vortex density as a function of cooling rate is consistent with a power law dependence with

Figure 4.3: Dependence of vortex density on cooling rate. (a) is experimental vortex
density in the final state as a function of the cooling rate. In (b), the cooling speed is
given in inverse MC sweep, neq is the density of the thermally excited vortices subtracted
to reveal the KZM scaling
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exponent 0.59 (full lines), that is obtained from our MC simulations shown in Fig. 4.3(b)

for a final temperature of 0.92 Tc (black dots), as well as with the prediction of ∼0.57 that

follows from the KZM. Our experimental results for RMnO3, as well as our simulations

confirm this prediction and corroborate KZM.

The obtained exponent of ∼0.59 is very close to the value 2ν
1+zν

∼= 0.57 that is expected

for a 3D XY fixed point: ν = 0.67155(27) [141] and z ∼= 2 [142]. We emphasize that the

3D XY fixed point is a consequence of the Z6 symmetry of RMnO3 compounds (the Z6

anisotropy is dangerously irrelevant at T = Tc [143, 144]).

By using the above estimate of one ξ̂ defect fragment per volume of the domain of that

linear size, one can estimate the defect density as a function of quench rate and of τ0 and ξ0

- 2D constants that characterize the system - and its universality class given by the spatial

and dynamical critical exponents ν and z.

Moreover, reference [102] observed an unexpected phenomenon, as shown in Fig. 4.4 the

increase in the rate of much faster quenches (with cooling rates of up to 102K/s) suppressed

defect production, resulting in increasing size of domain sizes structures. The red triangles

data is from ref. [91] and blue circles are from [102]. This has not been yet explained and

texted, although several possibly relevant effects have been discussed. At present, it seems

reasonable to wait for experimental confirmation of this anti-KZM effect before attempting

to advance a detailed theory.

Figure 4.4: ”Anti-Kibble Zurek” mechanism in YMnO3, which is from reference
[102] Vortex-core density as a function of cooling rate for slow cooling (red triangles) and
fast cooling (blue circles). (b)(d) show PFM images on YMnO3 with different cooling rate
as labeled.
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4.2 Winding number

Symmetry-breaking phase transitions yields a formation of topological defects in a seemingly

random distribution. Winding numbers are defined to see the randomness of distribution of

topological defects. We can define the winding number using the polar coordinate system.

Assuming If we draw a enclosed loop which does not pass through the origin, we can write

the equation in polar form: r = r(t) and θ = θ(t) where 0 ≤ t ≤ 1. The functions r(t)

and θ(t) are required to be continuous, with r > 0. Because the initial and final positions

are the same, θ(0) and θ(1) must differ by an integer multiple of 2π, see Fig. 4.5. This

integer is the winding number:

winding number =
θ(1)− θ(0)

2π
(4.5)

In condensed matter, θ(t) can be defined as changing of order parameter field, take mag-

netic spin as an example: The winding number is the total variation of the magnetization

angle ∆θ as one moves counterclockwise around a circle, divided by 2π, see examples [145]

in Fig. 4.6(a). Note that one cannot deform a given spin configuration into another of

different winding number. A topological defect exists if one cannot deform a spin configu-

ration into the ferromagnetic state. Following this definition, a pair of magnetic vortex and

antivortex apparently can be defined with winding number equal to 1 or -1, see Fig. 4.6(b).

Figure 4.5: Mathematical definition of winding number. Image is taken from
wikipedia / Winding number
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Figure 4.6: Winding number of magnetic spins. (a) shows the examples of winding
number = 0, 1, 2. Images are from reference [145] (b shows magnetic vortex and antivortex
and the corresponding winding numbers (Courtesy of Prof. Sang-Wook Cheong )

Similarly, we can also define ferroelectric vortex in the identical way, with the total

variation is trimerization phase instead of magnetization angle. See Fig. 4.7.

Figure 4.7: Winding number of ferroelectric vortex and antivortex.
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4.2.1 Winding number from a random distribution of vortex-antivortex pairs

The essence of KZM is the randomness of the choices of broken symmetry in domains of size

ξ̂. This randomness - in addition to defect density - predicts [139] scaling of the winding

number W subtended by a contour C. The winding number is the net topological charge:

W = n+ − n−, the difference of the numbers n+ and n− of vortices and antivortices inside

C. If these charges were assigned at random, typical net charge would be proportional to

the square root of their total number, n = n+ + n−, inside C, so it would scale as a square

root of the area A inside C. Therefore, for contours of a fixed shape, it would scale as the

length of the contour, W ∝
√
A ∝ C.

According to the KZM, W is set by the winding of the phase along C. In our clock

model, broken symmetry phases correspond to even hours on the clock face. W is then the

number of days elapsed along the contour C. As choices of even hours (phases) are random

in ξ̂-sized domains, the typical net winding number W scales as
√

C
ξ̂

it is proportional to

the square root of the number of steps. It can be easily understood in the following way:

since in hexagonal manganites, one vortex must be paired with another antivortex, so we

Figure 4.8: Winding number of pairs of vortices and antivortices. Winding number
for the pairs completely outside the loop or inside the loop are cancelled out. Only the pairs
straddle the loop gives the contribution. Figure is taken from reference [140]
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can consider the red dots as vortices and blue dots as antivortices (See Fig.4.8 [140]), and

the black bar connecting them can be consider as a vortex antivortex pair. It is rather

clear that the winding number for the pairs completely outside the loop or inside the loop

are cancelled out. Only the pairs straddle the loop gives the contribution. So this can be

consider a random walk question along the contour, which gives the typical winding number

(characterized either by the average absolute value |W | or the dispersion
√
〈W 2〉 )) indeed

scales like

√
C/ξ̂, as long as C > ξ̂.

This scaling dependence changes when the magnitude of W falls below 1. Moreover,

the scalings of 〈|W |〉 and of the dispersion
√
〈W 2〉 diverge in this regime. This may seem

surprising, but it is actually predicted by the KZM [146]: |W | < 1 occurs when C < ξ̂, i.e.,

C normally contains a single defect or none. In this case 〈|W |〉 ≈ p+ + p− = pDEFECT ,

while
√
〈W 2〉 =

√
pDEFECT in terms of probabilities. Moreover, the probability pDEFECT

of finding a defect inside C is proportional to area A subtended by C, accounting for both

Figure 4.9: Theoretical prediction of winding number for KZM defects. Depen-
dence of winding number on the size of contour, note that the slope diverge when |W | < 1.
The figure is taken from reference [140]
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〈n〉 > 1 〈|W |〉 =
√
〈W 2〉 = 〈n〉1/4

〈n〉 < 1 〈|W |〉 = 〈n〉 and
√
〈W 2〉 = 〈n〉1/2

Table 4.1: Scaling of winding number for vortex-antivortex pairs.

the change and divergence of the scalings of 〈|W |〉 and
√
〈W 2〉) seen in Fig. 4.9. For a

fixed shape C ∼ 〈n〉1/2 and large 〈n〉 typical winding number scaling |W | ∼
√

C
ξ̂

result in

〈|W |〉 and
√
〈W 2〉) proportional to 〈n〉1/4.

By contrast, when 〈n〉 < 1, there is usually at most one defect inside C, so W can be

only 0, +1, or -1, so 〈|W |〉 is proportional to probability p of finding a defect. Moreover,

p ∼ A, so now 〈|W |〉 ∼ A ∼ 〈n〉 – typical winding numbers depend on the area A inside C.

However, dispersion is proportional to p1/2, so
√
〈W 2〉 ∼ C ∼ 〈n〉1/2. Thus, when 〈n〉 < 1

scaling of average 〈|W |〉 and
√
〈W 2〉 differ. It is simply summarized in Table.4.1

4.2.2 Winding number for topological ferroelectric vortices

In order to test the winding number of KZM defects in RMnO3. Large-region optical images

have been taken on ErMnO3, YMnO3 and YbMnO3 after chemical etching, see Fig. 2.15.

Coordinates for every vortex and antivortex core were found and then analyzed for vortex-

antivortex pair correlation function. The average distance between the defects for all the

3 samples: 2.3 m for YMnO3, 2.5 m for YbMnO3, and 14.8 m for ErMnO3. The winding

numbers were calculated using the coordinates of the vortices and antivortices in these

optical images. Contours of square and rectangular shapes with various sizes were used in

the calculations. The results for all three samples are very similar. Fig. 4.10 shows the

winding number data for the YMnO3 sample, for which the largest number of the defects

(∼4100) was recorded.

The scaling of 〈|W |〉 and
√
〈W 2〉 with the deformation of the shape of the contour (and

the consequent changes of the area A inside) is shown in Fig. 4.11, in which as long as

the size of the contour is large compared to ξ̂, the winding number depends only on its

length, and not on the area enclosed by the loop. However, as expected, the area becomes
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Figure 4.10: Experimental result of winding number for KZM defects on specimen
YMnO3. The KZM prediction is confirmed for randomly placed contours of a fixed shape

Figure 4.11: Experimental result of winding number for KZM defects on specimen
YMnO3. Left panel shows 〈|W |〉 for contours of the same circumference, but with different
shapes and, hence, areas that differ by a factor of ∼ 3. As expected, 〈|W |〉 depends on
C1/2for large < n >, but on A ∼< n >∼ C2 for fractional < n >. Right panel shows the
same data redrawn as a function of < n >.
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important when the number of defects falls below 1 and the scalings of 〈|W |〉 and
√
〈W 2〉)

steepen and diverge.

Moreover, the vortex-antivortex pair correlation function was also tested by theoretical

and experimental studies. Theoretical vortex-antivortex pair correlation function G(r) for

the configuration obtained on the surface of the system after annealing from Ti = 6.0J to

Tf = 0.0J with a rate ∆T = 0.001J per MC sweep. we compared the distributions of

point-like vortices and anti-vortices (see inset of Fig. 4.12).

We also calculated vortex-antivortex correlation function for the topological defects in

hexagonal manganties. We define the vortex-antivortex pair correlation function asG(r) =<

ns(0)ns(r) >, where ns(r) =
∑

α qαδ(r − rα) is a signed defect density, qα = 1(−1) for

vortices (antivortices), and rα is the defect position. Both the overall domain patterns

and the G(r) obtained from the MC simulations (Fig. 4.12(a)) reproduce well the results

obtained from applying the same analysis to the 2D experimental images (Fig. 4.12(b))

Figure 4.12: Vortexantivortex pair correlation function. (a) shows theoretical vortex-
antivortex pair correlation function G(r), and (b) is measured G(r) for 3 different specimens.
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of three different hexagonal manganites with different vortex densities: ErMnO3 (green),

YMnO3 (black) and YbMnO3 (red).

The experimental data are taken and analyzed from Fig. 2.22. Note that The correlation

functions were normalized by average distance rav between defects. Thus the distances are

scaled by the average defect separation rav, making G(r) dimensionless. Error bars are

from counting statistics and represent one standard deviation. The insets show parts of the

domain patterns obtained in the calculations (Fig. 4.12(a)) and experimentally measured

by AFM in YbMnO3 (Fig. 4.12(b)). The magnified images show vortexantivortex pairs

in small regions of these patterns, with the structural phases labelled.The peak in Fig.

4.12(b) occurs at an optimum distance of 0.3*rav, indicating localized pair formation with

a preferred distance. As expected, the same behavior was demonstrated in both Type I

and Type II patterns, as well as both low and high density of vortices, with the exact same

peaks.

4.3 Duality and Higgs condensation

The topological defects are sources of disorder. More topological defects means more dis-

order in the system. It is tempting to continue this reasoning by stating that also the

transitions into a more disordered phase are therefore caused by topological defects. The

defects are then the agents that restore symmetry in the system. The alternative of focussing

on disordering instead of ordering of matter is known as a duality. Each point of view is

equally valid, and one can freely switch between the one or the other, in the ideal case via a

mathematical proof. Moreover, the role of these topological defects in symmetry-breaking

phase transitions is now a prime topic in cosmology [63, 138] and high-Tc superconductivity

[147–151], even though they are difficult to observe [152].
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4.3.1 Duality

As envisioned by Onsager and Feynman [153, 154], the restoration of a continuous U(1)

symmetry, like the superfluid to normal transition of 4He, can occur via proliferation of

vortices. The potential of having emergent continuous symmetries in magnets or ferro-

electrics with discrete microscopic symmetries opens the possibility of observing a similar

proliferation of vortices in insulating materials.

In hexagonal manganites, the φ4 field theory of the ferroelectric, where φ describes a

two-dimensional polarization vector, can be transformed into a dual ψ4 field theory in terms

of a new order-parameter field ψ, known as the disorder field, which describing vortex lines.

In this dual description, based on the disorder field of topological vortices instead of the

order parameter field [155–157] (see Appendix B), the phase transition is described as a

condensation of the disorder field which is coupled to a gauge field [149, 155]. Upon heating

across Tc, the vortex condensation makes the gauge field massive via the Higgs mechanism.

In this case of superfluid 4He, the corresponding ψ field represents spontaneous vortex

excitations in the liquid.

Fig. 4.13 (a) and (b) shows the same phase diagram from two different viewpoints with

the order and disorder fields. The local order parameter Φ takes six values, represented

by the even hours in the clock dials in (a). They correspond to the six multiferroic states

or domains α+ through γ− distinguished by the polarization direction (+ or -), and the

trimerization phase (α, β, γ), as described in the text. Continuous U(1) symmetry emerges

from Z2 × Z3 order parameter at the critical temperature. The disordered phase above

Tc can be described as a condensation of the disorder field ψ signaled by the proliferation

of vortex lines spanning the whole system (yellow lines). Only quickly fluctuating closed

vortex loops (red lines) are present for T < Tc. The Higgs and Coulomb phases of the

disorder field are described Appendix B.
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Figure 4.13: Dual description of a phase transition with Z2 × Z3 symmetry. The
phase transition can be described in terms of (a) order field Φ or (b) disorder field Ψ.

4.3.2 Higgs condensation

The vortex-vortex interaction becomes screened above Tc, instead of the Biot-Savart in-

teraction that characterizes the Coulomb phase below Tc. The effective vector potential

originates from the long-range hydrodynamic interactions existing between vortices. Thus,

the dual theory is a gauge field theory describing a type of fluid exhibiting some of the

characteristics of ‘superflow’ above Tc. Coupling to the effective gauge field gives rise to an

Anderson-Higgs mechanism in which the gauge field and the Goldstone mode of the ψ field

become massive. This state above Tc in the dual theory is known as the Higgs phase.

In the dual theory, vortex loops are the disordered field. The disorder matter field ψ

condensed right above Tc and the emergent gauge field A acquires a finite mass via the Higgs

mechanism. Because the vortices of φ are loops of superfluid currents of ψ, a finite faction

of these loops must go from one end to the other end of the system when ψ condenses above

Tc. Vortices that span the whole system disappear at a much slower rate. Consequently,

the final state must be very different depending on whether the initial temperature Ti is
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Figure 4.14: Domain patterns for different initial annealing temperatures Ti
(above, close, and below Tc). AFM images (a,b), and OM images (c-e) of LuMnO3, with
Ti indicated in each panel. Vortices are found only for Ti > Tc, while stripe and annular
domain patterns are observed for Ti < Tc. This is illustrated by schematic blowups in panel
(f). The plots in (f) correspond to the data in the green and red boxes in panels (b) and
(c).

lower or higher than Tc. If Ti < Tc, all the vortices form as loops of a finite size implying

that they should shrink and disappear upon cooling. The resulting fluctuations turn out to

correspond to lines of polarization vortices in which the polarization vectors twist around,

forming vortex tubes that run through the crystal and terminate at the crystal surface. On

the contrary, if Ti > Tc, a significant fraction of the vortex network comes as an infinite

string that spans the whole system and can be expected to survive upon cooling.

The experiment in Fig. 4.14 confirmed this analysis. Fig. 4.14(a) and (b), showing AFM

images on LuMnO3 with Tc = 1399◦C annealed from 1425 ◦C and 1400 ◦C, demonstrate

the presence of vortices(antivortices), indicating a finite vortex density for Ti > Tc. When
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LuMnO3 is annealed from temperatures lower than Tc, annular domain patterns, high-

density wavy stripes, and low-density straight stripes are found with annealing T s at 1398

◦C, 1360 ◦C and 1300 ◦C, respectively. The OM images are shown in Fig. 4.14(c)-(e). The

trend is evident: many vortices remain in the final state when Ti > Tc. In contrast, the final

state for Ti < Tc consists of annular patterns or straight stripes, and contains no vortices or

antivortices (Stripes are expected to form due to the long-range dipolar interactions, which

are present in the real system, but are not included in our model). This is illustrated by

schematic blowups in panel (f), showing vortices for Ti=1400 ◦C (above Tc), and annular

patterns for Ti=1398 ◦C ( below Tc).

Note that the six-fold anisotropy of the clock model is dangerously irrelevant [143, 144]

i.e., the critical point belongs to the XY universality class but the discreteness becomes

relevant away from Tc. Because the critical region around Tc can be described by the

same Ginzburg-Landau φ4 theory that describes the transition of a neutral superfluid (see

Appendix B), the ferroelectric order parameter is also destroyed by proliferation of (Z6)

vortices.

4.4 Depth profiling of vortices

Thermally excited vortexantivortex pairs in liquids can form and annihilate rapidly and are

therefore usually difficult to study directly. However, in hexagonal manganites, vortices can

be frozen-in by rapid cooling, which leading topological defects are not only clearly visible,

but (in contrast to e.g. superfluids) they are immobilized by the structure of the material

that solidifies below the critical point. Consequently, they can be seen and counted at

leisure, long after the transition using AFM, PFM and depth profiling techniques. Moreover,

in contrast to other systems used as a test bed for KZM [158–166], the quench timescale τQ

can be varied over orders of magnitude. This is important, as densities of defects predicted

by KZM often scale as τQ to small fractional power.

According to the dual theory (see Fig. 4.13 and Appendix B), a finite fraction of vortex
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lines span the whole system above Tc, i.e., the corresponding vortex cores connect opposite

surfaces of the sample. Therefore, it is natural to conjecture that the 6-state vortex domain

structures observed on the surface of RMnO3 correspond to transverse cuts of these vortex

cores. This conjecture is substantiated by the PFM 3D images of vortex cores in the h-

LuMnO3 crystal, showing in Fig. 4.15.

These images are obtained after a sequence of three steps: a) heating a hexagonal

LuMnO3 single crystal up to T = 1425◦C (> Tc = 1399◦C), b) keeping the temperature

constant for 30 minutes, and c) cooling the specimen down to room temperature. The

emergence of a vortex domain pattern on the ab surface of the crystal is revealed by chemical

etching. To obtain a 3D picture of vortex cores (i.e. a depth profiling of vortex domain

patterns), the sample is consecutively thinned down (polished) along the c axis and PFM

images of the same region are taken for different depths (see Fig. 4.15(a)). The depth of

each polished surface from the original surface is shown in micro-meters. Enlarged areas

exhibiting the depth evolution of vortex cores in red and green boxed regions are shown in

Fig. 4.15 (b) and (c), respectively. The large spatial extension of vortex cores is evident

in the figure. The schematics of the vortex networks shown in Figs. 4.15(d) and (e) are

obtained by depth profiling of the 2D vortex cores. The dark and light regions correspond

to the domains with the opposite electric polarizations.

To simulate this phenomenon, we ran Monte Carlo (MC) simulations of 3D clock model

based on a local update Metropolis algorithm because the microscopic dynamics of RMnO3

is expected to be local. The lattice size is L2 × Lz with L = 192 a and Lz = 96 a (a is

the lattice parameter). We used periodic boundary conditions in the xy plane and open

boundary condition along the z direction. The critical temperature obtained for J ′ = J

is Tc ≈ 3.03J . The vortices shown in Fig. 4.15(f) were obtained after annealing from an

initial temperature Ti = 6.0J down to Tf = 0 with a rate ∆T = 0.005J per MC sweep

(MCS). This prediction can be motivated [146] by using a simple model where defects of

opposite charge appear in pairs and both their size and typical separations are given by ξ̂.
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This pairing of vortices and antivortices is an adhoc model, although it can be motivated by

considering the 3D geometry of vortex lines and their relation to the vortices that appear

as a 2D plane intercepts a 3D sample (see e.g. Fig. 4.15).

The observation of the KZM in a non-equilibrium phase transition with the scaling of

Figure 4.15: 3D picture of vortex cores: a depth profiling of vortex domain
patterns. (a) Evolution of ferroelectric domains on the polished surface of a h-LuMnO3

crystal. (b) and (c) are enlarged areas exhibiting the evolution. Panels (d) and (e) depict
the obtained depth profiles of the vortex cores for the regions shown in (b) and (c), re-
spectively. (f) Vortex loops and lines spanning the whole system obtained from our Monte
Carlo simulations of the 3D clock model at T > Tc.
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defects density determined by the exponents of the 3D XY model provides further confir-

mation of the emergent U(1) at the critical point of the structural transition. It is then

natural to expect a proliferation of vortices right above the transition. However, because

the symmetry remains discrete at temperatures away from the critical point, the continuous

U(1) vortices that appear in superfluid systems are replaced by the discrete Z6 vortices ob-

served in h-RMnO3 at room temperature. This novel realization of a 3D XY transition has

a unique advantage relative to superuids: the possibility of freezing vortices in h-RMnO3

provides a unique opportunity to study the disorder eld (dual theory) and measure the

experimental consequences of the Higgs mechanism that arises from its condensation.

In particular, geometric properties of the vortex field of RMnO3 can be related to the

critical exponents of the dual abelian gauge theory that describes the disorder field (see

Appendix B). For instance, the critical exponent that controls how the effective line tension

of vortices vanishes when Tc is approached from below is γ = νψ(2 − ηψ), where ν and η

are the critical exponents of the dual or disorder matter field [167]. Because the dual field

is described by the same abelian gauge theory that describes the order parameter field of

a charged superfluid, measuring the critical behavior of vortices in RMnO3 would provide

information about the critical exponents of a charged superfluid, such as a strongly type II

superconductor.
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Chapter 5

Partially Undistorted Antipolar (PUA) vortex

Ferroelectric YMnO3 is following the determination by that these manganites have a struc-

ture described as that of a distorted perovskite, led to substantial interest in their properties.

Among these h-RMnO3 family, InMnO3, where In ions are much smaller than any RE ions

in size, does form in a similar hexagonal structure, and thus it is also intriguing to have

potential of ferroelectricity in h-InMnO3. However, ferroelectricity in InMnO3 has been

highly controversial and still under debate.

In this chapter, we will firstly clarify the correct crystallographic ground state and

the ferroelectricity in well-controlled specimens of InMnO3, which will be followed by a

discussion of an interesting state which can be stabilize by Ga doping in h-InMnO3. It

turns out to be a “dual” picture to the Z2 × Z3 vortex.

5.1 Sample growth

Polycrystalline crystals of InMnO3 were prepared from In2O3 (99.999%), MnO2 (99.99%)

and Bi2O3 (99.975%) as flux [168]. The flux to reactants ratio was 1: 2: 0.05. The binary

oxides were ground together and pelletized, then was heated at 980 ◦C for 200 hours in air

on platinum lid. The cooling sequence influence the properties of the specimen, which we

will discuss below.

Note that with different ratio of Bi2O3 flux, one can improve the growth of InMnO3, with

ratio In2O3 : Bi2O3 = 1: 0.05, one can get mostly pure phase of polycrystalline InMnO3,

since most of Bi2O3 is vaporized at high temperature. With ratio 1:0.2, the grain size of



91

Figure 5.1: Bi2O3 flux improves the growth of InMnO3. (a) shows when In2O3 :
Bi2O3 = 1: 0.2, the grain size of polycrystalline InMnO3 is around 50 microns, (b) is after
breaking the pellet, one can get tiny single crystal of InMnO3. (c) shows one single crystal
of InMnO3 by ratio 1: 1.6

polycrystalline InMnO3 is enlarged. With higher ratio like 1: 1.6, one can get small single

crystal of InMnO3, where partial melting of the pellet occurred during the heating cycle,

and Bi2O3 flux apparently enhanced the growth of InMnO3 crystals. See Fig. 5.1.

Polycrystalline crystals of In(GaxMn1−x)O3 (x=0.05, 0.10, 0.20, 0.30, 0.35, 0.37, 0.39,

0.40, 0.41, 0.42, 0.43, 0.45, 0.47)were prepared from In2O3 (99.999%), MnO2 (99.99%),

Ga2O3 (99.99%), and Bi2O3 (99.975%) as flux. The flux to reactants ratio was 1: 2: 0.05.

The binary oxides were ground together and pelletized, then was heated at 1000 ◦C for

200 hours in air on platinum lid, then followed by 10 ◦C/h cooling to room temperature.

However, single crystal growth of Ga doped InMnO3 is still unclear.

A complete list of growth trials of all relative compounds are shown in Appendix C

5.2 Ferroelectricity in InMnO3

InMnO3 was theoretically predicted and experimentally claimed to show weak ferroelectric-

ity with Tc ∼ 500 K [169, 170]. More recently, despite a fully filled 4d orbital in InMnO3

distinct from YMnO3 [171], Oak et al. proposed an alternative intra-atomic orbital mixing

of In and a covalent bonding along the c axis, resulting in a ferroelectric ground state [172].

On the other hand, Belik et al. reported the absence of spontaneous polarization [173].

In addition, Kumagai et al. reported their experimental results of no ferroelectric signals
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in second-harmonic generation (SHG) and PFM measurements, and concluded a nonpolar

structure for InMnO3 [174]. Based on density functional theory (DFT) calculations, they

also claimed that the ground state is a nonferroelectric state with the space group of P 3̄c1

even though there exists only a small energy difference between the nonpolar P 3̄c1 and

ferroelectric P63cm states.

In general, X-ray and electron-diffraction methods are the two main powerful and robust

techniques to study crystallographic structures. However, the same extinction rules in both

P63cm and P 3̄c1 states provide difficulties to distinguish them from, for example, x-ray

structural refinements, even though slightly different intensity ratios of Bragg peaks exist

due to different structural factors. Moreover, PFM scanning is also able to tell if the system

has polar properties, however, on one hand, as we discussed in the KZM section, the domain

size of vortex can be either small or large with different RE ion, so PFM scanning may not

have enough resolution for distinguishing the vortex. On the other hand, the preparation of

high-quality InMnO3 and the growth of decent-size single crystals turn out to be challenging,

which is partially the origin of the controversy.

However, DF-TEM is an ideal and well-known technique to examine domain structures in

ferroelectric and nonferroelectric materials because of its high spatial resolution and ability

to isolate specific types of domains using a specific diffraction spot. In particular, we can

examine the existence of inversion symmetry by taking advantage of Friedels law, where the

Friedel-related pairs of Bragg reflections should behave differently in a noncentrosymmetric

structure.

Four polycrystalline InMnO3 specimens are discussed in the following: IMO-a was slowly

cooled (2 ◦C/h) from 980 ◦C, IMO-b was furnace cooled, IMO-c was quenched from 950

◦C, and IMO-d was quenched from 650 ◦C to room temperature after being cooled slowly

(10 ◦C/h) from 980◦C. All four InMnO3 specimens have been confirmed to show a
√

3×
√

3

super-lattice from the P63/mmc paraelectric structure in x-ray diffraction patterns.

Fig. 5.2 is a typical DF-TEM image of IMO-a using the 2 opposite g vectors along the
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Figure 5.2: DF-TEM images of slowly cooled InMnO3. DF-TEM image of slow-cooled
IMO-a, exhibits topological vortexantivortex domains. The contrast reversal is due to the
Friedels pair breaking.

[101] direction based on P63cm, which displays Z2 × Z3 vortices. This contrast reversal

between Fig. 5.2(a) and (b) demonstrates unambiguously the Friedels pair breaking due to

the non-centrosymmetrical structure of InMnO3. The bright and dark contrasts of vortices

also result from the violation of the Freidels law where neighboring domains have exactly

parallel lattices, but oppositely-oriented non-centrosymmetry axes, i.e. they are 180◦ non-

centrosymmetric domains. The typical size of vortex domains in IMO-a is about 100-200

nm, which is significantly smaller than that of any h-RMnO3, showing vortex domains with

the size of a few micrometers [48].

However, on the other hand, for IMO-b, which is furnace cooled specimen, the DF-TEM

image in Fig. 5.3(b) shows diffusive contrasts and many nanometer-sized dark speckles

indicates by sky-blue circles. It is plausible that the speckle-type pattern turns into vortex

domains when a specimen is cooled slowly from the synthesis temperature. Note that

the breaking of the Friedel pairs does not take place for those speckles, indicating that

those speckles contribute to the
√

3 ×
√

3 superlattice peaks but are not associated with
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Figure 5.3: DF-TEM images of slowly cooled and furnace cooled InMnO3. DF
TEM image of slow-cooled IMO-a, exhibits topological vortex(antivortex) domains. (b)DF
TEM image of furnace-cooled IMO-b, showing numerous nanoscale speckles.
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the inversion symmetry breaking. It turns out the furnace-cooled IMO-b exhibits a few-

nanometer-scale region with a non-polar down-no-up In configuration embedded in the polar

up-up-down matrix [175].

In the non polar P 3̄c1 state, In ions sit equally on 1/3 downward, 1/3 in mirror plane,

and 1/3 upward (down-no-up) positions [174]. In frustrated Ising triangular (i.e., hexagonal)

antiferromagnets, a PDA state refers to a partially disordered antiferromagnetic state where

spins on a honeycomb lattice portion of the hexagonal lattice order antiferromagnetically,

and the rest of spins are disordered [176]. Due to the evident analogy, we call the nonpolar

P 3̄c1 a partially undistorted antipolar (PUA) state.

The existence of such nanoscale PUA islands,which appear to correspond to speck-

les in DF-TEM images is certainly different from the behavior of the thin domain walls

with down-no-up distortions, which were first proposed as a possible configuration for the

ferroelectric-trimerization domain walls in hexagonal YMnO3, studied theoretically[125] and

also observed experimentally [100].

In order to clarify the origin of the PUA islands in IMO-b, we performed DF-TEM and

HAADF-STEM experiments on specimens from two different annealing temperatures [950

◦C(IMO-c) and 650 ◦C(IMO-d)]. Fig. 5.4(a) shows a DF-TEM image of IMO-c, which

exhibits no hint of the vortex type domains, and a HAADF-STEM image [Fig. 5.4(d)], in

fact, demonstrates a long-range PUA statei.e., down-no-up In distortions are everywhere

in the image. On the other hand, IMO-d exhibits small vortex-antivortex domains (50200

nm in size) with highly curved boundaries as shown in Fig. 5.4(b), which indicates the

presence of a ferroelectric state. Furthermore, when a specimen was quenched from 750

◦C, its behavior was in between those of IMO-c and IMO-d i.e., a mixture of very fine

vortex-antivortex domains and PUA islands.

These results suggest strongly that the PUA is a stable state near 950 ◦C, the high-

temperature PUA can be quenched to room temperature, the transition from the high-

temperature PUA to the low-temperature FE is very sluggish, and the ground state is



96

FE.10,11 The evolution of the structural phase in InMnO3 is schematically illustrated in

Fig. 5.4(c). Note that P63cm and P 3̄c1 are subgroups of P63/mmc, but P63cm and P 3̄c1

have no subgroup relationship to each other, so it is expected that the transition between

P63cm and P 3̄c1 is first-order type. So the ground state of InMnO3 is ferroelectric with

P63cm symmetry, but a non-ferroelectric P 3̄c1 state exists at high temperature and can be

quenched to room temperature.

5.3 PUA vortex

Though the PUA phase can be achieved and stabilized through fast quenching of the

InMnO3 specimen from high temperature, the PUA vortex has never been observed in

Figure 5.4: A schematic for the temperature evolution of InMnO3 phase. (a, b)
DF-TEM images of IMO-c and IMO-d. (c) A schematic for the temperature evolution of
InMnO3 phases. (d) HAADF-STEM image of IMO-c shows a long-range PUA state with
down-no-up In distortions. The red rectangles display the unit cells, and green arrows
depict atomic In distortions.
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Figure 5.5: Cloverleaf vortex domains and domain walls in ferroelectric and PUA
phases. Twelve possible angles of MnO5 tilting and relevant phases. Schematics of FE
(left) and PUA (right) vortices.

the ground state of h-RMnO3 series. In stead of focusing on InMnO3, we choose an al-

ternative approach to stabilize PUA phase: Using Ga doping on the Mn site we apply an

effective in-plane compressive strain which was shown previously to tip the energy balance

between the ferroelectric and PUA phases so that PUA is the ground state [174].

For the vortex in ferroelectric P63cm symmetry phase, it is reduced from hight symmetry

phase to Z2 × Z3 for larger K3 through an angle-dependent coupling to a secondary polar

mode Γ−2 consisting of a polar displacement of the R cation sublattice. For positive Γ−2 the

coupling is most energy lowering for K3 tilt angles of 0◦, 120◦ and 240◦ , whereas negative Γ−2

favours angles of 60◦, 180◦ and 300◦ (Fig. 5.5(a) blue arrows), yielding a modified Mexican

hat potential with six minima in the brim that have alternating polarization directions.

In the same analogy, the vortex in P 3̄c1 structure is obtained by tilting of the MnO5

bipyramids at intermediate angles of 30◦, 90◦, 150◦, 210◦, 270◦, and 330◦, accompanied

by an up-down-no pattern of In-ion displacements, see red arrow in Fig. 5.5(a). From

symmetry arguments, this PUA state should, in principle, present Z2 × Z3 PUA vortices

analogous to those in the ferroelectric structure, with six possible domains corresponding

to three different phase shifts (τ , ν, µ) combined with two oxygen-distortion handedness.

A superlattice DF-TEM image showing a ferroelectric vortex in h-InMnO3 is shown
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Figure 5.6: Cloverleaf vortex domains and domain walls in ferroelectric and PUA
phases. (a) A superlattice DF-TEM image showing a ferroelectric vortex in h-InMnO3. (b)
A superlattice DF-TEM image showing three obvious domain walls meeting at one point
(PUA vortex) in In(GaxMn1−x)O3. The blue dashed lines depict the three hidden walls.

in Fig. 5.6(a), and (b) shows our superlattice DF-TEM images of PUA domains in h-

InMn0.95Ga0.05O3. At first sight, Fig. 5.6(b) appears to show a Z3 pattern, with three

lines meeting at one point, which would contradict the known P 3̄c1 symmetry. Careful

examination by tilting to tune contrast through enhancing excitation error reveals, however,

six domains with hidden walls alternating with easily visible walls [177]. Our DF-TEM

images for the first time demonstrate a Z2 × Z3 PUA vortex pattern in In(GaxMn1−x)O3

comparable with that in the ferroelectric h-RMnO3, although, in this case, three of the

domain walls are clearly of a different nature than the other three. Since strain provides

the main diffraction contrast change in our DF-TEM images, we associate the weak-contrast

walls with a lower internal strain field.

Such a continuous symmetry is unexpected for crystallographic phase transitions in

condensed-matter systems, the nature of the spontaneous symmetry breaking can be sys-

tematically chemically manipulated to yield two complementary ground states; a ferro-

electric phase of P63cm symmetry, and a non-polar P 3̄c1 phase. We discover that both
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symmetry breakings, which are described by related Mexican hat-like potentials, yield topo-

logically protected Z2 × Z3 vortex defects, with those of the non-polar phase being dual to

those of the ferroelectric phase. A complete unified symmetry description of the hexagonal

manganites is more discussed in [177].
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Chapter 6

Epilogue

This thesis presents a systematic study of the ferroelectric domains in multiferroic hexagonal

manganites h−RMnO3, to reveal the beauty of the multiferroic vortex, as topological defect.

What I want to emphasize is: all the work are based on high quality single crystal of various

h−RMnO3 by different crystal growth method. Note that the domain and domain walls are

easily pinned and bounded by any ‘real defects’ on the sample surface or inside the sample,

which might destroy the nature of self-organized vortices domain network. In this chapter

I will summarized the results of all discussed projects and try to give a future research

direction.

6.1 Review of results

In chapter 2, following previous researcher’s solid steps, we have clarified the origin of two

types of topological vortex domains: type-I and type-II domain networks in bulk crys-

tals of hexagonal manganites, one of which is induced by self-poling due to oxygen off-

stoichiometry. We have performed different annealing procedures of a large number of well-

controlled crystal specimens, we found that the nature of self-poling in h−RMnO3 is much

richer than that ever reported in any other system: (i) we found the change from type-II

domains at the surface into bulk type-I domains is induced by oxygen vacancy gradient; (ii)

the change between two different type-II domains with opposite preferred polarization direc-

tions induced by non-monotonic oxygen vacancy distribution, and the presence of charged

walls between two different trimerization antiphase domains associated with these domain

configuration changes. (iii) we also investigate the statistical distributions of the N-gons
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in the domain networks of hexagonal manganites on three different h−RMnO3 specimens.

Different behaviors of N-gon distributions between type-I and type-II are observed, which

might related to self-organized criticality. (iv) We have also observed an extreme self-poling

effect with strong vortex domain wall pinning, resulting in vortex core fragmentation. This

vortex core defragmentation appears to stem from the high instability of charged ferroelec-

tric domain walls with the same trimerization phase.

The self-poling part is published in [178] Xueyun Wang, Fei-Ting Huang, Rongwei Hu,

Fei Fan and Sang-Wook Cheong, Self-poling with oxygen off-stoichiometry in ferro-

electric hexagonal manganites, APL Mat. 3, 041505 (2015). The N-gon analysis part

is under review, Fei Xue, Xueyun Wang, Ion socolenco, Yijia Gu, Long-Qing Chen, and

Sang-Wook Cheong, Complex networks of topological vortices and antivortices in

hexagonal manganites.

Chapter 3 mainly focuses on the manipulation of vortices. Unlike what happened in

skymrions or vortices in superconductors, electric field can only readily move domain walls

instead of topological vortices cores, we demonstrated that, in h−RMnO3, employing shear

strain with a large gradient, we were able to transform vortices and antivortice into stripes

in h− ErMnO3. This stripe domain state is monochiral and shows the alternation of walls

with distorted and undistorted (can be viewed as a PUA wall) Er ions. Combining the

theoretical calculation and experimental observation, we proposed that shear strain induces

a Magnus-type force pulling vortices and antivortices in opposite directions and unfolding

them into a topological stripe domain state. The analogy between this effect and the

current-driven dynamics of vortices in superconductors and superfluids is also discussed.

Our findings reveal an unexpected topological relation between vortex and stripe domains

in h−RMnO3, and also provide a novel way of controlling topological defects.

The relative part in Chapter 3 is published [179] Xueyun Wang, Maxim Mostovoy,

Myung-Geun Han, Yoichi Horibe, T. Aoki, Yimei Zhu and Sang-Wook Cheong, Unfolding

of Vortices into Topological Stripes in a Multiferroic Material, Phys. Rev. Lett.
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Figure 6.1: A simple summary of Z2 × Z3 vortices.

112, 247601, 2014 and [132] Myung-Geun Han, Yimei Zhu, Lijun Wu, Toshihiro Aoki,

Vyacheslav Volkov, Xueyun Wang, Seung Chul Chae, Yoon Seok Oh and S. W. Cheong ,

Ferroelectric Switching Dynamics of Topological Vortex Domains in a Hexago-

nal Manganite, Advanced Materials. 25, 2415-2421, 2014.

Following the work done by Griffin et al. [102] and Chae et al. [91], in chapter 4, we

performed more detailed study of manipulation on density of vortices depending on various

cooling rates. Like what we expect, we found a similar scaling of vortices density determined

by the exponents of the 3D XY model, which provides further confirmation of the emergent

U(1) at the critical point of the ferroelectric structural transition in h−RMnO3.

More importantly, we have successfully imaged 3D vortex evolution from a proliferation

technique. This novel realization of a 3D XY transition has a unique advantage relative to

superfluids: the possibility of freezing vortices in h−RMnO3 provides a unique opportunity

to study the disorder field (dual theory) and measure the experimental consequences of the

Higgs mechanism that arises from its condensation. The confirmation of the KZM in a 3D
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XY critical point (the same universality class as the λ transition in 4He) suggests that the

failure to detect [180] KZM vortices in 4He quench experiments may be due to their rapid

annihilation combined with the inability to measure their density right after the quench.

h−RMnO3 bypass this problem by immobilizing vortices in the matrix of the material soon

after the quench, preventing their annihilation.

The relative part in Chapter 4 is published [66] Shi-Zeng Lin*, Xueyun Wang*, Y.

Kamiya, Gia-Wei Chern, Fei Fan, David Fan, Brian Casas, Yue Liu, Valery Kiryukhin,

Wojciech H. Zurek, Cristian D. Batista, and Sang-Wook Cheong (*These authors contribute

equally), Emergent continuous symmetry and Higgs condensation of disorder in

ferroelectrics , Nature Physics 10, 970977 (2014).

After comprehensive physics exploration on the nature of vortex, in Chapter 5, firstly,

we have clarified a long-standing dispute of the ferroelectric state in h−InMnO3. From

a systematic study of well controlled specimens, we identified that the ground state is a

ferroelectric state with P63cm symmetry. In addition, the ferroelectric ground state ac-

companies topological vortex domains, similar to what was observed in h−RMnO3. On the

other hand, we have demonstrated the existence of an intermediate centrosymmetric struc-

ture with P 3̄c1 symmetry. Furthermore, we found that the transition from the intermediate

centrosymmetric to the ferroelectric ground states is unusually sluggish. Our findings re-

veal the rich nature of structure-driven improper ferroelectricity. We also extended our

scope from typical vortex to its dual image – PUA vortex. We show that the spontaneous

symmetry breaking in multiferroic hexagonal manganites can be chemically manipulated

to yield two complementary ground states: the well-known ferroelectric P63cm and an an-

tipolar P 3̄c1 phase. Both symmetry breakings yield topologically protected vortex defects,

with the anti-polar vortices dual to those of the ferroelectric. This duality stems from the

existence of 12 possible angles of MnO5 tilting, and broad strain-free walls with low energy

spontaneously emerge through an intermediate P3c1 state, providing a complete unified

symmetry description.
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Note that the unique duality between topological PUA and ferroelectric vortices reveal

the nature and beauty of space group change from high symmetric phase to low symmetric

phase. In the PUA phase, the non-polar domains are separated by polar domain walls of

alternating polarity, whereas in the ferroelectric phase, the alternating polar domains are

separated by non-polar walls which can have the PUA structure. The broad domain walls

show a progressive evolution of the In displacements and polyhedral tilt angles corresponding

to a new phase of P3c1 symmetry, which completes the set of symmetry-allowed structures

for the hexagonal manganites. Our results indicate and explain the duality between the

vortices in ferroelectric and PUA hexagonal manganites, and provide a unified picture of

the symmetry by identifying for the first time the P3c1 phase.

The PUA part is published [175, 177]: Fei-Ting Huang, Xueyun Wang, Y. S. Oh, K.

Kurushima, S. Mori, Y. Horibe, and S. W. Cheong , Delicate Balance between ferro-

electricity and antiferroelectricity in hexagonal InMnO3, Phys. Rev. B. 87, 184109

(2013), and Fei-Ting Huang, Xueyun Wang, SineadM. Griffin, Yu Kumagai, Oliver Gin-

dele, Ming-Wen Chu, Yoichi Horibe, Nicola A. Spaldin, and Sang-Wook Cheong, Duality

of Topological Defects in Hexagonal Manganites, Phys. Rev. Lett. 113, 267602

(2014).

6.2 Future research

Starting from the scope of this work, there still unsolved problems requiring more research

as discussed below.

(1) On the materials improvement side, intrinsic physics always require high quality

single crystals. In term of h−RMnO3, single crystal of InMnO3 is only reported in ref.[181].

On one hand, domain study by scanning experiments, like PFM or MFM will be much

easier if we have high quality single crystal of InMnO3. On the other hand, as we discussed,

stabilization of PUA vortex with Ga doping in InMnO3 enable the existence of broad polar

walls in the PUA phase, which will provide a novel way to design new ferroelectric devices,



105

considering the tunable conducting domain walls.

Moreover, identifying new types of (multi)ferroics with topological phase transitions

will also be interesting. It has been discussed that the discrete six-fold clock nature of the

polarization in the ferroelectric manganites develops a continuous U(1) XY symmetry close

to the ferroelectric critical point. This ‘emergent symmetry’ has also been anticipated for

certain ferroelectrics with a discrete 3D order parameter. For ferroelectrics and paraelectrics

with a polarization free to point in 3D space, it would be fascinating to search for the

corresponding thermally excited skyrmions and anti-skyrmions. The domains and defects

related to their formation will provide new test bed for the phenomena happened during

the topological phase transition.

(2) On the physics side, though we proposed a Magnus-type force to explain the un-

folding process of the dynamic for the unfolding process (discussed in Chapter 3), however,

high temperature imaging technique will give more direct evidence for the mechanism. In

addition, as we know, thermal energy is critical to manipulate topological defects. One

promising direction is electric field with gradient at high temperature might be able to

move multiferroic vortex cores. This will give more insight to understand the analogy

among multiferroic vortex, skyrmions and vortex in superconductors. Another unsolved

question which is discussed in Chapter 4 is that the reason for anti-KZM in YMnO3 is still

unclear.

If we jump out the scope of this thesis, finding new materials based on non centrosym-

metry will be technologically important, since their symmetry-dependent properties such

as piezoelectricity, ferroelectricity, and nonlinear optical behavior are the basis of numer-

ous applications. The crystallographic inter-relationships between physical properties and

non-centrosymmetric crystal classes [182] are shown in Fig 6.2, which gives a guidance of

developing and finding new materials. Meanwhile, the visualization, characterization and

manipulation of symmetry-dependent domains and domain walls in non-centrosymmetric

systems determine the most important characteristics in practical applications.
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Figure 6.2: Interrelationships of noncentrosymmetric crystal classes in both
Hermann-Mauguin and Schoenflies symbols.
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Chapter 7

List of abbreviations

(h-RMnO3) hexagonal-RMnO3

(0D) 0-dimensional

(1D) 1-dimensional

(2D) 2-dimensional

(3D) 3-dimensional

(AC) Alternating Current

(OM) Optical microscopy

(AFM) Atomic force microscopy

(PFM) Piezoresponse force microscopy

(MFM) Magnetic force microscopy

(TEM) Transmission electron microscopy

(DF-TEM) dark-field transmission electron microscopy

(LTEM) Lorentz transmission electron microscopy

(SEM) Scanning electron microscope

(STEM) Scanning-transmission electron microscopy

(HAADF-STEM) high-angle annular-dark-field STEM

(SHG) Second-harmonic generation

(KZM) Kibble-Zurek Mechanism

(SOC) Self-organized criticality

(EMO) ErMnO3

(IMO) InMnO3
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(FIB) focused-ion beam

(APB) antiphase boundary

(PUA) Partially undistorted anti-polar
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Appendix A

Forces on vortices resulting from Lifshitz term

Consider a single domain wall connecting a vortex with an antivortex, as shown in Fig.

(clearly, a domain wall cannot connect two vortices or two antivortices). At the domain

wall the trimerization phase Φ increases by π/3 and we assume that Φ = 0 on the right

hand side of the wall beginning at the vortex and ending at the antivortex and Φ = π/3 on

the left hand side. Furthermore, we introduce local Cartesian coordinates(ξ, η), such as ξ

varies along the domain wall and in the direction perpendicular to the wall, so that

∂Φ

∂η
=
π

3
δ(η) (A.1)

Then the Lifshitz invariant (Eq. 3.1) can be written as

Fint = −λh
∫

dξdη

|detJ |
[(uxx − uyy)∂xη − 2uxy∂yη]δ(η) (A.2)

= −λhπ
3

∫
dξ[(uxx − uyy)

∂xη

detJ
− 2uxy

∂η

detJ
] (A.3)

Here, h is the sample thickness and J is the transformation matrix:

J =

∂xξ ∂yη

∂xη ∂yξ

 (A.4)

The directions of the η and ξ axes are chosen such that the determinant of J is positive

(see Fig. A.1), so that |detJ | = detJ .

Using the expression for the inverse transformation matrix,
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J−1 =

∂ξx ∂ηx

∂ηy ∂ξy

 =
1

detJ

 ∂yη −∂yξ

−∂xη ∂xξ

 (A.5)

We can then re-write Fint for the uniform strain in the form,

Fint = λh
π

3

∫
dξ[(uxx − uyy)∂ξy + 2uxy∂ξx] (A.6)

= λh
π

3
[(uxx − uyy)(yA − yV ) + 2uxy(xA − xV )] (A.7)

where (xV , yV ) and (xA, yA) are the coordinates of the vortex and antivortex, respec-

tively. The forces acting on vortex and antivortex are then given by

fV = −∂Fint
∂ xV

= −fA = λh
π

3
(2ixy, (uxx − uyy)) (A.8)

The result of the action of these forces is illustrated in Fig. A.2. If, for example, uxy = 0

and λ(uxx−uyy) > 0 the Magnus-type force acting on the vortex is applied along the y axis

(Fig. A.2(a)). It favors vertical stripes, as shown in Fig. A.2(b). If, on the other hand,

(uxx − uyy) = 0 and λuxy > 0, the force is applied the x axis (Fig. A.2(c)), resulting in

horizontal stripes (Fig. A.2(d)). In both cases the sign of the phase Φ jump across the wall

is such that the interaction energy Fint is minimal.
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Figure A.1: A pair of vortex and antivortex connected by a single domain wall.
The trimerization phase is labeled

Figure A.2: Magnus-type forces on vortex and antivortex.(a) and (b) shows when
uxy = 0 and λ(uxx − uyy) > 0, the force acting on the vortex is along the y axis, resulting
in vertical stripes are favored. (c) and (d) shows when (uxx − uyy) = 0 and λuxy > 0, the
force is along the x axis, giving the horizontal stripes.



112

Appendix B

Dual theory

The local order parameter of our problem is a complex field φj = |φj |eiφj , that takes six

possible values (Z2×Z3) corresponding to the even times of a clock. By assuming that the

local trimerization and dipole moments develop above Tc, we neglect the amplitude (|φj |)

fluctuations near Tc. The six orientations of |φj | are enforced by an effective potential,

V (φj) = A cos(6φj), which reflects the anisotropy of the underlying crystal lattice. V(φj) is

dangerously irrelevant at Tc, i.e., the coarse grained action near the ferroelectric transition

becomes identical to the isotropic φ4 action for the normal to superfluid transition of a

neutral system like 4He [see Fig. 4.13(a)]:

Hφ = m2
φφ

2 + uφφ
4 + (∇φ)2 (B.1)

The superfluid to normal transition occurs via proliferation of vortex lines at T > Tc.

The problem admits a dual description, in which the proliferation of vortex lines spanning

the whole system arises from a condensation of a dual or disorder field ψ = |ψ|ei minimally

coupled to an effective gauge field. Below Tc, the photon of this gauge field is the Goldstone

mode of the superfluid field φ. This photon acquires a finite mass via the Higgs mechanism

for T > Tc [see Fig. 4.13(b)]. Consequently, the Biot-Savart (Coulomb) interaction between

vortex segments for T < Tc becomes screened (Yukawa) for T > Tc.

The dual description is obtained after a sequence of transformations. The original φ4

theory (B1) for a neutral superfluid is first mapped into a loop gas of vortices coupled to

a vector gauge field A generated by the smooth phase fluctuations of the original field φ.



113

The fluctuating vortex loops are then described by a disorder |ψ|4 field theory in which

the vortex loops correspond to supercurrents of ψ, which remain minimally coupled to A

[155–157].

Hψ = m2
ψψ

2 + uψψ
4 +

1

2t
|(∇− iqeffA)ψ|2 +

1

2
(∇×A)2 (B.2)

The constants t and qeff are determined by non-universal parameters, such as the vortex

core energy and the transition temperature [155–157]. Having direct experimental access to

the vortex field, we can observe the Higgs condensation of ψ: the emergence of vortex lines

that span the whole system above Tc implies that superfluid currents of the disorder field ψ

connect opposite ends of the sample, i.e., the disorder field has condensed into a superfluid

state [see Fig.4.13(b)].
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Appendix C

List of InMnO3 and Ga-doped InMnO3 growth

A list of polycrystalline InMnO3 growth is shown in Fig. C.1. A list of polycrystalline

In(GaxMn1−x)O3 growth is shown in Fig. C.2. A list of standard tilting growth of both is

shown in Fig. C.3.
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Figure C.1: A complete list of polycrystalline InMnO3 growth.
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Figure C.2: A complete list of polycrystalline In(GaxMn1−x)O3.
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Figure C.3: A complete list of standard tilting growth of both.
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