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Abstract

Algebraic Studies of Symmetric Operators

By Zhiqin Shi

Dissertation Director: Professor William Keigher

There was an old problem of G. C. Rota regarding the classification of

all linear operators on associative algebras that satisfy algebraic identities.

We only know very few of such operators at the beginning, for example, the

derivative operator, average operator, difference operator and Rota-Baxter op-

erator. Recently L. Guo, W. Sit and R. Zhang revisited Rota’sproblem in a

paper by concentrating on two classes of operators: differential type operators

and Rota-Baxter type operators. One of the Rota-Baxter typeoperators they

found is the symmetric Rota-Baxter operator which symmetrizes the Rota-

Baxter operator. In this dissertation, we initiate a systematic study of the

symmetric Rota-Baxter operator, extending the previous works on the orig-

inal Rota-Baxter operator. After giving basic properties and examples, we

construct free symmetric Rota-Baxter algebras on an algebra and on a set by

bracketed words and rooted trees separately. We then use thefree symmetric

Rota-Baxter algebra to obtain an extension of the well knowndendriform al-

gebra and its free objects. Finally, we extend our study to differential algebras.

We construct the free symmetric differential Rota-Baxter algebra based on the

previous free symmetric Rota-Baxter algebra on a set and thefree symmetric

differential algebra.
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1 Introduction

The subject of this thesis is motivated by Rota’s long standing problem [56] [55]

and its possible solution [37] as well as the research work of Rota-Baxter algebras.

A Rota-Baxter algebra is an associative algebra equipped with a linear operator,

called the Rota-Baxter operator, that generalizes the integral operator in analysis.

The Rota-Baxter operator was introduced in 1960 [7] by G. Baxter to study the

theory of fluctuations in probability. Later, other well-known mathematicians such

as Atkinson, Cartier, and especially G. C. Rota have shown keen interest in Baxter

algebras. Their fundamental papers brought the subject into the domains of algebra

and combinatorics. The study of Baxter algebras continued through the 1960s and

1970s [13, 55, 54] and recently has led to remarkable results with applications to

renormalization in quantum field theory [10, 12, 25, 26], multiple zeta values in

number theory [42, 21], umbral calculus in combinatorics [33], and also in Loday’s

work on dendriform algebras [47] and Hopf algebras [1].

A long standing problem of Gian-Carlo Rota for associative algebras is the clas-

sification of all linear operators that can be defined on them [56] [55]. In the

1970s, there were only a few known operators, for example, the derivative operator,

the difference operator, the average operator, and the Rota-Baxteroperator. A few

more appeared after Rota posed his problem. However, littleprogress was made to

solve this problem in general. Guo, Sit and Zhang [37] recently formulated Rota’s

problem, in which they worked on Rota’s problem in the framework of free oper-

ated algebras by viewing an associative algebra with a linear operator as one which

satisfies a certain operated polynomial identity. They havealso used rewriting sys-



2

tems, Gröbner-Shirshov bases and the help of computer algebra. In their research

work, the authors have obtained a possibly complete list of 14 Rota-Baxter type

operators and some other differential type operators as a partial solution to Rota’s

problem.

The symmetric Rota-Baxter operator is actually one of the 14Rota-Baxter type

operators. Some operators from this list have been studied,for example, average

operators [16], RBNTD operators [6], Nijenhuis operators [39], and Rota-Baxter

operators [32]. Others remain unknown, including symmetric Rota-Baxteropera-

tors which is the subject of the present research work.

Our approach to study this operator is based on algebraic constructions. We first

give out some concrete examples from matrix algebras and semigroup algebras. The

computing method was partially adopted from the work of L. Guo, M. Rosenkranz

and S. Zheng [40]. Then we construct free symmetric Rota-Baxter algebras from

the algebraic structures of bracketed words and rooted trees. This is an extension

of previous works of P. Lei and L. Guo [39] and E. Fard and L. Guo [23, 24]. We

continue our work on constructing free symmetric dendriform algebras in two cases.

It is an extension of Loday’s work on dendriform algebras. Finally, we extend our

research onto the differential symmetric Rota-Baxter algebra, which is an extension

of the work of L. Guo and W. Keigher [36].
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2 Organization

The organization of this work is as follows. Standard materials or descriptions are

drawn from [32, 36]. In Section 3, we review the necessary definitions and provide

examples of symmetric Rota-Baxter operators using Maple and Mathematica. We

begin Section 4 with the introduction of bracketed words andthen proceed to an

explicit construction of free symmetric Rota-Baxter algebras over an algebra. After

that, we consider the case over a set by using rooted trees. The free symmetric Rota-

Baxter algebra determines the symmetric dendriform algebra which is in Section 5,

and we construct its free objects in two cases. In the last section, Section 6, we turn

our attention to differential algebras. We compatibly define the symmetric differen-

tial algebra and construct the free symmetric differential Rota-Baxter algebra based

on the results from Section 4.
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3 Definitions and Examples

We will useN>0, N, Z, Q, R andC respectively to denote the set of positive inte-

gers, non-negative integers, integers, rational numbers,real numbers and complex

numbers.

To fix the notations and to be self-contained, we briefly recall definitions. Refer

to [32].

3.1 Definitions

In the following, by a ring we always mean a unitary ring, thatis, a setA with binary

operations+ and · (which will often be suppressed) such that (A,+) is an abelian

group, (A, ·) is a monoid and· is distributive over+. The unit of the monoid is

called the identity element ofA, denoted by1A or simply 1. A ring homomorphism

is assumed to preserve the unit. We usek to denote a commutative ring with identity

element denoted by1 or simply 1.

Let A be a ring. A(left) A-module M is an abelian groupM together with ascalar

multiplication A× M → M such that

a(x+ y) = ax+ ay, (a+ b)x = ax+ bx, (a b)x = a(bx), ∀a, b ∈ A, x, y ∈ M.

Definition 3.1. Let k be a commutative ring. Ak-algebra is a ringA together with

a unitaryk-module structure on the underlying abelian group ofA such that

k(ab) = (ka)b = a(kb), ∀ k ∈ k, a, b ∈ A.
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All k-algebras are taken to be unitary and noncommutative.

A Rota-Baxter algebra of weight zero (or simply, a Rota Baxter algebra) is thus

an associative algebra equipped with a linear operator thatgeneralizes the inte-

gral operator in analysis. Rota-Baxter algebras (initially known as Baxter algebras)

originated in 1960 [7] from the probability study by G. Baxter to understand the

Spitzer’s identity in fluctuation theory. This concept drewthe attention of many

well-known mathematicians such as Atkinson, Cartier, and especially G. C. Rota,

whose fundamental papers brought the subject into the areasof algebra and combi-

natorics around 1970. In 1980s, Lie algebras were studied independently by math-

ematical physicists C.N. Yang and R. Baxter under the name ofthe classical Yang

Baxter Equation (CYBE). In 2000, Aguiar discovered that theRota-Baxter algebra

of weight zero and the associative analog of CYBE are related[2]. He also showed

that the Rota-Baxter algebra of weight zero naturally carries the structure of a den-

driform algebra which was introduced by Loday in his study ofK-theory [47]. Also

in 2000, Guo and Keigher showed that the free Rota-Baxter algebras can be con-

structed via generalization of the shuffle algebra [35], called the mixable shuffle

algebra.

Definition 3.2. Let λ be a given element ofk. A Rota-Baxter k-algebra of weight

λ, is a pair (R,P) consisting of ak-algebraR and a linear operatorP : R→ R that

satisfies theRota-Baxter identity

P(x)P(y) = P(xP(y)) + P(P(x)y) + λP(xy), ∀x, y ∈ R. (3.1)

ThenP is called aRota-Baxter operator of weightλ.
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In 1995 [56] [55], Rota posed a question about finding all linear operators that sat-

isfy an algebraic identities on an associative algebra. More precisely, Rota’s ques-

tion involved an associativek-algebraR with a k-linear unary operatorP. The op-

erations: addition, multiplication, scalar multiplication, andP, already are required

to satisfy certain identities such as the commutative law ofaddition, the associative

laws, the distributive law, andk-linearity for P. Rota wanted to find “all possible

polynomial identities that could be satisfied byP on an algebra” and to “classify all

such identities”. He also wanted to find “a complete list of such identities.”

Taking this work forward, Guo, Sit and Zhang recently published a paper [37],

in which they worked on Rota’s problem and put together the framework of free

operated algebras by viewing associative algebra with a linear operator, as one that

is compatible with a certain operated polynomial identity.They have also used

rewriting systems, Gröbner-Shirshov bases and the help ofcomputer algebra. In

that research work, the authors have obtained a possibly complete list of 14 Rota-

Baxter type operators and some other differential type operators as a partial solution

to Rota’s problem.

The completeness of the list of Rota-Baxter type identitiesthat Guo, Sit and Zhang

found is still a conjecture and further work should be done. One of the identities

in their framework is our identity: the symmetric Rota-Baxter operator. This new

identity, which gives rise to a new class of associativek-algebras known assym-

metric Rota-Baxter algebrasis thesymmetric Rota-Baxter identity:

P(x)P(y) = P(xP(y)) + P(yP(x)), ∀x, y ∈ R. (3.2)
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whereR is a noncommutativek-algebra and this identity is automatically a case of

weight 0.

It is easy to see that:

Remark 3.3. P(R), the image of the symmetric Rota-Baxter operator, is commuta-

tive.

3.2 Examples

3.2.1 Classification of symmetric Rota-Baxter operators onthe algebra of2×

2 matrices over a field

Let k be a field of characteristic zero. In order to consider classifying symmetric

Rota-Baxter operators over the algebra of the 2× 2 matrices with entries ink, we

formulate the setup first and then use Maple to do computations. See the Maple

codes in Appendix A.

Setup: Let e1 = (1, 0, 0, 0), e2 = (0, 1, 0, 0), e3 = (0, 0, 1, 0) ande4 = (0, 0, 0, 1).

Since every 2× 2 matrix is a unique linear combination of the given basis, let

M2×2(k) :=
4∑

m=1

kem =






4∑

m=1

amem

∣
∣
∣am ∈ k





(3.3)

denote the algebra of 2× 2 matrices.

Let P : M2×2(k) → M2×2(k) be a symmetric Rota-Baxter operator. SinceP is
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k-linear, we have





P(e1)

P(e2)

P(e3)

P(e4)





=





a u i m

b f j n

c g k w

d h l p









e1

e2

e3

e4





(a, b, c, d, u, f , g, h, i, j, k, l,m, n,w, p ∈ k). (3.4)

The matrixC := CP above is called thematrix of P. Further,P is a symmetric

Rota-Baxter operator if and only if

P(ei)P(ej) = P(eiP(ej) + ejP(ei)) (1 ≤ i, j ≤ 4). (3.5)

By simplifying equations wheni, j = 1, 2, 3, 4, we type them into Maple and com-

pute out the following results. Note that the module of 2× 2 matrices overk is

isomorphic to thek-moduleR= k × k × k × k.

Proposition 3.4. Consider thek-algebra R= k × k × k × k, where the operators

are defined componentwise. The matrices of symmetric Rota-Baxter operators of

weight zero on R with respect to the basis e1 = (1, 0, 0, 0) , e2 = (0, 1, 0, 0), e3 =

(0, 0, 1, 0) and e4 = (0, 0, 0, 1) are given below, where all the parameters are ink.

M1 =





0 0 0 0

0 0 0 0

0 g 0 w

0 0 0 0





,M2 =





− f − f 2

b 0 0

b f 0 0

− f 2

b
− f 3

b2 0 0

f f 2

b 0 0





(b , 0),
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M3 =





0 0 0 0

b 0 j 0

0 0 0 0

0 0 0 0





,M4 =





e e −e −e

−e −e e e

e e −e −e

−e −e e e





.

We also computed the usual Rota-Baxter operators over this algebra of 2×2 matrices

overk

Proposition 3.5. Consider thek-algebra R= k × k × k × k, where the operators

are defined componentwise. The matrices of Rota-Baxter operators of weight zero

on R with respect to the basis e1 = (1, 0, 0, 0) , e2 = (0, 1, 0, 0), e3 = (0, 0, 1, 0) and

e4 = (0, 0, 0, 1) are given below, where all the parameters are ink.

M1 =





0 0 0 0

0 0 j 0

0 0 0 0

0 0 l 0





,M2 =





0 0 i 0

0 0 j 0

0 0 0 0

0 0 0 0





,M3 =





0 0 0 0

b −b2

j j −b

0 0 0 0

−b2

j
b3

j2 −b b2

j





( j , 0),

M4 =





b2

j
−b3

j2 b −b2

j

b −b2

j j −b

0 0 0 0

0 0 0 0





( j , 0),M5 =





0 0 0 0

0 0 0 −l

0 0 0 0

0 0 l 0





,M6 =





0 0 i 0

0 0 0 i

0 0 0 0

0 0 0 0





,
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M7 =





0 0 i k

−i −k 0 0

0 0 k k2

i

−k −k2

i 0 0





(i , 0),M8 =





k −k2

b 0 0

b −k 0 0

0 0 k −k2

b

0 0 b −k





(b , 0),M9 =





0 u 0 0

0 0 0 0

−u 0 0 0

0 0 0 0





,

M10 =





0 0 0 0

0 0 0 0

h 0 0 0

0 h 0 0





,M11 =





0 u 0 0

0 0 0 0

0 g 0 0

0 0 0 0





,M12 =





0 0 0 0

0 0 0 0

0 g 0 0

0 h 0 0





,

M13 =





0 w 0 0

0 0 0 0

0 0 0 w

0 0 0 0





,M14 =





0 0 0 0

0 0 0 0

0 0 0 w

0 −w 0 0





.

3.2.2 Classification of symmetric Rota-Baxter operators onsemigroup alge-

bras of order two and three

We first formulate the setup for classifying symmetric Rota-Baxter operators on a

general semigroup algebra of ordern. Then we use the software Mathematica to

do computations and give out two propositions. The computing method is partially

adopted from [40] and the Mathematica codes are attached in Appendix B.

Setup: Let S = {e1, · · · , en} be a finite semigroup with multiplication· that we often
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suppress. Letk be a commutative unitary ring and let

k[S] :=
n∑

m=1

kem =






n∑

m=1

amem

∣
∣
∣ am ∈ k, 1 ≤ m≤ n,m, n ∈ N>0





(3.6)

denote the semigroup algebra ofS. The ordern of the semigroupS is also said to

be theorder of the semigroup algebrak[S].

Let P : k[S] → k[S] be a symmetric Rota-Baxter operator. SinceP is k-linear, we

have 



P(e1)

P(e2)

· · ·

P(en)





=





c11 · · · c1n

c21 · · · c2n

· · · · · · · · ·

cn1 · · · cnn









e1

e2

· · ·

en





(ci j ∈ k, 1 ≤ i, j ≤ n). (3.7)

The matrixC := CP :=
(

ci j
)

1≤i, j≤n is called thematrix of P. Further,P is a symmet-

ric Rota-Baxter operator if and only if

P(ei)P(ej) = P(eiP(ej) + ejP(ei)) (1 ≤ i, j ≤ n). (3.8)

Let the Cayley (multiplication) table of the semigroupS be given by

ek · eℓ =
n∑

m=1

rm
kℓem (1 ≤ k, ℓ ≤ n), (3.9)

whererm
kℓ ∈ {0, 1}. Then we have

P(ei)P(ej) =
n∑

k=1

n∑

ℓ=1

cikcjℓekeℓ =
n∑

m=1

n∑

k=1

n∑

ℓ=1

rm
kℓcikcjℓem
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and

P(ejP(ei) + eiP(ej)) =
n∑

k=1

cikP(ejek) +
n∑

ℓ=1

cjℓP(eieℓ)

=

n∑

k=1

n∑

m=1

rm
jkcikP(em) +

n∑

ℓ=1

n∑

m=1

rm
iℓcjℓP(em)

=

n∑

k=1

n∑

m=1

rm
jkcik

( n∑

ℓ=1

cmℓeℓ
)

+

n∑

k=1

n∑

m=1

rm
ikcjk

( n∑

ℓ=1

cmℓeℓ
)

=

n∑

m=1

n∑

ℓ=1

n∑

k=1

(rℓjkcik + rℓikcjk)cℓmem.

Thus we obtain

Theorem 3.6. Let S = {e1, · · · , en} be a semigroup with its Cayley table given by

Eq. (3.9). Letk be a commutative unitary ring and let P: k[S] → k[S] be a linear

operator with matrix C:= CP = (ci j )1≤i, j≤n. Then P is a symmetric Rota-Baxter

operator of weight zero onk[S] if and only if the following equations hold.

n∑

ℓ=1

n∑

k=1

rm
kℓcikcjℓ =

n∑

ℓ=1

n∑

k=1

(rℓjkcik + rℓikcjk)cℓm (1 ≤ i, j,m≤ n). (3.10)

We will determine the matricesCP for all symmetric Rota-Baxter operatorsP on

k[S] of order two and three.

Order 2: As is well known [51], there are exactly five distinct nonisomorphic

semigroups of order 2. We useN2, L2,R2,Y2 andZ2 respectively to denote the null

semigroup of order 2, the left zero semigroup, right zero semigroup, the semilattice

of order 2 and the cyclic group of order 2. SinceL2 andR2 are anti-isomorphic,
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there are exactly four distinct semigroups of order 2, up to isomorphism and anti-

isomorphism, namelyN2, Y2, Z2 andL2. The only noncommutative semigroup is

L2, which we will work on. We still show all the semigroups in thetable below.

Let {e1, e2} denote the underlying set of each semigroup. Then the Cayleytables for

these semigroups are as follows:

Table 1: The Cayley table of semigroups of order 2

N2 :=
· e1 e2

e1 e1 e1

e2 e1 e1

Y2 :=
· e1 e2

e1 e1 e1

e2 e1 e2

Z2 :=
· e1 e2

e1 e1 e2

e2 e2 e1

L2 :=
· e1 e2

e1 e1 e1

e2 e2 e2

Proposition 3.7. Letk be a field of characteristics zero. All symmetric Rota-Baxter

operators on an noncommutative semigroup algebrak[S] of order 2 have their

matrices CP given below,where all the parameters are ink.

N1 =





a −a

b −b





.

Order 3: Up to isomorphism and anti-isomorphism, there are 18 semigroups of

order 3 [17, 29, 30]. The Cayley tables of the 18 semigroups of order 3 can be

found in [30]. See also [17, 50, 53]. We only consider the noncommutative cases

and denote byNCS the class of 6 noncommutative semigroups. The Cayley table

is given below.

For symmetric Rota-Baxter operators on the corresponding semigroup algebras, we

have the following classification proposition.
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Table 2: The Cayley table of noncommutative semigroups of order 3

NCS(1) :=

· e1 e2 e3

e1 e1 e1 e1

e2 e1 e2 e1

e3 e1 e3 e1

NCS(2) :=

· e1 e2 e3

e1 e1 e1 e1

e2 e1 e2 e1

e3 e3 e3 e3

NCS(3) :=

· e1 e2 e3

e1 e1 e1 e1

e2 e1 e2 e2

e3 e1 e3 e3

NCS(4) :=

· e1 e2 e3

e1 e1 e1 e1

e2 e2 e2 e2

e3 e1 e1 e1

NCS(5) :=

· e1 e2 e3

e1 e1 e1 e1

e2 e2 e2 e2

e3 e3 e3 e3

NCS(6):=

· e1 e2 e3

e1 e1 e1 e1

e2 e1 e2 e3

e3 e3 e3 e3

Proposition 3.8.Letk be a field of characteristic zero. The matrices of the symmet-

ric Rota-Baxter operators on noncommutative semigroup algebras of order three

are given in Table3, where all the parameters take values ink.

Table 3: Symmetric Rota-Baxter operators on noncommutative semigroup algebras of order 3

Semigroups Matrices of symmetric Rota-Baxter operators on semigroup algebras

NCS(1) N1,1 =





0 0 0

0 0 0

0 a 0





.

NCS(2) N2,1 =





−a −b −c

0 0 0

a b c





,N2,2 =





−a −a −b

0 0 0

a a b





,N2,3 =





0 −a −b

0 0 0

0 a b





.

NCS(3) N3,1 =





0 0 0

a b c

−a −b −c





.

Continued on next page
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Table 3: Symmetric Rota-Baxter operators on noncomumutative semigroup algebras of order 3

Semigroups Matrices of symmetric Rota-Baxter operators on semigroup algebras

NCS(4) N4,1 =





c −a− b d

−c− d a e

d b −d − e





,N4,2 =





c −a− b d

−c a e

0 b −d − e





,

N4,3 =





c −a− b d

−c a −2c

0 b 2c− d





,N4,4 =





0 −a b

0 0 c

0 a −b− c





,

N4,5 =





a 0 b

0 0 c

−a 0 −b− c





.

NCS(5) N5,1 =





a c e

b d f

−a− b −c− d −e− f





.

NCS(6) N6,1 =





b −a b

0 0 0

−b a −b





.

Remark 3.9. We verified manually that all the above results are indeed symmetric

Rota-Baxter operators.
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4 Symmetric Rota-Baxter Algebras

4.1 Free symmetric Rota-Baxter algebras over an algebra

We start with the definition of free symmetric Rota-Baxter algebras.

Definition 4.1. Let Abe a noncommutativek-algebra wherek is a field. A free sym-

metric Rota-Baxter algebra overA is a symmetric Rota-Baxter algebraFS(A) with a

symmetric Rota-Baxter operatorSA and an algebra homomorphismjA : A→ FS(A)

such that, for any symmetric Rota-Baxter algebraS and any algebra homomor-

phism f : A→ S, there is a unique symmetric Rota-Baxter algebra homomorphism

f̄ : FS(A) → S such thatf̄ ◦ jA = f :

A
jA

//

f

''❖
❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖
FS(A)

f̄
��

S

For the construction of free symmetric Rota-Baxter algebras, we follow the con-

struction of free Rota-Baxter algebras [23, 32] using bracketed words. Alterna-

tively, one can follow the approach of Gröbner-Shirshov bases [8]. Because of the

lack of a uniform approach (see [37, 38] for some recent attempts in this direc-

tion) and to be notationally self contained, we give some details. We first display

a k-basis of the free symmetric Rota-Baxter algebra in terms ofbracketed words

in § 4.1.1. Then the product on the free symmetric Rota-Baxter algebrais given

in § 4.1.2and the universal property of the free symmetric Rota-Baxter algebra is

proved in§ 4.1.3.
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4.1.1 A basis of the free symmetric Rota-Baxter algebra

Let A be a noncommutativek-algebra with ak-basisX. We first display ak-basis

X∞ of FS(A) in terms of bracketed words from the alphabet setX.

Let ⌊ and⌋ be symbols, called brackets, and letX′ = X ∪ {⌊, ⌋}. Let M(X′) denote

the free semigroup generated byX′.

Definition 4.2. Let Y,Z be two subsets ofM(X′). As in [23, 32], we define the

alternating product of Y andZ to be

Λ(Y,Z) =
(⋃

r≥1

(

Y⌊Z⌋
)r
)⋃(⋃

r≥0

(

Y⌊Z⌋
)rY

)⋃(⋃

r≥1

(

⌊Z⌋Y
)r
)⋃(⋃

r≥0

(

⌊Z⌋Y
)r
⌊Z⌋

)

.(4.1)

Note thatΛ(Y,Z) ∈ M(X′).

We construct a sequenceXn(n ≥ 0) of subsets ofM(X′) by the following recursion.

Let X0 = X and, forn ≥ 0, define

Xn+1 = Λ(X,Xn).

Further, define

X∞ =
⋃

n≥0

Xn = lim
−→
Xn. (4.2)

Here the second equation in Eq. (4.2) follows sinceX1 ⊇ X0 and, assumingXn ⊇

Xn−1, we have

Xn+1 = Λ(X,Xn) ⊇ Λ(X,Xn−1) ⊇ Xn.
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By [23, 32] we have the disjoint union

X∞ =
(⊔

r≥1

(

X⌊X∞⌋
)r
)⊔(⊔

r≥0

(

X⌊X∞⌋
)r X

)

⊔(⊔

r≥1

(

⌊X∞⌋X
)r
)⊔(⊔

r≥0

(

⌊X∞⌋X
)r
⌊X∞⌋

)

. (4.3)

Further, everyx ∈ X∞ has a unique decomposition

x = x1 · · · xb, (4.4)

wherexi, 1 ≤ i ≤ b, is alternatively inX or in ⌊X∞⌋. This decomposition will be

called thestandard decompositionof x.

For x in X∞ with standard decompositionx1 · · · xb, we defineb to be thebreadth

b(x) of x, we define theheadh(x) of x to be 0 (resp. 1) ifx1 is in X (resp. in⌊X∞⌋).

Similarly define thetail t(x) of x to be 0 (resp. 1) ifxb is in X (resp. in⌊X∞⌋). And

we also definedepth d(x):=min{n, wherex ∈ Xn}.

4.1.2 The product in a free symmetric Rota-Baxter algebra

Let

FS(A) =
⊕

x∈X∞

kx.

We now define a product⋄ on FS(A) by definingx ⋄ x′ ∈ FS(A) for x, x′ ∈ X∞ and

then extending bilinearly. Roughly speaking, the product of x andx′ is defined to be

the concatenation whenevert(x) , h(x′). Whent(x) = h(x′), the product is defined

by the product inA or by the symmetric relation in Eq. (3.1).

To be precise, we use induction on the sumn := d(x) + d(x′) of the depths ofx
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andx′. Thenn ≥ 0. If n = 0, thenx, x′ are inX and so are inA and we define

x ⋄ x′ = x · x′ ∈ A ⊆ FS(A). Here· is the product inA.

Supposex⋄x′ have been defined for allx, x′ ∈ X∞ with n ≥ k ≥ 0 and letx, x′ ∈ X∞

with n = k+ 1.

First assume the breadthb(x) = b(x′) = 1. Thenx andx′ are inX or ⌊X∞⌋. Since

n = k+ 1 is at least one,x andx′ cannot be both inX. We accordingly define

x ⋄ x′ =






xx′, if x ∈ X, x′ ∈ ⌊X∞⌋,

xx′, if x ∈ ⌊X∞⌋, x′ ∈ X,

⌊x ⋄ x′⌋ + ⌊x′ ⋄ x⌋, if x = ⌊x⌋, x′ = ⌊x′⌋ ∈ ⌊X∞⌋.

(4.5)

Here the product in the first and second case are by concatenation and in the third

case is by the induction hypothesis since for the two products on the right hand side

we have

d(x) + d(⌊x′⌋) = d(⌊x⌋) − 1+ d(⌊x′⌋) = d(x) + d(x′) − 1,

d(x′) + d(⌊x⌋) = d(⌊x′⌋) − 1+ d(⌊x⌋) = d(x) + d(x′) − 1

which are all less than or equal tok.

Now assumeb(x) > 1 or b(x′) > 1. Let x = x1 · · · xb andx′ = x′1 · · · x
′
b′ be the

standard decompositions from Eq. (4.4). We then define

x ⋄ x′ = x1 · · · xb−1(xb ⋄ x′1) x′2 · · · x
′
b′ (4.6)

wherexb ⋄ x′1 is defined by Eq. (4.5) and the rest is given by concatenation. The
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concatenation is well-defined since by Eq. (4.5), and we haveh(xb) = h(xb⋄x′1) and

t(x′1) = t(xb ⋄ x′1). Therefore,t(xb−1) , h(xb ⋄ x′1) andh(x′2) , t(xb ⋄ x′1).

We have the following simple properties of⋄ based on its definition above.

Lemma 4.3. Let x, x′ ∈ X∞. We have the following statements.

(a) h(x) = h(x ⋄ x′) and t(x′) = t(x ⋄ x′).

(b) If t(x) , h(x′), thenx ⋄ x′ = xx′ (concatenation).

(c) If t(x) , h(x′), then for anyx′′ ∈ X∞,

(xx′) ⋄ x′′ = x(x′ ⋄ x′′), x′′ ⋄ (xx′) = (x′′ ⋄ x)x′.

Extending⋄ bilinearly, we obtain a binary operation

⋄ : FS(A) ⊗ FS(A) → FS(A).

Forx ∈ X∞, define

SA(x) = ⌊x⌋. (4.7)

Obviously⌊x⌋ is again inX∞. ThusSA extends to a linear operatorSA on FS(A).

Let

jX : X→ X∞ → FS(A)

be the natural injection which extends to an algebra injection

jA : A→ FS(A). (4.8)
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The following is our first main result which will be proved in the next subsection.

Theorem 4.4.Let A be ak-algebra with ak-basis X.

(a) The pair(FS(A), ⋄) is an algebra.

(b) The triple(FS(A), ⋄,SA) is a symmetric Rota-Baxter algebra.

(c) The quadruple(FS(A), ⋄,SA, jA) is the free symmetric Rota-Baxter algebra

on the algebra A.

The following corollary of this theorem will be used later.

Corollary 4.5. Let M be ak-module and let T(M) =
⊕

n≥1 M⊗n be the reduced

tensor algebra over M. Then FS(T(M)), together with the natural injection iM :

M → T(M)
jT(M)
−−−→ FS(T(M)), is a free symmetric Rota-Baxtor algebra over M,

in the sense that, for any symmetric Rota-Baxter algebra A and k-module map

f : M → A there is a unique symmetric Rota-Baxter algebra homomorphism f̂ :

FS(T(M))→ A such thatf̂ ◦ iM = f .

Proof. This follows immediately from Theorem4.4and the fact that the construc-

tion of the free algebra on a module (resp. free symmetric Rota-Baxter algebra

on an algebra, resp. free symmetric Rota-Baxter on a module)is the left adjoint

functor of the forgetful functor from algebras to modules (resp. from symmetric

Rota-Baxter algebras to algebras, resp. from symmetric Rota-Baxter algebras to

modules), and the fact that the composition of two left adjoint functors is the left

adjoint functor of the composition. �
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4.1.3 The proof of Theorem4.4

Proof. a. We just need to verify the associativity. For this we only need to verify

(x′ ⋄ x′′) ⋄ x′′′ = x′ ⋄ (x′′ ⋄ x′′′) (4.9)

for x′, x′′, x′′′ ∈ X∞. We will do this by induction on the sum of the depthsn :=

d(x′) + d(x′′) + d(x′′′). If n = 0, then all ofx′, x′′, x′′′ have depth zero and so are in

X. In this case the product⋄ is given by the product· in A and so is associative.

Assume the associativity holds forn ≤ k and assume thatx′, x′′, x′′′ ∈ X∞ have

n = d(x′) + d(x′′) + d(x′′′) = k+ 1.

If t(x′) , h(x′′), then by Lemma4.3,

(x′ ⋄ x′′) ⋄ x′′′ = (x′x′′) ⋄ x′′′ = x′(x′′ ⋄ x′′′) = x′ ⋄ (x′′ ⋄ x′′′).

A similar argument holds whent(x′′) , h(x′′′).

Thus we only need to verify the associativity whent(x′) = h(x′′) andt(x′′) = h(x′′′).

We next reduce the breadths of the words.

Lemma 4.6. If the associativity

(x′ ⋄ x′′) ⋄ x′′′ = x′ ⋄ (x′′ ⋄ x′′′)

holds for allx′, x′′ andx′′′ in X∞ of breadth one, then it holds for allx′, x′′ andx′′′

in X∞.

Proof. We use induction on the sum of breadthsm := b(x′) + b(x′′) + b(x′′′). Then
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m≥ 3. The case whenm= 3 is the assumption of the lemma. Assume the associa-

tivity holds for 3≤ m≤ j and takex′, x′′, x′′′ ∈ X∞ with m= j + 1. Then j + 1 ≥ 4.

So at least one ofx′, x′′, x′′′ have breadth greater than or equal to 2.

First assumeb(x′) ≥ 2. Thenx′ = x′1x
′
2 with x′1, x

′
2 ∈ X∞ andt(x′1) , h(x′2). Thus by

Lemma4.3, we obtain

(x′ ⋄ x′′) ⋄ x′′′ = ((x′1x
′
2) ⋄ x′′) ⋄ x′′′ = (x′1(x

′
2 ⋄ x′′)) ⋄ x′′′ = x′1((x

′
2 ⋄ x′′) ⋄ x′′′).

Similarly,

x′ ⋄ (x′′ ⋄ x′′′) = (x′1x
′
2) ⋄ (x′′ ⋄ x′′′) = x′1(x

′
2 ⋄ (x′′ ⋄ x′′′)).

Thus (x′ ⋄ x′′) ⋄ x′′′ = x′ ⋄ (x′′ ⋄ x′′′) whenever (x′2 ⋄ x′′) ⋄ x′′′ = x′2 ⋄ (x′′ ⋄ x′′′). The

latter follows from the induction hypothesis. A similar proof works if b(x′′′) ≥ 2.

Finally if b(x′′) ≥ 2, thenx′′ = x′′1 x′′2 with x′′1 , x
′′
2 ∈ X∞ and t(x′′1 ) , h(x′′2 ). By

applying Lemma4.3repeatedly, we obtain

(x′ ⋄ x′′) ⋄ x′′′ = (x′ ⋄ (x′′1 x′′2 )) ⋄ x′′′ = ((x′ ⋄ x′′1 )x′′2 ) ⋄ x′′′ = (x′ ⋄ x′′1 )(x′′2 ⋄ x′′′).

In the same way, we have

(x′ ⋄ x′′1 )(x′′2 ⋄ x′′′) = x′ ⋄ (x′′1 (x′′2 ⋄ x′′′)) = x′ ⋄ ((x′′1 x′′2 ) ⋄ x′′′) = x′ ⋄ (x′′ ⋄ x′′′).

This again proves the associativity. �
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To summarize, our proof of the associativity has been reduced to the special case

whenx′, x′′, x′′′ ∈ X∞ are chosen so that

(a) n := d(x′) + d(x′′) + d(x′′′) = k+ 1 ≥ 1 with the assumption that the associa-

tivity holds whenn ≤ k.

(b) the elements have breadth one and

(c) t(x′) = h(x′′) andt(x′′) = h(x′′′).

By item (b), the head and tail of each of the elements are the same. Therefore

by item (c), either all the three elements are inX or they are all in⌊X∞⌋. If all

of x′, x′′, x′′′ are in X, then as already shown, the associativity follows from the

associativity inA.

So it remains to consider the case whenx′, x′′, x′′′ are all in ⌊X∞⌋. Then x′ =

⌊x′⌋, x′′ = ⌊x′′⌋, x′′′ = ⌊x′′′⌋ with x′, x′′, x′′′ ∈ X∞. Using Eq. (4.5) and bilinear-

ity of the product⋄, we have

(x′ ⋄ x′′) ⋄ x′′′ = ⌊x′ ⋄ x′′ + x′′ ⋄ x′⌋ ⋄ x′′′

= ⌊x′ ⋄ x′′⌋ ⋄ x′′′ + ⌊x′′ ⋄ x′⌋ ⋄ x′′′

= ⌊x′ ⋄ x′′ ⋄ x′′′⌋ + ⌊x′′′ ⋄ ⌊x′ ⋄ x′′⌋⌋ + ⌊x′′ ⋄ x′ ⋄ x′′′⌋ + ⌊x′′′ ⋄ ⌊x′′ ⋄ x′⌋⌋

Applying the induction hypothesis onn to the first term and the third term, and

then use Eq. (4.5) again, we obtain

(x′ ⋄ x′′) ⋄ x′′′ = ⌊x′ ⋄ (x′′ ⋄ x′′′)⌋ + ⌊x′′′ ⋄ ⌊x′ ⋄ x′′⌋⌋ + ⌊x′′ ⋄ (x′ ⋄ x′′′)⌋ + ⌊x′′′ ⋄ ⌊x′′ ⋄ x′⌋⌋

= ⌊x′ ⋄ ⌊x′′ ⋄ x′′′⌋⌋ + ⌊x′ ⋄ ⌊x′′′ ⋄ x′′⌋⌋ + ⌊x′′′ ⋄ ⌊x′ ⋄ x′′⌋⌋
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+⌊x′′ ⋄ ⌊x′ ⋄ x′′′⌋⌋ + ⌊x′′ ⋄ ⌊x′′′ ⋄ x′⌋⌋ + ⌊x′′′ ⋄ ⌊x′′ ⋄ x′⌋⌋.

By a similar computation, we obtain

x′ ⋄
(

x′′ ⋄ x′′′
)

= ⌊x′ ⋄ ⌊x′′ ⋄ x′′′⌋⌋ + ⌊x′′ ⋄ ⌊x′′′ ⋄ x′⌋⌋ + ⌊x′′ ⋄ ⌊x′ ⋄ x′′′⌋⌋

+⌊x′ ⋄ ⌊x′′′ ⋄ x′′⌋⌋ + ⌊x′′′ ⋄ ⌊x′′ ⋄ x′⌋⌋ + ⌊x′′′ ⋄ ⌊x′ ⋄ x′′⌋⌋.

Now by induction, thei-th term in the expansion of (x′ ⋄ x′′) ⋄ x′′′ matches with

theσ(i)-th term in the expansion ofx′ ⋄ (x′′ ⋄ x′′′). Here the permutationσ ∈ Σ6 is

given by

σ =





1 2 3 4 5 6

1 4 6 3 2 5





. (4.10)

This completes the proof of Theorem4.4.a.

b. The proof follows from the definitionSA(x) = ⌊x⌋ and Eq. (4.5).

c. Let (S, ∗,P) be a symmetric Rota-Baxter algebra with multiplication∗. Let

f : A → S be ak-algebra homomorphism. We will construct ak-linear map

f̄ : FS(A) → S by defining f̄ (x) for x ∈ X∞. We achieve this by defininḡf (x) for

x ∈ Xn, n ≥ 0, inductively onn. For x ∈ X0 := X, define f̄ (x) = f (x). Suppose

f̄ (x) has been defined forx ∈ Xn and considerx in Xn+1 which is, by definition and

Eq. (4.3),

Λ(X,Xn) =
(⋃

r≥1

(X⌊Xn⌋)
r
)⋃(⋃

r≥0

(X⌊Xn⌋)
r X

)

⋃(⋃

r≥1

⌊Xn⌋X)r
)⋃(⋃

r≥0

(⌊Xn⌋X)r⌊Xn⌋)
)

.
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Let x be in the first union component
⋃

r≥1(X⌊Xn⌋)r above. Then

x =
r∏

i=1

(x2i−1⌊x2i⌋)

for x2i−1 ∈ X andx2i ∈ Xn, 1 ≤ i ≤ r. By the construction of the multiplication⋄

and the symmetric Rota-Baxter operatorSA, we have

x = ⋄r
i=1(x2i−1 ⋄ ⌊x2i⌋) = ⋄

r
i=1(x2i−1 ⋄ SA(x2i)).

Define

f̄ (x) = ∗ri=1

(

f̄ (x2i−1) ∗ P
(

f̄ (x2i))
)

. (4.11)

where the right hand side is well-defined by the induction hypothesis. Similarly

define f̄ (x) if x is in the other union components. For anyx ∈ X∞, we haveSA(x) =

⌊x⌋ ∈ X∞, and by the definition of̄f in (Eq. (4.11)), we have

f̄ (⌊x⌋) = f̄ (SA(x)) = P( f̄ (x)). (4.12)

So f̄ commutes with the symmetric Rota-Baxter operator. Combining this equation

with Eq. (4.11) we see that ifx = x1 · · · xb is the standard decomposition ofx, then

f̄ (x) = f̄ (x1) ∗ · · · ∗ f̄ (xb). (4.13)

Note that this is the only possible way to definef̄ (x) in order for f̄ to be a symmetric

Rota-Baxter algebra homomorphism extendingf .

It remains to prove that the map̄f defined in Eq. (4.11) is indeed an algebra homo-
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morphism. For this we only need to check the multiplicity

f̄ (x ⋄ x′) = f̄ (x) ∗ f̄ (x′) (4.14)

for all x, x′ ∈ X∞. For this we use induction on the sum of depthsn := d(x) + d(x′).

Thenn ≥ 0. Whenn = 0, we havex, x′ ∈ X. Then Eq. (4.14) follows from the

multiplicity of f . Assume the multiplicity holds forx, x′ ∈ X∞ with n ≤ k and take

x, x′ ∈ X∞ with n = k + 1. Let x = x1 · · · xb andx′ = x′1 · · · x
′
b′ be the standard

decompositions. Sincen = k + 1 ≥ 1, at least one ofxb andx′b′ is in ⌊X∞⌋. Then by

Eq. (4.5) we have,

f̄ (xb ⋄ x′1) =






f̄ (xbx′1), if xb ∈ X, x′1 ∈ ⌊X∞⌋,

f̄ (xbx′1), if xb ∈ ⌊X∞⌋, x′1 ∈ X,

f̄
(

⌊xb ⋄ x′1⌋ + ⌊x
′

1 ⋄ xb⌋
)

, if xb = ⌊xb⌋, x′1 = ⌊x
′

1⌋ ∈ ⌊X∞⌋.

In the first two cases, the right hand side isf̄ (xb) ∗ f̄ (x′1) by the definition off̄ . In

the third case, we have, by Eq. (4.12), the induction hypothesis and the symmetric

Rota-Baxter relation of the operatorP onS,

f̄
(

⌊xb ⋄ x′1⌋ + ⌊x
′

1 ⋄ xb⌋
)

= f̄ (⌊xb ⋄ x′1⌋) + f̄ (⌊x′1 ⋄ xb⌋)

=P( f̄ (xb ⋄ x′1)) + P( f̄ (x′1 ⋄ xb))

=P( f̄ (xb) ∗ f̄ (x′1)) + P( f̄ (x′1) ∗ f̄ (xb))

=P( f̄ (xb) ∗ f̄ (⌊x′1⌋)) + P( f̄ (x′1) ∗ f̄ (⌊xb⌋))

=P( f̄ (xb) ∗ P( f̄ (x′1))) + P( f̄ (x′1) ∗ P( f̄ (xb)))

=P( f̄ (xb)) ∗ P( f̄ (x′1))
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= f̄ (⌊xb⌋) ∗ f̄ (⌊x′1⌋)

= f̄ (xb) ∗ f̄ (x′1).

Thereforef̄ (xb ⋄ x′1) = f̄ (xb) ∗ f̄ (x′1). Then

f̄ (x ⋄ x′) = f̄
(

x1 · · · xb−1(xb ⋄ x′1)x
′
2 · · · x

′
b′
)

= f̄ (x1) ∗ · · · ∗ f̄ (xb−1) ∗ f̄ (xb ⋄ x′1) ∗ f̄ (x′2) ∗ · · · ∗ f̄ (x′b′)

= f̄ (x1) ∗ · · · ∗ f̄ (xb−1) ∗ f̄ (xb) ∗ f̄ (x′1) ∗ f̄ (x′2) ∗ · · · ∗ f̄ (x′b′)

= f̄ (x) ∗ f̄ (x′).

This is what we need. �

4.2 Free symmetric Rota-Baxter algebras over a module or a set

We first obtain a symmetric Rota–Baxter algebra structure onplanar rooted forests

and their various subsets. This allows us to give a uniform construction of free

symmetric Rota–Baxter algebras in different settings (modules, sets, etc) in§4.2.3.

For other variations of this construction, see [5, 22, 34]. The following standard

descriptions for rooted forests are partially drawn from [36].

4.2.1 Planar rooted forests

For the convenience of the reader and for fixing notations, werecall basic concepts

and facts of planar rooted trees. For references, see [18, 60].

A (free) tree is an undirected graph that is connected and contains no cycles. A
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rooted tree is a free tree in which a particular vertex has been distinguished as the

root. Such a distinguished vertex endows the tree with a directedgraph structure

when the edges of the tree are given the orientation of pointing away from the root.

If two vertices of a rooted tree are connected by such an oriented edge, then the

vertex on the side of the root is called theparent and the vertex on the opposite

side of the root is called achild. A vertex with no children is called aleaf. By our

convention, in a tree with only one vertex, this vertex is a leaf, as well as the root.

The number of edges in a path connecting two vertices in a rooted tree is called the

length of the path. Thedepth d(T) (or height) of a rooted treeT is the length of

the longest path from its root to its leafs. Aplanar rooted tree is a rooted tree with

a fixed embedding into the plane.

There are two ways to draw planar rooted trees. In the first way, all vertices are

represented by a dot and the root is usually at the top of the tree. The following list

shows the first few of them.

· · ·

Note that we distinguish the sides of the trees (i.e. the sixth tree above is different

from the seventh), so the trees are planar. The tree• with only the root is called the

empty tree. This method is used, for example, in the above references [18, 60] and

in the Hopf algebra of non-planar rooted trees of Connes and Kreimer [9, 10].

In the second way the leaf vertices are removed with only the edges leading to them
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left, and the root, placed at the bottom in opposite to the first drawing, gets an extra

edge pointing down. The following list shows the first few of them.

· · ·

This is used, for example in the Hopf algebra of planar rootedtrees of Loday and

Ronco [46, 48] and noncommutative variation of the Connes-Kreimer Hopf alge-

bra [41, 31]. In the following we will mostly use the first method.

LetT be the set of planar rooted trees and letF be the free semigroup generated byT

in which the product is denoted by⊔, called the concatenation. Thus each element

in F is a noncommutative productT1 ⊔ · · · ⊔ Tn consisting of treesT1, · · · ,Tn ∈ T,

called aplanar rooted forest. We also use the abbreviation

T⊔n = T ⊔ · · · ⊔ T
︸        ︷︷        ︸

n terms

. (4.15)

Remark 4.1. For the rest of this chapter and§6, a tree or forest means a planar

rooted one unless otherwise specified.

We use the (grafting)brackets⌊T1⊔· · ·⊔Tn⌋ to denote the tree obtained bygrafting ,

that is, by adding a new root together with an edge from the newroot to the root

of each of the treesT1, · · · ,Tn. This is theB+ operator in the work of Connes and

Kreimer [10]. The operation is also denoted byT1∨· · ·∨Tn in some other literatures,

such as in Loday and Ronco [46, 48]. Note that our operation⊔ is different from∨.

Their relation is

⌊T1 ⊔ · · · ⊔ Tn⌋ = T1 ∨ · · · ∨ Tn.
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As an opposite operation, we use the (degrafting)bar F to denote the forest ob-

tained bydegrafting, that is, by deleting the root with its edges.

See [34] for a general framework of such algebraic structures with operators.

The depth of a forestF is the maximal depth d= d(F) of trees inF. Clearly,

d(⌊F⌋) = d(F) + 1. The trees in a forestF are called root branches of⌊F⌋. Further-

more, for a forestF = T1 ⊔ · · · ⊔ Tb with treesT1, · · · ,Tb, we defineb = b(F) to be

thebreadth of F. Let ℓ(F) be the number of leafs ofF. Then

ℓ(F) =
b∑

i=1

ℓ(Ti). (4.16)

We will often use the following recursive structure on forests. For any subsetX of

F, let 〈X〉 be the sub-semigroup ofF generated byX. Let F0 = 〈•〉, consisting of

forests•⊔n, n ≥ 0. These are also the forests of depth zero. Then recursivelydefine

Fn = 〈{•} ∪ ⌊Fn−1⌋〉. (4.17)

It is clear thatFn is the set of forests with depth less or equal ton. From this

observation, we see thatFn form a linear ordered direct system:Fn ⊇ Fn−1, and

F = ∪n≥0Fn = lim
−→

Fn. (4.18)
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4.2.2 Symmetric Rota-Baxter operators on rooted forests

In this section, we are going to define the product⋄ on k F, making{kF, ⋄} into a

symmetric Rota–Baxter algebra. We define⋄ by giving a set map

⋄ : F × F → k F

and then extend it bilinearly. For this, we use the depth filtrationF = ∪n≥0Fn in

Eq. (4.18) and apply induction oni + j to define

⋄ : Fi × F j → k F.

Wheni + j = 0, we haveFi = F j = 〈•〉. With the notation in Eq. (4.15), we define

⋄ : F0 × F0→ k F, •⊔m ⋄ •⊔n := •⊔(m+n−1). (4.19)

For a givenk ≥ 0, suppose that⋄ : Fi × F j → k F is defined fori + j ≤ k. Consider

forestsF, F′ with d(F) + d(F′) = k+ 1.

First assume thatF andF′ are trees. Note that a tree is either• or is of the form⌊F⌋

for a forestF of smaller depth. Thus we can define

F ⋄ F′ =






F, if F′ = •,

F′, if F = •,

⌊F ⋄ F′⌋ + ⌊F
′
⋄ F⌋, if F = ⌊T⌋, F′ = ⌊T

′
⌋,

(4.20)
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since for the two products on the right hand of the third equation, the sums

d(F) + d(F′), d(F
′
) + d(F) (4.21)

are both equal tok. Note that in every case above,F ⋄F′ is a tree or a sum of trees.

Now consider arbitrary forestsF = T1 ⊔ · · · ⊔ Tb and F′ = T′1 ⊔ · · · ⊔ T′b′ with

d(F) + d(F′) = k+ 1. We then define

F ⋄ F′ = T1 ⊔ · · · ⊔ Tb−1 ⊔ (Tb ⋄ T′1) ⊔ T′2 · · · ⊔ Tb′ (4.22)

whereTb ⋄ T′1 is defined by Eq. (4.20). By the remark after Eq. (4.21), F ⋄ F′ is in

k F. This completes the definition of the set map⋄ onF × F.

As an example, we have

⋄ = ⌊ ⊔ ⌋ ⋄ ⌊ ⌋ = ⌊( ⊔ ) ⋄ ⌊ ⌋⌋ + ⌊ ⋄ ⌊ ⊔ ⌋⌋ = + (4.23)

We record the following simple properties of⋄ for later applications.

Lemma 4.7. Let F, F′, F′′ be forests.

(a) (F ⊔ F′) ⋄ F′′ = F ⊔ (F′ ⋄ F′′), F′′ ⋄ (F ⊔ F′) = (F′′ ⋄ F) ⊔ F′.

(b) ℓ(F ⋄ F′) = ℓ(F) + ℓ(F′) − 1.

So k F with the operations⊔ and⋄ forms a 2-associative algebra in the sense of

[49, 52].

Proof. (a). Let F = T1 ⊔ · · · ⊔ Tb, F′ = T′1 ⊔ · · · ⊔ T′b′ andF′′ = T′′1 ⊔ · · · ⊔ T′′b′′

be the decomposition of the forests into trees. Since⊔ is an associative product, by
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Eq. (4.22) we have,

(F ⊔ F′) ⋄ F′′ = (T1 ⊔ · · · ⊔ Tb ⊔ T′1 ⊔ · · · ⊔ T′b′) ⋄ (T′′1 ⊔ T′′2 ⊔ · · · ⊔ T′′b′′)

= T1 ⊔ · · · ⊔ Tb ⊔ T′1 ⊔ · · · ⊔ T′b′−1 ⊔ (T′b′ ⋄ T′′1 ) ⊔ T′′2 ⊔ · · · ⊔ T′′b′′

= (T1 ⊔ · · · ⊔ Tb) ⊔ (T′1 ⊔ · · · ⊔ T′b′−1 ⊔ (T′b′ ⋄ T′′1 ) ⊔ T′′2 ⊔ · · · ⊔ T′′b′′)

= F ⊔ (F′ ⋄ F′′).

The proof of the second equation is the same.

(b). We prove by induction on the summ := d(F) + d(F′). Whenm= 0, it follows

from Eq. (4.19). Assume that the equation holds for allF andF′ with m ≤ k and

considerF andF′ with d(F) + d(F′) = k+ 1.

If F andF′ are trees, then the equation holds by Eq. (4.20), the induction hypothesis

and the fact thatℓ(⌊F⌋) = ℓ(F) for a forestF. Then for forestsF andF′, the equation

follows from Eq. (4.22) and Eq. (4.16) �

Note thatℓ(F ⋄ F′) is defined as the number of leafs of either tree of the right hand

side if there are more than one tree, and each tree on the righthand side has the

same number of leafs.

Extending⋄ bilinearly, we obtain a binary operation

⋄ : k F ⊗ k F → k F.

For F ∈ F, we use the grafting operation to define

PF(F) = ⌊F⌋. (4.24)
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ThenPF extends to a linear operator onk F.

The following is our first main result in this chapter and willbe proved in the next

subsection.

Theorem 4.8. (a) The pair(k F, ⋄) is an associative algebra.

(b) The triple(k F, ⋄,PF) is a symmetric Rota–Baxter algebra.

4.2.3 The proof of Theorem4.8

Proof. (a). By Definition (4.20), • is the identity under the product⋄. So we just

need to verify the associativity. For this we only need to verify

(F ⋄ F′) ⋄ F′′ = F ⋄ (F′ ⋄ F′′) (4.25)

for forestsF, F′, F′′ ∈ F. We will accomplish this by induction on the sum of the

depthsn := d(F) + d(F′) + d(F′′). If n = 0, then all ofF, F′, F′′ have depth zero

and so are inF0 = 〈•〉, the sub-semigroup ofF generated by•. Then we have

F = •⊔i, F′ = •⊔i′ andF′′ = •⊔i′′ , for i, i′, i′′ ≥ 1. Then the associativity follows

from Eq. (4.19) since both sides of Eq. (4.25) is •⊔(i+i′+i′′−2).

Let k ≥ 1. Assume Eq. (4.25) holds forn ≤ k and assume thatF, F′, F′′ ∈ F satisfy

n = d(F) + d(F′) + d(F′′) = k+ 1.We next reduce the breadths of the forests.

Lemma 4.9. If the associativity

(F ⋄ F′) ⋄ F′′ = F ⋄ (F′ ⋄ F′′)

holds when F, F′ and F′′ are trees, then it holds when they are forests.
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Proof. We use induction on the sum of breadthsm := b(F) + b(F′) + b(F′′). Then

m≥ 3. The case whenm= 3 is the assumption of the lemma. Assume the associa-

tivity holds for 3≤ m ≤ j and takeF, F′, F′′ ∈ F with m = j + 1. Then j + 1 ≥ 4.

So at least one ofF, F′, F′′ has breadth greater than or equal to 2.

First assumeb(F) ≥ 2. ThenF = F1 ⊔ F2 with F1, F2 ∈ F. Thus by Lemma4.7,

(F ⋄F′)⋄F′′ = ((F1⊔F2)⋄F′)⋄F′′ = (F1⊔ (F2⋄F′))⋄F′′ = F1⊔ ((F2⋄F′)⋄F′′).

Similarly,

F ⋄ (F′ ⋄ F′′) = (F1 ⊔ F2) ⋄ (F′ ⋄ F′′) = F1 ⊔ (F2 ⋄ (F′ ⋄ F′′)).

Thus

(F ⋄ F′) ⋄ F′′ = F ⋄ (F′ ⋄ F′′)

whenever

(F2 ⋄ F′) ⋄ F′′ = F2 ⋄ (F′ ⋄ F′′)

which follows from the induction hypothesis. A similar proof works if b(F′′) ≥ 2.

Finally if b(F′) ≥ 2, thenF′ = F′1 ⊔ F′2 with F′1, F′2 ∈ F. Using Lemma4.7

repeatedly, we have

(F ⋄ F′) ⋄ F′′ = (F ⋄ (F′1⊔ F′2)) ⋄ F′′ = ((F ⋄ F′1)⊔ F′2) ⋄ F′′ = (F ⋄ F′1)⊔ (F′2 ⋄ F′′).

In the same way, we haveF ⋄ (F′ ⋄ F′′) = (F ⋄ F′1) ⊔ (F′2 ⋄ F′′). This again proves

the associativity. �
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To summarize, our proof of the associativity (4.25) has been reduced to the special

case when the forestsF, F′, F′′ ∈ F are chosen such that

(a) n := d(F)+d(F′)+d(F′′) = k+1 ≥ 1 with the assumption that the associativity

holds whenn ≤ k, and

(b) the forests are of breadth one, that is, they are trees.

If either one of the trees is•, the identity under the product⋄, then the associativity

is clear. So it remains to consider the case whenF, F′, F′′ are all in ⌊F⌋. Then

F = ⌊F⌋, F′ = ⌊F
′
⌋, F′′ = ⌊F

′′
⌋with F, F

′
, F
′′
∈ F. To deal with this case, we prove

the following general fact on symmetric Rota–Baxter operators on not necessarily

associative algebras.

Lemma 4.10. Let R be ak-module with a multiplication· that is not necessarily

associative. Let⌊ ⌋R : R → R be ak-linear map such that the symmetric Rota–

Baxter identity holds:

⌊x⌋R · ⌊x
′⌋R =

⌊

x · ⌊x′⌋R
⌋

R +
⌊

x′ · ⌊x⌋R
⌋

R∀ x, x′ ∈ R. (4.26)

Let x, x′ and x′′ be in R. If

(x · x′) · x′′ = x · (x′ · x′′),

then we say that(x, x′, x′′) is an associative triple for the product·. For any

y, y′, y′′ ∈ R, if all the triples

(y, ⌊y′⌋R, ⌊y
′′⌋R), (y′, ⌊y⌋R, y

′′), (y′, ⌊y′′⌋R, ⌊y⌋R), (y′′, ⌊y′⌋R, ⌊y⌋R) (4.27)
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are associative triples for·, then(⌊y⌋R, ⌊y′⌋R, ⌊y′′⌋R) is an associative triple for·.

Proof. Using Eq. (4.26) and bilinearity of the product·, we have

(⌊y⌋R · ⌊y
′⌋R) · ⌊y′′⌋R =

(

⌊y · ⌊y′⌋R + ⌊y
′ · ⌊y⌋R⌋R

)

· ⌊y′′⌋R

= ⌊y · ⌊y′⌋R⌋R · ⌊y
′′⌋R + ⌊y

′ · ⌊y⌋R⌋R · ⌊y
′′⌋R

= ⌊
(

y · ⌊y′⌋R
)

· ⌊y′′⌋R⌋R + ⌊y
′′ · ⌊y · ⌊y′⌋R⌋R⌋R

+⌊
(

y′ · ⌊y⌋R
)

· ⌊y′′⌋R⌋R+ ⌊y
′′ · ⌊y′ · ⌊y⌋R⌋R⌋R.

Applying the associativity of the triples in Eq. (4.27) to
(

y · ⌊y′⌋R
)

· ⌊y′′⌋R and
(

y′ ·

⌊y⌋R
)

· ⌊y′′⌋R above and then using Eq. (4.26) again, we have

(⌊y⌋R · ⌊y
′⌋R) · ⌊y′′⌋R

= ⌊y⌊y′⌊y′′⌋R⌋R⌋R + ⌊y⌊y
′′⌊y′⌋R⌋R⌋R + ⌊y

′′⌊y⌊y′⌋R⌋R⌋R

+⌊y′⌊y⌊y′′⌋R⌋R⌋R+ ⌊y
′⌊y′′⌊y⌋R⌋R⌋R + ⌊y

′′⌊y′⌊y⌋R⌋R⌋R.

By a similar calculation, we have

⌊y⌋R ·
(

⌊y′⌋R · ⌊y
′′⌋R

)

= ⌊y⌊y′⌊y′′⌋R⌋R⌋R + ⌊y
′⌊y′′⌊y⌋R⌋R⌋R + ⌊y

′⌊y⌊y′′⌋R⌋R⌋R

+⌊y⌊y′′⌊y′⌋R⌋R⌋R+ ⌊y
′′⌊y′⌊y⌋R⌋R⌋R + ⌊y

′′⌊y⌊y′⌋R⌋R⌋R.

Now by the associativity of the triples in Eq. (4.27), the i-th term in the expansion
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of (⌊y⌋R · ⌊y′⌋R) · ⌊y′′⌋R matches with theσ(i)-th term in the expansion of⌊y⌋R ·
(

⌊y′⌋R ·

⌊y′′⌋R
)

. Here the permutationσ ∈ Σ6 is





i

σ(i)





=





1 2 3 4 5 6

1 4 6 3 2 5





. (4.28)

This proves the lemma. �

To continue the proof of Theorem4.8, we apply Lemma4.10to the situation where

R is k F with the multiplication· = ⋄, the symmetric Rota–Baxter operator⌊ ⌋R =

⌊ ⌋ and the triple (y, y′, y′′) = (F, F
′
, F
′′
). By the induction hypothesis onn, all

the triples in Eq. (4.27) and are associative for⋄. So by Lemma4.10, the triple

(F, F′, F′′) is associative for⋄. This completes the induction and therefore the proof

of the first part of Theorem4.8.

(b). We just need to prove thatPF(F) = ⌊F⌋ is a symmetric Rota–Baxter operator

This is immediate from Eq. (4.20). �

We will construct the free symmetric Rota–Baxter algebra ona k-module or on a

set by expressing elements in the symmetric Rota–Baxter algebra in terms of forests

from § 4.2, in addition with angles decorated by elements from thek-module or set.

These decorated forests will be introduced in§ 4.2.4. The free symmetric Rota–

Baxter algebra will be constructed in§ 4.2.5. When thek-module is taken to be

free on a set, we obtain the free symmetric Rota–Baxter algebra on the set. This

will be discussed in§ 4.2.6.
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4.2.4 Rooted forests with angular decorations by a module

Let M be a non-zerok-module. LetF be inF with ℓ leafs. We letM⊗F denote the

tensor powerM⊗(ℓ−1) labeled byF. In other words,

M⊗F = {(F;m) | m ∈ M⊗(ℓ−1)} (4.29)

with thek-module structure coming from the second component and withthe con-

vention thatM⊗0 = k. We can think ofM⊗F as the tensor power ofM with exponent

F with the usual tensor powerM⊗n, n ≥ 0, corresponding toM⊗F whenF is the for-

est•⊔(n+1).

Definition 4.11. We callM⊗F themodule of the forestF with angular decoration

by M, and call (F;m), for m ∈ M⊗(ℓ(F)−1), anangularly decorated forestF with

the decoration tensorm.

Also define the depth and breadth of (F;m) by

d(F;m) = d(F), b(F;m) = b(F).

Definition 4.11is justified by the following tree interpretation ofM⊗F . Let (F;m)

be an angularly decorated forest with a pure tensorm = a1 ⊗ · · · ⊗ aℓ−1 ∈ M⊗(ℓ−1),

ℓ ≥ 2. We picture (F;m) as the forestF with its angles between adjacent leafs

(either from the same tree or from adjacent trees) decoratedby a1, · · · , aℓ−1 from

the left most angle to the right most angle. Ifℓ(F) = 1, soF is a ladder tree with

only one leaf, then (F; a), a ∈ k, is interpreted as the multipleaF of the ladder tree
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F. For example, we have

(

; x
)

= ,
(

; x⊗y
)

= ,
(

⊔ ; x⊗y
)

= ⊔x ,
(

; a
)

= a .

Whenm =
∑

i mi is not a pure tensor, but a sum of pure tensorsmi in M⊗(ℓ−1), we

can picture (F;m) as a sum
∑

i(F;mi) of the forestF with decorations from the pure

tensors. Likewise, ifF is a linear combination
∑

i ciFi of forestsFi with the same

number of leavesℓ and ifm = a1⊗· · ·⊗aℓ−1 ∈ M⊗(ℓ−1), we also use (F;m) to denote

the linear combination
∑

i ci(Fi;m). For example,

(

+ ⊔ ; x⊗ y
)

= + ⊔x .

Let (F;m) be an angular decoration of the forestF by a pure tensorm. Let F =

T1 ⊔ · · · ⊔ Tb be the decomposition ofF into trees. We consider the corresponding

decomposition of decorated forests. Ifb = 1, thenF is a tree and (F;m) has no

further decompositions. Ifb > 1, then there is the relation

ℓ(F) = ℓ(T1) + · · · + ℓ(Tb).

Denoteℓi = ℓ(Ti), 1 ≤ i ≤ b. Then

(T1; a1⊗ · · · ⊗ aℓ1−1), (T2; aℓ1+1⊗ · · · ⊗ aℓ1+ℓ2−1), · · · , (Tb; aℓ1+···+ℓb−1+1⊗ · · · ⊗ aℓ1+···+ℓb)

are well-defined angularly decorated trees for the treesTi with ℓ(Ti) > 1. If ℓ(Ti) =

1, thenaℓi−1+ℓi−1 = aℓi−1 and we use the convention (Ti; aℓi−1+ℓi−1) = (Ti; 1). With this
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convention, we have,

(F; a1 ⊗ · · · ⊗ aℓ−1) = (T1; a1 ⊗ · · · ⊗ aℓ1−1) ⊔aℓ1
(T2; aℓ1+1 ⊗ · · · ⊗ aℓ1+ℓ2−1) ⊔aℓ1+ℓ2

· · · ⊔aℓ1+···+ℓb−1
(Tb; aℓ1+···+ℓb−1+1 ⊗ · · · ⊗ aℓ1+···+ℓb).

We call this thestandard decompositionof (F;m) and abbreviate it as

(F;m) = (T1;m1) ⊔u1 (T2;m2) ⊔u2 · · · ⊔ub−1 (Tb;mb). (4.30)

In other words,

(Ti;mi) =






(Ti; aℓ1+···+ℓi−1+1 ⊗ · · · ⊗ aℓ1+···+ℓi−1), ℓi > 1, i < b,

(Ti; aℓ1+···+ℓi−1+1 ⊗ · · · ⊗ aℓ1+···+ℓi ), ℓi > 1, i = b,

(Ti; 1), ℓi = 1

(4.31)

andui = aℓ1+···+ℓi . For example,

(

⊔ ⊔ ; v⊗ x⊗ w⊗ y
)

=
(

; 1
)

⊔v
(

; x) ⊔w
(

; y
)

= ⊔v ⊔w

We display the following simple property for later applications.

Lemma 4.12. Let F , •. In the standard decomposition (4.30) of (F;m), if Ti = •

for some1 ≤ i ≤ b, then b> 1 and the corresponding factor(Ti ;mi) is (Ti; 1).

Proof. Let F , • and letF = T1 ⊔ · · · ⊔Tb be its standard decomposition. Suppose

Ti = • for some 1≤ i ≤ b andb = 1. ThenF = Ti = •, a contradiction. Sob > 1,

and by our convention, (Ti;mi) = (Ti; •). �
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4.2.5 Free symmetric Rota–Baxter algebras on a module as decorated forests

We define thek-module

X
NC(M) =

⊕

F∈F

M⊗F.

and define a product⋄ onX
NC(M) by using the product⋄ onF in Section4.2.2.

Let T(M) = ⊕n≥0M⊗n be the tensor algebra and let⊗ be its product, so form ∈ M⊗n

andm′ ∈ M⊗n′ , we have

m⊗m′ =






m ⊗m′ ∈ M⊗n+n′ , if n > 0, n′ > 0,

mm
′ ∈ M⊗n′ , if n = 0, n′ > 0,

m
′
m ∈ M⊗n, if n > 0, n′ = 0,

m
′
m ∈ k, if n = n′ = 0.

(4.32)

Here the products in the second and third case are scalar product and in the fourth

case is the product ink. In other words,⊗ identifiesk ⊗ M andM ⊗ k with M by

the structure mapsk ⊗ M → M andM ⊗ k → M of thek-moduleM.

Definition 4.13. For tensorsD = (F;m) ∈ M⊗F andD′ = (F′;m′) ∈ M⊗F′ , define

D⋄D′ = (F ⋄ F′;m⊗m′). (4.33)

The right hand side is well-defined sincem⊗m′ has tensor degree

deg(m⊗m′) = deg(m) + deg(m′) = ℓ(F) − 1+ ℓ(F′) − 1

which equalsℓ(F ⋄ F′) − 1 by Lemma4.7.(b). For example, from Eq. (4.23) we
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have

⋄ = + . (4.34)

By Eq. (4.19) – (4.22), we have a more explicit expression.

D⋄D′ =






(•; cc′), if D = (•; c),D′ = (•; c′),

(F; c′m), if D′ = (•, c′), F , •,

(F′; cm′), if D = (•, c), F′ , •,

(F ⋄ F′;m ⊗m′), if F , •, F′ , •.

(4.35)

We can describe⋄ even more explicitly in terms of the standard decompositions in

Eq. (4.30) of D = (F;m) andD′ = (F′;m′) for pure tensorsm andm′:

D = (F;m) = (T1;m1) ⊔u1 (T2;m2) ⊔u2 · · · ⊔ub−1 (Tb;mb),

D′ = (F′;m′) = (T′1;m
′
1) ⊔u′1

(T′2;m
′
2) ⊔u′2

· · · ⊔u′
b′−1

(T′b′ ;m
′
b′).

Then by Eq. (4.19) – (4.22) and Eq. (4.33) – (4.35), it is easy to see that the product

⋄ can be defined by induction on the sum of the depths d= d(F) and d′ = d(F′)

as follows: If d+ d′ = 0, thenF = •⊔i andF′ = •⊔ j for i, j ≥ 1. If i = 1, then

D = (F;m) = (•; c) = c(•; 1) and we defineD⋄D′ = cD′ = (F′; cm′). Similarly

defineD⋄D′ if j = 1. If i > 1 and j > 1, then (F;m) = (•; 1)⊔u1 · · · ⊔ub−1 (•; 1) with

u1, · · · , ub−1 ∈ M. Similarly, (F′;m′) = (•; 1) ⊔u′1
· · · ⊔u′

b′−1
(•; 1). Then define

(F;m) ⋄ (F′;m′) = (•; 1) ⊔u1 · · · ⊔ub−1 (•; 1) ⊔u′1
· · · ⊔u′

b′−1
(•; 1).
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SupposeD ⋄D′ has been defined for allD = (F;m) andD′ = (F′;m′) with d(F) +

d(F′) ≤ k and considerD andD′ with d(F) + d(F′) = k+ 1. Then we define

D⋄D′ = (T1;m1) ⊔u1 · · · ⊔ub−1

(

(Tb;mb)⋄(T
′
1;m

′
1)
)

⊔u′1
· · · ⊔u′

b′−1
(T′b′ ;m

′
b′) (4.36)

where

(Tb;mb)⋄(T
′
1;m

′
1) (4.37)

=






(•; 1), if Tb = T′1 = • (somb = m
′
1 = 1),

(Tb,mb), if T′1 = •,Tb , •,

(T′1,m
′
1), if T′1 , •,Tb = •,

⌊(Fb;mb)⋄(T′1;m
′
1)⌋ + ⌊(F

′

1;m
′
1)⋄(Tb;mb)⌋, if T′1 = ⌊F

′

1⌋ , •,Tb = ⌊Fb⌋ , •.

In the last case, we have applied the induction hypothesis ond(F) + d(F′) to define

the terms in the brackets on the right hand side. Further, for(F;m) ∈ M⊗F , define

⌊(F;m)⌋ = (⌊F⌋;m). This is well-defined sinceℓ(F) = ℓ(⌊F⌋).

The product⋄ is clearly bilinear. So extending it biadditively, we obtain a binary

operation

⋄ : XNC(M) ⊗X
NC(M)→X

NC(M).

For (F;m) ∈ M⊗F , define

PM(F;m) = ⌊(F;m)⌋ = (⌊F⌋ ;m) ∈ M⊗⌊F⌋. (4.38)

As commented above, this is well-defined. ThusPM defines a linear operator on

X
NC(M). Note that the right hand side is also (PF(F);m) with PF defined in
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Eq. (4.24). Let

jM : M →X
NC(M) (4.39)

be thek-module map sendinga ∈ M to (• ⊔ •; a).

Theorem 4.14.Let M be ak-module.

(a) The pair(XNC(M), ⋄) is an associative algebra.

(b) The triple(XNC(M), ⋄,PM) is a symmetric Rota–Baxter algebra.

(c) The quadruple(XNC(M), ⋄,PM, jM) is the free symmetric Rota–Baxter alge-

bra on the module M. More precisely, for any symmetric Rota–Baxter alge-

bra (R,P) and module morphism f: M → R, there is a unique symmetric

Rota–Baxter algebra morphism̄f : XNC(M)→ R such that f= f̄ ◦ jM.

Proof. (a) By definition, (•, 1) is the unit of the multiplication⋄. For the associa-

tivity of ⋄ onX
NC(M) we only need to prove

(D⋄D′)⋄D′′ = D⋄(D′⋄D′′)

for any angularly decorated forestsD = (F;m) ∈ M⊗F,D′ = (F′;m′) ∈ M⊗F′ and

D′′ = (F′′;m′′) ∈ M⊗F′′ . Then by Eq. (4.33), we have

(D⋄D′)⋄D′′ =
(

(F ⋄ F′) ⋄ F′′; (m⊗m′)⊗m′′
)

,

D⋄(D′⋄D′′) =
(

F ⋄ (F′ ⋄ F′′);m⊗(m′⊗m′′)
)

.

The first components of the two right hand sides agree since the product⋄ is asso-

ciative by Theorem4.8. The second component of the two right hand sides agree
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because the product⊗ in Eq. (4.32) for the tensor algebraT(M) :=
⊕

n≥0 M⊗n is

also associative. This proves the associativity of⋄.

(b). The symmetric Rota–Baxter relation of⌊ ⌋ onX
NC(M) follows from the sym-

metric Rota–Baxter relation of⌊ ⌋ on k F in Theorem4.8. More specifically, it is

the last equation in Eq (4.37).

(c). Let (R,P) be a symmetric Rota–Baxter algebra. Let∗ be the multiplication in

R and let1R be its unit. Let f : M → R be ak-module map. We will construct a

k-linear mapf̄ : X
NC(M) → R by defining f̄ (D) for D = (F;m) ∈ M⊗F . We will

achieve this by induction on the depth d(F) of F.

If d(F) = 0, thenF = •⊔i for somei ≥ 1. If i = 1, thenD = (•; c), c ∈ k. Define

f̄ (D) = c1R. In particular, definef̄ (•; 1) = 1R. Then f̄ sends the unit to the unit. If

i ≥ 2, thenD = (F;m) with m = a1 ⊗ · · · ⊗ an ∈ M⊗n wheren+ 1 is the number of

leafsℓ(F). Then we definēf (D) = f (a1) ∗ · · · ∗ f (an). In particular, f̄ ◦ jM = f .

Assume thatf̄ (D) has been defined for allD = (F;m) with d(F) ≤ k and let

D = (F;m) with d(F) = k + 1. SoF , •. Let D = (T1;m1) ⊔u1 · · · ⊔ub−1 (Tb;mb)

be the standard decomposition ofD given in Eq. (4.30). For each 1≤ i ≤ b, Ti is a

tree, so it is either• or is of the form⌊F i⌋ for another forestF i. By Lemma4.12, if

Ti = •, thenb > 1 andmi = 1. We accordingly define

f̄ (Ti;mi) =






1R, if Ti = •,

P( f̄ (F i;mi)), if Ti = ⌊F i⌋.
(4.40)

In the later case, (F i;mi) is a well-defined angularly decorated forest sinceF i has

the same number of leafs as the number of leafs ofTi, and thenf̄ (F i;mi) is defined
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by the induction hypothesis since d(F i) = d(Ti) − 1 ≤ k. Therefore we can define

f̄ (D) = f̄ (T1;m1) ∗ f (u1) ∗ · · · ∗ f (ub−1) ∗ f̄ (Tb;mb). (4.41)

For anyD = (F;m) ∈ M⊗F, we havePM(D) = (⌊F⌋;m) ∈ X
NC(M), and by the

definition of f̄ in Eq. (4.40) and (4.41), we have

f̄ (⌊D⌋) = P( f̄ (D)). (4.42)

So f̄ commutes with the symmetric Rota–Baxter operators.

Further, Eq. (4.40) and (4.41) are clearly the only way to definēf in order for f̄ to

be a symmetric Rota–Baxter algebra homomorphism that extends f .

It remains to prove that the map̄f defined in Eq. (4.41) is indeed an algebra homo-

morphism. For this we only need to check the multiplicativity

f̄ (D⋄D′) = f̄ (D) ∗ f̄ (D′) (4.43)

for all angularly decorated forestsD = (F;m),D′ = (F′;m′) with pure tensorsm

andm′. Let

(F;m) = (T1;m1) ⊔u1 (T2;m2) ⊔u2 · · · ⊔ub−1 (Tb;mb)

and

(F′;m′) = (T′1;m
′
1) ⊔u′1

(T′2;m
′
2) ⊔u′2

· · · ⊔u′
b′−1

(T′b′ ;m
′
b′)

be their standard decompositions.
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We first note that, sincēf sends the identity (•; 1) of XNC(M) to the identity1R of

R, the multiplicativity is clear if either one ofD or D′ is in (•; k), that is, if either

one ofF or F′ is •. So we only need to verify the multiplicativity whenF , • and

F′ , •.

We further make the following reduction. By Eq. (4.41) and Eq. (4.36), we have

f̄ (D⋄D′) = f̄ (T1;m1) ∗ f (u1) ∗ · · · ∗ f (ub−1)

∗ f̄
(

(Tb;mb)⋄(T
′
1;m

′
1)
)

∗ f (u′1) ∗ · · · ∗ f (u′b′−1) ∗ f̄ (T′b′ ;m
′
b′)

and

f̄ (D) ∗ f̄ (D′) = f̄ (T1;m1) ∗ f (u1) ∗ · · · ∗ f (ub−1)

∗ f̄ (Tb;mb) ∗ f̄ (T′1;m
′
1) ∗ f (u′1) ∗ · · · ∗ f (u′b′−1) ∗ f̄ (T′b′ ;m

′
b′).

We thus have

f̄ ((F;m)⋄(F′;m′)) = f̄ (F;m) ∗ f̄ (F′;m′) (4.44)

if and only if

f̄ ((Tb, ;mb)⋄(T
′
1;m

′
1)) = f̄ (Tb;mb) ∗ f̄ (T′1;m

′
1). (4.45)

So we only need to prove Eq. (4.45). For this we use induction on the sum of depths

n := d(Tb) + d(T′1) of Tb andT′1. Thenn ≥ 0. Whenn = 0, we haveTb = T′1 = •.

So by Lemma4.12, we haveb > 1, b′ > 1, and

(Tb;mb) = (T′1;m
′
1) = (Tb;mb)⋄(T

′
1;m

′
1) = (•; 1).
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Then

f̄ (Tb;mb) = f̄ (T′1;m
′
1) = f̄ ((Tb;mb)⋄(T

′
1;m

′
1)) = 1R.

Thus Eq. (4.45) and hence Eq. (4.44) holds.

Assume that the multiplicativity holds forD andD′ in M⊗F with n = d(Tb)+d(T′1) ≤

k and takeD,D′ ∈ M⊗F with n = k + 1. Son ≥ 1. Then at least one of d(Tb) and

d(T′1) is not zero. If exactly one of them is zero, so exactly one ofTb andT′1 is •,

then by Eq. (4.37),

(Tb;mb)⋄(T
′
1;m

′
1) =






(Tb;mb), if T′1 = •,Tb , •,

(T′1;m
′
1), if T′1 , •,Tb = •.

Then

f̄ ((Tb;mb)⋄(T
′
1;m

′
1)) =






f̄ (Tb;mb), if T′1 = •,Tb , •,

f̄ (T′1;m
′
1), if T′1 , •,Tb = •.

Then Eq. (4.45) and hence (4.44) holds since one factor in̄f (Tb;mb) ∗ f̄ (T′1;m
′
1) is

1R.

If neither d(Tb) nor d(T′1) is zero, thenTb = ⌊Fb⌋ andT′1 = ⌊F
′

1⌋ for some forestsFb

andF
′

1 in F. Then (Tb;mb) = ⌊(Fb;mb)⌋ and (T′1;m
′
1) = ⌊(F

′

1;m
′
1)⌋. We will take

care of this case by the following lemma.

Lemma 4.15. Let (R1,P1) and (R2,P2) be not necessarily associativek-algebras

R1 and R2 together withk-linear endomorphisms P1 and P2 that each satisfies the

symmetric Rota–Baxter identity in Eq. (3.1). Let g : R1 → R2 be ak-linear map

such that

g ◦ P1 = P2 ◦ g. (4.46)
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Let x, y ∈ R1 be such that

g(xP1(y)) = g(x) · g(P1(y)), g(yP1(x)) = g(y) · g(P1(x)). (4.47)

Here we have suppressed the product in R1 and denote the product in R2 by ·. Then

g(P1(x)P1(y)) = g(P1(x)) · g(P1(y)).

Proof. By the symmetric Rota–Baxter relations ofP1 andP2, Eq. (4.46) and Eq. (4.47),

we have

g(P1(x)P1(y)) = g
(

P1(xP1(y)) + P1(yP1(x))
)

= g(P1(xP1(y))) + g(P1(yP1(x)))

= P2(g(xP1(y))) + P2(g(yP1(x)))

= P2(g(x) · g(P1(y))) + P2(g(y) · g(P1(x)))

= P2(g(x) · P2(g(y))) + P2(g(y) · P2(g(x)))

= P2(g(x)) · P2(g(y))

= g(P1(x)) · g(P1(y)).

�

Now we apply Lemma4.15to our proof with (R1,P1) = (XNC(M), ⌊ ⌋), (R2,P2) =

(R,P) andg = f̄ . By the induction hypothesis, Eq. (4.47) holds forx = (Fb;mb)

andy = (F
′

1;m
′
1). Therefore by Lemma4.15,

f̄ ((Tb; mb)⋄(T
′
1; m′1)) = f̄ (⌊(Fb;mb)⌋⋄⌊(F

′

1;m
′
1)⌋) = f̄ (⌊(Fb;mb)⌋)∗ f̄ (⌊(F

′

1;m
′
1)⌋) = f̄ (Tb)∗ f̄ (T′1).
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Thus Eq. (4.44) holds forn = k + 1. This completes the induction and the proof of

Theorem4.14. �

4.2.6 Free symmetric Rota–Baxter algebras on a set

Here we use the tree construction of free symmetric Rota–Baxter algebra on a mod-

ule above to obtain a similar construction of a free symmetric Rota–Baxter algebra

on a set and display a canonical basis of the free symmetric Rota–Baxter algebra in

terms of forests decorated by the set.

Remark 4.2. Either by the general principle of forgetful functors or by an easy di-

rect check, the free symmetric Rota–Baxter algebra on a setX is the free symmetric

Rota–Baxter algebra on the freek-moduleM = k X. Thus we can easily obtain a

construction of the free symmetric Rota–Baxter algebra onX by decorated forests

from the construction ofXNC(M) in § 4.2.5.

For anyn ≥ 1, the tensor powerM⊗n has a natural basisXn = {(x1, · · · , xn) | xi ∈

X, 1 ≤ i ≤ n}. Accordingly, for any rooted forestF ∈ F, with ℓ = ℓ(F) ≥ 2, the set

XF := {(F; (x1, · · · , xℓ−1)) := (F; x1 ⊗ · · · ⊗ xℓ−1) | xi ∈ X, 1 ≤ i ≤ ℓ − 1}

form a basis ofM⊗F defined in Eq. (4.29). Note that whenℓ(F) = 1, M⊗F = k F

has a basisXF := {(F; 1)}. In summary, everyM⊗F, F ∈ F, has a basis

XF := {(F; ~x) | ~x ∈ Xℓ(F)−1}, (4.48)
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with the convention thatX0 = {1}. Thus the disjoint union

XF :=
∐

F∈F

XF . (4.49)

forms a basis of

X
NC(X) :=X

NC(M).

We call XF the set ofangularly decorated rooted forests with decoration set

X. As in Section4.2.4, they can be pictured as rooted forests with adjacent leafs

decorated by elements fromX.

Likewise, for (F; ~x) ∈ XF, the decomposition (4.30) gives thestandard decompo-

sition

(F; ~x) = (T1; ~x1) ⊔u1 (T2; ~x2) ⊔u2 · · · ⊔ub−1 (Tb; ~xb) (4.50)

whereF = T1 ⊔ · · · ⊔ Tb is the decomposition ofF into trees and~x is the vector

concatenation of the elements of~x1, u1, ~x2, · · · , ub−1, ~xb which are not the unit1. As

a corollary of Theorem4.14, we have

Theorem 4.16.For D = (F; (x1, · · · , xb)), D′ = (F′; (x′1, · · · , x
′
b′)) in XF, define

D⋄D′ =






(•; 1), if F = F′ = •,

D, if F′ = •, F , •,

D′, if F = •, F′ , •,

(F ⋄ F′; (x1, · · · , xb, x′1, · · · , x
′
b′)), if F , •, F′ , •,

(4.51)
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where⋄ is defined in Eq. (4.20) and (4.22). Define

PX : XNC(X) →X
NC(X), PX(F; (x1, · · · , xb)) = (⌊F⌋; (x1, · · · , xb)),

and

jX : X→X
NC(X), jX(x) = (• ⊔ •; (x)), x ∈ X.

Then the quadruple(XNC(X), ⋄,PX, jX) is the free symmetric Rota–Baxter algebra

on X.

Proof. The product⋄ in Eq. (4.51) is defined to be the restriction of the product⋄

in Eq. (4.35) to XF. SinceXF is a basis ofXNC(X), the two products coincide. So

X
NC(X) andX

NC(M) are isomorphic as symmetric Rota-Baxter algebras. Then as

commented in Remark4.2, XNC(X) is the free symmetric Rota–Baxter algebra on

X. �
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5 Symmetric Dendriform Algebras

5.1 Rota-Baxter algebras and dendriform algebras

5.1.1 Dendriform algebras and tridendriform algebras

The concept of a dendriform algebra was introduced by Loday [46] in 1995 with

motivation from algebraicK-theory.

Definition 5.1. ([46]) A dendriform k-algebra (previously also called a dendri-

form dialgebra) is ak-moduleD with two binary operations≺ and≻ that satisfy the

following relations.

(x ≺ y) ≺ z = x ≺ (y ≺ z+ y ≻ z),

(x ≻ y) ≺ z = x ≻ (y ≺ z), x, y, z ∈ D, (5.1)

(x ≺ y+ x ≻ y) ≻ z = x ≻ (y ≻ z).

Dendriform algebras have been further studied with connections to several areas in

mathematics and physics, including operads, homological algebra, Hopf algebra,

Lie and Leibniz algebra, combinatorics, arithmetic and quantum field theory.

A few years later, Loday and Ronco defined the tridendriform algebra in their

study [48] of polytopes and Koszul duality.

Definition 5.2. ([48]) A tridendriform k-algebra (previously also called a dendri-

form trialgebra) is ak-moduleT equipped with three binary operations≺,≻ and·

that satisfy the following relations.

(x ≺ y) ≺ z = x ≺ (y⋆ z),
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(x ≻ y) ≺ z = x ≻ (y ≺ z),

(x⋆ y) ≻ z = x ≻ (y ≻ z),

(x ≻ y) · z = x ≻ (y · z), x, y, z ∈ T, (5.2)

(x ≺ y) · z = x · (y ≻ z),

(x · y) ≺ z = x · (y ≺ z),

(x · y) · z = x · (y · z).

Here we have used the notation

⋆ =≺ + ≻ + · . (5.3)

Proposition 5.3. [32]

(a) Let (D,≺,≻) be a dendriform algebra. The operation⋆ := ⋆D on D defined

by

x⋆ y := x ≺ y+ x ≻ y, x, y ∈ D, (5.4)

is associative.

(b) Let (T,≺,≻, ·) be a tridendriform algebra. The operation⋆ := ⋆T on T

defined by

x⋆ y := x ≺ y+ x ≻ y+ x · y, x, y ∈ T, (5.5)

is associative.

Thus, a dendriform algebra and tridendriform algebra sharethe property that the
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sum of the binary operations⋆ :=≺ + ≻ for a dendriform algebra or⋆ :=≺ + ≻ +·

for a tridendriform algebra is associative. Such a propertyis called a “splitting the

associativity”.

Proof. We just prove Itema. The proof of Itemb is similar.

Adding the left hand sides of Eqs. (5.1) , we obtain

(x ≺ y) ≺ z+ (x ≻ y) ≺ z+ (x ≺ y+ x ≻ y) ≻ z

=(x ≺ y+ x ≻ y) ≺ z+ (x ≺ y+ x ≻ y) ≻ z

=(x⋆ y) ≺ z+ (x⋆ y) ≻ z

=(x⋆ y) ⋆ z.

Similarly, adding the right hand sides of these equations, we obtainx⋆ (y⋆z). Thus

we have proved the associativity of⋆. �

5.1.2 From Rota-Baxter algebras to dendriform algebras

Theorem 5.4. (a) [3] A Rota-Baxter algebra(R,P) of weight zero defines a den-

driform algebra(R,≺P,≻P), where

x ≺P y = xP(y), x ≻P y = P(x)y, ∀x, y ∈ R. (5.6)

(b) [19] A Rota-Baxter algebra(R,P) of weightλ defines a tridendriform algebra

(R,≺P,≻P, ·P), where

x ≺P y = xP(y), x ≻P y = P(x)y, x ·P y = λxy, ∀x, y ∈ R. (5.7)
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Proof. It is straightforward to verify5.1and 5.2under the definitions of5.6and

5.7. �

5.1.3 Introduction to non-symmetric operad theory

Operad theory was originating from work in algebraic topology by Boardman and

Vogt, and J. Peter May (to whom their name is due). It has more recently found

many applications, drawing for example on work by Maxim Kontsevich on graph

homology.

For details on binary quadratic non-symmetric operads, see[32, 45]. The following

materials are partially from the class notes of the advancedtopic class of algebra at

Rutgers-Newark in 2014 Spring.

The concept of operads is similar to the concept of algebras.Let k be a field andV

be ak-vector space. ThenHom(V,V) is ak-vector space with a composition opera-

tor under associativity rule, which is actually ak-algebra. Generalizing this, we call

anyk-vector spaceA a k-algebra ifA has a binary operation satisfied associativity.

Meanwhile, we callV a representation ofA if there is ak-algebra homomorphism

f : A → Hom(V,V). And V is actually also called anA-module. This is the

equivalent definition for a module. We will check this later for the operad case.

Then what will happen if we have multi-linear maps inHom(V⊗n,V)? And what is

the composition rule between different dimensions of multi-linear maps?

We have the following analogue.

Definition 5.5. [32]Partial composition LetEn := EV,n := Hom(V⊗n,V), n ≥ 1, for
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µ ∈ Em, ν ∈ En and 1≤ i ≤ m, define the composition

(µ ◦i ν) := (µ ◦m,n,i ν) : V⊗(m+n−1) → V

by

(µ ◦i ν)(x1, x2, · · · , xm+n−1) = µ(x1, · · · xi−1, ν(xi, · · · xi+m−1), xi+m, · · · , xm+n−1).

So we have the composition between different dimensions of multi-linear maps

◦i : Em⊗ En→ Em+n−1, 1 ≤ i ≤ m.

Further, forλ ∈ El, µ ∈ Em andν ∈ En, we have

Proposition 5.6. [32]Associativities for higher dimentions

(i) (λ◦iµ)◦i−1+ jν = λ◦i (µ◦ jν), 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m. (Sequential composition)

(ii) (λ ◦i µ) ◦k−1+m ν = (λ ◦k ν) ◦i µ, 1 ≤ i < k ≤ ℓ. (Parallel composition)

(iii) There is an elementid ∈ E1 such thatid◦µ = µ andµ◦id = µ for µ ∈ En, n ≥ 0.

(Identity)

Definition 5.7. [32]Non-symmetric operad

Let k be a field,

(a) A graded vector spaceis a sequenceP := {Pn}n≥0 of k-vector spacesPn, n ≥

0;
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(b) A non-symmetric (ns) operadis a graded vector spaceP = {Pn}n≥0 equipped

with partial compositions:

◦i := ◦m,n,i : Pm⊗ Pn −→ Pm+n−1, 1 ≤ i ≤ m, (5.8)

such that, forλ ∈ Pℓ, µ ∈ Pm andν ∈ Pn, Proposition5.6hold.

Definition 5.8. Suboperad

Let P =
⊕

k≥1 Pk be a non-symmetric operad,

(a) A graded vector spaceQ =
⊕

k≥1 Qk is called a graded subspace ofP if

Qk ⊆ Pk;

(b) A graded subspaceQ =
⊕

k≥1Qk is called a sub-operad ofP =
⊕

k≥1 Pk if

Q is closed under partial composition◦i |Qk. Or equivalently, Proposition5.6

holds for◦i |Qk.

Definition 5.9. Generated suboperadLet B ⊆ P(=
⊕

k≥1 Pk), the suboperad of

P generated byB denoted asOp(B) = OpP(B) is the smallest suboperad ofP

containingB. And Op(B) =
⋂

B⊆B6PB.

Note: B ⊆ P, so
⋂

B⊆B6PB , Ø.

Definition 5.10. Operad idealA suboperadQ of P is called an operad ideal ofP

if

Qm ◦i Pn ⊆ Qm+n−1,Pm ◦i Qn ⊆ Qm+n−1,∀m, n,Pn ∈ P,Qm ∈ Q.

Definition 5.11. Generated operad idealAn operad ideaB of P is called to be

generated byB ⊆ P if B is the smallest ideal ofP containingB denoted byOpId(B),

whereOpId(B) =
⋂

B⊆B6PB.
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Definition 5.12. Binary operad A non-symmetric operadP = {Pn}n≥0 is called

binary if P1 = k.id andPn, n ≥ 3 are induced fromP2 by partial compositions and

is denoted asP = OpP(P2).

Definition 5.13. Free binary operadLet V(= P2) be a vector space. A binary

operadP(V) =
⊕

k≥1 Pk(V) is calledfree binary operad on V with i : V → P2 if

the diagram

V i
//

f

''◆
◆

◆

◆

◆

◆

◆

◆

◆

◆

◆

◆

◆

◆

P(V)

f̄
��

Q

commutes.

In another word,∀ binary operadQ =
⊕

k≥1 Qk and linear mapf : V → Q2, ∃!

operad homomorphism̄f : P(V)→ Q, s.t. f = f̄ ◦ i.

Note: Free binary operad is also called Magma Operad.

We will construct the free binary operad by binary planar trees, and denote it as

M(V).

Let V be ak-vector space of binary operations. We consider binary planar trees

with vertices decorated by elements ofV. Here are the first few of them without

decoration.

Y1(V) = { | }, Y2 =
{ }

, Y3 =
{

,

}

Y4 =
{

, , , . . .

}

.
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Then,

M1(V) = k.id = kY1 = k |;

M2(V) = k{Y2|∀v ∈ V};

M3(V) = k{Y3|∀v1, v2 ∈ V};

M4(V) = k{Y4|∀v1, v2, v3 ∈ V};

· · ·

Mn(V) = k{Yn | v1, · · · , vn ∈ V}.

Then, defineM(V) =
⊕

k≥1Mk(V).Natually, we haveMm◦iMn→ Mm+n−1,∀m, n ≥

1, 1 ≤ i ≤ m which satisfies Proposition5.6.

Theorem 5.14. Free binary treesM(V) with i : V → {Y2 | ∀v ∈ V} = M2 is the

free binary operad generated by V in terms of planar trees.

Proposition 5.15. For any non-symmetric binary operadP =
⊕

k≥1 Pk, there is a

vector space V(= P2) and an operad ideal(R) of the free binary operadP(V)(=

M(V)) such thatP = P(V)/(R).

Here,V is called the space of generators andR is called the space of relations. And

P = P(V)/(R) is thus determined by (V,R).

Example 5.16. Associative operadLetV = k.⋆, andR= Y21−Y22, thenFAsso(V)/(R)
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is the Associative Operad.

Definition 5.17. P-algebra Let P =
⊕

n≥1 P be an operad, and letU be a vector

space withk-nary operatorαk(∈ Hom(U⊗k,U)). Then, U = {U, αk} is called a

P-algebra if∃ an operad homomorphism

f : P→
⊕

n≥1

Hom(U⊗n,U),

where
⊕

n≥1 Hom(U⊗n,U) is naturally an endomorphism operad from the begin-

ning of this section.

Note: U is also called a representation of the operadP. This is similar toR-module

as a representation ofR-algebra.

Example 5.18. Associative algebraLet U = {U, α} be a vector space with bi-

nary operatorα, andϕ be an operad homomorphism fromFAsso(V)/(R) (defined in

Example5.16to
⊕

n≥1 Hom(U⊗n,U). Then,U = {U, α} is an associative algebra.

Definition 5.19. Binary quadratic operadA binary operadP = F(V)/(R) is called

quadratic ifR⊆ F3(V) whereF3 = F2◦1F2⊕F2◦2F2 = V◦1V⊕V◦2V = V⊗2⊕V⊗2.

Note: A typical element ofV⊗2 is of the form
k∑

i=1
⊙

(1)
i ⊗ ⊙

(2)
i with ⊙(1)

i ,⊙
(2)
i ∈ V, 1 ≤

i ≤ k. Thus a typical element ofV⊗2 ⊕ V⊗2 is of the form





k∑

i=1

⊙
(1)
i ⊗ ⊙

(2)
i ,

m∑

j=1

⊙
(3)
j ⊗ ⊙

(4)
j




, ⊙(1)

i ,⊙
(2)
i ,⊙

(3)
j ,⊙

(4)
j ∈ V, 1 ≤ i ≤ k, 1 ≤ j ≤ m, k,m≥ 1.

Here, the ”,” in the parenthesis means minus′′−′′, and the first part means to do the

first operation firstly and the second part means to do the second operation firstly.
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Corollary 5.20. Binary Quadratic Algebras

U = {U, α} is called a binary quadratic algebra if∃ a linear map f : V →

Hom(U⊗2,U) s.t. f̄ (R) = 0. Here f̄ is induced by f: f̄ (µ ◦i ν) := f (µ) ◦i f (ν).

5.1.4 From Rota-Baxter algebras to dendriform algebras revisited

In this section, we consider an inverse of Theorem5.4 in the following sense. Sup-

pose (R,P) is a Rota-Baxter algebra and defines binary operations

x ≺P y := xP(y), x ≻P y := P(x)y.

By Theorem5.4, the two operations satisfy the dendriform algebra relations in Def-

inition 5.6. Our inverse question is, what other relations could (R,≺P,≻P) satisfy?

By the non-symmetric operad theory, we can make the questionprecise. We then

determine all relations that are consistent with the Rota-Baxter operator.

Theorem 5.21.Let V = k{≺,≻} be the vector space with basis{≺,≻} and letP =

P(V)/(R) be a binary quadratic non-symmetric operad. The following statements

are equivalent.

(a) For every Rota-Baxter algebra(T,P) with weight 0, the triple(T,≺P,≻P) is a

P-algebra.

(b) The relation space R ofP is contained in the subspace of V⊗2 ⊕ V⊗2 spanned

by

(≺ ⊗ ≺,≺ ⊗⋆),

(⋆⊗ ≻,≻ ⊗ ≻),
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(≻ ⊗ ≺,≻ ⊗ ≺), (5.9)

where⋆ =≺ + ≻. More precisely, anyP-algebra A satisfies the relations

(x ≺ y) ≺ z= x ≺ (y⋆ z), (x⋆ y) ≻ z= x ≻ (y ≻ z),

(x ≻ y) ≺ z= x ≻ (y ≺ z). (5.10)

Note: We call the operadP defined by the relations in Eq.5.9 Rota-Baxter den-

driform operad , and call a triple{T,≺,≻} satisfying Eq.5.10a Rota-Baxter den-

driform algebra , which actually corresponds to the general dendriform algebra.

Proof. With V = k{≺,≻}, we have

V⊗2 ⊕ V⊗2 =
⊕

⊙1,⊙2,⊙3,⊙4∈{≺,≻}

k(⊙1 ⊗ ⊙2,⊙3 ⊗ ⊙4).

Thus any elementr of V⊗2 ⊕ V⊗2 is of the form

r := a1(≺ ⊗ ≺, 0)+ a2(≺ ⊗ ≻, 0)+ a3(≻ ⊗ ≺, 0)+ a4(≻ ⊗ ≻, 0)

+b1(0,≺ ⊗ ≺) + b2(0,≻ ⊗ ≺) + b3(0,≺ ⊗ ≻) + b4(0,≻ ⊗ ≻),

where the coefficients are ink.

(a⇒ b) Let P = P(V)/(R) be an operad satisfying the condition in Itema. Let r

be inR expressed in the above form. Then for any Rota-Baxter algebra (T,P), the
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triple (T,≺P,≻P) is aP-algebra. Thus

a1(x ≺P y) ≺P z+ a2(x ≺P y) ≻P z+ a3(x ≻P y) ≺P z+ a4(x ≻P y) ≻P z

+b1x ≺P (y ≺P z) + b2x ≻P (y ≺P z) + b3x ≺P (y ≻P z) + b4x ≻P (y ≻P z) = 0,∀x, y, z ∈ T.

By the definitions of≺P,≻P in Eq.(5.6), we have

a1xP(y)P(z) + a2P(xP(y))z+ a3P(x)yP(z) + a4P(P(x)y)z

+b1xP(yP(z)) + b2P(x)(yP(z)) + b3xP(P(y)z) + b4P(x)(P(y)z) = 0.

SinceP is a Rota-Baxter operator, we further have:

a1xP(P(y)z) + a1xP(yP(z)) + a2P(xP(y))z+ a3P(x)yP(z) + a4P(P(x)y)z

+b1xP(yP(z)) + b2P(x)(yP(z)) + b3xP(P(y)z) + b4P(P(x)y)z+ b4P(xP(y))z = 0.

Collecting similar terms, we obtain

(a1 + b1)xP(yP(z)) + (a1 + b3)xP(P(y)z) + (a2 + b4)P(xP(y))z

+(a3 + b2)P(x)yP(z) + (a4 + b4)P(xP(y))z = 0

Now we take the special case when (T,P) is the free Rota-Baxter algebra (FTT(M)),PT(M))

defined in Corollary4.5 for our choice ofM = k{x, y, z} andPT(M)(u) = ⌊u⌋. Then

the above equation is just

(a1 + b1)x⌊y⌊z⌋⌋ + (a1 + b3)x⌊⌊y⌋z⌋ + (a2 + b4)⌊x⌊y⌋⌋z
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+(a3 + b2)⌊x⌋y⌊z⌋ + (a4 + b4)⌊x⌊y⌋⌋z= 0

Note that the set of elements

x⌊y⌊z⌋⌋, x⌊⌊y⌋z⌋, ⌊x⌊y⌋⌋z, ⌊x⌋y⌊z⌋, ⌊x⌊y⌋⌋z

is a subset of the basisX∞ of the free Rota-Baxter algebraFT(T(M)) and hence is

linearly independent. Thus the coefficients must be zero, that is,

a1 = −b1 = −b3, a2 = a4 = −b4, a3 = −b2

Substituting these equations into the general relationr, we find that the any relation

r that can be satisfied by≺P,≻P for all Rota-Baxter algebras (T,P) is of the form

r = a1

(

(x ≺ y) ≺ z− x ≺ (y ≻ z) − x ≺ (y ≺ z)
)

+a3

(

(x ≻ y) ≺ z− x ≻ (y ≺ z)
)

−b4

(

x ≻ (y ≻ z) − (x ≺ y) ≻ z− (x ≻ y) ≻ z
)

,

wherea1, a3, b4 ∈ k can be arbitrary. Thusr is in the subspace prescribed in Itemb,

as needed.

(b⇒ a) We check directly that all the relations in Eq5.10are satisfied by (T,≺P,≻P)

for every Rota-Baxter algebra (T,P).
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(a) To check the first relation in Eq. (5.10), we have

(x ≺P y) ≺P z = xP(y)P(z)

= xP(yP(z)) + xP(P(y)z)

= x ≺P (y ≺P z) + x ≺P (y ≻P z),

(b) For the second relation in Eq. (5.10), we similarly have

x ≻P (y ≻P z) = P(x)P(y)z

= P(xP(y))z+ P(P(x)y)z

= (x ≺P y) ≻P z+ (x ≻P y) ≻P z,

(c) For the third relation in Eq. (5.10), we have

(x ≻P y) ≺P z = (P(x)y)P(z) = P(x)(yP(z)) = x ≻P (y ≺P z).

Thus if the relation spaceRof an operadP = P(V)/(R) is contained in the subspace

spanned by the vectors in Eq.5.9, then the corresponding relations are linear com-

binations of the equations in Eq.5.10and hence are satisfied by (T,≺P,≻P) for each

Rota-Baxter algebra (T,P). Therefore (T,≺P,≻P) is aP-algebra. This completes

the proof. �
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5.2 “Classical” definition of symmetric dendriform algebras

Definition 5.22. (Classical definition) A symmetric dendriform k-algebra is a

k-moduleD with two binary operations≺ and≺′ that satisfy the following relations:

(x ≺ y) ≺ z = x ≺ (y ≺ z+ y ≺′ z),

(x ≺′ y) ≺ z = x ≺′ (y ≺ z), x, y, z ∈ D, (5.11)

(x ≺ y+ x ≺′ y) ≺′ z = x ≺′ (y ≺′ z),

where≺′:=≻ .

Corollary 5.23. Let (D,≺,≺′) be a symmetric dendriform algebra. The operation

⋆ := ⋆D on D defined by

x⋆ y := x ≺ y+ x ≺′ y, x, y ∈ D, (5.12)

is associative.

Proof. Adding the left hand sides of Eqs. (5.11) , we obtain

(x ≺ y) ≺ z+ (x ≺′ y) ≺ z+ (x ≺ y+ x ≺′ y) ≺′ z

=(x ≺ y+ x ≺′ y) ≺ z+ (x ≺ y+ x ≺′ y) ≺′ z

=(x⋆ y) ≺ z+ (x⋆ y) ≺′ z

=(x⋆ y) ⋆ z.

Similarly, adding the right hand sides of these equations, we obtainx⋆ (y⋆z). Thus

we have proved the associativity of⋆. �
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Theorem 5.24. From symmetric Rota-Baxter algebra to symmetric dendri-

form algebras

A symmetric Rota-Baxter algebra(S,P) of weight zero defines a symmetric dendri-

form algebra(S,≺P,≺
′
P), where

x ≺P y = xP(y), x ≺′P y = yP(x),∀x, y ∈ S. (5.13)

Proof. We will check Eq5.11under Eq5.13and use the symmetric Rota-Baxter

identity.

(x ≺ y) ≺ z= xP(y)P(z) = xP(yP(z) + zP(y)) = x ≺ (y ≺ z+ y ≺′ z);

(x ≺′ y) ≺ z= yP(x)P(z) = yP(z)P(x) = (y ≺ z)P(x) = x ≺′ (y ≺ z);

(x ≺ y + x ≺′ y) ≺′ z = (xP(y) + yP(x)) ≺′ z = zP(xP(y) + yP(x)) = zP(x)P(y) =

zP(y)P(x)

= z≺ y ≺ x = (y ≺′ z) ≺ x = x ≺′ (y ≺′ z), ∀x, y, z ∈ D. �

Remark 5.25. It is important to note that: x ≺′P y = y ≺P x.

Remark5.25tells that≺′ is the permutation of≺ under the context of symmetric

Rota-Baxter algebras. In terms of symmetric group action,≺′=≺(12) .

Example 5.26. (A concrete example)

LetkM2x2(E) = k{





a b

b a





, wherea, b ∈ E andE is a symmetric dendriform algebra},

with the redefined matrix multiplication operation≺, thenkM2x2(E) is a symmetric

dendriform algebra.
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5.3 Introduction to symmetric operad theory

Symmetric binary operads theory is to some extent parallel to the non-symmetric

case and we will mainly use binary trees to describe its definition and free prop-

erties. For more details on this, see [32, 45]. This section is also partially from

the class notes of the advanced topic class of algebra at Rutgers-Newark in 2014

Spring.

Note: Section5.1.3will be treated as the background of this section.

By replacing graded vector spacesPn with gradedSn-modules and adding the sym-

metry compatibilities, we have

Definition 5.27. [45]Symmetric operadA symmetric operad is anS−moduleP :=

{Pn}n≥0 equipped with partial compositions:

◦i := ◦m,n,i : Pm⊗ Pn −→ Pm+n−1, 1 ≤ i ≤ m, (5.14)

such that, forλ ∈ Pℓ, µ ∈ Pm andν ∈ Pn, the following relations hold.

(i) (λ◦i µ)◦i−1+ j ν = λ◦i (µ◦ j ν), 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m. (Sequential composition)

(ii) (λ ◦i µ) ◦k−1+m ν = (λ ◦k ν) ◦i µ, 1 ≤ i < k ≤ ℓ. (Parallel composition)

(iii) There is an element id∈ P1 such that id◦µ = µ andµ◦id = µ for µ ∈ Pn, n ≥ 0.

(Identity)

(iv) Forσ ∈ Sn, µ ◦i ν
σ = (µ ◦i ν)σ

′

, σ′ ∈ Sm+n−1;

for σ ∈ Sm, µ
σ ◦i ν = (µ ◦σ(i) ν)σ

′′

, σ′′ ∈ Sm+n−1. (Symmetry compatibility)
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Definition 5.28. [45]Free symmetric operadsLet M be aS-module, the free sym-

metric operad generated byM is denoted asF(M) equipped with anS-module mor-

phismη(M) : M → F(M) which satisfies the following universal condition: for any

S-module f : M → P, whereP is any symmetric operad, extends uniquely into an

operad morphism̄f : F(M)→ P :

M
η(M)

//

f

''❖
❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

❖

F(M)

f̄
��

P

Now let’s use binary trees to construct the free operads.

Definition 5.29. Labeled TreesLetT denote the set of planar binary trees{|,Y2,Y3,Y4, · · · }.

If t ∈ T hasn leaves, we callt an n-treedenoted astn. For each vertexv of t, let

In(v) denote the set of inputs ofv.

Definition 5.30. Decorated TreesLet V be a set and lett be ann-tree. t(V)=“ t

with vertices decorated by elements in V and with leaves decorated by inputs.” We

call t(V) a labeledn-tree andT(V) =
⊔

t∈T t(V). And we letVin(t) denote the set of

labels of the vertices oft andLin(t) denote the set of labels of leaves oft.

Corollary 5.31. Let V be a set of binary operations: V= V2. Then thefree non-

symmetric binary operad generated by V is given by the vector spaceTns(V) =
⊕

t∈T t[V], where t[V] is the non-symmetric treewise tensor module associated to t

and is given by t[V] :=
⊗

v∈Vin(t) V|In(v)|.

Here,t1[V] = {|} is trivial. t2[V] = {Y2|v ∈ V}. t3[V] = {Y3|v1, v2 ∈ V} = (t2[V] ⊗

t2[V])⊕(t2[V]⊗t2[V]) = V⊗2⊕V⊗2. Thus, dim(t3[V])=8 whenV only has two binary

operations.
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For symmetric case, we replace planar binary trees by binarytrees “in space”.

Definition 5.32. (In space) Let T =“binary trees in 3-D space”= {|; Y1; Y2; · · · }

where each vertex can rotate 360o.

So in this case,t2[V] = t2[V] and so on. For more details, see Section 5.8.5 in [45].

Similary, we define

Definition 5.33. Let V be a set of binary operations:V = V2 andk be a field. Then

thefree symmetric binary operadgenerated byV is given byT(V) =
⊕

t∈T(t(V)⊗

k) wheret(V) is the symmetric treewise tensor module associated tot.

Note: We not only consider the rotation of the vertices but also the rotation of the

inputs. This is why it is hard to drawt(V).

Here,t1(V) is trivial also. t2(V) = V ⊗S2 k = {Y1, xy|v ∈ V, andx, y ∈ k}, whereS2

acting on inputsx, y cancels the rotation of the only vertex.

The complicated case is aboutt3(V). SupposeV has only two binary operations

≺,≺′.

Claim thatt3(V) = V ⊗S2 ((V ⊗ k) ⊕ (k ⊗ V)) ⊗S2 k[S3] and dim(t3(V)) = 12.

Proof. For the non-symmetric case, we already know that dimt2[V] = 8. Now we

have to consider the rotation of vertices and the rotation ofinputs which makes

things a little more complicated. For 3 inputs, we have 6 cases under permutations.

Then, we have 2× 2× 6 for one pieceY ◦1 Y and totally 48 cases. But the rotation

of two vertices partially cancel the permutation of 3 inputs. So the final dimension

should be 48/2/2 = 12. �

Explicitly, we have three types of elements which generatest3:
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For an operad where the space of generatorsV is equal tok[S2] = µ.k ⊕ µ′.k

with µ.(12) = µ′, we will adopt the convention in [45] [p. 199]and denote the 12

elements ofT(V)(3) by vi , 1 ≤ i ≤ 12, in the following table.

v1 µ ◦I µ↔ (xy)z v5 µ ◦III µ↔ (zx)y v9 µ ◦II µ↔ (yz)x

v2 µ′ ◦II µ↔ x(yz) v6 µ′ ◦I µ↔ z(xy) v10 µ′ ◦III µ↔ y(zx)

v3 µ′ ◦II µ
′ ↔ x(zy) v7 µ′ ◦I µ

′ ↔ z(yx) v11 µ′ ◦III µ
′ ↔ y(xz)

v4 µ ◦III µ
′ ↔ (xz)y v8 µ ◦II µ

′ ↔ (zy)x v12 µ ◦I µ
′ ↔ (yx)z

Now, we are good enough to proceed to next two sections.

5.4 Operadic definition of symmetric dendriform algebras

The dendriform algebra is introduced by Loday [45]. The concept of symmetric

dendriform algebras can be modified in a similar way.

Definition 5.34. A symmetric dendriform algebra E overK is aK-vector space

E equipped with two binary operations

≺: E ⊗ E→ E,

≺′: E ⊗ E→ E,

which satisfy the following axioms:

(x ≺ y) ≺ z = x ≺ (y⋆ z), (5.15)

(x⋆ y) ≺′ z = x ≺′ (y ≺′ z), (5.16)

(y ≺ z) ≺ x = y ≺ (z⋆ x), (5.17)
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(y⋆ z) ≺′ x = y ≺′ (z≺′ x), (5.18)

(z≺ x) ≺ y = z≺ (x⋆ y), (5.19)

(z⋆ x) ≺′ y = z≺′ (x ≺′ y), (5.20)

where≺′:=≺(12), K is a commutative ring, and⋆ =≺ + ≺′,∀x, y, z ∈ E.

Remark 5.35. Here, the order of arguments does matter. And we call the order of

(xyz) Type I, the order of (yzx) Type II and the order of (zxy) Type III .

Proposition 5.36.This definition gives the following properties:

(x ≺ y) ≺ z = (x ≺ z) ≺ y, (5.21)

(y ≺ z) ≺ x = (y ≺ x) ≺ z, (5.22)

(z≺ x) ≺ y = (z≺ y) ≺ x. (5.23)

Proof. Eq.5.15and Eq.5.18gives Eq.5.21. Similarly,Eq.5.17and Eq.5.20gives

Eq.5.22and Eq.5.16and Eq.5.19gives Eq.5.23. �

Corollary 5.37. The symmetric dendriform algebra automatically has the following

three normal relations derived from its definition:

(x ≺′ y) ≺ z = x ≺′ (y ≺ z), (5.24)

(y ≺′ z) ≺ x = y ≺′ (z≺ x), (5.25)

(z≺′ x) ≺ y = z≺′ (x ≺ y). (5.26)
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Proof. By observation and since≺′=≺(12), Eq.5.20and Eq.5.17gives Eq.5.24:

(x ≺′ y) ≺ z= z≺′ (x ≺′ y) = (z⋆x) ≺′ y = y ≺ (z⋆x) = (y ≺ z) ≺ x = x ≺′ (y ≺ z).

Similarly, Eq.5.16and Eq.5.19gives Eq.5.25, and Eq.5.18and Eq.5.15gives

Eq.5.26:

(y ≺′ z) ≺ x = x ≺′ (y ≺′ z) = (x⋆y) ≺′ z= z≺ (x⋆y) = (z≺ x) ≺ y = y ≺′ (z≺ x);

(z≺′ x) ≺ y = y ≺′ (z≺′ x) = (y⋆z) ≺′ x = x ≺ (y⋆z) = (x ≺ y) ≺ z= z≺′ (x ≺ y).

�

Proposition 5.38. Any symmetric dendriform algebra E is an associative algebra

under the operation⋆ defined by x⋆ y := x ≺ y+ x ≺′ y.

Proof. By adding up the three equalities Eq.5.15, Eq 5.16and Eq.5.24, we get

(x⋆ y)⋆ zon the left hand side andx⋆ (y⋆ z) on the right hand side as Type I, and

similarly for Type II and Type III, whence the statement. �

Symmetric dendriform algebras share similar properties asgeneral dendriform al-

gebras. Except the theorem above that they are both associative, the next theorem

is an analogue of the results of Ebrahimi-Fard [23] that a Rota-Baxter algebra gives

a dendriform algebra or a tridendriform algebra.

Theorem 5.39.A symmetric Rota-Baxter algebra(S,P) defines a symmetric den-

driform algebra(S,≺P,≺
′
P), where x≺P y := xP(y) and x≺′P y := yP(x).
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Proof. We only check Type I which are Eq.5.15, Eq 5.16and Eq.5.24, and Type

II and Type III are similar by changing the order of arguments.

(x ≺P y) ≺P z = xP(y)P(z) = xP(yP(z) + zP(y)) = x ≺P (y ≺P z+ y ≺′P z) = x ≺P

(y⋆P z);

(x ≺′P y) ≺P z= yP(x)P(z) = yP(z)P(x) = (y ≺P z)P(x) = x ≺′P (y ≺P z);

(x⋆Py) ≺′P z= (x ≺P y+x ≺′P y) ≺′P z= zP(xP(y)+yP(x)) = zP(x)P(y) = zP(y)P(x)

= (y ≺′P z)P(x) = x ≺′P (y ≺′P z). �

5.5 From symmetric Rota-Baxter algebras to symmetric den-

driform algebras revisited

In this section, we consider an inverse of Theorem5.39 in the following sense.

Suppose (S,P) is a symmetric Rota-Baxter algebra and defines binary operations

x ≺P y := xP(y), x ≺′P y := yP(x).

By Theorem5.39, the two operations satisfy the symmetric dendriform algebra

relations in Definition5.34. Our inverse question is, what other relations could

(S,≺P,≺
′
P) satisfy? By the symmetric operad theory, we can make the question

precise. We then determine all relations that are consistent with the symmetric

Rota-Baxter operator.

Theorem 5.40. Let V = k{≺,≺′} be the vector space with basis{≺,≺′} and let

P = P(V)/(R) be a binary quadratic symmetric operad. The following statements

are equivalent.
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(a) For every symmetric Rota-Baxter algebra(S,P), the triple (S,≺P,≺
′
P) is a

P-algebra.

(b) The relation space R ofP is contained in the subspace of V⊗2 ⊕ V⊗2 spanned

by

(≺ ⊗i ≺,≺ ⊗i⋆),

(≺′ ⊗i ≺,≺
′ ⊗i ≺),

(⋆⊗i ≺
′,≺′ ⊗i ≺

′), (5.27)

where⋆ =≺ + ≺′ and i ∈ {I , II , III }. More precisely, anyP-algebra A

satisfies the relations

(x ≺ y) ≺ z= x ≺ (y⋆ z), (x ≺′ y) ≺ z= x ≺′ (y ≺ z), (x⋆ y) ≺′ z= x ≺′ (y ≺′ z),

(y ≺ z) ≺ x = y ≺ (z⋆ x), (y ≺′ z) ≺ x = y ≺′ (z≺ x), (y⋆ z) ≺′ x = y ≺′ (z≺′ x),

(z≺ x) ≺ y = z≺ (x⋆ y), (z≺′ x) ≺ y = z≺′ (x ≺ y), (z⋆ x) ≺′ y = z≺′ (x ≺′ y).

(5.28)

Note: We call the operadP defined by the relations in Eq.5.27symmetric Rota-

Baxter dendriform operad, and call a triple{S,≺,≺′} satisfying Eq.5.28a sym-

metric Rota-Baxter dendriform algebra, which actually corresponds to the gen-

eral symmetric dendriform algebra.
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Proof. With V = k{≺,≺′}, we have

V⊗2 ⊕ V⊗2 =
⊕

⊙1,⊙2,⊙3,⊙4∈{≺,≺′}

k(⊙1 ⊗ ⊙2,⊙3 ⊗ ⊙4).

Thus any elementr of V⊗2 ⊕ V⊗2 is of the form

r := a1(≺ ⊗ ≺, 0)+ a2(≺ ⊗ ≺
′, 0)+ a3(≺

′ ⊗ ≺, 0)+ a4(≺
′ ⊗ ≺′, 0)

+b1(0,≺ ⊗ ≺) + b2(0,≺
′ ⊗ ≺) + b3(0,≺ ⊗ ≺

′) + b4(0,≺
′ ⊗ ≺′)

where the coefficients are ink.

(a⇒ b) Let P = P(V)/(R) be an operad satisfying the condition in Itema. Let r

be inR expressed in the above form. Then for any symmetric Rota-Baxter algebra

(S,P), the triple (S,≺P,≺
′
P) is aP-algebra. Thus∀x, y, z ∈ S which will cover three

types of the order ofx, y, z,

a1(x ≺P y) ≺P z+ a2(x ≺P y) ≺′P z+ a3(x ≺
′
P y) ≺P z+ a4(x ≺

′
P y) ≺′P z

+b1x ≺P (y ≺P z) + b2x ≺′P (y ≺P z) + b3x ≺P (y ≺′P z) + b4x ≺′P (y ≺′P z) = 0

By the definitions of≺P,≺
′
P in Theorem5.39, we have

a1xP(y)P(z) + a2zP(xP(y)) + a3yP(x)P(z) + a4zP(yP(x))

+b1xP(yP(z)) + b2yP(z)P(x) + b3xP(zP(y)) + b4zP(y)P(x) = 0.
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SinceP is a symmetric Rota-Baxter operator, we further have

a1xP(yP(z)) + a1xP(zP(y)) + a2zP(xP(y)) + a3yP(xP(z)) + a3yP(zP(x)) + a4zP(yP(x))

+b1xP(yP(z)) + b2yP(zP(x)) + b2yP(xP(z)) + b3xP(zP(y)) + b4zP(yP(x)) + b4zP(xP(y)) = 0.

Collecting similar terms, we obtain

(a1 + b1)xP(yP(z)) + (a1 + b3)xP(zP(y)) + (a2 + b4)zP(xP(y))

+(a3 + b2)yP(xP(z)) + (a3 + b2)yP(zP(x)) + (a4 + b4)zP(yP(x)) = 0

Now we take the special case when (S,P) is the free symmetric Rota-Baxter alge-

bra (FST(M),PT(M)) defined in Corollary4.5 for our choice ofM = k{x, y, z} and

PT(M)(u) = ⌊u⌋. Then the above equation is just

(a1 + b1)x⌊y⌊z⌋⌋ + (a1 + b3)x⌊z⌊y⌋⌋ + (a2 + b4)z⌊x⌊y⌋⌋

+(a3 + b2)y⌊x⌊z⌋⌋ + (a3 + b2)y⌊z⌊x⌋⌋ + (a4 + b4)z⌊y⌊x⌋⌋ = 0

Note that the set of elements

x⌊y⌊z⌋⌋, x⌊z⌊y⌋⌋, z⌊x⌊y⌋⌋, y⌊x⌊z⌋⌋, y⌊z⌊x⌋⌋, z⌊y⌊x⌋⌋

is a subset of the basisX∞ of the free symmetric Rota-Baxter algebraFS(T(M)) and

hence is linearly independent. Thus the coefficients must be zero, that is,
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a1 = −b1 = −b3, a2 = a4 = −b4, a3 = −b2

Substituting these equations into the general relationr, we find that the any relation

r that can be satisfied by≺P,≺
′
P for all symmetric Rota-Baxter algebras (S,P) is of

the form

r = a1

(

(x ≺ y) ≺ z− x ≺ (y ≺′ z) − x ≺ (y ≺ z)
)

+a3

(

(x ≺′ y) ≺ z− x ≺′ (y ≺ z)
)

+b4

(

x ≺′ (y ≺′ z) − (x ≺ y) ≺′ z− (x ≺′ y) ≺′ z
)

,

wherea1, a3, b4 ∈ k can be arbitrary. Thusr is in the subspace prescribed in Itemb,

as needed.

(b⇒ a) We check directly that all the relations in Eq. (5.28) are satisfied by (S,≺P

,≺′P) for every symmetric Rota-Baxter algebra (S,P).

(a) To check the first relation in Eq. (5.28), we have

(x ≺P y) ≺P z = xP(y)P(z)

= xP(yP(z)) + xP(P(y)z)

= x ≺P (y ≺P z) + x ≺P (y ≻P z),
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(b) For the second relation in Eq. (5.28), we similarly have

x ≻P (y ≻P z) = P(x)P(y)z

= P(xP(y))z+ P(P(x)y)z

= (x ≺P y) ≻P z+ (x ≻P y) ≻P z,

(c) For the third relation in Eq. (5.28), we have

(x ≻P y) ≺P z = (P(x)y)P(z) = P(x)(yP(z)) = x ≻P (y ≺P z).

Thus if the relation spaceRof an operadP = P(V)/(R) is contained in the subspace

spanned by the vectors in Eq. (5.27), then the corresponding relations are linear

combinations of the equations in Eq. (5.28) and hence are satisfied by (S,≺P,≺
′
P) for

each symmetric Rota-Baxter algebra (S,P). Therefore (S,≺P,≺
′
P) is aP-algebra.

This completes the proof of Theorem5.40. �

5.6 Free symmetric dendriform algebras

5.6.1 Case I: One generator

Let V = k{x} be the generator space with only one generatorx andk is a field.

Define x ≺ x = x ≺′ x = xP(x) = x⌊x⌋ whereP is the symmetric Rota-Baxter

operator. Since≺′=≺(12), we will stick to≺ in this case.

Definition 5.41. Symmetric dendriform words are words generated byk{x, ⌊, ⌋},

and are defined recursively asx1 = x, xk+1 = x ≺ xk = x⌊xk⌋.
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For any two symmetric dendriform wordsxm and xn, definexm ≺ xn = Cm,nxm+n

whereCm,n is a coefficient. We will find this is well-defined later as Corollary5.54

in Case II.

Lemma 5.42.Cm,n = Cm−1,n +Cn,m−1.

Proof. xm ≺ xn = xm⌊xn⌋ = x⌊xm−1⌋⌊xn⌋ = xP(xm−1)P(xn) = xP(xm−1P(xn) +

xnP(xm−1)) = x ≺ (xm−1 ≺ xn + xn ≺ xm−1) = x ≺ (Cm−1,nxm+n−1 + Cn,m−1xm+n−1) =

(Cm−1,n +Cn,m−1)x ≺ xm+n−1 = (Cm−1,n +Cn,m−1)xm+n.

Sincexm ≺ xn = Cm,nxm+n, we are done by recursion. �

Corollary 5.43. C1,n = 1 and Cm,1 = m.

Proof. By definition above,xn+1 = x1 ≺ xn = C1,nx1+n, soC1,n = 1.

Cm,1 = Cm,1 +C1,m = Cm,1 + 1 = · · · = C1,1 +m= 1+m= m+ 1. �

This property is similar to Pascal triangle. we have the following corollary and

matrices.

Corollary 5.44. Let B denote the symmetric Pascal matrix consisting of binomial

coefficients as follows. Then the matrix C formed by Cm,n is a submatrix of B by

deleting the first column of B. Thus, Cm,n = Bm,n+1.

We take a 5× 5 symmetric Pascal matrix as an example:





1 1 1 1 1

1 2 3 4 5

1 3 6 10 15

1 4 10 20 35

1 5 15 35 70





.
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Lemma 5.45. Symmetric Pascal Matrix[44] Let Bm,n denotes the(m, n)-entry of

the symmetric Pascal matrix of binomial coefficients, Bm,n =





m+n−2

m−1





.

Corollary 5.46. Cm,n = Bm,n+1 =





m+n−1

m−1





.

Theorem 5.47.Cm,n holds for any symmetric dendriform algebra.

Proof. Let D be any symmetric dendriform algebra anda ∈ D. Definea1 = a and

ak+1 = a1 ≺ ak = a1⌊ak⌋. Then for anyam andan in D, defineam ≺ an = Cm,nam+n.

Since

am ≺ an = (a1 ≺ am−1) ≺ an = a1 ≺ (am−1 ≺ an+ am−1 ≺
′ an) = a1 ≺ (Cm−1,nam+n−1 +

Cn,m−1am+n−1)

= (Cm−1,n +Cn,m−1)a1 ≺ am+n = (Cm−1,n +Cn,m−1)am+n, andam ≺ an = Cm,nxm+n,

we haveCm+1,n = Cm,n +Cn,m again. �

Theorem 5.48.The space of symmetric dendriform words denoted as sDW(V) is a

symmetric dendriform algebra.

Proof. We only need to verify the relation (xm ≺ xn) ≺ xl = xm ≺ (xn ≺ xl + xl ≺ xn)

for anyxm, xn, andxl ∈ sDW(V). By Cor5.46and Lemma5.42,

LHS=Cm,nxm+n ≺ xl = Cm,nCm+n,l xm+n+l =





m+n−1

m−1









m+n+l−1

m+n−1





xm+n+l =
(m+n−1)!
(m−1)!n!

(m+n+l−1)!
(m+n−1)!l! ,

while

RHS=xm(Cn,l xn+l + Cl,nxl+n) = (Cn,l + Cl,n)xm ≺ xn+l = (Cn,l + Cl,n)Cm,n+l xm+n+l =

Cn+1,lCm,n+l xm+n+l =





n+l

n









m+n+l−1

m−1





xm+n+l =
(n+l)!
n!l!

(m+n+l−1)!
(m−1)!(n+l)! xm+n+l .

By comparing the two sides coefficients, we find the two sides equal. �
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Theorem 5.49. Free symmetric dendriform algebrassDW(V) is a free symmetric

dendriform algebra over V= k{x} with a set map j: V → sDW(V) such that, for

any symmetric dendriform algebra D and any set map f: V → D, there is a

unique symmetric dendriform algebra homomorphismf̄ : sDW(V) → D such that

f̄ ◦ j = f :

V
j

//

f

((P
P

P

P

P

P

P

P

P

P

P

P

P

P

P

P
sDW(V)

f̄
��

D

.

Proof. We have verified thatsDW(V) is a symmetric dendriform algebra by Theo-

rem5.48. We only need to definēf and provef̄ is a symmetric dendriform homo-

morphism and it is unique.

Define f̄ (x) = a ∈ D and leta1 = a andak+1 = a1 ≺ ak. Then definef̄ (xk) = ak.

Note this is the only way to definēf to be a symmetric dendriform homomorphism.

On one hand, we havēf (xm ≺ xn) = f̄ (Cm,nxm+n) = Cm,n f̄ (xm+n) = Cm,nam+n; on the

other hand, we havēf (xm) ≺ f̄ (xn) = am ≺ an = Cm,nam+n by Theorem5.47. So f̄

commutes with≺ and thus is a symmetric dendriform algebra homomorphism.�

SinceCm,n holds for any symmetric dendriform algebra, we can give an abstract

definition for the free symmetric dendriform algebra which has no relation with

symmetric Rota-Baxter identity. DefineF =
⊕

k≥1 xk over one generatorx1 with

the recursionxk+1 = x1 ≺ xk and the defined operationxm ≺ xn = Cm,nxm+n.

Theorem 5.50.(F,≺,≺′) is a free symmetric dendriform algebra over one genera-

tor x1.

Proof. The proof is similar to Theorem5.49. �
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Example 5.51.(A natural example)

(A special Polynomial algebra): Letk[x] be a general polynomial algebra, and re-

define its product asxm · xn =





m+n−1

m−1





xm+n. Then{k[x], ·} is a symmetric dendriform

algebra.

5.6.2 Case II: Multiple generators

Given a setX, let V = kX be the generators space andk is a field. DefineXk, k ≥ 1

by recursion:X1 = X, Xk+1 = X ≺ Xk = XP(Xk) = X1⌊Xk⌋. Then, any element

X ∈ Xk is in the form ofx1⌊x2⌊x3⌊. . . ⌊xk⌋⌋ . . .⌋, wherexi ∈ X. And we letm = l(X)

be the length of the wordX.

Definition 5.52. Multiple symmetric dendriform words(msDW) are words gen-

erated byk{X, ⌊, ⌋}, and are defined recursively byX1 = X andXk+1 = X ≺ Xk =

X⌊Xk⌋.

Definition 5.53. The products in the symmetric dendriform algebra

∀m, n ≥ 1, letX ∈ Xm andY ∈ Xn, define

≺: Xm ⊗ Xn → Xm+n

≺′: Xm ⊗ Xn→ Xm+n

by induction onm≥ 1.

Form= 1, defineX ≺ Y = x1 ≺ Y = x1⌊Y⌋

ForX ≺′ Y = x1 ≺
′ Y = Y ≺ x1, we use induction onn = l(Y) ≥ 1.

Forn = 1, x1 ≺
′ Y = x1 ≺

′ y1 = y1 ≺ x1 = y1⌊x1⌋.
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Suppose forn = l(Y) ≤ t, t ≥ 1 x1 ≺
′ Y = Y⌊x1⌋ is defined, then whenn = l(Y) =

t + 1,

x1 ≺
′ Y = Y ≺ x1 = y1⌊Y

′⌋ ≺ x1 = y1⌊Y
′⌋⌊x1⌋ = y1⌊Y

′⌊x1⌋ + x1⌊Y
′⌋⌋ = y1(⌊x1 ≺

′

Y′⌋ + ⌊x1 ≺ Y′⌋). For now, we are good atm= 1.

Next, supposeX ≺ Y andX ≺′ Y is defined form = l(X) ≤ s, s ≥ 1, then we

consider the case whenm= s+ 1.

X ≺ Y = x1⌊X
′⌋ ≺ Y = x1⌊X

′⌋⌊Y⌋ = x1⌊X
′⌊Y⌋ + Y⌊X′⌋⌋ = x1⌊X

′ ≺ Y + X′ ≺′ Y′⌋.

ForX ≺′ Y = Y ≺ X, we use induction onn = l(Y) ≥ 1 again.

Forn = 1, X ≺′ y1 = y1 ≺ X = y1⌊X⌋.

Suppose forn = l(Y) ≤ t, t ≥ 1,X ≺′ Y is defined. Then, whenn = l(Y) = t + 1,

X ≺′ Y = Y ≺ X = y1⌊Y
′⌋⌊X⌋ = y1⌊Y

′⌊X⌋ + X⌊Y′⌋⌋ = y1⌊X ≺
′ Y′ + X ≺ Y′⌋.

By now, we are good form= s+ 1.

Therefore, we are done for the whole induction process and wedefined for∀m, n ≥

1,

X ≺ Y = x1⌊X ≺ Y + X′ ≺′ Y⌋

X ≺′ Y = y1⌊X ≺ Y′ + X ≺′ Y′⌋.

Corollary 5.54. sDW(V) in Case I is well defined where X= {x}.

Theorem 5.55.(msDW(V),≺,≺′) is a symmetric dendriform algebra.

Proof. We will check the first relation (x ≺ y) ≺ z = x ≺ (y ≺ z+ z ≺ y) by

induction on the sum of the lengths of any three words. LetX,Y,Z be any three

words with the sum of their lengthsn ≥ 3.

Whenn = 3, (x ≺ y) ≺ z= xP(y)P(z) = xP(zP(y) + yP(z)) = x ≺ (z≺ y+ y ≺ z).

Suppose the relation holds forn = k, then whenn = k+ 1, we have by definition
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(X ≺ Y) ≺ Z = x1(X′ ≺ Y + Y ≺ X′) ≺ Z = x1((X′ ≺ Y + Y ≺ X′) ≺ Z + Z ≺ (X′ ≺

Y + Y ≺ X′)) =

x1 ≺ ((X′ ≺ Y) ≺ Z)+ x1 ≺ ((Y ≺ X′) ≺ Z)+ x1 ≺ (Z ≺ (X′ ≺ Y))+ x1 ≺ (Z ≺ (Y ≺

X′));

X ≺ (Y ≺ Z + Z ≺ Y) = x1 ≺ (X′ ≺ (Y ≺ Z + Z ≺ Y) + (Y ≺ Z + Z ≺ Y) ≺ X′) =

x1 ≺ (X′ ≺ (Y ≺ Z + Z ≺ Y) + x1 ≺ ((Y ≺ Z) ≺ X′) + x1 ≺ ((Z ≺ Y) ≺ X′).

Comparing the two equations,

(X′ ≺ Y) ≺ Z = X′ ≺ (Y ≺ Z + Z ≺ Y) andZ ≺ (Y ≺ X′) = (Z ≺ Y) ≺ X′ since the

sum of the lengths ofX′,Y andZ is n and therefore we can use induction onn;

and (Y ≺ X′) ≺ Z = (Y ≺ Z) ≺ X′ by Corollary5.36.

This completes our proof. �

Proposition 5.56. (msDW(V),≺,≺′) is a free symmetric dendriform algebra over

V = kX with a set map j: V → msDW(V) such that, for any symmetric dendriform

algebra D and any set map f: V → D, there is a unique symmetric dendriform

algebra homomorphism̄f : msDW(V)→ D such thatf̄ ◦ j = f :

V
j

//

f

((P
P

P

P

P

P

P

P

P

P

P

P

P

P

P

P
sDW(V)

f̄
��

D

.

Proof. Let ai = f (xi) for xi ∈ X. Define f̄ (xi) = ai, and f̄ (X) = f̄ (x1 ≺ X′) = a1 ≺

f̄ (X′) inductively. Then, we will check̄f (X ≺ Y) = f̄ (X) ≺ f̄ (Y) by induction on

the sum of lengthsn of X andY ∈ msDW(V).

Whenn = 2, f̄ (X ≺ Y) = f̄ (x ≺ y) = f (x) ≺ f (y) for x, y ∈ X as defined.

Suppose forn = k ≥ 2, the homomorphism holds. Then, forn = k+ 1,
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f̄ (X ≺ Y) = f̄ (x1 ≺ (X′ ≺ Y + Y ≺ X′)) = f̄ (x1 ≺ (X′ ≺ Y)) + f̄ (x1 ≺ (Y ≺ X′)) =

f̄ (x1) ≺ f̄ (X′ ≺ Y)+ f̄ (x1) ≺ f̄ (Y ≺ X′) = f̄ (x1) ≺ ( f̄ (X′) ≺ f̄ (Y))+ f̄ (x1) ≺ ( f̄ (Y) ≺

f̄ (X′)) =

( f̄ (x1) ≺ f̄ (X′)) ≺ f̄ (Y) = f̄ (X) ≺ f̄ (Y).

This completes our induction and thus̄f is an symmetric dendriform algebra ho-

momorphism. �
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6 Symmetric Differential Rota-Baxter Algebras

6.1 Introduction

6.1.1 Motivation

As an analogy to the study of differential Rota-Baxter algebras, we study the sym-

metric differential Rota-Baxter algebras by mainly completing the construction of

the free symmetric differential algebra and the free symmetric differential Rota-

Baxter algebras. Again, we only consider the non-commutative case.

We first briefly introduce the idea of differential Rota-Baxter algebras[36]. The

differential Rota-Baxter algebra is the algebraic structure reflecting the relation be-

tween the differential operator and the integral operator as in the First Fundamental

Theorem of Calculus.

As is well-known, the two principal components of calculus are the differential

calculus which studies the differential operatord( f )(x) = d f
dx(x) and the integral cal-

culus which studies the integral operatorP( f )(x) =
∫ x

a
f (t)dt. The discrete versions

of these two operators are the difference operator and summation operator.

The abstraction of the differential operator and difference operator led to the de-

velopment of differential algebra and difference algebra [15, 43]. Likewise, the

integral operatorP and summation operator have been abstracted to give the notion

of Rota-Baxter operators and Rota-Baxter algebras [7, 54, 55].

In the last few years, major progress has been made in both differential algebra and

Rota-Baxter algebra, with applications in broad areas in mathematics and physics [4,

5, 14, 10, 20, 24, 26, 27, 35, 58, 59]. For instance, both operators played im-

portant roles in the recent developments in renormalization of quantum field the-
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ory [10, 11, 28].

The differential operator and the integral operator are related by the First Funda-

mental Theorem of Calculus stating that (under suitable conditions)

d
dx

(
∫ x

a
f (t)dt

)

= f (x). (6.1)

Thus the integral operator is the right inverse of the differential operator, so that

(d ◦ P)( f ) = f . A similar relation holds for the difference operator and summation

operator (see Example6.1.(e)). It is therefore natural to introduce the notion of

differential integral algebra, or more generally the notion of differential Rota-Baxter

algebra, that provides a framework to put differential/difference algebra and Rota-

Baxter algebra together in the spirit of Eq. (6.1).

Quite often, problems on differential equations and differential algebra are studied

by translating them into integral problems. This transition uses in disguise the un-

derlying structure of differential Rota-Baxter algebra. In fact, Baxter [7] defined

his algebra and gave an algebraic proof of the Spitzer identity in probability guided

by such a point of view for first order linear ODEs. This view was further stressed

by Rota [55] in connection with findingq-analogues of classical identities of spe-

cial functions. The framework introduced in[36] should provide a natural setting to

study such problems. The reader is also invited to consult the paper [57], where a

similar structure was independently defined under a different context and was ap-

plied to study boundary problems for linear ODE in differential algebras. Similar

situations might happen for symmetric cases.



92

6.1.2 Definitions and preliminary examples

We now introduce the concept of a differential symmetric Rota-Baxter algebra con-

sisting of an algebra with both a symmetric differential operator and a symmetric

Rota-Baxter operator with a compatibility condition between these two operators.

Definition 6.1. Let k be a unitary commutative ring.

(a) A symmetric differential k-algebra is an associativek-algebraR together

with a linear operatord : R→ R such that

d(xy) = d(x)y+ d(y)x,∀ x, y ∈ R, (6.2)

and

d(1) = 0. (6.3)

Such an operator is called asymmetric differential operator or asymmetric

derivation. Let (R, d) and (S, e) be any two symmetric differential algebras.

Then f : (R, d) → (S, e) is a symmetric differential algebra homomor-

phism if f : R→ S is ak-algebra homomorphism ande( f (x)) = f (d(x)) for

all x ∈ R.

(b) A symmetric Rota-Baxter k-algebra is an associativek-algebraR together

with a linear operatorP : R→ R such that

P(x)P(y) = P(xP(y)) + P(yP(x)),∀ x, y ∈ R. (6.4)

Such an operator is called asymmetric Rota-Baxter operator.
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(c) A symmetric differential Rota-Baxter k-algebra is an associativek-algebra

R together with a symmetric differential operatord and a symmetric Rota-

Baxter operatorP such that

d ◦ P = idR. (6.5)

Note: Any commutative differential algebras in the usual sense are symmetrical

differential algebras. So through the whole chapter or even thispaper, we will only

consider non-communtative cases.

We next give some simple examples of differential, Rota-Baxter and differential

Rota-Baxter algebras[36]. By Theorem6.4, every symmetric differential algebra

naturally gives rise to a symmetric differential Rota-Baxter algebra.

Example 6.1. (a) A 0-derivation and a 0-differential algebra is a derivation and

differential algebra in the usual sense [43].

(b) Let λ ∈ R, λ , 0. Let R = Cont(R) denote theR-algebra of continuous

functions f : R → R, and consider the usual ”difference quotient” operator

dλ onR defined by

(dλ( f ))(x) = ( f (x+ λ) − f (x))/λ. (6.6)

Then it is immediate thatdλ is aλ-derivation onR. Whenλ = 1, we obtain

the usual difference operator on functions. Further, the usual derivation is

d0 := lim
λ→0

dλ.
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(c) A difference algebra [15] is defined to be a commutative algebraR together

with an injective algebra endomorphismφ on R. It is simple to check that

φ − id is a differential operator of weight 1.

(d) By the First Fundamental Theorem of Calculus in Eq. (6.1), (Cont(R), d/dx,
∫ x

0
)

is a differential Rota-Baxter algebra of weight 0.

(e) Let 0< λ ∈ R. Let R be anR-subalgebra of Cont(R) that is closed under the

operators

P0( f )(x) = −
∫ ∞

x
f (t)dt, Pλ( f )(x) = −λ

∑

n≥0

f (x+ nλ).

For example,R can be taken to be theR-subalgebra generated bye−x: R =
∑

k≥1Re−kx. ThenPλ is a Rota-Baxter operator of weightλ and, for thedλ in

Eq. (6.6),

dλ ◦ Pλ = idR,∀ 0 , λ ∈ R,

reducing to the fundamental theoremd0 ◦ P0 = idR whenλ goes to 0. So

(R, dλ,Pλ) is a differential Rota-Baxter algebra of weightλ.

6.2 Symmetric differential algebras

We first give some basic properties of symmetric differential algebras, followed by

a study of free symmetric differential algebras.
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6.2.1 Basic properties for symmetric differential operators

Some basic properties of differential operators can be easily generalized to sym-

metric differential operators. The following proposition generalizes the power rule

in differential calculus and the well-known result of Leibniz [43, p.60].

Proposition 6.2. Let (R, d) be a symmetric differentialk-algebra of weight0.

(a) Let x∈ R and n∈ N+. Then

d(xn) = nd(x)xn−1.

(b) Let x, y ∈ R, and let n∈ N+. Then

dn+1(xy) =
n∑

i=0

(

(

n
i

)

di+1(x)dn−i(y) +

(

n
i

)

di+1(y)dn−i(x)). (6.7)

Proof. (a) Whenn = 1, it is trivial. Suppose the equation holds forn ≥ 1, then apply

Eq. 6.2, we haved(xn+1) = d(xnx) = d(xn)x + d(x)(xn) = nd(x)xn−1x + d(x)(xn) =

(n+ 1)d(x)xn.

(b) We proceed the proof by induction onn.

Whenn = 1, by using Eq.6.2twice, we haved2(xy) = d(d(xy)) = d(d(x)y+d(y)x) =

d(d(x)y)+d(d(y)x) = d2(x)y+d(y)d(x)+d2(y)x+d(x)d(y) = d(x)d(y)+d2(x)d0(y)+

d(y)d(x)+d2(y)d0(x) satisfied Eq.6.7for n = 1 and we use the conventiond0(x) = x.

Suppose Eq.6.7holds forn ≥ 1, then for the casen+ 1, we have
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dn+2(xy) = d(dn+1(xy)) = d(
∑n

i=0(
(
n
i

)

di+1(x)dn−i(y) +
(
n
i

)

di+1(y)dn−i(x))) by the as-

sumption.

We also havedn+2(xy) =
∑n+1

i=0 (
(
n+1

i

)

di+1(x)dn+1−i(y)+
(
n+1

i

)

di+1(y)dn+1−i(x)) by Eq.6.2.

We will prove the first half partd(
∑n

i=0

(
n
i

)

di+1(x)dn−i(y)) =
∑n+1

i=0

(
n+1

i

)

di+1(x)dn+1−i(y)

by Eq.6.2, changing variables and Pascal rule
(
n
i

)

+
(

n
i−1

)

=
(
n+1

i

)

, and the second half

part is the same process.

d(
∑n

i=0

(
n
i

)

di+1(x)dn−i(y)) =
∑n

i=0

(
n
i

)

di+2(x)dn−i(y)+
∑n

i=0

(
n
i

)

dn+1−i(y)di+1(x) =(by Eq.6.2)
∑n+1

t=1

(
n

t−1

)

(dt+1(x)dn+1−t(y))+
∑0

j=n

(
n
j

)

(d j+1(x)dn+1− j(y)) = (let t := n− i and j := i+1)
∑n+1

i=1

(
n

i−1

)

(di+1(x)dn+1−i(y)) +
∑n

i=0

(
n
i

)

(di+1(x)dn+1−i(y)) = (let i = j = t )
(
n
n

)

dn+2(x)d0(y)+
∑n

i=1

(
n

i−1

)

(di+1(x)dn+1−i(y))+
(
n
0

)

d1(x)dn+1(y)+
∑n

i=1

(
n
i

)

(di+1(x)dn+1−i(y)) =
(
n+1
n+1

)

dn+2(x)d0(y) +
∑n

i=1(
(

n
i−1

)

+
(
n
i

)

)di+1(x)dn+1−i(y) +
(
n+1

0

)

d1(x)dn+1(y) =
∑n+1

i=0

(
n+1

i

)

di+1(x)dn+1−i(y).

This completes the induction. �

6.2.2 Free symmetric differential algebras

Using the same construction as for free differential algebras of weight 0, we obtain

free symmetric differential algebras.

Theorem 6.3.Let X be a set. Let

∆(X) = X × N = {x(n)
∣
∣
∣ x ∈ X, n ≥ 0}.

Let kNC{X} be the free noncommutative algebrak〈∆X〉 on the set∆X. Define

dNC
X : kNC{X} → kNC{X} as follows. Let w= u1 · · ·uk, ui ∈ ∆X, 1 ≤ i ≤ k, be a
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noncommutative word from the alphabet set∆(X). If k = 1, so that w= x(n) ∈ ∆(X),

define dX(w) = x(n+1). If k > 1, recursively define

dX(w) = dX(u1)u2 · · ·uk + dX(u2 · · ·uk)u1. (6.8)

Further define dX(1) = 0and then extend dX tok{X} by linearity. Then(kNC{X}, dNC
X )

is the free symmetric differential algebra on the set X.

Proof. Let (R, d) be a noncommutative symmetric differential algebra and letf :

X → R be a set map. We extendf to a symmetric differential algebra homomor-

phism f̄ : kNC{X} → R as follows.

Let w = u1 · · ·uk, ui ∈ ∆X, 1≤ i ≤ k, be an noncommutative word from the alphabet

set∆X. If k = 1, thenw = x(n) ∈ ∆X. Define

f̄ (w) = dn( f (x)). (6.9)

Note that this is the only possible definition in order forf̄ to be a differential algebra

homomorphism. Ifk > 1, recursively define

f̄ (w) = f̄ (u1) f̄ (u2 · · ·uk).

Further definef̄ (1) = 1 and then extend̄f to k{X} by linearity. This is the only

possible definition in order for̄f to be an algebra homomorphism.

Sincek{X} is the free noncommutative algebra on∆X, f̄ is an algebra homomor-

phism. So it remains to verify that, for all noncommutative wordsw = u1 · · ·uk
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from the alphabet set∆X,

f̄ (dNC
X (w)) = d( f̄ (w)), (6.10)

for which we use induction onk. The case whenk = 1 follows immediately from

Eq. (6.9). For the inductive step, by Eq. (6.8):

f̄ (dNC
X (w)) = f̄ (dNC

X (u1)u2 · · ·uk) + f̄ (dNC
X (u2 · · ·uk)u1)

= f̄ (dNC
X (u1)) f̄ (u2 · · ·uk) + f̄ (dNC

X (u2 · · ·uk)) f̄ (u1).

Then by Eq. (6.9), the induction hypothesis onk and the symmetric differential al-

gebra relation ford, the last sum above equals tod( f̄ (w)):

f̄ (dNC
X (u1)) f̄ (u2 · · ·uk)+ f̄ (dNC

X (u2 · · ·uk)) f̄ (u1) = d( f̄ (u1)) f̄ (u2 · · ·uk)+d( f̄ (u2 · · ·uk)) f̄ (u1)

= d( f̄ (u1) f̄ (u2 · · ·uk)) = d( f̄ (w)). �

6.3 Free symmetric differential Rota-Baxter algebras

Theorem 6.4. Let (kNC{X}, dNC
X ) = (k〈∆X〉, dNC

X ) be the free symmetric differential

algebra on a set X, constructed in Theorem6.3. LetXNC(∆X) be the free symmetric

Rota-Baxter algebra on∆X, constructed in Theorem4.14.

(a) There is a unique extension̄dNC
X of dNC

X toX
NC(∆X) so that(XNC(∆X), d̄NC

X ,P∆X)

is a differential symmetric Rota-Baxter algebra.

(b) The symmetric differential Rota-Baxter algebraXNC(∆X) thus obtained is

the free differential Rota-Baxter algebra over X.

Proof. (a). We define a symmetric derivation̄dNC
X on X

NC(∆X) as follows. Let

F ∈ F and letD ∈ (∆X)F be the forestF with angular decoration by~y ∈ (∆X)ℓ(F)−1.
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Let

D = (F;~y) = (T1;~y1)yi1(T2;~y2)yi2 · · · yib−1(Tb;~yb)

be the standard decomposition ofD in Eq. (4.30). We defined̄NC
X by induction on

the breadthb = b(F) of F. If b = 1, thenF is a tree so eitherF = • or F = ⌊F⌋ for

a forestF. Accordingly we define

d̄NC
X (F;~y) =






0, if F = •,

(F;~y), if F = ⌊F⌋
(6.11)

We note that this is the only way to definēdNC
X in order to obtain a differential

symmetric Rota-Baxter algebra since• is the identity and (F;~y) = ⌊(F;~y)⌋.

If b > 1, thenF = T1 ⊔ Ft for another forestFt = T2 ⊔ · · · ⊔ Fb (t in Ft stands for

the tail). So

D = (F;~y) = (T1;~y1)yi1(Ft;~yt) = D1yi1Dt

whereD1 = (T1;~y1) andDt = (T2;~y2)yi2 · · · yib−1(Tb;~yb).We then define

d̄NC
X (D) = d̄NC

X (T1;~y1)yi1(Ft;~yt) + dNC
X (yi1)(Ft;~yt)(T1;~y1) + d̄NC

X (Ft;~yt)yi1(T1;~y1)(6.12)

whered̄NC
X (T1;~y1) is defined in Eq. (6.11) andd̄NC

X (Ft;~yt) is defined by the induction

hypothesis. Note that by Eq. (4.22),

(T1;~y1)yi1(Ft;~yt) = (T1;~y1)⋄(•yi1•)⋄(Ft;~yt).

So if d̄NC
X were to satisfy the symmetric Leibniz rule Eq. (6.2) with respect to the



100

product⋄, then we must have

d̄NC
X (D) = d̄NC

X (T1;~y1)⋄(•yi1•)⋄(Ft;~yt) + d̄NC
X (•yi1•)⋄(Ft;~yt)⋄(T1;~y1) (6.13)

+d̄NC
X (Ft;~yt)⋄(•yi1•)⋄(T1;~y1).

Sinced̄NC
X is to extenddNC

X : kNC{X} → kNC{X}, we have

d̄NC
X (• yi1•) = d̄NC

X ( j∆X(yi1)) = j∆X(dNC
X (yi1)) = • dNC

X (yi1) • .

So by Eq. (4.22), Eq. (6.14) agrees with Eq. (6.12). Thusd̄NC
X (D) is the unique map

that satisfies the symmetric Leibniz rule (6.2).

We also have the short hand notation,

d̄NC
X (D) = d̄NC

X (D1)yi1Dt + d̄NC
X (yi1Dt)D1 (6.14)

where

d̄NC
X (yi1Dt) := dNC

X (yi1)Dt + d̄NC
X (Dt)yi1

Similarly, we can also writeD = Dhyib−1Db whereDh (h stands for the head) is an

angularly decorated forest andDb is an angularly decorated tree. Then

d̄NC
X (D) = d̄NC

X (Dhyib−1)Db + d̄NC
X (Db)Dhyib−1 (6.15)

In fact, write

D = v1v2 · · · v2b−1,
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where

vj =






D( j+1)/2, j odd,

yi j/2, j even.

Then using Eq. (6.12) and an induction onb, we obtain the “general symmetric

Leibniz formula” with respect to the concatenation product:

d̄NC
X (D) =

∑

k⊆[2b−1]

v′kvk+1 · · · v2b−1vk−1vk−2 · · · v1, (6.16)

where [2b− 1] = {1, · · · , 2b− 1} and

v′k =






d̄NC
X (vk), k ∈ I , k odd,

dNC
X (vk), k ∈ I , k even.

We now prove that̄dNC
X is a symmetric derivation with respect to the product⋄. Let

D andD′ be angularly decorated forests and write

D = (F;~y) = (T1;~y1)yi1(T2;~y2)yi2 · · · yib−1(Tb;~yb) = Dhyib−1Db

and

D′ = (F′;~y′) = (T′1;~y
′
1)y
′
i1(T

′
2;~y
′
2)y
′
i2 · · · y

′
ib′−1

(T′b′ ;~y
′
b′) = D′1y

′
i1D
′
t

be as above with angularly decorated treesDb, D′1, angularly decorated forestsDh,

D′t andyib−1, y
′
i1
∈ ∆X. Then by Eq. (4.22) (see [24] for further details),D⋄D′ has

the standard decomposition

D⋄D′ = (T1;~y1)yi1 · · · yib−1

(

(Tb;~yb)⋄(T
′
1;~y
′
1)
)

y′i1 · · · y
′
ib′−1

(T′b′ ;~y
′
b′)
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= Dhyib−1(Db ⋄ D′1)y
′
i1D
′
t (6.17)

where

Db⋄D
′
1 = (Tb;~yb)⋄(T

′
1;~y
′
1) (6.18)

=






(•; 1), if Tb = T′1 = • (so~yb = ~y′1 = 1),

(Tb;~yb), if T′1 = •,Tb , •,

(T′1;~y
′
1), if T′1 , •,Tb = •,

⌊(Fb;~y)⋄(T′1;~y
′)⌋ + ⌊(F

′

1;~y
′)⋄(Tb;~y)⌋, if T′1 = ⌊F

′

1⌋ , •,Tb = ⌊Fb⌋ , •.

By Eq. (6.17) and Eq. (6.16), we have

d̄NC
X (D⋄D′) = d̄NC

X

(

(Dhyib−1)(Db⋄D
′
1)(y

′
i1D
′
t)
)

= d̄NC
X (Dhyib−1)(Db⋄D

′
1)(y

′
i1D
′
t) + d̄NC

X (Db⋄D
′
1)(y

′
i1D
′
t)(Dhyib−1)(6.19)

+d̄NC
X (y′i1D

′
t)(Db⋄D

′
1)(Dhyib−1)

Using Eq. (6.18), we have

d̄NC
X (Db⋄D

′
1) = d̄NC

X (Db)⋄D
′
1 + d̄NC

X (D′1)⋄Db (6.20)

Applying this to Eq. (6.19), we find that the resulting expansion for̄dNC
X (D⋄D′)

agrees with the expansion of

d̄NC
X (D)⋄D′ + d̄NC

X (D′)⋄D

after applying Eq. (6.14) to d̄NC
X (D) and applying Eq. (6.15) to d̄NC

X (D′).
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As an example, from Eq. (4.34), we have

d̄NC
X ( ⋄ ) = d̄NC

X

(

+
)

= • x + . (6.21)

This agrees with

d̄NC
X ( ) ⋄ + d̄NC

X ( )⋄ .

(b). Let (R, ∗, d,P) be any differential symmetric Rota-Baxter algebra and letϕ :

X → R be any function. SinceXNC(∆X) is a free symmetric Rota-Baxter al-

gebra, there exists a unique symmetric Rota-Baxter algebrahomomorphism ˜ϕ :

(XNC(∆X),P∆X)→ (R,P) such thatϕ = ϕ̃◦ jX. We next show ˜ϕ is a symmetric dif-

ferential algebra map. That is to showd(ϕ̃(D)) = ϕ̃(d̄NC
X (D)) for anyD ∈X

NC(∆X).

Case I: If D = (T;~y), whereT is a tree, thenT = • or T = ⌊T⌋ for a forestT.

WhenT = •, d(ϕ̃(•;~y)) = d(1) = 0 sinceϕ̃ is a homomorphism. By Eq.6.11,

ϕ̃(d̄NC
X (•;~y)) = ϕ̃(0) = 0. So the trivial case holds.

WhenT = ⌊T⌋, by the decompostion in Eq.4.41, the definition in Eq.4.42and

Eq.6.11,

d(ϕ̃(D)) = d(ϕ̃(T;~y)) = d(P(ϕ̃(⌊T⌋;~y))) = ϕ̃(⌊T⌋;~y) = ϕ̃(d̄NC
X (T;~y)). (6.22)

Case II: If D = (F;~y) = (T1; ~y1)yi1 · · · yib−1(Tb; ~yb), whereF is a forest with breadth

greater than one, then by the general Leibniz equation6.16and Eq.6.22, we have

d(ϕ̃(D)) = d(ϕ̃((T1; ~y1)yi1 · · · yib−1(Tb; ~yb))) = d(ϕ̃(T1; ~y1) ∗ ϕ(yi1) ∗ · · · ∗ ϕ̃(Tb; ~yb))

= d(V1 ∗ · · · ∗ V2b−1) =
∑2b−1

k=1 d(Vk) ∗ Vk+1 ∗ · · · ∗ V2b−1 ∗ Vk−1 ∗ · · · ∗ V1,

and
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ϕ̃(d̄NC
X (D) = ϕ̃(d̄NC

X ((T1; ~y1)yi1 · · · yib−1(Tb; ~yb)) = ϕ̃(
∑2b−1

k=1 d̄NC
X (Vk) ⋄ Vk+1 · · · ⋄ V2b−1 ⋄

Vk−1 ⋄ · · · ⋄ V1) =
∑2b−1

k=1 ϕ̃(d̄
NC
X (Vk)) ∗ ϕ̃(Vk+1) ∗ · · · ∗ ϕ̃(V2b−1) ∗ ϕ̃(Vk−1) ∗ · · · ∗ ϕ̃(V1).

The two above equations agree. So we have proved thatd(ϕ̃(D)) = ϕ̃(d̄NC
X (D)). This

shows that ˜ϕ is a symmetric differential algebra homomorphism. �
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Appendix

A. The Maple codes for Section3.2.1.

Figure 1: The procedure to compute symmetric Rota-Baxter operators on 2x2 ma-
trices
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(2)(2)

Figure 2: The procedure to compute Rota-Baxter operators on2x2 matrices
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B. The Mathematica codes[40] for Section 3.2.2.

Figure 3: The procedure to compute symmetric Rota-Baxter operators on semi-
group algebras
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