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Abstract—Conventionally, the route recommendations given by GPS navigation applications have been considered as the optimal route search problem only between two locations - origin and destination [1]. Sometimes people want to visit several intermediate locations prior to reaching their final destination. For example, travelers may want to visit a diner and a gas station before arriving at their vacation destination. Although there is likely to be many choices that are available along the route to the destination, only one place from each type should be chosen. Furthermore, in new emerging application domains, such as “physical-world crowdsourcing” [2], people may want to opportunistically visit some places in order to complete personal or work related tasks. Our work explores a design space where we try to reduce the amount of requests made to third-party map and route data providers. We explore the simple idea of using the Euclidean distance as a rough estimate for the optimal route between destinations with multiple waypoints. Our preliminary results indicate that with over 80% of test cases, this simple Euclidean distance estimator approach gives at least one optimal routing alternative.

I. INTRODUCTION

GPS-based navigation is a popular application. One of its main functions is to give the optimal route recommendation to the destination with or without using real-time traffic information. A traditional GPS navigation device is used to acquire position data and help locate the user on a road in the unit’s map database [3]. Using the road database, the unit can give directions to alternative locations along additional roads in its database.

There are also several smartphone apps available for GPS-based navigation. However, typically the route recommendations given by these apps, as well as with stand-alone GPS navigators, have only considered the optimal route search problem between two locations - origin and destination [1]. Alternatively, users must manually specify and input waypoints.

In this paper, we present our preliminary design and analysis of an app that could help users to navigate on roads via multiple desired waypoints. Toward this end, to find the optimal route to the final destination, the visit order of the waypoints needs to be optimized. Our work explores a design space where we try to reduce the amount of requests made to third-party map and route data providers. We explore the simple idea of using the Euclidean distance as a rough estimate for the optimal route between destinations with multiple waypoints. Our preliminary results indicate that with over 80% of test cases, this simple Euclidean distance estimator approach gives at least one optimal routing alternative.

II. ON MY WAY: APP DESIGN AND IMPLEMENTATION

A. Application Scenario

Alice and Bob are leaving home towards their vacation in a different state. They forgot to refuel, so their car is low on gas, and therefore they need to find a gas station. Their usual gas station would in a different direction than planned route. The couple also would like to dine in a nice diner somewhere on the trip. With a usual GPS navigator they would have to search for a diner and gas station separately, and choose the waypoints manually. This would be time-consuming and inconvenient. With our app, Alice and Bob need to only input their destination address and the general type of places they would like to go. The app can recommend an optimal route that satisfies all of their requirements.

B. Design Alternatives

In this paper, we decided to explore a design space where we aim to optimize the need to place API calls to the network-based map and routing distance provider. Towards this end, we are investigating if the Euclidean distance is a good estimator for most of the time for the actual routes. If this would be the case, the needed API calls for route data can be significantly reduced.

Other obvious design alternatives would be to have all relevant data locally on the navigator or smartphone app. Such an approach could be built on top of, for example, Caché [4], a system for caching location-enhanced content for privacy. Another obvious design approach is not to limit API calls to the server at all, but do all the computation in the server side. In such case, the Euclidean distance estimator is unnecessary.

C. Finding Places of Interest Near the Route

Towards finding desired places of interest near the route, we used several APIs available from Google. We used the Google Places API [5] to find interesting places and the Google Directions API [5] to obtain the directions from the origin to the destination.

D. Finding Possible Shortest Paths

In order to find the optimal route to the final destination, the optimal waypoints need to be selected from the places list returned from the previous step. For each place type, there could be many places available after nearby searching; the goal is to select one place from each type, and make them a set of waypoints. For each of the waypoints permutations, we calculate the shortest path through the waypoints and then select the best three results. Furthermore, all of the waypoints
in each permutation will be retrieved and sent to Google Directions API to get the directions for comparison. Finally, the recommended optimal routes of those combinations are shown on the map.

When calculating the shortest path for all the waypoints permutations, basically there are two strategies which can be used to select the best three optimal routes.

The first strategy is calling Google Directions API for all the waypoints combinations. We can leverage Google Directions API to optimize the order of waypoints visits. It can optimize the provided route by rearranging the waypoints in a more efficient order. This cannot only offload the optimization work from us, but also take traffic conditions into consideration. This is the easiest way to determine the optimal routes. However, there are a lot of shortcomings when using this strategy. First, calculating directions is a time and resource intensive task, and there are a lot of shortcomings when using this strategy. First, calculating directions is a time and resource intensive task, and the number of waypoint combinations can easily explode. For example, if we suppose that a user selects 3 general types of waypoints and each type can return 5 places, the number of possible combinations will be $5^3$, which means that the number of API requests would be 125.

**Algorithm 1: Find possible shortest path**

```
Input: origin, destination, all the waypoints that belong to user's specified type
Output: shortest path passes waypoints of user’s specified type
n= number of all the waypoints including origin and destination;
N=number of specified types;
// Find all pairs shortest paths, e.g., using Floyd-Warshall algorithm
for i ← 1, n do
    for j ← 1, n do
        d[i][j] = ∞
    end
end
for k ← 1, n do
    for i ← 1, n do
        for j ← 1, n do
            d[i][j] = min(d[i][j], d[i][k] + d[k][j])
        end
    end
end
// try all the permutations to find the shortest one
shortest_path = ∞
foreach permutation waypt_1, waypt_2, ..., waypt_N of the 'mustpass' waypoints do
    shortest_path = min(shortest_path,
        [d[origin][waypt_1] + d[waypt_1][waypt_2] + ... + d[waypt_N][destination]])
end
return shortest_path;
```

The second strategy is to reduce the needed API calls. In addition to have the origin and destination visited first and last, a user has to visit each waypoint of specified types once. The problem then becomes finding the shortest path from origin to destination via some “must pass” waypoints. This problem is a variant of well-known traveling salesman problem, which is NP hard. To solve this more efficiently, we propose a heuristic algorithm. First, we construct a layered graph with origin and destination as the source and destination on the graph, as shown in Fig. 1. Each layer of the graph contains all the places of each specified type; hence, the number of layers is the number of specified place types. When constructing the graph, for all the intermediate waypoints in two adjacent layers, we connect them (one from each layer) using the Euclidean distance as the weight. To find the path from the origin to destination in the graph, we must select one node from each layer; these nodes are the “must pass” nodes. Therefore, the path from the origin to destination can meet the users’ requirements. The top three shortest ones from these routes will be recommended to the user. Since the visit order affects the distance and duration of the routes dramatically, we need to permute the visit order of the specified place types. In real life, people usually do not visit too many places along the route, so the permutation of the visit order (types) would not increase the complexity.

When calculating the path with a fixed visit order, we utilize the well-known shortest path algorithm, for example, Floyd-Warshall algorithm, to obtain all pairs shortest path. Since we must have the origin visited first and destination visited last, we can apply pruning during the permutation calculation, which can save a lot of time. The pseudocode is shown in Algorithm 1. There are several details that are omitted from the pseudocode to increase clarity. For instance, the pruning should be done before calculating the shortest path.

After we receive the response from Google Directions API, we display the best three optimal routes on the map with the waypoints marked, as shown in Fig. 2.

![The graph with layers](image)

**Fig. 1:** The graph with layers. The number of layers is the number of places types. Each layer contains all of the nearby places of each specified place type. From start to destination, we must select one node from each layer, which means we must visit one place of each type. If we find a path from start to destination, this path must satisfy the user’s need: visit all of the places of specified types before arriving the destination.

### III. Preliminary Experiments and Results

There are two key questions we aimed to answer with our preliminary experiments. First, can Euclidean distance be used as an estimator when selecting actual routes? Second, in which situations is Euclidean distance effective and when does it not work?
A. Experiment Setup and Overview

We selected bank, cafe and gas station to represent typical waypoints. Both origin and destination are chosen from ten different states, which cover both cities and rural areas. When running the application, for each pair of origin and destination, the Euclidean distance of all the possible intermediate waypoints permutations were calculated. The actual driving distance and time duration of visiting all the waypoints were calculated as well. The search radius and the minimum distance between two consecutive searches were set to 300 meters and 1000 meters, respectively. To make the recommendations more useful, we set the place rating threshold to 4.0 (5.0 is maximum). The average route distance from origin to destination was 4.54 miles, and the average number of possible routes was 122.57.

B. Is Euclidean distance a Valid Estimator?

Fig. 3 shows the experiment results with places in Seattle. The figure shows the Euclidean distance, actual driving distance and optimal driving distance of a driving path by visiting different places in Seattle. The actual driving distance is always longer than the Euclidean distance, although the change trend of driving distance is similar to that of Euclidean distance. This indicate the potential of using the Euclidean as an estimator.

In Fig. 4, the area with dense and darker points located are what we would hope to see. These points have a short Euclidean distance, short actual routes distance and the shortest time of travel. In these cases, we can use Euclidean distance as a criteria to select actual routes. In the figure, most points are distributed at the front corner. The points at the top left corner are invalid routes, as discussed below. If the points are uniformly distributed along the space diagonal (face to back), it could be more accurate using Euclidean distance as the criterion, because the diagonal line means that actual route distance and time duration are proportional to Euclidean distance.

From Fig. 4, we can see that points are distributed in three parts. The points scattered along the diagonal are regarded as valid routes, without regarding the efficiency. The points located at the top left corner represent a situation when there is no viable or intuitive route between these two places. For instance, A, B are two places belonging to a gas Station and a cafe, respectively. They are close to each other but located at two sides of highway, which means the user would have to drive around on the highway to find an exit and make a U-turn to get to the other location.

By visualizing the relationship among Euclidean distance, actual driving distance and driving time, the points may have different distributions and patterns. But no matter what patterns they exhibit, there always exist routes which have shorter
C. When is the Euclidean distance Effective?

It is not surprising, due to the complexity of the topography, that sometimes the Euclidean distance does estimate well the actual route distance. The experiment began with finding the routes which are invalid using the proposed strategy and figuring out why it is invalid by comparison with valid routes. If the Euclidean distance is longer than the optimal driving distance, which is optimized by an efficient algorithm, this means that the visit order is much more inefficient. Such routes are invalid, and should be discarded. For example, the points circled in Fig. 5 are invalid routes, because the Euclidean distance of those routes are much longer than the optimal routes, which is impractical. After removing the invalid routes, we choose the routes whose distances are shorter than the average of all the “valid” routes to call the route data API, for example, actual driving routes below the dotted line.

Fig. 6 shows the relationships between Euclidean distance and actual driving distance, optimal driving distance, actual driving duration and optimal driving duration. The circled points (above) are the routes candidates we want to recommend to the user. These routes have shorter distances and less time cost. Unless the user has to visit the specified types of places in a specific order, the routes on the right would not be employed to call the route data API.

To validate the effectiveness of the proposed strategy, we investigated the relationship between Euclidean distance and the optimal driving distance. The results are shown in Fig. 7. From the figure, we can see that most of the optimal routes are covered by those routes that have the shortest Euclidean distance, 249 out of 288 optimal routes are covered as shown in the figure. In addition, we can see that the optimal driving duration is mostly proportional to the optimal driving distance.

IV. RELATED WORK

The optimal route search problem has been extensively studied and many algorithms have been proposed. Given a graph with a set of vertices (or nodes) and edges, where each edge has a weight, single source shortest path algorithms, such as Dijkstra’s [6] and Bellman-Ford’s [7] [8] algorithms, can compute the shortest path between a single node to every other node in the graph. In order to compute all the pairs shortest path, algorithms, such as Johnson’s [9] and Floyd-Warshall’s [10] can be applied. Since these algorithms are all assuming that the weights on the edges are static, they must be re-executed whenever the weight of an edge changes.

The Dijkstra shortest path [6] and A* [11] algorithms are usually used to plan the route in automotive navigation systems. Compared to Dijkstra, A* achieves better computation time by using heuristic functions. However, these traditional route planning algorithms [12] [13] use static information such as the speed limit, instead of the real-time speed, of each road segment to calculate the route to the destination, which usually underestimates the actual traveling time and fuel consumption.

To calculate the optimal route through multiple waypoints, Maruyama et al. [14] proposed a method to find the optimal tour plan using a genetic algorithm. Their work focused on
tour planning and users’ preference for the destinations. Kanoh et al. [15] proposed another genetic algorithm based route search algorithm to find the route considering the unspecified waypoints destination. However, it is not guaranteed that the intermediate destinations are always included in the route. Manoj et al. [1] proposed a method to optimize traveling time and the order of visiting multiple waypoints in order to determine the optimal route from origin to destination via multiple waypoints. Hirasa et al. [16] proposed RasID-D for solving the discrete optimization problems. RasID-D can optimize the visiting order of the intermediate destinations. Lin et al. [17] realized a travel route intelligent navigation system based on WEBGIS. The basic purpose of their work was to produce a satisfying tourism route planning for travelers based on predefined restrictions. Jeffrey and Muhammad [18] presented a fast path algorithm that contains multiple unique destinations. In their paper, they proposed an algorithm which can be used for determining the fastest route to travel to a set of destinations, such as those required by delivery companies. Recently, Chang et al. [19] designed and implemented an Android-based navigation app, which can help reduce the traveling time, fuel consumption and emitted carbon dioxide. Gao et al. [20] have developed an “elastic pathing” algorithm, which can be used to derive driving routes merely with the knowledge of the starting location and time-stamped speed data.

V. DISCUSSION AND CONCLUSIONS

In this paper, we presented preliminary experiments on finding optimal routes between multiple possible waypoints with a resource-constrained mobile device. In contrast to having unlimited access to server-side map and route data, we implemented an app that can do most of the computation locally with few API calls for requesting data. Towards this end, we tested whether Euclidean distance between places would work as an effective estimator for actual driving routes. With our preliminary experiments, using bank, cafe and gas stations as waypoints, more than 80% of the experiments showed at least one of the best three shortest driving routes were found using Euclidean distance estimates.
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