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 Single-stranded DNA (ssDNA) viruses mutate and evolve at similar rates 

to RNA viruses, and more rapidly than double-stranded DNA viruses. Unlike RNA 

viruses, the mechanism underlying these rates is unknown. When unpaired in 

ssDNA, cytosine is inherently unstable, readily deaminating to uracil. These 

spontaneous events result in cytosine-to-thymine substitutions, and may explain 

the high mutation and evolution rates of ssDNA viruses. We examined the codon 

usage bias of ssDNA bacteriophages and eukaryotic viruses, and found that 

ssDNA viruses consistently overuse thymine at synonymous sites, regardless of 

the codon preferences of their hosts. This finding is consistent with a persistent 

cytosine-to-thymine mutation pressure. We further utilized bottleneck passaging 

to characterize the mutation spectrum of phiX174, a ssDNA bacteriophage, 

though we were unable to observe mutational bias. Finally, we treated 

populations of phiX174 with sodium bisulfite, a cytosine-specific deaminating 

agent, to induce lethal mutagenesis by elevating the mutation rate of cytosine. 
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We were able to successfully drive these populations to extinction, and lethal 

mutagenesis is the most likely explanation for these observations. 
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Introduction 
 
ssDNA Viruses 

 
Viruses are subcellular, intracellular parasites, biological entities smaller 

than most cells, and unable to replicate independently from their hosts. They 

require some part of their host cells for completion of their replication cycles. 

Whether this means that viruses are not truly alive is a debate that is beyond the 

scope of this work, but, regardless, they are biologically relevant agents that 

replicate and evolve using the same mechanisms as cellular life. They are also 

the most numerous biological entities on earth, and for this reason alone a 

comprehensive understanding of viral evolution is needed.  

Viruses show extreme variation in size, structure, genome composition, 

replication cycle, and effects on host. These differences make broad 

classifications difficult, so viruses are most broadly grouped according to their 

genomic architecture, a scheme called the Baltimore system, after its proposer, 

David Baltimore (Baltimore, 1971). Genomic architecture refers to the physical 

makeup of the genome, which dictates the path through which messenger RNA 

(mRNA) is synthesized. The Baltimore classification system contains the 

following groups: Group I, double-stranded DNA (dsDNA) viruses, viruses with 

double-stranded DNA genomes; Group II: single-stranded DNA (ssDNA), viruses 

with single-stranded DNA genomes; Group III: double-stranded RNA (dsRNA), 

viruses with double-stranded RNA genomes; Group IV: positive-sense single-

stranded RNA ((+)ssRNA), viruses with positive-sense single-stranded RNA 

genomes; Group V: negative-sense ssRNA ((-)ssRNA), viruses with negative-



 

 

2 

sense single-stranded RNA genomes; Group VI: reverse-transcribing positive-

sense ssRNA (ssRNA-RT), viruses with a positive-sense single-stranded RNA 

genome that use replicate through a DNA intermediate; and Group VII: reverse-

transcribing dsDNA (dsDNA-RT), viruses with dsDNA genomes that replicate 

through an RNA intermediate.  

This work focuses on viruses with ssDNA genomes (Group II). ssDNA 

genomes tend to be extremely small, ranging in size from less than 1.7 kb, or 

1,700 nucleotide bases (Kraberger et al., 2015) to a recently discovered archaeal 

virus with a 24 kb genome (Mochizukia et al., 2012). The smallest of these 

genomes encode just two genes: one for the capsid protein that makes up the 

viral capsid and a second for the replication-associated protein, or Rep/RP, 

which is required for viral replication, but it is not a DNA polymerase. No known 

ssDNA viruses encode their own; all are completely dependent on their hosts for 

genome replication.  

These small genomes are extremely compact, with few, short intergenic 

regions. For instance, the genome of ssDNA bacteriophage phiX174 is 94% 

coding (Sanger et al., 1978). Many ssDNA viral genomes exhibit overlapping 

reading frames, which a single stretch of the genome encodes more than a 

single gene (Barrell et al., 1978). These overlapping genes can occur in the 

same reading frame, in which the two genes partially overlap, or one is a 

shortened version of the other. They can also occur in offset reading frames, in 

which bases in the first codon position of one open reading frame (ORF) are in 

the second or third positions of the overlapping ORF. Both types of overlapping 
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reading frames are found in the Escherichia coli phage phiX174 genome, where 

gene A* is a shortened version of gene A, while gene B overlaps the A/A* ORF in 

an alternate reading frame (Barrell et al., 1978).   

These small, single-stranded genomes might be expected to show 

extensive secondary structure caused by intramolecular base pairing, like ssRNA 

viruses. Single-stranded RNA genomes often utilize complex secondary 

structures involved in replication, translation, and gene regulation (Andino et al., 

1990; Tsukiyama-Kohara et al., 1992; Watts et al., 2009). To the extent that 

ssDNA genomes exhibit secondary structures, they tend to be a small stem-

loops at the site of replication initiation (Boevink et al., 1995; Harding et al., 

1993). ssDNA viral genomes also tend to be unordered when encapsidated 

(Benevides et al., 1991; Incardona et al., 1987; Welsh et al., 1998; Wen et al., 

1999), though more recent computational analysis suggests some ssDNA 

viruses may have persistent and extensive secondary structure (Muhire et al., 

2014). 

One of the most important features of ssDNA viruses is that they evolve 

extremely rapidly, as measured by substitution rate, the number of base 

substitutions per site per year. Higher substitution rates indicate more rapid 

evolution, while lower substitution rates indicate slower evolutionary change. The 

fastest-evolving organisms are RNA viruses, which have exhibited substitution 

rates of 10-2-10-5 substitutions/site/year, s/s/yr (Hicks and Duffy, 2014). dsDNA 

viruses evolve significantly more slowly, approximately 10-7-10-9 s/s/yr (Bernard, 

1994; Hatwell and Sharp, 2000; McGeoch and Gatherer, 2005).  
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Because they have a DNA genome and replicate with high-fidelity host 

polymerases, ssDNA viruses might be expected to evolve at the slower rates of 

dsDNA viruses. However, ssDNA viruses evolve at rates comparable to RNA 

viruses (Duffy and Holmes, 2008; Shackelton and Holmes, 2006). It is not known 

why ssDNA viruses evolve as quickly as RNA viruses, but there are three 

possible mechanisms: sustained positive selection, shorter generation times, and 

RNA-like mutation rates.  

It is possible that the ssDNA viruses tend to exhibit high substitution rates 

because those that have been surveyed are often emerging in new hosts, and 

are therefore experiencing positive selection. In the absence of any selection, 

substitution rate is a function of mutation rate, but when a virus jumps into a new 

host, a period of adaption to that host should follow, and this should be reflected 

in the substitution rate as nonsynonymous changes accumulate. This has been 

observed in viral emergence events (Shackelton et al., 2005), and when HIV 

infects a new individual (Ball et al., 2007). Since ssDNA viruses are frequently 

emergent viruses, we tend to study them when they appear in new hosts, and it 

is possible that this means that we tend to observe ssDNA viral genomes during 

periods of rapid adaptive evolution.  This positive selection would be reflected in 

increased fixed, non-synonymous changes in their genomes and therefore 

elevated substitution rates. 

The primary way to measure positive selection is by determining the dN/dS 

ratio for a gene or set of genes over time (Nei and Gojobori, 1986). The dN/dS 

ratio is the ratio of the rate of nonsynonymous substitution to the rate of 
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synonymous substitution in a protein-coding gene. If the dN/dS ratio is greater 

than 1, that is indicative of a larger number of nonsynonymous change, i.e. 

nucleotide changes that result in a change in amino acid sequence, relative to 

synonymous changes, i.e. nucleotide changes that do not affect amino acid 

sequence. More fixed changes to amino acid sequence is indicative of positive 

selection for those changes, or adaptive evolution, and because more changes 

will persist and become fixed when they are generally under positive selection, 

this mechanism can contribute to an elevated nucleotide substitution rate. So 

during viral emergence, if genomes are experiencing positive selection as the 

virus adapts to a new host environment, we expect to see a high dN/dS ratio, 

accompanied by higher substitution rates. In these instances, more changes may 

persist in ssDNA genomes, though the overall number of mutations may not be 

significantly different from dsDNA genomes. If selection is essentially neutral, 

synonymous and nonsynonymous changes should accumulate at approximately 

the same rate, so a dN/dS ratio of approximately 1 should be observed. In this 

situation, selection neither favors nor disfavors changes to amino acid sequences 

compared to mutations that do not affect amino acid sequence, so the rate at 

which both accumulate should be about equal. Finally, if purifying or negative 

selection is acting on a genome, nonsynonymous changes should be selected 

out, while synonymous mutations should be tolerated and possibly reach fixation. 

So under purifying selection, a dN/dS ratio of less than one is expected.  

Therefore, if adaptive evolution is responsible for the high substitution 

rates observed in ssDNA viruses, then the dN/dS ratios in these viruses should be 
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significantly higher than 1, reflecting that positive selection in the form of non-

synonymous changes. In some cases of ssDNA viral emergence, it appears that 

this is the case. One example is the emergence of Canine Parvovirus 2 (CPV2). 

CPV2 is a viral infection of domesticated dogs that appeared in the 1970s. Its 

ancestor is feline panleukopenia virus (FPV), a viral infection of cats. CPV2 first 

appeared in the mid 1970s, and rapidly spread around the world. By the early 

1980s, it was ubiquitous in domesticated dogs on every inhabited continent 

(Parrish and Kawaoka, 2005). During this time, genomic analysis revealed a 

substitution rate of about 10-3 substitutions/site/year, more similar to RNA viruses 

than dsDNA viruses, and but a fairly low dN/dS ratio (about 0.38) (Shackelton et 

al., 2005). In 1978, a second virus of domesticated dogs emerged: canine 

parvovirus 2a (CPV2a). CPV2a also evolved from FPV and similarly spread 

around the world within just a few years of its appearance (Parrish and Kawaoka, 

2005). However, while CPV2a evolved at comparable rates to CPV2 and other 

ssDNA viruses, it exhibited a high dN/dS ratio, indicative of strong adaptive 

evolution. These findings indicate that adaptive selection may contribute to high 

ssDNA substitution rates, but cannot entirely explain them. Other ssDNA viruses 

have emerged since exhibited relatively low dN/dS ratios, strongly refuting the 

theory that adaptive evolution drives the high substitution rates of ssDNA viruses 

(Duffy and Holmes, 2008; Duffy and Holmes, 2009; Shackelton and Holmes, 

2006; Shackelton et al., 2005). 

Another possible explanation for high ssDNA substitution rates could be 

shorter generation times. Since mutation rate is measured in terms of mutations 
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per site per replication, but substitutions in terms of s/s/yr, high substitution rates 

can be achieved with a middling mutation rate by having many more generations 

per year. This could explain how lower per-generation mutation rates can occur 

in the same viruses as high per-year substitution rates. There are insufficient 

data to conclusively accept or reject this possibility, but some ssDNA phages do 

have shorter generation times than RNA phages of the same host, so it is 

possible that short generation times contribute to the rapid evolution of ssDNA 

viruses (Duffy et al., 2008).  

The most likely explanation for the rapid evolution of ssDNA viruses is that 

they experience mutation rates much faster than dsDNA viruses, at rates closer 

to those of RNA viruses, and consequently experience fixation of mutations at 

rates comparable to RNA viruses. Unfortunately, the only available data on 

mutation rates for ssDNA are from ssDNA bacteriophages. While these do 

mutate more rapidly than dsDNA phages, even controlling for host, they do not 

appear to mutate quite as rapidly as RNA phages of the same host (Cuevas et 

al., 2009). However, the differences with dsDNA phages are significant, so faster 

substitution rates in ssDNA viruses may be attributable, at least in part, to RNA-

like mutation rates.  

There are different ways to measure mutation rate, but the most common 

metric is mutations per site per round of genome replication: the number of 

changes per base each time the genome is copied. A problem arises when 

comparing across viruses that use different mechanisms to copy their genomes 

within host cells. Some use a stamping machine model, in which a single or very 
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small number of genomes are used as templates, while most newly synthesized 

genomes are not. An alternate model is a doubling model in which each genome 

copy, once synthesized, is used a template to generate subsequent copies 

(Sanjuán et al., 2010). These differences can confound analyses of mutation rate 

because, even in selection-free systems, it can be difficult to evaluate the step at 

which a mutation arose. An alternate metric that has been proposed is changes 

per base per infected host cell, which might reasonably be interpreted as 

changes per base per generation, where generation is defined as a complete 

entry-replication-exit cycle within a single host cell (Sanjuán et al., 2010). 

Importantly, by either metric, ssDNA viruses do experience mutations at higher 

rates than dsDNA viruses, though not quite as fast as RNA viruses (Duffy et al., 

2008; Sanjuán et al., 2010). The mechanism that explains these higher ssDNA 

viral mutation rates is unclear, but these measured rates are still not high enough 

to explain how ssDNA virus substitution rates could equal those of RNA viruses.  

The mechanism through which RNA viruses experience rapid mutations is 

well documented. RNA viruses replicate with an RNA-dependent RNA 

polymerase (RdRp). Almost no RdRps have the capacity to proofread RNA 

synthesis while RNA nucleotides are being added to a growing complementary 

RNA strand. Consequently, errors occur at approximately 10-4 

mutations/base/replication during genome replication of RNA viruses (Steinhauer 

and Holland, 1986). Some members of order Nidovirales are exceptions; their 

polymerases exhibit form of proofreading, improving replication fidelity and 

allowing for much larger RNA genomes than are usually found (Eckerle et al., 
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2007; Nga et al., 2011). All other RNA viruses, however, are at the mercy of their 

lower-fidelity RNA polymerases.  

Polymerase error cannot explain the high mutation rates observed in 

ssDNA viruses. No known ssDNA viruses code for their own DNA polymerases; 

all ssDNA viruses replicate using host DNA polymerases, which are extremely 

high-fidelity due to their proofreading capabilities. Focusing on ssDNA 

bacteriophages, the DNA Polymerase III contains a number of subunits, one of 

which is !. This protein is responsible for the 3’-to-5’ exonuclease activity of the 

polymerase complex, which allows the complex detect incorrectly inserted bases 

during replication, stop, reverse, excise the incorrect nucleotide and replace it. 

Polymerase proofreading can reduce error rates by two to three orders of 

magnitude compared to polymerases without proofreading capabilities 

(Fijalkowska et al., 2012; Rock et al., 2015; St Charles et al., 2015; Zahurancik et 

al., 2014). Therefore, while ssDNA viruses experience RNA-virus like substitution 

rates, these rates are achieved through different mechanisms. Specifically, the 

absence of RdRp proofreading is the cause of high RNA virus mutation rates, 

while ssDNA viruses utilize their hosts’ high-fidelity DNA polymerases with 

proofreading capabilities that minimize replication-induced errors. It is unclear 

how ssDNA viruses would be able to obtain mutation rates as high as RNA 

viruses, yet they have those similar longer term rates of evolution. 

 
Significance of ssDNA Viruses 
 

ssDNA viruses do not tend to get as many headlines as RNA viruses 

(Ebola, influenza) or retroviruses (HIV), but they are of immense importance 
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nonetheless. ssDNA viruses of livestock, like Porcine Circovirus 2, result in the 

deaths of millions of individual animals economic losses of approximately in the 

tens of millions of pounds in the UK alone (Alarcon et al., 2013). More important 

than the economic costs of ssDNA viruses are the human costs. Some of the 

most widespread and damaging ssDNA viruses are those that infect cassava. 

Cassava is an important source of carbohydrates in much of the world, especially 

in Africa, so outbreaks can exact extremely high tolls. For example, a 1997 

outbreak of a novel recombinant strain of East African Cassava Mosaic Virus in 

Uganda essentially eradicated that year’s cassava crop, resulting in a severe 

famine (Legg and Thresh, 2000).  

Despite the high costs associated with ssDNA virus infection of crops and 

livestock, there are no cures or treatments available. There are several ways to 

approach the problem of viral infections. The most attractive option is 

vaccination; preventing infections is preferable to treatment. There are several 

ssDNA viruses for which vaccines are available, such as Canine Parvovirus 2 

(Yule et al., 1997). However, for many animal-infecting ssDNA viruses, vaccines 

are not available, and some of the most damaging ssDNA viruses are 

phytopathogens, for which vaccination is not possible.  

When infection does happen, there are antivirals available for some 

viruses that can mitigate the effects of the infection. One of the most widely used 

of these is Tamiflu, an anti-influenza compound that competitively inhibits binding 

between the influenza virus and host cell membrane by binding with the 

receptors on the surface of the viral particles (Ward, 2005). Other examples 
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include the various drugs used to keep HIV infections at bay. These can be 

integrase inhibitors, protease inhibitors, or one of a host of other specific drugs 

that disrupt some part of the HIV life cycle. Unfortunately, no antivirals exist for 

ssDNA viruses.  

One specific subset of antivirals is mutagens, which are used against 

some RNA viruses. This is possible for two reasons. First, RNA viruses mutate 

extremely rapidly, so it’s thought that they can be defeated by increasing their 

mutation rate beyond a certain threshold (Graci and Cameron, 2008). Second, 

because the mutagens used are RNA base analogs, so they are specific to RNA, 

they do not adversely affect the viral hosts’ DNA genomes, allowing them to be 

used without fear of mutagenic damage to the host as well as the virus. This 

treatment approach has not been attempted in ssDNA viruses, so while there are 

a number of prevention and/or treatment options available for viruses in general, 

there are few to none available for ssDNA viruses. 

Symptoms of ssDNA viral infection can be treated, but the outcomes are 

either that the infection self-resolves, or death. In the case of crops infected by 

ssDNA viruses, the only option is to remove infected plants, so as to prevent the 

spread of the virus throughout the population, or to simply clear the entire field 

and start fresh.  

Fortunately, there is only one known ssDNA virus that causes disease in 

humans. It is erythrovirus B19, which is responsible for slapped cheek rash, also 

known as Fifth Disease. This virus usually infects individuals between the ages of 

three and fifteen, and by adulthood, over half the population is estimated to have 
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been infected. Symptoms are generally mild in children. They are cold-like 

symptoms followed by a mild rash, at which point the individual is not longer 

contagious. The rash can often last several weeks, but more serious symptoms 

are uncommon (Servey et al., 2007). In adults, B19 infections can have more 

serious consequences, especially in pregnant women, where miscarriage can 

result. Adults may also experience arthritis-like joint pain and stiffness, and 

infections can be serious in immunocompromised patients. Overall, though, B19 

is not a serious threat to human survival or well-being (Servey et al., 2007). 

That being said, the threat posed by ssDNA viruses should not be 

underestimated. ssDNA viruses of non-human animals, such as porcine 

circovirus and chicken anemia virus, have extremely severe symptoms, and it is 

not only possible, but highly probable that a highly virulent ssDNA virus will one 

day infect humans. For this reason, the study of ssDNA viruses, specifically the 

exploration of treatment options, is of paramount importance.  

 
Mutation 

 
Mutations, any changes to the DNA sequence of an organism, are one of 

the driving forces of evolutionary change. Genetic variation must exist among 

individuals in order for natural selection to operate, and most of that variation is 

the result of mutations. Mutations that affect a single base are called point 

mutations. There are many other types of mutations, which vary in scale from 

single-base insertions and deletions to large chromosomal inversions and 

translocations, but single-base mutations are the focus of this work. 
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The effects of mutations, like the scale, can be extremely diverse. Many 

mutations are “silent,” meaning that they do not have any apparent effects. In 

some organisms, such as humans, these are thought to be extremely common, 

since the vast majority of the human genome is non-coding (Venter et al., 2001). 

However, in smaller, more dense genomes, mutations to non-coding areas are 

less frequent, since those regions are a very small percentage of the total 

genome. While mutations with significant effects can occur outside of protein-

coding regions, for example in the upstream regulatory regions that control 

expression levels, most mutations in viruses with fitness effects can be found in 

protein-coding regions. Within coding regions, synonymous mutations are those 

point mutations, usually in the third base of a codon, that preserve the 

corresponding amino acid sequence despite changing the DNA sequence. These 

may have few detectable effects. Strictly speaking, synonymous mutations are 

probably not entire silent; there is probably some degree of selection acting on 

codon bias (Chamary et al., 2006; Parmley and Hurst, 2007), especially in highly 

expressed genes (Hockenberry et al., 2014). In general, the fitness effects of 

synonymous mutations are extremely low compared to those of nonsynonymous 

mutations.  

Nonsynonymous, or missense, mutations are those that affect the amino 

acid sequence of a gene. Proteins tend to have extremely precise three-

dimensional conformations that are closely associated with their function, so 

most changes to their primary structure that affect this shape will most likely 

diminish the activity of that protein in some way. This decreased activity usually 
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adversely affects the fitness of the organisms in which they occur. However, 

some changes to the amino acid sequence of a protein increase the activity of 

that protein, which can be beneficial or detrimental. If a protein has increased or 

new activity, that may benefit the organism in which the mutation occurs. A 

recent example of such a mutation is in the VPU protein of HIV-1, which gained 

an additional function relative to the same protein of SIV, allowing HIV to 

overcome a unique feature of the human immune system (Neil et al., 2008).  

Mutations can also have the effect of “undoing” previous mutations. Back 

mutations, also called reversions, are changes that occur at the same site of prior 

mutations. When a back mutation occurs, the site reverts to the ancestral state, 

so it appears as though a mutation never occurred. Compensatory mutations are 

those that occur after a primary mutation has occurred, and result in partial or full 

recovery of the ancestral phenotype, though not by restoring the ancestral 

genotype. These mutations are sometimes called second-site mutations. Often, 

these operate because an initial mutation will result in a change in amino acid 

sequence that results in altered protein structure, and a second mutation can 

change an amino acid that interacts with the first, which may result in a structural 

change back to the ancestral state. In this way, the effects of a compensatory 

mutation can be similar to those of a back mutation. 

The rate at which mutations occur can itself be the product of natural 

selection. There may be an optimum rate of mutation for many organisms, and a 

mutation rate too high or too low selected against. For example, phiX174 has a 

mutation rate of 1.0x10-6 mutations/base/replication (Cuevas et al., 2009). 
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However, it does not utilize one of its host’s mutation repair pathways. The 

tetranucleotide GATC is a recognition site for the methyl-directed mismatch 

repair system in E. coli, which operates through recognition of methylated 

adenine residues within GATC sites. GATC tetranucleotides occur approximately 

once every 1,000 bases throughout the E. coli genome. Since phiX174 has a 

5.4kb genome, it would be expected to contain five to six GATC sites. However, 

depending on the strain, it contains one or zero. Experimentally modified phiX174 

with seven GATC sites experiences a thirty-fold reduction in mutation rate 

compared to unmodified phiX174 (Cuevas et al., 2011). This is evidence that the 

mutation rate observed in phiX174 is maintained at a relatively high rate through 

selection. High mutation rates can also be an active measure taken by 

pathogens to avoid recognition by the host immune system, and several human 

pathogens exhibit this trait (Donelson, 1995), though, in general, most mutations 

are neutral or deleterious (Eyre-Walker and Keightley, 2007).  

While mutations are often thought of as random, there are certain bases 

or sequences that are predisposed to mutate more frequently than others. 

ssDNA viruses in particular exhibit biased substitution rates (Duffy and Holmes, 

2009). Additionally, mutation hot-spots and cold-spots, areas of abnormally high 

or low mutation frequency, have been observed in many genomes (Chuang and 

Li, 2004; Galtier, 2006; Paabo, 1996). Repair mechanisms themselves can be 

biased. In ambiguous cases, where the correct base is no clear, repair 

mechanisms often preferentially inserts one base, which can result in the net 

accumulation of that base over time (Galtier et al., 2001). 
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Mutations occur through a number of different mechanisms, one of which 

is polymerase error. The enzymes that are responsible for copying DNA or RNA 

are not perfect; they occasionally insert an incorrect base into a newly 

synthesized complementary strand. During DNA replication, many of these errors 

are corrected (Fijalkowska et al., 2012; Pham et al., 1998; Rock et al., 2015; St 

Charles et al., 2015; Zahurancik et al., 2014), and there are often post-replication 

correction mechanisms as well.  

Spontaneous chemical degradation of bases can also result in changes. 

Base oxidation is relatively common, and can lead to abnormal bases in DNA, 

such as 8-oxo-guanine, which can base-pair with adenine, leading to G!T 

transversions if the oxidized base is not repaired. Spontaneous oxidative 

deamination can also affect several bases, most notably cytosine, which rapidly 

experiences spontaneous deamination to uracil, or thymine if methylated. 

Deamination is the removal of an amine from a molecule, which in this case is 

replaced with a carbonyl group. Cytosine is particularly susceptible to this kind of 

damage, even under biological conditions. Oxidative species can launch a 

nucleophilic attack against the 4’ carbon of the pyrimidine ring, to which the 

amine group is bound. This causes the opening of the double bond between the 

3’ N and 4’ C, the release of ammonia, and the formation of a carbonyl in its 

place. The C!U mutation ultimately leads to C!T transitions if unrepaired. Free 

radicals or other oxidizing agents can be strongly mutagenic, and there are a 

number of cellular mechanisms to clear reactive oxygen species and limit the 

associated damage (Davies, 1995). 
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While a mutation rate of 1x10-6 mutations/base/replication is much higher 

than that of dsDNA viruses, it is still not high enough to explain the RNA virus-like 

substitution rates observed in emergent ssDNA viruses. One additional source of 

mutation in ssDNA viruses than would not been observed in carefully controlled 

mutation rate assays is cytosine instability. Like thymine and uracil, cytosine is a 

pyrimidine, a single six-member ring with nitrogen atoms at the 1 and 3 positions. 

Cytosine features a carbonyl bond at position 2 and an amine group at position 4. 

It base-pairs with guanine in both DNA and RNA, forming three hydrogen bonds, 

making a GC base pair a “strong” base pair in Watson-Crick base pairing, in 

contrast with “weak” AT base pairs, which have only two hydrogen bonds (Figure 

1).  

Importantly, this spontaneous reaction is one hundred times more likely in 

unpaired cytosine (Frederico et al., 1990). It is possible that the hydrogen bonds 

with guanine stabilize the amino group and make the 4’ carbon significantly less 

susceptible to nucleophilic attack, reducing the incidence of spontaneous 

deamination by two orders of magnitude. Unlike ssRNA viruses, which often 

exhibit extensive secondary structure, ssDNA viruses often do not (Benevides et 

al., 1991; Incardona et al., 1987; Welsh et al., 1998; Wen et al., 1999), leaving 

cytosines more susceptible to spontaneous oxidative deamination. 

 

 

 

 



 

 

18 

     A        B 

   
 

Figure 1. A) GC and B) AT base pairs in DNA. Dotted lines indicate 
hydrogen bonds. Created by Jü, used under CC0 1.0 public domain 
dedication.  

 
Bioinformatic evidence suggests that this mechanism is responsible for 

ssDNA virus mutation rates. A number of ssDNA viruses exhibit a long-term 

C!T substitution bias, in which the rate of transitions from cytosine to thymine 

significantly exceeds the rate of the reverse reaction, from thymine to cytosine 

(Duffy et al., 2008). Spontaneous deamination of cytosine to uracil explains these 

observations. Many ssDNA viruses with circular genomes replicate via rolling 

circle replication, in which a single template is used to synthesize a large number 

of new genomes (Faurez et al., 2009). If cytosine spontaneously changes to 

uracil through deamination, and the mutation is not corrected, it will be paired 

with an A in the new DNA strand rather than G during the next round of DNA 

replication. Every genome synthesized off of that template will insert a T at that 

site in the newly synthesized genome, rather than a C. The net effect is a 

transition from C to T. More directly, 5-methylcytosine deaminates directly to 

thymine without having to go through the uracil intermediate state. Cytosine 

methylation is a common epigenetic modification (Lister and Ecker, 2009), and is 

often used by error-correction mechanisms to identify the template strand 
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following DNA replication, so that mispaired bases in the non-methylated newly 

synthesized strand can be excised and corrected (Marti et al., 2002). 

 
Lethal Mutagenesis 

 
Since mutations are often harmful, they can in theory be used to kill 

pathogens through lethal mutagenesis. Lethal mutagenesis is increasing the 

mutation rate within a population sufficiently so that on average, each member of 

that population produces fewer than one viable offspring. If achieved, this will 

eventually result in extinction of that population. This mechanism will not kill 

every individual right away. Rather, it relies on a significant decrease in the 

average fitness of each member of the population, to the point where the overall 

reproductive output drops below the level of replacement. When this occurs, the 

population shrinks, and eventually goes extinct. This can be accomplished by 

increasing the mutation rate beyond the point at which deleterious mutations can 

be cleared, so they accumulate in the population over time, decreasing the 

average fitness of individuals.  

How and when lethal mutagenesis occurs depends on a number of 

factors. The intrinsic mutation rate of the target population in the absence of the 

mutagen is critical. The closer the population is to the lethal mutagenesis 

threshold, the easier it will be (requiring a smaller dose of mutagen, for instance) 

to push them beyond it. The percentage of harmful mutations also plays a role, 

and has been theorized to be the only factor critical to the success of lethal 

mutagenesis (Kimura and Maruyama, 1966). Even if many mutations occur, the 

viruses will not accumulate a significant fitness cost if the mutations are largely 
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neutral or beneficial. Finally, the increase in mutation rate caused by the 

mutagen will strongly affect dynamics of lethal mutagenesis.  

One of the most important aspects of this theory is that a population must 

exist close to the threshold in order for lethal mutagenesis to be a viable 

treatment option, and relatively few organisms are thought to fulfill this 

requirement. RNA viruses, which exhibit the highest viral mutation rates, are 

thought to be susceptible to lethal mutagenesis, but this strategy has been tried 

against ssDNA and dsDNA viruses as well (Bull et al., 2013; Domingo-Calap et 

al., 2012; Paff et al., 2014). Mutagens are also used in other treatment 

capacities, even if the targets are not necessarily ideal ones for lethal 

mutagenesis. For example, ethidium bromide is used against some eukaryotic 

parasites (Roy Chowdhury et al., 2010). Additionally, many anti-cancer 

chemotherapeutic agents are mutagenic, though are active against disease 

through other intracellular activities as well.  

With the exception of using RNA mutagens against RNA viruses, using 

mutagens to treat disease posing a significant risk of harm to the host, since the 

mutagen can affect both the pathogen and host genomes. DNA viruses, bacteria, 

parasites, and cancer all use DNA as their genetic material, so targeting that for 

mutagenesis carries a significant risk of harm to the host organisms as well. So 

mutagenesis is not a commonly used treatment in many cases. 

In the case of ssDNA viruses, for which no treatments yet exist, there 

might be an avenue to use mutagenesis despite their DNA genomes. ssDNA 

viruses have a long-term cytosine-to-thymine substitution bias (Duffy et al., 
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2008), which is consistent with an elevated rate of spontaneous mutations from 

cytosine to uracil (Frederico et al., 1990). This mutation bias may be exploitable 

since it may be much closer to the lethal mutagenesis threshold than the 

genome-wide ssDNA virus mutation rate.  

There are several potential benefits to this approach. First, unpaired 

cytosines are significantly more likely, possibly as much as 100 times as likely, to 

undergo spontaneous deamination than base-paired cytosines (Frederico et al., 

1990). It is possible that the hydrogen bonds formed with guanine stabilize the 

amino group of cytosine. So while a cytosine-specific mutagen might elevate the 

rate of cytosine deamination in the genomes of ssDNA to dangerously high 

levels, the more stable, base-paired cytosines of the host will not be affected to 

such a degree. Furthermore, the cytosine-specific deaminating mutagen sodium 

bisulfite, which I used in this work, has a higher affinity for ssDNA than for 

dsDNA. Therefore, it is more likely to affect the ssDNA viral genomes that are 

already more susceptible to cytosine deamination than the dsDNA genomes of 

the host organism. 

Finally, cellular repair mechanisms can efficiently repair mutations caused 

by cytosine deamination. Because deamination is such a common occurrence, 

all cellular life encodes an enzyme that efficiently recognizes uracil in DNA and 

triggers repair on such mutations (uracil N-glycosylase). Cells also have specific 

mechanisms to repair methylcytosine deamination to thymine (Kow, 2002). For 

these reasons, lethal cytosine mutagenesis may be a viable treatment option for 

ssDNA viruses. 
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Codon Usage Bias 

 
Patterns of biased mutation show other effects on ssDNA genomes, and 

one of these may be a signal of C!T mutations in the codon bias of ssDNA 

viruses. The central dogma of biology is that information stored in DNA is 

converted to RNA before being translated into proteins. The two main processes 

of this DNA " RNA " protein information pathway are transcription and 

translation. Translation is carried out by ribosomes and their associated factors, 

and results in a protein composed of a specific sequence of amino acids, dictated 

by the sequence of nucleotides in the messenger RNA. The genetic code is read 

in groups of three bases, called codons. Because there are four distinct 

nucleotide bases used in DNA and RNA, there are 64 possible codons. However, 

only 20 amino acids are used, so there is redundancy in the genetic code. In two 

cases (methionine and tryptophan), a single codon codes for the amino acid. In 

the other 18 cases, two, three, four, or six codons code for the same amino acid. 

Additionally, there are three codons that indicate a stop signal, rather than an 

amino acid, and these terminate translation.  

Different codons that code for the same amino acid are called 

synonymous (and, as previously mentioned, point mutations that switch among 

these different codons for the same amino acid are called synonymous 

mutations). Synonymous codons usually only differ in the third position, also 

called the wobble position, though there are three amino acids for which there 

are six synonymous codons, which by necessity vary at the first or second 

positions as well. Often, a four-fold redundant amino acid will be coded for by all 
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four codons with the same first two bases. For example, proline is coded for the 

CCN codon family, where N represents any nucleotide. This is possible due to 

variable base-pairing between the wobble position in the positive sense mRNA 

and the first base of the tRNA anti-codon. The anticodon often contain irregular 

or modified bases, such as inosine or 5-oxo-uridine derivatives, which can pair 

with multiple bases in the wobble position (Agris et al., 2007) 

Codon usage bias (CUB) is the unequal usage of synonymous codons 

within a genome, and is ubiquitous across all forms of life and all types of 

genomes (Aota and Ikemura, 1986; Shields et al., 1988). No organisms have 

been documented to have zero codon bias (all synonymous codons used 

equally), although it is common for some genes within a genome to be more 

biased than others. Often, many genes have extremely low CUB, or are 

essentially unbiased, while others, usually expressed at high levels, have very 

strict codon biases (Bennetzen and Hall, 1982; Hiraoka et al., 2009; Karlin et al., 

1998). CUB tends to be consistent within a species. It is uncommon for one gene 

or set of genes to exhibit one set of codon preferences, while a different gene or 

set of genes within the same genome exhibits different codon preferences. 

Typically, some genes are biased, and others are not, but the biased genes tend 

to prefer the same codons.  

Codon preferences between species can vary greatly, and some species 

have very specific codon preferences. In many cases, the specific reason for 

these preferences is not clear, though we have a good understanding of why 

certain codons are over- or under-used in a few cases. For example, human 
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genes tend to use the so-called “rare arginines.” Arginine is one of the six-fold 

redundant amino acids; the fourfold redundant CGN codons, plus AGR, where R 

represents purines: adenine and guanine. The two AGR codons for arginine are 

called the “rare arginine” codons, and are almost never used in E. coli (Zhang et 

al., 1991).  In the human genome, however, arginine is coded almost exclusively 

by the AGR family rather than the otherwise more common CGN family, because 

CpG dinucleotides are suppressed in the human genome. CpG is recognized by 

the innate human immune system as foreign, and the presence of CpGs triggers 

a strong immune response (Greenbaum et al., 2009; Jimenez-Baranda et al., 

2011). For this reason, human codons for arginine are almost always from the 

AGR family rather than the CGN family, unlike many organisms. As a result, 

human genes expressed in E. coli must be modified to match the E. coli codon 

preferences to optimize expression (Burgess-Brown et al., 2008; Kane, 1995). 

In most cases of strong codon bias, the underlying reasons are not always 

clear, though a few trends are common. Codon bias tends to be more 

pronounced in highly expressed genes compared to genes expressed at lower 

levels (Hiraoka et al., 2009). A popular hypothesis is that highly biased genes 

have experienced selection on codon usage to match the frequency of tRNA 

anticodons, which can facilitate faster elongation of the newly synthesized 

protein. Highly expressed genes should be under selective pressure for rapid 

translation. Therefore, it is possible that translational selection, selection on 

codon usage to optimize the rate of translation by matching tRNA pools, is 

driving codon bias in highly expressed genes (Hockenberry et al., 2014).  
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Another potential mechanism that could result in selection for a specific 

codon bias is selection for translational fidelity. Closely matching codon usage to 

the tRNA pool contributes to the accuracy of translation (Shah and Gilchrist, 

2010; Stoletzki and Eyre-Walker, 2006), and should therefore impose a selection 

pressure on codon usage, particularly in highly expressed or critical genes. 

However, there is also evidence that translation proceeding too rapidly can lead 

to higher inaccuracy in amino acid insertion, so there may be a trade-off involved 

with translation speed and accuracy (Shah and Gilchrist, 2010).  

Finally, codon usage could also affect the speed of translation initiation, 

though this is less likely to affect codon usage across an entire gene than the 

other two explanations. The codon bias of the front end of genes, even those 

with high overall codon bias, tends to be weaker and to the extent that it is 

present, less similar to the bias in the rest of the gene (Tuller et al., 2010). This 

may be due to specific codons or bases promoting translation initiation 

independent of the codons used, creating a “ramp-in” region of each gene. Some 

data suggest that selection for efficient initiation may overwhelm selection for 

rapid elongation once translation has begun, which would lead to less or different 

codon bias near the front of genes (Tuller et al., 2010). 

The products of highly expressed genes are more likely to be required in 

large numbers than those of less expressed genes, and optimal codon use can 

increase expression levels (Kudla et al., 2009). It is unclear whether this 

observation this is due in part to accelerated transcription, but by closely 
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correlating a gene to the tRNA pools of a translation system, the translational 

efficiency of that gene can be improved significantly (Merkl, 2003).  

Viruses are dependent on their hosts for translation, so they should 

experience selection to match the codon biases and tRNA pools of their hosts. 

Codon bias is a significant factor in phage evolution within bacterial hosts that 

routinely exhibit codon bias (Carbone, 2008). As expected, phage genomes are 

under selective pressure imposed by host translational bias, and the most highly 

affected genes are those coding for highly expressed capsid proteins (Carbone, 

2008; Lucks et al., 2008). However, capsid proteins are by no means the only 

proteins affected by the constraints imposed by host codon bias. Biased genes 

ranged from about 10% to 80% of all genes in the surveyed genomes, with the 

average being approximately 30% of genes exhibiting evidence of selection due 

to host codon bias (Carbone, 2008). 

Organisms with high mutational bias, which manifests as extremely high 

or extremely low GC content, show few of translational selection (Ohama et al., 

1990; Wright and Bibb, 1992). When an organism faces very high mutational 

pressure, it may be unable to adapt its genome to an optimal codon usage 

pattern, as the mutation rate effectively undoes what selection accomplishes. For 

example, there is little evidence of consistent codon bias in RNA viruses 

(Carbone, 2008; Cardinale et al., 2013; Shackelton and Holmes, 2006), which 

may be attributable to their extremely high mutation rates (Duffy et al., 2008). 

Mutations may exert such a force on the genomes of RNA phages that selection 

is unable to keep pace, leading to suboptimal codon usage. 
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Similarly, if the high C!T substitution rate observed in ssDNA viruses can 

be explained by rapid cytosine deamination, we expect ssDNA viruses to prefer 

codons that end in thymine. Over time, as C!T mutations occur, many 

nonsynonymous changes would be expected to be deleterious, and selected out 

of ssDNA lineages over time. Conversely, C!T mutations at synonymous sites 

might be better tolerated, resulting in a preference for T-ending codons, 

regardless of host codon preferences.  

 
PhiX174: A Model ssDNA Virus 

 
PhiX174 is a ssDNA bacteriophage of family Microviridae. It infects 

Escherichia coli, so it is often called a coliphage. Because of its ease of use and 

safe, abundant host, phiX174 is an extremely common model organism for 

ssDNA viruses. Its genome was the first DNA genome ever sequenced (Sanger 

et al., 1977). Its genome is a single, single-stranded, circular DNA molecule, 

5,386 bases in length, or 5.386 kb. It contains 11 ORFs: A, A*, B, C, D, E, F, G, 

H, J, and K (Benbow et al., 1971; Sanger et al., 1978). Like all ssDNA viruses, 

phiX174 does not encode a polymerase, and must therefore rely upon its host for 

DNA replication.  

Like many ssDNA viral genomes, the phiX174 genome is extremely 

dense. It is 94% coding, with just 6% composed of short intergenic regions. It 

also contains extensive overlapping reading frame. Gene A* is encoded entirely 

within gene A, in the same reading frame, making A* a shortened version of A. 

Genes A/A* and Gene B partially overlap, and the reading frame of B is offset 

from the reading frame of A by one base, making the first codon position of each 
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codon in gene B correspond to the third codon position of each overlapping 

codon in gene A (Weisbeek et al., 1977). Additionally, Gene K is a short ORF 

that spans the intergenic region between genes A and C, and overlaps both in an 

alternate reading frame, while gene E is within gene D, also in an alternate 

reading frame (Sanger et al., 1978).  

The icosahedral phiX174 capsid is 33.5 nm in diameter. It is primarily 

composed of three specific gene products: phiX174 proteins F, G, and H. Sixty 

copies of Protein F, the major coat protein, make up the primary structure of the 

capsid. At each of 12 vertices, a spike is present, which interacts with the host 

cell membrane. It is made of 5 copies of protein G, the major spike protein, and a 

single H protein, the minor spike protein. Internally, 60 copies of the small protein 

J, the DNA binding protein, are also present in the mature virion (McKenna et al., 

1992) 

PhiX174 replicates exclusively using the lytic cycle. Once inside the host 

cell, it triggers a breakdown of the host genome, using host DNA replication 

machinery and raw materials to synthesize dozens or hundreds of copies of its 

own genome. Concurrent with and following DNA replication, viral genes are 

expressed and viral proteins synthesized, again using host gene expression 

machinery. Following gene expression, new virions assemble and escape from 

the host cell, often through virus-induced lysis. PhiX174 protein E mediates host 

cell lysis though an antibiotic-like mechanism in which the bacterial cell wall is 

disrupted (Hutchison and Sinsheimer, 1966). 
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In this thesis, I sought to achieve four specific aims: 
 
1. Determine the relationship between bacteriophage genomic architecture 

and codon usage bias. 

The elevated rate of C!T transitions in ssDNA viruses may constrain their ability 

to adapt to the codon preferences of their hosts. Because Wan et al. (2004) 

found that GC content, specifically GC3, can affect codon bias, and because 

mutations are more likely to be tolerated in the 3rd codon position, single 

stranded DNA phages were expected to over represent codons ending with 

thymine, independent of the codon biases exhibited by their hosts. 

 

2. Characterize Geminivirus codon usage bias. 

Geminiviruses are a large group of plant-infecting ssDNA viruses with ambisense 

genomes. They infect both high- and low-GC hosts. Like ssDNA bacteriophages, 

they were expected to prefer thymine at synonymous sites, regardless of the 

preferences of their hosts, due to the C to T substitution bias found in ssDNA 

viruses. 

 

3. Determine the mutation spectrum of a ssDNA bacteriophage. 

The mutation and substitution rates of ssDNA viruses have been measured, but 

the mutation spectrum, the relative rates of possible mutations, has not been 

characterized. Characterizing the mutation spectrum of a ssDNA bacteriophage 

will provide a better understanding of ssDNA viral evolution. 
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4. Use a cytosine specific mutagen to demonstrate the feasibility of lethal 

mutagenesis against ssDNA viruses.  

Since ssDNA viruses experience mutations near the same rate as RNA viruses, 

they may be susceptible to lethal mutagenesis. To further exploit the tendency of 

cytosine to deaminate spontaneously, we used a cytosine-specific mutagen to try 

to demonstrate that by targeting this mutation pressure, populations of ssDNA 

bacteriophages could be driven to extinction. 
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Chapter 1 
 
Single-stranded genomic architecture constrains optimal codon usage 
 
Abstract 
 
Viral codon usage is shaped by the conflicting forces of mutational pressure and 

selection to match host patterns for optimal expression. We examined whether 

genomic architecture (single- or double-stranded DNA) influences the degree to 

which bacteriophage codon usage differ from their primary bacterial hosts and 

each other. While both correlated equally with their hosts’ genomic nucleotide 

content, the coat genes of ssDNA phages were less well adapted than those of 

dsDNA phages to their hosts’ codon usage profiles due to their preference for 

codons ending in thymine. No specific biases were detected in dsDNA phage 

genomes. In all nine of ten cases of codon redundancy in which a specific codon 

was overrepresented, ssDNA phages favored the NNT codon. A cytosine to 

thymine biased mutational pressure working in conjunction with strong selection 

against non-synonymous mutations appears be shaping codon usage bias in 

ssDNA viral genomes. 

 
Introduction 
 

Viruses usually exhibit genomic signatures that closely mimic those of 

their primary hosts (Carbone, 2003; Sharp and Li, 1987), in part to better evade 

innate and acquired immune responses (Sharp, 1986; Wong et al., 2010). 

However, the majority of the close adherence to host nucleotide usage is 

attributed to selection for improved translational speed and efficiency, which are 

correlates of viral fitness. Synonymous codons are used at different frequencies 
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in virtually all organisms (Aota and Ikemura, 1986; Shields et al., 1988), and the 

most frequently used codons correlate with the most abundant tRNAs within a 

cell (Ikemura, 1981, 1982). These favored synonymous codons are therefore 

recognized (Curran and Yarus, 1989) and translated (Bennetzen and Hall, 1982; 

Pedersen, 1984; Robinson et al., 1984) more rapidly. The most frequently 

expressed cellular genes within a given organism exhibit similar patterns of this 

codon usage bias (CUB) and are more biased than less frequently expressed 

genes (Bennetzen and Hall, 1982; Hershberg and Petrov, 2008; Hiraoka et al., 

2009; Karlin et al., 1998; Sharp and Li, 1986). For viruses, these factors should 

contribute to increased rate of replication when strictly adhering to host CUB. 

Therefore many viruses have been under selective pressure to match the CUB of 

their preferred hosts (Sharp et al., 1985). Despite increased attention to the 

genomic match between viruses and their hosts, there have been few studies 

examining how different viral genomic architectures facilitate or hinder adaptation 

to their hosts’ genomes.  

Phages are the optimal system in which to explore how genomic 

architecture affects viral molecular evolution. The codon bias expressed in 

prokaryotic hosts is constant for each host cell, unlike multi-cellular organisms, in 

which codon usage profiles are affected by tissue-specific gene expression 

(Duret and Mouchiroud, 1999). Perhaps due to this, phage are more strongly 

adapted to their primary hosts’ CUB than eukaryotic viruses (Bahir et al., 2009), 

allowing the greatest potential to identify factors that diminish the match between 

virus and host genomes. Bacterial hosts also offer a wider range of genomic 
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nucleotide content to examine compared to plant or mammalian hosts, and their 

CUB have been well-documented. Additionally, while phage host ranges are far 

from perfectly annotated, bacteriophage host ranges are usually quite narrow 

(Hyman and Abedon, 2010) and many of their host ranges have been better 

delineated than eukaryotic viruses, such as phytopathogens (Bahir et al., 2009) . 

Two distinct phage genomic architectures (single-stranded DNA, ssDNA 

and double-stranded DNA, dsDNA) have been amply sequenced; unfortunately, 

the small number of sequenced RNA phages precludes their close examination 

at this time. The two DNA-based architectures are subject to specific constraints: 

dsDNA phages can house the largest genomes, up to ~300 kb (Serwer et al., 

2004; Thomas et al., 2008), whereas even the largest ssDNA phages are smaller 

than 10 kb (Kawasaki et al., 2007). Many dsDNA phages encode their own 

tRNAs, (e.g., T4 encodes eight (Miller et al., 2003)), decreasing selection for 

adherence to host CUB, whereas none have been found in ssDNA phages. 

dsDNA phages have the lowest mutation rates among viruses, while ssDNA 

phage mutation rates are faster, approaching those of a dsRNA phage (Drake, 

1991; Sanjuán et al., 2010). Eukaryotic viruses with the same ssDNA genomic 

architecture exhibit evolutionary rates orders of magnitude above those seen in 

eukaryotic dsDNA viruses (Duffy et al., 2008). Consequently, faster-evolving 

ssDNA phages might be better able to adapt to host-imposed genomic 

conditions. Conversely, the mutation frequency in ssDNA phages may diminish 

their ability to conform to their host codon preferences.  



 

 

41 

Genomic GC content is a rough predictor of CUB, and many viruses 

match the GC content of their hosts (Adams and Antoniw, 2004; Antezana and 

Kreitman, 1999; Bernardi and Bernardi, 1986; Karlin and Mrázek, 1996; Sueoka 

and Kawanishi, 2000). Bacteriophage GC content, in particular, correlates 

strongly to that of their primary bacterial hosts (Xia and Yuen, 2005). We 

measured the similarity in GC content between each ssDNA and dsDNA 

GenBank phage reference genome and that of its primary host. We used the 

most numerous group of phages with a common host, Escherichia coli, to 

compare codon adaptation indices (CAI) and relative synonymous codon usage 

(RSCU) for a subset of highly expressed genes from dsDNA and ssDNA 

coliphages (Sharp and Li, 1987). Our results show that genomic architecture 

correlates to statistically significant differences in nucleotide content and codon 

usage between ssDNA and dsDNA phages, and point to an enrichment of 

thymine as a cause.  

 
Materials and Methods 
 

All available ssDNA and dsDNA bacteriophage genome reference 

sequences were collected from GenBank on March 16, 2011. Reference 

sequences were used to avoid biasing our data sets towards any particular 

phage species, or highly studied phage, such as the model organisms PhiX174 

or T7. These genomes were separated according to genomic architecture for 

further analysis. Initially collected were 41 ssDNA phages and 447 dsDNA 

phages. For each phage having a known host with a sequenced genome 

(GenBank reference sequence), the relationship between the GC content of the 
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phage and the host bacterium was examined. Because not every sequenced 

phage has an identified and sequenced host, not all phages were included in this 

analysis. Four ssDNA phages were excluded, as were 44 dsDNA phages. 

The codon usage biases of representative ssDNA and dsDNA phages 

were examined to gain a more complete picture of the CUB patterns in both 

architectures. Codon usage profiles were determined using major coat/capsid 

genes, or, in the eight cases for which coat genes were not available, tail gene 

sequences retrieved from GenBank reference genomes. These structural 

proteins are highly expressed and exhibit the highest degrees of codon usage 

bias found in phage.(Carbone, 2008; Lucks et al., 2008) We compared codon 

usage between the two genomic architectures for phages infecting a single host: 

Escherichia coli. Coat or tail genes from 11 ssDNA and 34 dsDNA phages were 

used. The online CAIcal tool (Puigbò et al., 2008) was used to calculate each 

phage’s codon adaptation index (CAI), a measure of the degree to which one 

gene or set of genes adheres to the CUB of another gene or set of genes (Sharp 

and Li, 1987), as implemented by Xia (Xia, 2007Xia, 2007). CAI ranges from zero 

to one; values closer to one indicate a strong correlation. The average CAI was 

calculated for both architectures.  

Frequency of GC in the first and second codon positions (GC1,2) and in 

the third position (GC3) were calculated for these genes using CAIcal and 

relationship between the two was analyzed. A plot of GC1,2 against GC3 is a 

common measure of the factors affecting CUB in a gene or set of genes; a strong 

correlation between the two implies that genome-wide mutational pressures are 
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the driving force behind CUB, while a weaker correlation indicates that some 

force is unequally affecting the first two positions and the third position. Usually, 

this is interpreted as implying a selective force acting on CUB, as is expected to 

be the case for viruses under relatively strong selection for translational speed.  

To examine the variation in codon usage that contributes to the differing 

CAI values and site-specific base compositions, relative synonymous codon 

usage (RSCU) values were calculated for the same sets of genes using CAIcal. 

RSCU is a measure of the relative codon usage for each individual degenerate 

amino acid compared to expected levels if synonymous codons were used with 

equal frequency. An RSCU of about one indicates that a codon is used as 

frequently as expected, while values above or below one indicate over or 

underuse of that synonymous codon, respectively. Mean dsDNA coliphage 

RSCUs were compared to ssDNA coliphage RSCU to determine the proximate 

cause of the observed variation in CAI. RSCU was also calculated for 17 

additional sufficiently well-annotated genomes of ssDNA phages infecting a wide 

host range (primarily infecting Acholplasma, Bdellovibrio, Chlamydia, 

Escherichia, Propionibacteria, Pseudomonas, Ralstonia, Spiroplasma, Vibrio, 

and Xanthomonas, and the complete set of 28 ssDNA phage RSCUs was 

assessed for consistent CUB. For amino acids with six-fold redundancy (L, R, S), 

RSCUs were calculated separately for the codon sets with four-fold and two-fold 

redundancy. Significantly biased codon use was measured for each codon with 

one-tailed t-tests (Microsoft Excel) and Bonferroni correction for multiple 

comparisons (alpha = 0.017 for 4-fold, alpha = 0.025 for 3-fold). 
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Results and Discussion 
 

GC content in ssDNA and dsDNA phages was highly correlated to host 

GC content (r2=0.82 for ssDNA phages, 0.84 for dsDNA phages, equally 

correlated p=0.72) across a very wide range of host GC content (~0.25 to ~0.72) 

(Figure 1). A previous study found significant differences between ssDNA and 

dsDNA phage nucleotide correlation with their hosts,(Xia and Yuen, 2005) but 

the additional 333 dsDNA and 13 ssDNA reference sequences added to 

GenBank since that analysis suggest there is no difference (Supplementary 

Figure 1). ssDNA phages exhibited a pronounced genomic thymine bias 

(average 0.30 T), but nonetheless infected hosts with a range of GC contents 

(0.25 to 0.70), as wide as that of dsDNA phages (0.26 to 0.72).  

 



 

 

45 

 
Figure 1. Correlation between host and phage genomic GC content. Grey 
squares indicate dsDNA phages, open squares ssDNA. Best-fit linear 
regression lines are solid for dsDNA (r2=0.84) and dashed for ssDNA 
(r2=0.82). There was no significant difference between the correlations 
(p=0.72). 

 
 
Correlated GC content was a poor predictor of strong CAI match between 

E. coli and the coat genes of its phages. The mean CAI of ssDNA coliphages 

was 0.706, while the dsDNA phages were significantly better matched to E. coli 

(0.744, p<0.001, Figure 2). This number includes eight dsDNA coliphage 

genomes for which tail protein encoding genes were used, rather that coat 
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protein encoding genes, due to the absence of properly annotated coat genes. 

The inclusion of tail genes did not change the results of this analysis (p<0.001 

with and without the eight tail genes). The evidence of selection for translational 

efficiency is stronger for dsDNA phages. 

 

    
Figure 2. Mean coat gene CAI with 95% confidence intervals of ssDNA 
(n=11), dsDNA (n=34) coliphages.  

 

Comparison of the GC content of the first two positions of each codon 

(GC1,2) and the third position (GC3) of these genes revealed an interesting 

pattern: for both ssDNA and dsDNA coliphages, the GC1,2 was restricted to a 

tight range between about 0.45 and 0.55. dsDNA GC3 varied along a wide 

range, from 0.26 to 0.69, but ssDNA GC3 occupied a narrower range, from 0.30 

to 0.54 (Figure 3). Furthermore, when plotted with a line representing a perfect 
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correlation between GC1,2 and GC3, all but one of the ssDNA phages fell to the 

left of that line (Figure 3), indicating a paucity of GC in the third codon position of 

their coat genes. Conversely, the dsDNA coat genes were GC3-rich or GC3-poor 

in approximately equal numbers. Past studies have indicated that strong 

mutational biases often occur with low levels of CUB,(Andersson and Sharp, 

1996; Ohama et al., 1990; Ohkubo et al., 1987) possibly because a strong, non-

specific mutational pressure would prevent any persistent, directional changes in 

the genome. The consistently lower GC3 content of the ssDNA genes suggests 

that a specific mutational pressure might be reducing GC3 content in a 

directional manner, which is disrupting the effects of selection for translational 

efficiency.  

We further investigated the GC3-poor nature of ssDNA coliphage coat 

proteins with RSCU analysis. It revealed statistically significant variation in use 

for 15 of 59 codons between ssDNA and dsDNA phage (p<0.03 for TTG, 

p<0.002 for CTT and TCC, p<0.001 for all other codons, Figure 4). Notably, for 

four of the five codons more frequently used by ssDNA rather than dsDNA 

coliphages, thymine was in the third position. No codons enriched in dsDNA 

phage relative to ssDNA phage contained thymine in the third positions.  
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Figure 3. GC1,2/GC3 correlation for ssDNA (open squares) and dsDNA 
(grey squares) coliphage coat genes. Solid line indicates perfect 
correlation. Points above the line indicate genes deficient in GC3, points 
below denote genes enriched in GC3. 
 

 

  
Figure 4. Mean RSCU values and 95% confidence intervals for individual 
codons with statistically significant differences in usage between ssDNA 
(open squares) and dsDNA (grey squares) coliphage coat or tail genes. 
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Calculation of RSCUs of coat genes in 28 ssDNA phages with a diverse 

host range confirmed this pattern: codons with thymine in the third position were 

extremely overrepresented (p<0.001) for six amino acids (A, D, G, I, T, V), and 

were significantly favored (p<0.012) in three more (H, P, S) (Figure 5). Only one 

of the remaining nine degenerate amino acids had a statistically preferred codon 

in ssDNA phages (GAA for E, p<0.01).  

 

 
 

Figure 5. RSCU values and 95% confidence intervals for ssDNA phage 
coat gene codons that exhibited an NNT codon preference. Preferred NNT 
codons indicated by bold triangles, NNV codons indicated by squares. 
 

 
We subdivided our data set to separately examine the two morphologically 

distinct families of ssDNA phages, the Inoviridae and the Microviridae.  Because 

inoviruses are frequently vertically transmitted and can productively infect their 

hosts without causing lysis, they might be under increased selective pressure to 

match the genomes of their more permanently associated hosts. RSCU 

comparisons revealed no consistent patterns associated with phage lifestyle. No 

difference in RSCU was evident for eleven of the sixteen NNT codons in these 

groups (Supplementary Figure 2).  
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Cytosines are comparatively unstable and readily undergo spontaneous 

deamination to uracil, resulting in C to T transitions after unrepaired replication 

(Poole et al., 2001). This spontaneous deamination occurs 100 times more 

frequently in ssDNA than dsDNA, resulting in a higher mutation rate at cytosines 

(Frederico et al., 1990) than at other bases in ssDNA phage (Cuevas et al., 

2009). ssDNA phage genomes appear to spend more time truly single-stranded, 

as they do not experience consistent intra-strand base pairing or regular 

secondary structure formation while encapsidated (Benevides et al., 1991; 

Incardona et al., 1987; Shen et al., 1979; Tsuboi et al., 2010; Welsh et al., 1998; 

Wen et al., 1999). This causes ssDNA phages to more frequently have unpaired 

bases than ssRNA genomes, which are constrained by extensive stem-loop 

formation both in the cytosol and when encapsidated (Thurner, 2004).  

Any thymine-increasing bias does not appear to have a discernible effect 

on genomic nucleotide content relative to the phages’ primary hosts. Rather, it is 

likely that cytosine transitions in the first or second positions are subject to strong 

purifying selection relative to the wobble position (Boyer et al., 1978; F.H.C, 

1966; Holmes, 2003), and the signature of this mutational bias is only observed 

in the overabundance of thymine in the third position of synonymous ssDNA 

phage codons. The significant overrepresentation of NNT codons is strongly 

indicative of a biased mutational pressure acting in concert with strong selection 

against non-synonymous substitutions.  

Genomic architecture (nucleic acid, segmentation, strandedness), while 

acknowledged as an important characteristic of virus taxonomy, is not typically 
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included in broad-scale analyses of viral evolution. Instead, most comparisons 

focus within a single kind of virus (Jenkins and Holmes, 2003), and while many of 

these studies have provided insight into the codon usage biases of individual 

viruses, this is the first observation of a specific bias with a possible mechanistic 

explanation. Examining across two architectures, we saw strandedness play a 

critical role in the composition of phage genomes, and in determining the limits of 

ssDNA viral adaptation to their hosts.  

 
Supplementary Figures 
 

 
 

Supplementary Figure 1. Comparison of genomic AT content between 
ssDNA (black squares, black line) and dsDNA (blue diamonds, blue line) 
phage genomes and those of their hosts for phages previously analyzed 
by Xia and Yuen (2005) (left), and for phages added to GenBank since 
that analysis (right). 
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Supplementary Figure 2. Mean RSCU values and 95% confidence 
intervals for NNT codons in Microviridae (squares) and Inoviridae 
(diamonds). 
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Chapter 2 
 
Base Composition and Translational Selection are Insufficient to Explain Codon 
Usage Bias in Plant Viruses 
 
Abstract 
 
Viral codon usage bias may be the product of a number of synergistic or 

antagonistic factors, including genomic nucleotide composition, translational 

selection, genomic architecture, and mutational or repair biases. Most studies of 

viral codon bias evaluate only the relative importance of genomic base 

composition and translational selection, ignoring other possible factors. We 

analyzed the codon preferences of ssRNA (luteoviruses and potyviruses) and 

ssDNA (geminiviruses) plant viruses that infect translationally distinct monocot 

and dicot hosts. We found that neither genomic base composition nor 

translational selection satisfactorily explains their codon usage biases. 

Furthermore, we observed a strong relationship between the codon preferences 

of viruses in the same family or genus, regardless of host or genomic nucleotide 

content. Our results suggest that analyzing codon bias as either due to base 

composition or translational selection is a false dichotomy that obscures the role 

of other factors. Constraints such as genomic architecture and secondary 

structure can and do influence codon usage in plant viruses, and likely in viruses 

of other hosts. 

 
Introduction 
 

All organisms exhibit some degree of codon usage bias (CUB), the 

unequal usage of synonymous codons (Aota and Ikemura, 1986; Shields et al., 



 

 

58 

1988). Codon bias may vary among genes of the same organism, which is 

associated with factors like asymmetrical mutation pressures or tissue-specific 

gene expression, but is relatively uniform within the most highly expressed genes 

(Bailly-Bechet et al., 2006; Bennetzen and Hall, 1982; Camiolo et al., 2012; 

Hershberg and Petrov, 2008; Hiraoka et al., 2009; Karlin et al., 1998; Lobry and 

Sueoka, 2002; Sharp and Li, 1986). CUB is often explained as the product of two 

potentially competing factors: genomic base composition and translational 

selection (Table 1). In the absence of other mutational and selective pressures, 

CUB should result from the genomic frequency of A, C, G and T being reflected 

in third positions. When CUB diverges from the null hypothesis of genomic 

nucleotide content, translational selection—selection for optimal speed and 

accuracy of translation—is routinely invoked. Translational selection should exert 

an influence on CUB because preferred codons tend to correlate with the most 

common tRNAs (Ikemura, 1981; Ikemura, 1982), allowing for faster, yet accurate, 

codon recognition and translation of highly expressed genes (Curran and Yarus, 

1989; Pedersen, 1984). However, genomic composition and translational 

selection need not be acting antagonistically on CUB, and sequences can show 

CUB distinct from that predicted by either force. 
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Table 1. Possible explanations for codon usage bias when the codon 
usage bias (CUB) of a gene of interest match or fail to match the genomic 
base composition and relative synonymous codon usage (RSCU) of a set 
of reference genes. For viruses, the comparison would be between the 
CUB of the viral genes and the CUB of their hosts. 

 
  Base Composition 
  Match No Match 

M
at

ch
 

Both? Translational 
Selection 

R
S

C
U

 

N
o 

M
at

ch
 

Base 
Composition Undetermined 

 
 

When genomic base composition and known preferred codons correlate 

with observed CUB, both are potentially influencing CUB, and we cannot 

distinguish the relative strength of the forces. When observed CUB conflicts with 

the known preferred codons but adheres to genomic nucleotide content, the null 

hypothesis of overall base composition cannot be rejected, but translational 

selection can. Conversely, when preferred codons and observed CUB align, but 

CUB differs from that predicted by genomic base content, the null hypothesis can 

be rejected and translational selection deemed a more likely explanation. In the 

fourth case, neither overall base composition nor translational selection appears 

to be driving the observed CUB. This could be the result of direct conflict 

between the two forces yielding an intermediate state (i.e., the genome is 

enriched in adenine and suppresses cytosine, but the preferred codons tend to 

end in cytosine at the expense of NNA codons). Alternatively, another factor or 
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factors must be influencing CUB. However, the vast majority of studies into the 

causes of CUB frame the question in terms of genomic base composition vs. 

translational selection, which precludes the consideration of additional important 

factors (Cai et al., 2009; Jia et al., 2008). Considerations such as species- 

specific nmer promotion and suppression (e.g., GATC for methyl-directed 

mismatch repair in E. coli (Au et al., 1992), CpG in mammalian genomes (Krieg 

et al., 1995)) are known to affect CUB, but are rarely considered in analyses of 

codon usage. 

This framework can be applied to studies of viral codon bias. Viruses with 

well characterized hosts are ideal systems in which to explore the forces shaping 

CUB because their genomic biases can be calculated from their viral genomes, 

but the hosts’ CUB reveal the translationally preferred codons. Viruses should 

experience translational selection to match the CUB of their hosts, as this should 

allow for faster translation of highly expressed viral genes, and consequently 

more rapid viral replication. It was recently documented that viruses with highly 

deoptimized CUB suffer a fitness cost (Bull et al., 2012). However, surveys 

examining viral CUB have indicated that not all viruses are equally able to match 

their hosts’ codon preferences, and that this may be correlated with viral genomic 

architecture (Jenkins and Holmes, 2003). For instance, we previously 

demonstrated that double-stranded (dsDNA) coliphages were significantly better 

matched to Escherichia coli’s CUB than single-stranded (ssDNA) coliphages, 

because ssDNA phages had a preference for NNT codons, regardless of the 

hosts’ preferred codon usage (Cardinale and Duffy, 2011). 
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To further investigate the evolutionary forces shaping viral codon usage, 

we investigated patterns of CUB in plant viruses with distinct genomic 

architectures. Plant viruses offer a unique opportunity to examine CUB because 

plant virus families often include members that only infect monocot hosts, and 

others that only infect eudicot hosts—two distinct translational environments. 

Monocots tend to have GC biased genes (53–56%), while eudicot genes 

generally have lower GC content (40-45%) (Wang and Roossinck, 2006). 

Monocots exclusively prefer G- and C-ending codons, while eudicots prefer a 

combination of G- and T-ending codons in their most highly expressed genes 

(Table 2). These divergent hosts allow the strength of translational selection 

pressures to be compared among related viruses. 

 
Table 2. Preferred codons in monocots and eudicots. Preferred codons 
are those with relative synonymous codon usage (RSCU) values that 
significantly exceed those of all synonymous codons (p<0.05, Bonferroni-
corrected 2-tailed t-tests). 
 

 Monocots   Eudicots 
 tac aac ccc  tac aac  
 ctc acc gac     
NNC atc gcc tgc     
 tcc tac cgc     
 agc cac ggc     
        

ttg aag cag  ttg aag cag NNG gag agg   gag   
        

    ctt tct gct NNT     gtt gat cgt 
 
 

 

 



 

 

62 

We analyzed three large groups of arthropod-vectored plant viruses: the 

positive sense ssRNA genus Potyvirus and family Luteoviridae, and the ssDNA 

family Geminiviridae. Potyvirus and Geminiviridae contain a comparable number 

of species with at least 15 sequences available for analysis (22 and 24, 

respectively). There were fewer appropriate Luteoviridae for analysis (8), but 

similar to the Geminiviridae, monocot- and dicot- infecting luteoviruses are 

organized into separate genera. These three groups differ in their genomic 

architectures: the filamentous potyviruses have a linear ~10kb genome that is 

expressed as a polyprotein, luteoviruses contain a linear genome of 5.3- 5.7kb 

that is translated from subgenomic RNAs, and geminiviruses have one or two 

circular, ~2.7kb, ambisense genomic segments that are transcribed by host 

enzymes (King et al., 2011). 

Unlike cellular organisms, which share related genes across extremely 

divergent clades, which can be used as the basis for phylogenies (Woese et al., 

1990), very few functionally analogous viral genes are found in divergent taxa. 

We chose to examine the coat/capsid protein (CP) gene, a large ORF that is 

shared (though not homologous) among the three viral groups. While the CPs in 

some plant viruses serve the dual role of capsid and movement proteins (Rojas 

et al., 1997), these factors only constrain amino acid usage, and should not 

impact synonymous codon usage. Similarly, the CPs of vectored viruses are 

under more strict selection against amino acid substitutions than those of non-

vectored viruses (Chare, 2004), but as these arthropod-borne viruses are not 

expressing genes in the vector, it should not affect their codon bias. Therefore, 
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analysis of CP genes best facilitates comparisons of results between the ssDNA 

and ssRNA viruses in this study. 

Additional analyses were required in Geminiviridae. The potyvirus CP and 

the luteovirus CP are each considered monophyletic; the monocot- and dicot- 

infecting viral sequences within each group once shared a common ancestral 

sequence. The monophyly of the CP in the Geminiviridae is assumed based on 

its unusual capsid shape (Krupovic et al., 2009), but the protein sequence of the 

ORF is highly divergent between begomoviruses and mastreviruses. 

Consequently, we also analyzed the CUB of the replication-associated gene 

(Rep), which is encoded in the complementary sense, for the geminiviruses. 

There is strong phylogenetic evidence for their Reps to be descended from a 

common ancestor (Martin et al., 2011; Rosario et al., 2012). While their CPs may 

be useful for comparisons to the RNA viruses, comparisons of the Rep CUB 

within Geminiviridae may be more appropriate, and comparable to analyses of 

the homologous CPs within each RNA virus family (Krupovic et al., 2009; Varsani 

et al., 2009). 

We compared the relative synonymous codon usage (RSCU (Sharp and 

Li, 1986)) of monocot- and eudicot-infecting members of each group to their 

hosts, to each other, and to viral genomic nucleotide composition to assess the 

relative importance of host codon preferences in viral CUB. Our results were 

surprisingly variable for viruses infecting common hosts, and demonstrate that 

pressures beyond base composition and translational selection affect CUB in 

ssDNA and ssRNA plant viruses. 
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Methods 
 
Host codon usage bias 
 

Codon preferences in highly expressed genes for five monocot and six 

eudicot plants were determined using the RSCU data from Wang and Roossinck 

(2006). Average monocot and eudicot RSCU was calculated for each codon, and 

preferred codons were defined by Bonferroni-corrected two- tailed t-tests 

(Microsoft Excel) of average RSCU for synonymous codons. Each set of 

redundant codons was analyzed individually; no comparisons were made 

between non-redundant codons. For these analyses, codons for the six-fold 

degenerate amino acids (L, R, S) were divided into two-fold and four-fold 

redundant groups, for which RSCU values were calculated independently. This 

was done because the two groups of codons for these amino acids differ at non-

synonymous sites and are consequently recognized by different groups of tRNA 

species, making it inappropriate to treat them as a single set of redundant 

codons. 

 
Plant virus datasets 
 

All available complete CP sequences of luteoviruses and potyviruses were 

collected from GenBank between March and May of 2012. Only species with 15 

or more full CP gene sequences were analyzed, and sequences with ambiguous 

nucleotides were excluded. Complete CP and complete Rep gene sequences of 

Geminiviruses (monocot-infecting mastreviruses and eudicot-infecting 

begomoviruses) were downloaded from GenBank between January and April of 

2012. As with the ssRNA viruses, only species with at least 15 full gene 
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sequences were analyzed, and sequences with ambiguous nucleotides were 

excluded. Consequently, some geminivirus species could be included in one of 

our analyses (CP analysis) but not the other (Rep analysis). In total, we analyzed 

1285 geminivirus Rep gene sequences, 1481 geminivirus, 1210 potyvirus, and 

315 luteovirus CP gene sequences. 

 
Base composition as a null hypothesis 
 

All sequences were formatted for analysis using ReadSeq (http://www- 

bimas.cit.nih.gov/molbio/readseq). CAICal (Puigbò et al., 2008) was used to 

calculate the viral base composition. Reference sequences for each viral species 

were collected from GenBank on June 12, 2012. Sequences were formatted with 

ReadSeq, and CAICal was used to determine overall and site-specific base 

composition for each sequence. Observed third position nucleotide counts were 

averaged for each species. Expected third position nucleotide counts were 

computed for each gene/species combination we analyzed based on the 

genomic nucleotide frequencies of the species’ reference genome and the length 

of the ORF in the reference genome. Chi-square tests were used to evaluate the 

differences between these observed and expected counts, with three degrees of 

freedom (MS Excel). In total, sixty-seven chi-square tests were carried out: one 

on the CP gene of each potyvirus, luteovirus, and geminivirus we examined, and 

one on the Rep gene of each geminivirus we analyzed. 
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Plant virus codon usage biases 
 

Viral RSCU calculations were as for the plant hosts. RSCU values were 

calculated for each sequence in each viral genus (in the case of the potyviruses, 

monocot-infecting and eudicot-infecting). Then, mean RSCU values were 

calculated for each viral genus/group. Preferred codons were again defined by 

Bonferroni-corrected two-tailed t-tests of average RSCU for synonymous codons, 

and determined separately for monocot- and dicot-infecting members of each 

viral group. 

 
Comparison with host CUB 
 

Average RSCU values for the monocot- and eudicot-infecting viruses of 

each viral group were compared to those of their respective hosts to determine 

the correlation between host and viral CUB. Average RSCU of monocot-infecting 

and dicot-infecting viruses within each group were also compared to each other 

to determine if the correlation among related viruses was stronger than the 

correlation to their respective hosts. RSCU between two groups was classified as 

uncorrelated (r<0.50), moderately correlated (0.50'r<0.70), or strongly correlated 

(r&0.70). Translational selection was rejected when host and virus RSCU were 

uncorrelated, but considered in cases of moderate or strong correlation. 
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Results 
 
Monocots and Eudicots exhibit divergent CUB 
 

Plant codon preferences varied considerably between monocots and 

eudicots. The monocots analyzed exclusively preferred C- and G-ending codons 

in their highly expressed genes; fifteen of their overrepresented codons were C-

ending, while the remaining five were G-ending (Table 2). These patterns were 

consistent with the codon preferences of all monocot genes (Wang and 

Roossinck, 2006). Conversely, eudicots preferred a combination of NNT (six) and 

NNG (four) codons in their most highly expressed genes, in addition to two NNC 

codons (Table 2), which also agreed with their overall codon preferences. In all 

cases where plants preferred an NNG codon, no pyrimidines were possible in the 

third position (they were two-fold redundant amino acids, or the two-fold 

redundant portion of six-fold redundant amino acid codons). The RSCU of the 

highly expressed genes in the monocots and eudicots (Wang and Roossinck, 

2006) were strongly correlated for A or T-ending codons (r=0.93), and for G or C-

ending codons (r=0.82, Figure 1). However, best-fit lines for the two groups of 

codons both differ from a line with a slope of 1 through the origin, indicative of 

divergent codon preferences. Consequently, monocots and eudicots represent 

distinct translational environments, and should exert dissimilar translational 

selection pressures on the CUB of their respective viruses. 
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Figure 1. Relative synonymous codon usage (RSCU) correlation between 
monocot and eudicot highly expressed genes. Triangles represent A/T, 
squares are C/G, open symbols are pyrimidines, closed are purines. Solid 
line is best fit for A/T-ending codons (r=0.93), dashed is for G/C-ending 
(r=0.82). The grey line has a slope of 1 through the origin. 

 
 
Base composition does not explain most CUB in plant viruses 

 
The potyviruses showed a consistent pattern of elevated adenine in their 

genomes, regardless of host, and also contained correspondingly lower levels of 

cytosine and guanine. The third position nucleotide content in CP genes differed 

significantly from that of the overall genome in every potyvirus we examined (chi-

square tests, p<0.05). Luteoviruses showed consistent genomic base 

composition, having slightly elevated genomic adenine content, and relatively 

equitable use of cytosine, guanine, and thymine. Third position base frequencies 

were also consistent regardless of host, but differed significantly from genomic 

nucleotide composition in most luteoviruses. Third position base usage in two of 
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the four eudicot-infecting luteoviruses did not differ significantly from genomic 

base content (chi-square tests, p>0.1). In the two remaining eudicot-infecting, 

and all four monocot-infecting luteoviruses, third positions diverged significantly 

from the genomes (chi-square tests, p<0.05). These findings indicate that 

genomic base composition is a poor predictor of CUB in luteoviruses and 

potyviruses. 

Average third position base composition of CP genes in begomoviruses 

(eudicot-infecting geminiviruses) and mastreviruses (monocot-infecting 

geminiviruses) also varied greatly from their respective genomic nucleotide 

contents (18 begomoviruses and 4 mastreviruses, chi-square tests, p<0.001). 

Base composition of synonymous sites in the Rep genes of all begomoviruses 

(n=14) and two out of three mastreviruses also diverged substantially from 

overall genomic nucleotide content (chi-square tests, p<0.05). As is the case for 

the ssRNA viruses, these results strongly suggest that genomic base 

composition does not drive CUB in geminiviruses. 

 
RNA virus CUB is independent of host use 

 
All potyviruses had somewhat similar codon preferences, independent of 

host: monocot- and eudicot-infecting potyviruses both generally preferred A- and 

T-ending codons (Table 3). Luteoviruses, both monocot- and eudicot-infecting, 

exhibited preferences for fewer codons overall, but tended to favor NNC codons. 

Despite this overall similarity they shared only two preferred codons (Table 3). 
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Table 3. Preferred codons in luteoviruses and potyviruses infecting 
monocot and eudicot hosts. Preferred codons are those with relative 
synonymous codon usage (RSCU) values that significantly exceed those 
of all other synonymous codons (p<0.05, Bonferroni-corrected 2-tailed t-
tests). 

 
  Potyviruses    Luteoviruses  

Host monocot   eudicot   monocot   eudicot 
NNA tca cca gca  tca cca gca      aga   

 aga aaa aca  aga gaa gga         
     caa           
                

NNC tgc cac       tgc ttc gac  tgc ttc gtc 
         tac    atc ctc  
                
                

NNT tat aat gat  tat aat gat         
 ttt ctt gtt  ttt           
                
                

NNG     ttg    agg       
 
 
 
Eudicot-infecting potyvirus RSCU was moderately correlated with eudicot 

RSCU (r=0.55), and monocot-infecting RSCU was actually weakly anti-correlated 

with monocot RSCU (r=-0.29, Figure 2a). Surprisingly, monocot-infecting 

potyvirus RSCU correlated with eudicot RSCU nearly as well as eudicot-infecting 

potyviruses (r=0.46). Monocot- and eudicot-infecting luteovirus RSCU weakly 

correlated with that of their hosts (r=0.29 and 0.16, respectively, Figure 2b). 
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Figure 2. Correlation between host and virus coat/capsid protein (CP) 
relative synonymous codon usage (RSCU) for monocot-infecting (red) and 
eudicot-infecting (blue) (a) potyviruses and (b) luteoviruses. 

 
 
ssDNA virus RSCU does not indicate strong translational selection 

 
ssDNA dicot-infecting begomovirus CP genes exhibited a strong 

preference for NNT codons, while begomovirus Rep sequences strongly favored 

a 

b 
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NNA codons (Table 4). In the monocot-infecting mastreviruses, CP genes 

preferentially used C- and G-ending codons, but the Rep sequences did not 

exhibit a specific preference; overrepresented codons ended in all four bases 

(Table 4). Begomovirus genomes are ambisense; genes are encoded in the 

coding and complimentary sense (Gutierrez, 1999). The coding sequence of the 

Rep gene is complimented on the virion strand. As a consequence, third 

positions in this gene are present as the first base of anti-codons in the single-

stranded viral genome. Therefore, these findings indicate begomovirus genomes 

are enriched for thymine at synonymous sites in both the CP ORF (with T-ending 

codons) and Rep ORF (with T-beginning anticodons). 
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Table 4. Preferred codons in mastrevirus and begomovirus Rep and CP 
genes. Preferred codons are those with relative synonymous codon usage 
(RSCU) values that significantly exceed those of all other synonymous 
codons (p<0.05, Bonferroni-corrected 2-tailed t-tests). 

 
  Mastreviruses    Begomoviruses  
ORF Rep   CP  Rep   CP 
NNA aaa        aaa caa gga     

         aca cca gaa     
         aga       
                

NNC tac    ttc gcc gac  ttc ctc tgc  ttc ccc  
                
                

                
NNT cat cgt   agt    cat aat gat  cat cgt aat 

             gat act tgt 
             att ggt gtt 

             tat   
                
NNG ttg agg   ttg agg gag  ttg    ttg agg gag 

     aag cag ctg      aag   
                

 
 
 
In both begomoviruses and mastreviruses, the RSCU of their CP genes 

was moderately correlated to the RSCU of the highly expressed genes of their 

respective hosts (r=0.69 for begomoviruses, 0.53 for mastreviruses, Figure 3a). 

However, the Rep gene was not well correlated to their host RSCU in either 

begomoviruses (r=0.38) or mastreviruses (r=0.06, Figure 3b). Mastrevirus Rep 

RSCU actually matched that of eudicots better than the begomovirus Rep RSCU 

(r=0.71). 
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Figure 3. Correlation between relative synonymous codon usage (RSCU) of 
(a) geminivirus CP and (b) geminivirus Rep and host RSCU for eudicot-
infecting begomoviruses (blue) and monocot-infecting mastreviruses (red). 

 
 
The conservation of codon usage between monocot- and eudicot- 

infecting viruses within each group varied significantly. Potyvirus RSCUs were 

strongly correlated to each other (r=0.90), despite their hosts having divergent 

preferences (Figure 4a). Similar to the potyviruses, the two luteovirus groups 

a 

b 
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exhibited a moderate correlation to each other (r=0.66, Figure 4a). Begomovirus 

and mastrevirus RSCUs were uncorrelated in the CP ORF (r=0.16), but 

moderately correlated in the Rep ORF (r=0.51, Figure 4b). 

   

  
Figure 4. Correlation of relative synonymous codon usage (RSCU) 
between (a) monocot and eudicot-infecting potyvirus CPs (orange), 
luteovirus CPs (green) and (b) begomo- and mastrevirus CPs (aqua) and 
begomo- and mastrevirus Reps (purple). 
 

a 
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Discussion 
 
Neither base composition nor translational selection explains our results 

 
The null hypothesis, that synonymous codon usage is purely a function of 

the nucleotide base frequencies in the viral genome, was insufficient to explain 

codon preferences in all of the groups we examined. The discord between 

genomic frequencies and third position frequencies did not often manifest as 

more equitable nucleotide use in the third position; instead, codon use was more 

biased than genomic nucleotide frequencies in several cases (eudicot-infecting 

potyviruses, begomovirus CP). Similarly, the alternative hypothesis of 

translational selection failed to explain much of the plant virus CUB. Dicot-

infecting potyviruses and geminivirus CP CUB were moderately correlated with 

their host CUB, but we did not find as high a correlation as in phage (Cardinale 

and Duffy, 2011) or human RNA viruses (Jenkins and Holmes, 2003). 

The most common methods of assessing the relationship between 

genomic base composition and CUB involve using GC3, the GC content of the 

third codon position, as a measure of codon bias. GC3 is then compared to 

GC1,2, the GC content of the first and second codon positions, or ENC, the 

effective number of codons (Adams and Antoniw, 2004; Fuglsang, 2005). Both 

measures vary along predictable lines or curves when base composition drives 

CUB. By these measures, CUB in many viruses is strongly affected by overall 

base composition (Adams and Antoniw, 2004; Jiang et al., 2008; Liu et al., 2010). 

However, metrics that group AT and GC are unable to account for the over- or 

underrepresentation of a specific nucleotide in the third position at the expense of 
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its complement, which is of special concern when analyzing CUB in single-

stranded viruses. In the begomoviruses we analyzed, the average GC3 is 

approximately equal in the CP, Rep, and whole genome, but the CP (and 

genome) favor guanine while cytosine is overrepresented in the Rep. 

Consequently, our methods require a higher degree of agreement between the 

overall genomic base content and gene third position for base composition to be 

considered a plausible explanation for CUB. 

Furthermore, many studies of viral CUB do not explicitly evaluate other 

factors that can drive codon bias. Rather, the null hypothesis is tested—does 

CUB follow the predicted relationship between GC3 and GC1,2 or ENC—and if 

not rejected, the effects of translational selection and other possible factors are 

not subsequently analyzed (Cai et al., 2009; Jia et al., 2008; Jiang et al., 2008; 

Liu et al., 2010). Other studies attribute the rejection to translational selection, but 

fail to consider additional factors (Wang et al., 2011; Wang et al., 2010; Xu et al., 

2008). 

 
Possible alternative explanation for CUB in plant viruses 
 

Genes of propagative arthropod-vectored viruses (those that replicate 

within their vectors) should be under dual selective pressures to maximize 

replication speed within their plant hosts and their vectors. Consequently, vector 

codon preferences could influence codon bias in these viruses. However, the 

potyviruses and luteoviruses are nonpropagative (Gray and Banerjee, 1999), and 

while the evidence is more ambiguous in geminiviruses, they are generally 

considered nonpropagative as well (Andret-Link and Fuchs, 2005; Power, 2000), 
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so translational selection is not acting on these viral genomes in their respective 

vectors. There is evidence of heightened purifying selection on capsid structure 

in vectored RNA viruses due to specific interactions between CP and vector 

(Chare, 2004), but in nonpropagative viruses, this pressure is independent of 

translation kinetics, instead acting solely on amino acid sequence. Therefore, 

translational selection within arthropod vectors cannot explain the observed CUB.  

As potyviruses have high mutation rates (Sanjuan et al., 2009), have 

diverged over at least thousands of years (Gibbs et al., 2008), and the different 

species analyzed were at least 25% divergent by nucleotide (King et al., 2011), it 

is impossible that the common synonymous codon usage we observed is an 

accident of recent fixation. It is similarly unlikely that a recent host-shift from 

eudicots (to which potyvirus CUB is better matched) brought recently diverged 

potyviruses into monocots (Gibbs et al., 2008). Luteoviruses (Pagan and Holmes, 

2010) and geminiviruses (Duffy and Holmes, 2008; Duffy and Holmes, 2009; 

Harkins et al., 2009) evolve at similarly high speeds, so it is unlikely that these 

correlations are due to accidental historical contingency. It would further be 

expected that third positions would be saturated after thousands, if not millions of 

years of divergence (Lefeuvre et al., 2011). Given these factors, it is most likely 

that the correlation among monocot- and eudicot-infecting members of each 

group is due to a similar set of pressures affecting CUB of each group as a 

whole. 

One possible factor that may influence codon bias in ssRNA viruses is 

selective constraints on secondary structure. ssRNA viral genomes often contain 
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complex secondary structures that are important for replication or gene 

expression (Hofacker et al., 2004). Disruption of these structures can inhibit one 

or both processes, reducing viral fitness. Substitutions are often observed in 

pairs: an initial mutation and a compensatory mutation that restores base pairing 

across stems in stem-loop structures, for instance (Hofacker et al., 1998). These 

factors should manifest as more constrained codon usage at specific sites, 

though the effects on overall codon usage are ambiguous. 

The begomovirus CP, which strongly preferred NNT codons, aligned well 

with the preference of their eudicot hosts for T-ending codons and correlated 

strongly with host RSCU. Despite the significant differences between third 

position and genomic base content, these results also indicate the potential 

importance of the thymine enrichment of high-AT begomovirus genomes. 

Therefore, it is tempting to explain these data as the result of the combination of 

compositional constraints and strong translational selection, even if third position 

base use significantly differed from that of the entire genome. Conversely, 

begomovirus Rep sequences have different preferences and demand a different 

explanation. CUB is not explained by base composition, but the prevalence of A-

ending codons and the weak correlation (r=0.37, Figure 4b) between host and 

virus RSCU suggests weak translational selection. It is unlikely that these two 

genes are subject to such divergent pressures that they would exhibit such 

inverse biases, as CUB tends to be similar within species (Grantham et al., 

1980). However, neither base composition nor translational selection is sufficient 

to explain begomovirus CUB. 
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Similarly, CUB in the mastreviruses is not easily explained. In particular, 

the Rep has no well- defined codon preferences, which is not predicted by the 

genomic nucleotide composition, translational selection for their hosts’ CUB, nor 

an antagonistic relationship between the two. Consequently, these two factors 

alone are not sufficient to explain mastrevirus CUB. 

The ssDNA architecture of geminiviruses provides a possible explanation 

for their CUB. ssDNA is prone to rapid cytosine deamination to uracil (Frederico 

et al., 1990), and this process may explain the preference for T-ending codons in 

ssDNA phages, even in hosts with low AT% (Cardinale and Duffy, 2011). If this 

process also affects eukaryotic ssDNA viruses, we would expect a very different 

CUB profile compared to that which is determined by only base content and 

translational selection. Specifically, strong translational selection predicts uniform 

codon usage in both CP and Rep, but a strong, biased mutational pressure 

predicts the begomovirus preference for A-ending codons in the Rep sequences, 

given that they are encoded in the negative sense. C!T transitions may be 

tolerated only at synonymous sites, resulting in an overabundance of thymine in 

the genomic sequence, and a corresponding preference for adenine in the Rep 

coding sequence. When viewed as they are encoded in the genome, 

begomovirus CP and Rep nucleotide preferences at synonymous sites are 

remarkably consistent: both strongly prefer T-ending codons/T-beginning 

anticodons, suggesting that this biased mutational pressure may contribute to 

geminivirus CUB. A recent study of the ssDNA porcine circovirus also shows a 

preference for T-ending codons that differs from the codon preferences of their 
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swine hosts, and is not due to genomic composition (Liu et al., 2012). 

We believe it is very likely that a biased C!T mutational pressure affects 

eukaryotic ssDNA viruses. Eudicot-infecting begomoviruses are known to exhibit 

a long-term C!T substitution bias (Duffy and Holmes, 2008; Duffy and Holmes, 

2009). Additionally, ssDNA phages typically exhibit little secondary structure 

(Benevides et al., 1991; Incardona et al., 1987; Shen et al., 1979; Tsuboi et al., 

2010; Welsh et al., 1998; Wen et al., 1999), and while very limited degrees have 

been documented in eukaryotic ssDNA viruses (Sun et al., 2009), it has not been 

observed in the ORFs we examined here. Consequently, these genomes are 

unconstrained by structural constraints at synonymous sites, and, because 

unpaired DNA is 100 times more susceptible to oxidative cytosine deamination to 

uracil than dsDNA (Frederico et al., 1990), highly vulnerable to C!T transition. 

These oxidative deaminations are common in cellular genomes, but are 

efficiently repaired (Mol et al., 1999), while such changes in ssDNA viruses might 

simply go unrepaired (McClelland, 1985). Alternatively, host cytidine deaminases 

could be increasing viral thymine content by enzymatically deaminating 

cytosines. These enzymes are an innate mammalian anti-viral defense, and are 

active against both viral RNA and ssDNA (Bishop et al., 2004). Regardless of the 

exact mechanism, the evidence points to a biased mutational pressure at 

cytosines contributing to begomovirus evolution. 

Mastreviruses present a contrary case: whether or not they experience 

this potential thymine- enriching factor, their CUB remains unlikely in the absence 

of additional drivers. Mastreviruses may not experience the same mutational 
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pressure from deamination, may have developed ways to compensate for it, or 

monocot hosts may interact with ssDNA genomes differently than eudicots. 

Neither their CP nor Rep sequences carry the signature of rapid deamination, 

and their CP CUB strongly adheres to host preferences, indicating the primacy of 

translational selection over base composition and other potential factors. 

Furthermore, an examination of maize streak virus revealed no evidence of the 

long-term C!T substitution bias evident in begomoviruses (Harkins et al., 2009). 

Finally, unlike most organisms that have been studied, MSV exhibits high 

degrees of variance in CUB between different genes, and the reasons for this 

variation are unclear (Adams and Antoniw, 2004). A single recently discovered 

eudicot-infecting mastrevirus sequence (Hadfield et al., 2012) exhibited codon 

usage preferences that differ from monocots, eudicots, and the other viruses we 

examined. Additional analysis is required to more precisely determine the forces 

affecting CUB in mastreviruses. 

 
Conclusions 
 

Codon usage bias is most often presented as the result of two competing 

forces: translational selection and genomic base composition. The methods most 

often used to evaluate it are sometimes sufficient to distinguish one of these 

factors from the other. However, in situations where neither factor appears 

significant, the available methods are of little use. Viral genomic nucleotide 

composition does not appear to be driving CUB in plant viruses, but there is only 

weak evidence of translational selection influencing CUB. Present methods are 

unable to explain plant virus CUB. Therefore, new ways of analyzing CUB and 
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evaluating its likely determinants are required to more accurately parse the large 

amount of genomic data now available, potentially shedding light on additional 

factors shaping CUB, such as biased mutation rates. 
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Chapter 3 
 
Mutation Spectrum of PhiX174, a Single-Stranded DNA Bacteriophage of E. coli 
 
Abstract 
 
 ssDNA viruses mutate and evolve at rates comparable to RNA viruses, 

but through different mechanisms, since they use their hosts’ high-fidelity DNA 

polymerases rather than low-fidelity RNA polymerases. Biased substitution 

patterns have been observed in ssDNA viruses, but their mutation spectrum has 

not been documented. Here, we generated mutation-accumulation lines of 

phiX174 through repeated bottleneck passages to determine base-specific 

mutation frequencies. We expected to see evidence of biased mutation rates 

consistent with oxidative damage, but our findings did not reveal any significant 

mutational biases.  

  
Introduction 
 
 Unlike cellular genomes, which are exclusively double-stranded DNA 

(dsDNA), viral genomes can be single-stranded or double-stranded, DNA or 

RNA, or a combination thereof. The single-stranded DNA (ssDNA) viruses are an 

understudied group of viruses that are nonetheless extremely important. They 

are some of the most rapidly emergent viruses on earth; several ssDNA viruses 

have spread to novel hosts and/or geographic ranges in the late twentieth and 

early twenty-first centuries (Duffy and Holmes, 2007; Shackelton et al., 2005).   

 Only one ssDNA virus, parvovirus B19, is known to cause disease in 

humans, and it causes the usually mild slapped cheek rash (Servey et al., 2007), 

but ssDNA viruses nonetheless have a serious impact on humans. Many ssDNA 
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viruses infect crops or livestock, and can have extremely high costs. For example 

maize streak virus, can severely reduce crop yields (Bosque-Pérez et al., 1998). 

Worryingly, these viruses often have wide host ranges (Pramesh et al., 2013). In 

1997, an outbreak of a recombinant strain of East African Cassava Mosaic Virus 

effectively wiped out the cassava crop in Uganda, causing a severe famine (Legg 

and Thresh, 2000; Ndunguru et al., 2005). Despite this clear threat to global food 

security, relatively little work has been done to better understand how ssDNA 

viruses evolve and spread. 

 Rapid evolution is thought to be the primary driver of the ssDNA viral 

emergence. Long-term studies have found that ssDNA viruses evolve at 

approximately the same rate as RNA viruses, as measured by their substitution 

rates (substitutions/site/year) (Duffy et al., 2008; Sanjuan, 2012). For both RNA 

and ssDNA viruses, this rapid evolution is probably driven by high mutation rates, 

measured as mutations/site/replication. Mutation rates in ssDNA viruses more 

closely resemble RNA viruses than the slower-evolving and slower-mutating 

dsDNA viruses (Duffy et al., 2008). How these viruses achieve high mutation 

rates is not clear.  

 High RNA mutation rates are driven by their use of lower-fidelity RNA-

dependent RNA polymerase (RdRp) for genome replication. Most viral RdRp 

lacks the 3’!5’ exonuclease ability of high-fidelity DNA polymerases, so 

replication errors persist at higher rates compared to DNA replication (Steinhauer 

and Holland, 1986; Ward et al., 1988). However, all ssDNA viruses utilize their 
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hosts’ high-fidelity DNA polymerases, which have 3’!5’ exonuclease activity, so 

this mechanism cannot explain the high mutation rates of ssDNA viruses.  

 Long-term evolution studies have provided a possible explanation. ssDNA 

viruses exhibit a persistent substitution bias from cytosine to thymine (Duffy and 

Holmes, 2009). This bias may be due to spontaneous deamination of cytosine to 

uracil. If uncorrected, deamination results in a transition from C to T following 

replication. Unpaired cytosine is more susceptible to spontaneous deamination 

than base-paired cytosine (Frederico et al., 1990), possibly because the amino 

group is stabilized by hydrogen bonding when paired with guanine. While the 

mutation rate of ssDNA viruses have been documented (Cuevas et al., 2009; 

Drake, 1991), and experimental evolution studies have charted the evolutionary 

trajectories ssDNA phages operating under selection (Dickins and Nekrutenko, 

2009), the spontaneous mutation spectrum of ssDNA viruses under neutral 

conditions has not yet been determined. The beneficial mutational spectrum 

assessed through the short-term evolution of phiX174, a ssDNA bacteriophage, 

is consistent with the mutations most likely to occur due to deamination and other 

spontaneous oxidative reactions (Rokyta et al., 2005). 

 We used plaque-to-plaque bottleneck passaging to evolve bacteriophage 

populations under neutral conditions, to allow for mutation accumulation in the 

absence of selection against deleterious mutations. Under plaque-to-plaque 

passaging, phage populations pass through a bottleneck with a population size of 

one during each passage, as each individual plaque is founded by a single 

phage, and each subsequent passage is derived from an arbitrarily chosen single 
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plaque of the previous passage. Such strict bottlenecks sharply reduce diversity 

(Li and Roossinck, 2004), allowing for fixation of non-lethal mutations. Repeated 

bottleneck passages therefore can facilitate mutation accumulation, providing a 

picture of the mutation spectrum of the virus population.  

 We allowed ten populations of phiX174, each originating from an 

independent plaque, to evolve under bottlenecking for 50 passages on its host, 

Escherichia coli, to facilitate mutation accumulation. A single plaque from each 

population at the end of the experiment was sequenced to determine the 

mutational spectrum of this ssDNA virus. 

 
Methods 
 
Preparation of PhiX174 Populations 
 
 Ten independent populations of bacteriophage phiX174 were established 

from a wild-type ancestral population. 10µl from the ancestral phiX174 population 

was used to seed ten TK agar plates along with 100µl E. coli C122 in 3ml TK top 

agar (0.7% concentration, soft agar). These plates were incubated at 37˚C 

overnight. The following day, the top agar was scraped and collected. Each plate 

was then washed with 3ml liquid TK media to collect additional phage, which was 

combined with the top agar. These mixtures were centrifuged at 3000 rpm for 10 

minutes to pellet bacterial cells, and the supernatant from each mixture was 

filtered through a 0.22µm filter to remove cellular matter, resulting in ten purified 

lysates of phiX174. 
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Serial Bottleneck Passaging 
 
 Bottleneck passaging was used to allow drift to overwhelm selection as 

the phage populations evolved. Fifty single-plaque transfers were used to 

repeatedly force each phage population through fifty bottlenecks with a 

population size of one. To initiate passaging, a sample from each starting 

population was diluted to a concentration of approximately 103 plaque forming 

units (PFU)/ml. From this, 100µl was plated on TK plates with 100µl E. coli from a 

stationary phase overnight culture in 3ml TK top agar, so that there were 

approximately 10-100 plaque forming units (PFU) per plate, to prevent the 

resulting plaques from touching or overlapping, which would have increased the 

potential genetic diversity within such plaques. After phage were plated, plates 

were incubated at 37˚C for three to five hours, until plaques were just visible 

against the growing E. coli lawn. Once plaques were evident, the single plaque 

closest to an arbitrary mark made on the underside of each plate prior to 

incubation was chosen. This plaque was gently touched with a 10µl pipette tip, 

collecting some of the phage from that plaque, and the tip was briefly shaken in 

1ml of liquid TK media to dilute the phage, and that dilution used to initiate the 

next passage as described above. This process was repeated 50 times. Samples 

of phage from every fifth passage, as well as initial and final phage populations, 

were preserved in glycerol at -80˚C. The total time of the growth stage of all fifty 

passages was 178 hours, an average of ~3.5 hours of incubation per passage. 

Conservatively assuming exponential E. coli growth for only the last hour of lawn 
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formation and two generations of phage replication per hour in exponentially-

dividing E. coli, this corresponds to 100 generations of phage replication.  

 
Sequencing 
 
 Sanger sequencing was used to determine the sequences of ancestral 

and final populations. PhiX174 genomes were amplified using PCR with XL 

(extra-long) Taq (Applied Biosystems) which allowed for amplification of the 

5.4kb phiX174 genome in three reactions. PCR products were verified through 

gel electrophoresis on a 0.8% agarose gel run at 100V for 30 minutes, and 

subsequently purified using ExoSAP (Affymetrix). Purified DNA was sequenced 

off-site using Sanger methods by GeneWiz. 

 The resulting sequences were manually checked for errors and 

automatically aligned to the ancestral genome with Sequencher v4.10 (Gene 

Codes Corporation). Alignments were also manually checked for errors. Pairwise 

comparisons between ancestral and derived sequences for each line were made, 

and the frequency of each nucleotide substitution determined. All mutations were 

confirmed by at least two separate sequencing reactions. Mutation rates were 

calculated as the number of mutations per site per generation across all fifty 

passages. 

 
Results 
 
 After 50 passages, a total of six unique mutations appeared across the ten 

evolved lines; each line exhibited zero to two mutations. Mutation rates for lines 

in which mutations occurred ranged from 1.86x10-6 mutations/site/generation 
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(m/s/g) to 3.71x10-6 m/s/g. Only three distinct substitutions were observed (A!G, 

C!T, T!C, Table 1). Unexpectedly, T!C transitions were the most common. 

Three observed mutations (A1889G, A2061G, and T3235C) were 

nonsynonymous, while three (T1012C, C1123T, and T3245C) were synonymous 

(Table 1).    

 
Table 1. Observed mutations, the region in which they occur, and the 
effects on protein sequence. Grey indicates synonymous changes. 

 
ORF Mutation Amino Acid 

F T1012C I4I 
 C1123T S41S 
 A1889G T297A 
  A2061G Y354C 
H T3235C L102S 
 T3245C L105L 

 
 
Discussion 
 
 Before implementing bottleneck passaging and full genome sequencing, 

we attempted several alternative approaches to determine the mutation spectrum 

of phiX174. The initial objective was to utilize gene F or H amber mutant strains 

of phiX174 grown on trans-complimenting E. coli hosts (those that express F or H 

off of a plasmid). This would have freed up a large region within the phiX174 

genome to evolve neutrally while its gene function was provided by plasmid copy. 

However, all of the amber mutant strains of phiX174 we obtained from Bentley 

Fane proved to be unstable over relatively few generations, so were unsuitable 

for long-term mutation accumulation. 

 Our second approach was to utilize the B-free strain of phiX174, which 

has lost the functionality of gene B, the internal scaffolding protein, also created 
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by Ben Fane (Chen et al., 2007). Use of this would have provided a region of the 

genome under relaxed selection relative to wild-type phiX174, providing a basis 

for a comparison between neutral and selected evolution. However, gene B is 

entirely overlapping with gene A/A*, in an alternative reading frame, so the 

relaxed selection on that region would only have applied to synonymous sites 

within the gene A reading frame, not the entirety of gene B, making this a less 

attractive option than the amber mutants initially attempted. We attempted to use 

B-free phiX174, but this strain suffers from slower and less robust growth 

compared to wild-type phiX174. Consequently, the plaques formed were too 

small to reliably pick for plaque-to-plaque transfers.  

 For these reasons, we settled on bottleneck passaging of wild type phage 

followed by full-genome sequencing to characterize the mutation spectrum of 

phiX174. Bottleneck passaging has been used to overwhelm selection with 

genetic drift in populations of many viruses. Repeated bottleneck passages are 

often associated with significant decreases in fitness, demonstrating Muller’s 

Ratchet as deleterious mutations accumulate (Burch and Chao, 1999; Clarke et 

al., 1993; Novella, 2004). It has also been used to study the mutations that 

accumulate in population in the absence of selection (Li and Roossinck, 2004; 

Yuste et al., 2000). 

 ssDNA viruses evolve at rates comparable to RNA viruses (Sanjuan, 

2012), and while the mechanisms are not understood, it is probably due to high 

intrinsic mutation rates. Unlike RNA viruses, though, these high rates are unlikely 

to be due to polymerase errors, since ssDNA viruses utilize their hosts’ high-
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fidelity polymerases. Long-term studies of ssDNA virus evolution have provided 

evidence of a persistent C!T substitution bias, which may be explained by an 

elevated rate of C!T mutations due to oxidative degradation of unpaired ssDNA 

bases (Duffy and Holmes, 2008; Duffy and Holmes, 2009).  

 However, our experimentally derived mutational spectrum of phiX174 do 

not support the overrepresentation of oxidation-induced mutations relative to 

others. We simply have too few mutations to draw any conclusions about the 

mutation spectrum of phiX174 – fewer than one mutation per bottlenecked 

lineage – and those we did observe are not indicative of oxidative damage to 

ssDNA genomes. Many additional generations of mutation accumulation may 

have provided a clearer picture of the mutation spectrum of phiX174. Other 

experiments using phiX174 or an RNA phage with a comparable measured 

mutation rate (Chao et al., 2002) have found much more rapid mutation 

accumulation (Dennehy et al., 2013; Rokyta et al., 2005). 

 Our data offer no opposition to the null hypothesis that polymerase error is 

the primary source of mutations in phiX174. The mutation rates we observed 

were comparable to the previously measured phiX174 mutation rate (Cuevas et 

al., 2009), and slower than those measured in another ssDNA bacteriophage, 

M13 (Drake, 1991). In contrast, the error rate of E. coli polymerase III has been 

estimated to be approximately 10-7 – 10-8 mutations/base/replication (Fijalkowska 

et al., 2012), which is somewhat slower than the mutation rates we observed. E. 

coli post-replication mismatch repair corrects the majority of these errors, 

bringing its overall mutation rate down to 5x10-10 mutation/site/replication 



 

 

98 

(Fijalkowska et al., 2012). The major repair mechanism is based on recognition 

of methylated GATC tetranucleotides in the template strand of a newly replicated 

chromosome, and efficiently repairs replication-induced mismatches not caught 

by polymerase III 3’-5’ exonuclease activity (Marti et al., 2002). PhiX174 might be 

expected to experience slower mutation rates due to this repair mechanism, but 

the phiX174 strain we used contains zero GATC sites instead of the expected 

five to six (Cuevas et al., 2011). Consequently, it cannot be subject to post-

replication repair via the E. coli methyl-directed mismatch repair system, a 

conclusion that is supported by the observation that artificial inclusion of GATC 

sites into the phiX174 genome can significantly decrease its mutation rate 

(Cuevas et al., 2011). For these reasons, mutation rates driven by polymerase 

induced errors in phiX174 would be expected to resemble the error rates of the 

E. coli polymerase III holoenzyme, rather than E. coli as a whole. 

 The specific mutations we observed do not match the profile of expected 

errors due to spontaneous oxidation of ssDNA. Oxidation can drive several 

mutations, most rapidly C!T and A!G through oxidative deamination, and 

G!T through an 8-oxoguanine intermediate. In a test of the one-step adaptive 

landscape of phiX174, each of the 20 observed beneficial mutations sequenced 

were one of these three, strongly indicative of mutation rate augmented or driven 

by oxidative damage (Rokyta et al., 2005). In contrast, just half (3/6) of our 

observed mutations were consistent with oxidation, indicating that it was not the 

primary driver. Importantly, three of the six mutations found were T!C 

mutations, the exact opposite substitution of the most common kind of oxidative 
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mutation, and one that is highly underrepresented in long term phiX174 evolution 

(Yee Mey Seah, personal communication). 

 There is a well-documented mutational bias in which transitions are more 

frequent than transversions (Gojobori et al., 1982; Yang and Yoder, 1999), and 

our observations are in line with these previous findings. All six of the mutations 

we observed were transitions. This bias may be due to the kinetics of DNA 

replication, in which the likelihood of a misincorporated base remaining is a 

product of the speed with which the next base is inserted compared to the speed 

with which the misincorporated base is removed via 3’-5’ exonuclease activity 

(Kunkel and Bebenek, 2000). Since transversions distort the double helix more 

than transitions, they are far more likely to be excised rather than extended, while 

transitions may result in milder distortions, allowing for extension despite the 

mispairing (Kunkel and Bebenek, 2000). Therefore, the mutations we observed 

are most consistent with polymerase error during DNA replication.  

 More mutations may have accumulated in a large, non-coding region; half 

of the mutations documented in Dennehy et al. (2013) were found in a very small 

non-coding region of an RNA phage genome. PhiX174 has extremely small 

intergenic regions, limiting this possibility. The length of the growth phase 

between bottlenecks may also have affected mutation accumulation. The 

relationship between this growth phase and the mutation rate of the subject 

organism are two factors that can strongly effect the rate at which mutations 

accumulate (Manrubia et al., 2005). Given that phiX174 experiences mutations at 

rates comparable to a dsRNA virus but slightly slower than ssRNA viruses 
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(Sanjuan, 2012), this period may have been too short, preventing mutations from 

accumulating at the expected rate. More passages or longer growth periods may 

overcome these difficulties and yield more informative results.  
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Chapter 4 
 
Sodium Bisulfite as a Treatment Against ssDNA Viruses 
 
Abstract 
 
 Lethal mutagenesis is the use of a mutagen to push a population of 

pathogens to extinction through the accumulation of deleterious mutations. This 

has been considered as a potential treatment for viral infections, especially those 

caused by viruses that experience high mutation rates that make effective 

treatment difficult. Although the theory is sound, and mutagens are used to treat 

certain viral infections, the efficacy of this approach is difficult to confirm; other 

factors may be at work during mutagenic treatment, and efforts to document the 

negative effects of mutagenesis in the laboratory have sometimes resulted in 

fitness increases in the target populations. Here, we used a cytosine-specific 

mutagen to drive populations of phiX174, a single-stranded DNA bacteriophage, 

to extinction. Since we have eliminated many alternative factors that could have 

contributed to the fitness collapse of treated populations, mutagenesis is a 

probable contributor to our results, though it is unlikely to be the sole driver of 

viral extinction. 

 
Introduction 
 
 Infections caused by single-stranded DNA (ssDNA) viruses have a high 

economic and human cost. Though there are no severe human diseases caused 

by ssDNA viruses, they are important pathogens of crops and livestock. For 

example, porcine circoviruses causes millions of Euros of losses to the pork 

industry in Europe annually (Armstrong and Bishop, 2004). ssDNA crop 
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pathogens are even more costly, inflicting not only economic, but also human, 

costs. A 1997 outbreak of a novel recombinant form of East African Cassava 

Mosaic Virus caused a severe famine in Uganda (Legg and Fauquet, 2004).  

 Although only one characterized ssDNA virus is a human pathogen 

(erythrovirus B19, which causes slapped cheek rash, a usually mild disease of 

children (Servey et al., 2007)), they are emergent threats. In the last few 

decades, a number of novel animal pathogens have emerged as the result of a 

ssDNA virus shifting to a new host. Canine Parvovirus 2 and Canine Parvovirus 

2a (CPV2a), which both evolved from feline panleukopenia virus, did not exist 

until the late 1970s, and spread around the world by 1990 (Parrish and Kawaoka, 

2005).  

 Vaccines are frequently employed against many types of viruses, single-

stranded or double-stranded, DNA or RNA. Some confer lifetime immunity, while 

other do not owing to the rapidity with which the target virus evolves (for 

example, influenza, (Buonagurio et al., 1986)). In other cases, rapid evolution of 

the target virus precludes vaccination (for example, HIV (Ball et al., 2007)) . In 

addition to vaccines, drugs are available to combat many viruses. Tamiflu, for 

example, competitevly binds to receptors used by the influenza virus to infect 

human cells (Ward, 2005). Ribavirin, an RNA nucleoside analog, has been 

successfully employed against several RNA viruses (Bodenheimer et al., 1997; 

Crotty, 2001), though the precise mechanism is unclear. 

 Despite their rapid emergence and ability to inflict high economic and 

human costs, few of these measures are available against ssDNA viruses. Some 
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animals are routinely vaccinated against common infections, such as CPV2a 

(Yule et al., 1997), but there are no drugs available for ssDNA viral infections. 

Additionally, the rapidity with which ssDNA viruses evolve may preclude effective 

vaccination. Short-term mutation rates in ssDNA viruses are comparable to those 

of RNA viruses, rather than those of other DNA-based organisms (Drake, 1991; 

Raney et al., 2004; Sanjuán et al., 2010). RNA viruses experience rapid 

mutations because RNA-dependent RNA polymerases, used by all RNA viruses 

for genome replication, lack the error-checking function present in processive, 

high-fidelity DNA polymerases (Steinhauer and Holland, 1986; Ward et al., 

1988). Consequently, the inherent error rate associated with genome replication 

in RNA viruses is significantly higher than that of double-stranding DNA viruses 

or cellular organisms (Kunkel, 2004; Steinhauer and Holland, 1986). All ssDNA 

viruses use their hosts DNA polymerases, which should imply an extremely low 

polymerase-induced error rate.  

 ssDNA viruses have been documented to avoid host DNA repair 

pathways, which would increase their mutation rate relative to that of their dsDNA 

host cells; phiX174 lacks the requisite GATC sites to stimulate the Escherichia 

coli methyl-directed mismatch repair system (McClelland, 1985), and when 

artificially modified to contain more GATC tetranucleotides, experienced a 

mutation rate one to two orders of magnitude lower than the unmodified phage 

(Cuevas et al., 2011). However, this difference was insufficient to completely 

explain the total difference in mutation rates between the ssDNA phage and their 

hosts, and there must be additional sources of mutations affecting ssDNA viral 
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genomes. The most likely candidate would be the inherent instability of cytosine 

in single-stranded DNA. Cytosine is the most chemically unstable nucleotide 

used in DNA or RNA. It is particularly prone to spontaneous deamination, in 

which the pyrimidines ring is oxidized and its amino group is lost in the form of 

ammonia and replaced with a ketone, leaving uracil. If unrepaired, this uracil 

base pairs with adenine during replication, which results in a C to T transition. 

Methylcytosine, commonly found in DNA, deaminates directly to thymine. The 

amino group attached to the 4’ carbon may be stabilized during base pairing with 

guanine, as spontaneous deamination is 100 times more likely in unpaired 

cytosine (Frederico et al., 1990). 

 No one has determined the base-specific mutation rates of any ssDNA 

virus, so it is not possible to say with certainty that rapid and spontaneous 

cytosine deamination accounts for the observed rates of mutations and 

substitutions in ssDNA viruses. However, evidence from codon usage bias 

studies indicate that rapid cytosine mutations are likely: T-ending codons tend to 

be overrepresented in many ssDNA viruses, which would be expected if cytosine 

experiences rapid spontaneous deamination (Cardinale et al., 2013; Cardinale 

and Duffy, 2011). C to T transitions might be negatively selected if they occur at 

non-synonymous sites, but tolerated when amino acid sequences are conserved.  

 This may indicate a vulnerability that can be exploited to treat ssDNA 

viruses: further elevation of the cytosine mutation rate may induce lethal 

mutagenesis. Lethal mutagenesis is an antiviral therapy based in population 

genetics: deleterious mutations are far more common than beneficial ones, so at 
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some threshold mutation rate, the negative effects of accumulating mutations will 

decrease the fitness of individuals, on average, below replacement. At the 

population level, if each virus is unable to make, on average, at least one viable 

progeny, the population will eventually go extinct (Bull et al., 2007).  

 Mutagenic treatment has been used against RNA viruses. Experimentally, 

mutagens can be useful against a wide range of viruses, such as 

bacteriophages, influenza, and HIV (Hayatsu and Miura, 1970; Pauly et al., 2015; 

Vivet-Boudou et al., 2015). Ribavirin is a nucleoside analog that has been 

successfully employed in vitro to treat Hepatitis C (Bodenheimer et al., 1997; 

Crotty, 2001; Mangia et al., 2005). Some evidence suggests that it works by 

elevating the mutation rate in the target viruses, pushing them past the lethal 

mutagenesis threshold, though this is not a universally accepted explanation 

(Graci and Cameron, 2008). In addition to inducing mutations, mutagens can 

affect intracellular signaling, translation, genome replication, and host fitness, 

each of which can impact viral replication and viability (Bull et al., 2013; Graci 

and Cameron, 2006). Despite the uncertainty, it is likely that mutagenesis plays 

at least some role in the ability of nucleoside analogs like ribavirin to combat 

RNA viruses (Graci and Cameron, 2006).  

 Lethal mutagenesis is an attractive option to treat RNA viruses, but is 

typically not viable against DNA viruses. RNA viruses tend to mutate much faster 

than DNA viruses (Duffy et al., 2008), meaning they are much closer to the lethal 

mutagenesis threshold, requiring just a small nudge to go extinct. Consequently, 

lower doses of mutagen are required, which makes treatment less likely to 
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adversely affect the host cell or organism. Conversely, DNA viruses tend to 

mutate more slowly, so a higher concentration of the mutagen would be required 

to reach the threshold. Furthermore, unlike RNA base analogs, DNA mutagens 

will affect the host genome as well as the target viral genome.  

 Despite these challenges, ssDNA viruses may be uniquely susceptible to 

cytosine mutagenesis. ssDNA viruses experience mutations as rapidly as many 

RNA viruses (Duffy et al., 2008), so lower doses of mutagen should be required 

for treatment, minimizing collateral damage to the host. More importantly, since it 

is likely that the cytosine-specific mutation rate in ssDNA viruses is extremely 

high, cytosine can be targeted specifically for mutagenesis, ignoring the slower-

mutating bases. Since spontaneous deamination is probably responsible for 

elevated cytosine mutation rates in ssDNA viruses (Frederico et al., 1990), a 

deaminating agent would be the ideal candidate.  

 Furthermore, cells tend to efficiently repair spontaneous cytosine 

deamination in their genomic DNA. Cells have mechanisms to effectively reverse 

the effects of cytosine deamination in their own genomes, specifically the Uracil 

N-glycosylase enzyme (UNG) which excises uracil from DNA leaving an abasic 

site (Marti et al., 2002). Mammalian cells are constantly repairing cytosine 

deamination in the coding strand of highly expressed genes, which are often 

single-stranded and not associated with transcription machinery (Majewski, 

2003). The prevalence of this repair enzyme throughout cellular life lends 

credence to the theory that unpaired cytosine is significantly more susceptible to 

spontaneous deamination than cytosine base-paired with guanine. Therefore, if 
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cytosine could be specifically targeted with a deaminating agent, ssDNA viruses, 

which appear to not be affected by UNG, may be highly susceptible, while their 

hosts may be largely immune to the treatment. 

 Sodium bisulfite (NaHSO3) is a candidate mutagen for this treatment. It is 

a deaminating agent that specifically targets cytosine. It is a common 

preservative and food additive, and has a Generally Recognized as Safe (GRAS) 

certification from the FDA (Nair et al., 2003). It has been documented as a 

mutagen in viruses, bacteria, and yeast (Hayatsu and Miura, 1970; Schimz, 

1980), but not in multicellular eukaryotes (Nair et al., 2003). We treated 

populations of a ssDNA bacteriophage with sodium bisulfite and evaluated their 

viability after up to four weeks of exposure. We also measured growth rate in 

treated an untreated phage, and sequenced treated phage to determine the 

genetic basis for any changes in fitness that were observed.  

 
Methods 
 
Phage preparation 
 
 PhiX174 stock solutions were generated from wild-type phiX174 

generously provided by Dr. Bentley Fane. Stocks were diluted to approximately 

105 PFU/ml and plated on 100uL stationary E. coli C122 (also provided by Ben 

Fane) in 3 ml TK top agar (0.7% concentration, soft agar) on TK plates (Fane 

and Hayashi, 1991). Plates with phage and E. coli were incubated overnight at 

37°C. 

 The following day, the top agar of each plate was scraped with a sterilized 

spatula and separately collected in four 15ml tubes. Each plate was then washed 
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with 3 ml liquid TK, which was also collected. These tubes were centrifuged at 

3000rpm for 10 minutes. Following centrifugation, the supernatant was filtered 

through a 0.22µm filter. The resulting purified phage were stored at 4°C. Four 

independent populations were generated in this manner.  

 
Bisulfite Treatment 
 
 Solutions of liquid TK media with 0M, 0.2M, and 0.4M sodium bisulfite, all 

containing 0.5M sodium acetate, were prepared from a 4M stock of sodium 

bisulfite and a 3M stock of sodium acetate to a volume of 5.0ml. Four 0.2M and 

0.4M treatments were prepared, each with an accompanying untreated control. 

10µl from each of the four purified phiX174 lysates was added to treatment and 

control tubes, which facilitated pairwise comparison between each treatment 

condition and the same phage population in a control environment. These 

populations were incubated at room temperature for the duration of the 

experiment. 

 Immediately following the addition of phage, each tube was sampled to 

determine phage concentration. 10µl from each tube was plated on TK plates 

with 3ml TK top agar and 100µl stationary E. coli C122. These plates were 

incubated overnight at 37°C. The following day, plaques were counted to 

determine phage concentration in each treated or control population. Each 

population was sampled to determine viable phage concentration every 2 hours 

for the first 12 hours of treatment, then again 24 hours after the start of treatment, 

every 24 hours thereafter until 14 days elapsed, and every 48 hours thereafter 
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until no viable phage were evident. The maximum duration of the experiment was 

28 days for the 0.2M treatment, and 11 days for the 0.4M treatment. 

 These protocols were repeated with bacteriophage T4, to assess the 

effects of sodium bisulfite on the viability of a phage with a dsDNA genome. The 

protocol was exactly the same as for phiX174, except that each T4 lineage was 

carried out to the maximum duration of phiX174 sampling for its level of 

treatment (28 days for 0.2M, 11 days for 0.4M). T4 viability was determined 

through the same protocols and at the same intervals as phiX174 viability. 

  
Burst Time 
 
 Burst time assays were carried out for three independent phiX174 

populations treated with 0.2M sodium bisulfite. 0.2M bisulfite treatments were 

prepared as described above. 100µl of purified phiX174 lysate from three 

independently derived populations was added to each treatment, and phage 

populations were tested 24 and 48 hours following initial exposure. To determine 

phage burst times, liquid cultures of E. coli were grown overnight to stationary 

phase. Each day, 100µl of an overnight culture of E. coli was added to 5ml liquid 

TK media, which was incubated at 37°C, shaking at 110 rpm for 3 hours, to reach 

exponential phase. 100µl of each treatment phage population was then added to 

an exponentially growing E. coli culture, for an initial phage concentration of 

approximately 103 PFU/ml and initial cell concentration of approximately 105 – 

106 CFU/ml. These were incubated for 1 minute at room temperature to allow for 

phage attachment. After 1 minute, tubes were centrifuged at 3000 rpm for 10 

minutes to pellet cells with attached phage, while leaving unattached phage in 
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the supernatant. The supernatant was discarded, and cells were resuspended in 

5ml liquid TK media. Resuspension denoted the start of the assay. 

 Immediately following resuspension, 100µl from each population was 

plated on 100µl of an overnight culture of E. coli in 3ml TK top agar on TK plates. 

Resuspended bacterial populations were then incubated at 37°C shaking at 110 

rpm. Ten minutes after resuspension, phage populations were again sampled 

and plated. Sampling and plating continued every 2 minutes until 60 minutes had 

elapsed from the time of resuspension. Plates we incubated overnight at 37°C 

and plaques were counted the following day to determine phage concentration 

over time. Burst time was determined by the point at which the bacteriophage 

populations began to increase, as measured by PFU/ml. 

  
Genome Sequencing 
 
 Solutions of 0M, 0.2M, and 0.4M sodium bisulfite were prepared as 

described above. 100µl purified phiX174 lysate was added to each to initiate 

treatment. After 14 days, samples from each population were provided to the 

Rutgers SEBS Genome Cooperative, where libraries were prepared using the 

Illumina TruSeq RNA Library Prep Kit v2 rather than a dsDNA kit, treating the 

phiX174 ssDNA as first strand cDNA. This was done because there is no kit for 

ssDNA replication, and the standard method of amplifying ssDNA via rolling 

circle replication (RCR) with Templiphi strongly biased reads towards the 

phiX174 origin of replication, since phiX174 naturally uses RCR during its 

replication. Libraries were verified using an Agilent Bioanalyzer High Sensitivity 

DNA chip. These libraries were subjected to MiSeq Illumina sequencing. 
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Resulting reads were assembled to the phiX174 reference genome (GenBank 

accession NC_001422). Following assembly, the percent of reads of each base 

at each site were computed. Sites with fewer than 10,000 reads were excluded 

from further analysis to minimize the effects of Illumina errors. 

  
Effect on the host E. coli 
 
 Bisulfite treated E. coli were evaluated to determine if the mutagen 

adversely affected the growth rate or viability of the bacterial hosts, which could 

potentially influence phage viability. If E. coli was adversely affected by bisulfite 

treatment, that could explain some of the differences in viability between treated 

and untreated phage.  

 To determine the effects of bisulfite treatment on E. coli viability, we 

prepared liquid cultures of E. coli as described above. These were diluted to 

approximately 107 CFU (colony forming units)/ml in solutions containing 0.02M or 

0.04M sodium bisulfite and 0.05M sodium acetate. These concentrations were 

used instead of the tenfold higher concentrations used to treat phage because 

there was a minimum tenfold dilution between the treated phage cultures and 

plating the phage on bacterial hosts, so E. coli were never exposed to bisulfite 

concentrations higher than 0.04M over the course of the experiment. Cells were 

diluted to approximately 104/ml spread on TK plates, and incubated at 37°C 

overnight. The following day, colonies were counted to determine the 

concentration of viable bacteria in treated and untreated cultures. 

 To further evaluate the effects on E. coli viability during growth in top agar, 

E. coli lawns were plated exactly as described above during determination of 
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phage viability for treated and untreated phage, except that no phage were 

present in the 0M, 0.2M, and 0.4M bisulfite solutions. These plates were also 

incubated overnight at 37°C. The following day, they were removed and the 

quality of resulting E. coli lawns was evaluated. 

 Finally, we carried out growth curves of untreated, 0.02M bisulfite treated, 

and 0.04M bisulfite treated E. coli. Three liquid cultures of E. coli, one colony in 

25 ml liquid TK media, were prepared and incubated overnight at 37°C, shaking 

at 110 rpm. The following day, 10µl of each overnight culture was added to 5 ml 

solutions of TK media and 0.05M sodium acetate, with either 0M, 0.02M, or 

0.04M sodium bisulfite. These solutions were sampled immediately for E. coli 

concentration by spreading 10µl on a TK plate. They were then incubated at 

37°C shaking at 110 rpm. Every hour, each culture was sampled for E. coli 

concentration. After ten hours, TK plates with E. coli samples were incubated at 

37°C overnight. The following day, the colonies on these plates were counted to 

determine the concentration of E. coli in treated and untreated cultures over the 

course of the ten hour sampling period.  

 
Transmission Electron Microscopy 
 
 Control and treatment phage populations were generated for 0.2M and 

0.4M sodium bisulfite treatment, as described above. Populations were incubated 

at 25°C for 14 days. Following incubation, each population was negative stained 

on carbon grids at the Robert Wood Johnson Medical School Department of 

Pathology Core Imaging Lab. After drying, each sample was subjected to 

transmission electron microscopy at 75,000x and 100,000x magnification using 
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Philips CM12 transmission electron microscope to determine if bisulfite treatment 

impacted capsid structure. 

 
Results 
 
Phage Viability 
 
 All lines of treated and untreated phage initially contained approximately 

108 PFU/ml. Treatment of phiX174 virions with 0.2M sodium bisulfite resulted in 

complete loss of detectable viability (<10 PFU/ml) in 28 days (672 hours, Figure 

1A). After 24 days (576 hours), no viability was detectable in two of the treated 

lines, and by day 28 no viable phage were detectable in any of the treated lines. 

Control (untreated) lines maintained a near-constant concentration, 

approximately 107-108 PFU/ml for the duration of the 28-day treatment period 

(Figure 1A).  

 At the start of 0.4M sodium bisulfite treatment, all phage lines exhibited 

concentrations of approximately 108 PFU/ml. One treated line fell below the 

detection threshold after seven days, while a second did so after nine days, and 

the final line exhibited no detectable viability after 11 days of bisulfite exposure 

(Figure 1B). Throughout this time, untreated lines exhibited unchanged 

concentrations of approximately 108 PFU/ml. 

 At the onset of 0.2M sodium bisulfite treatment of bacteriophage T4, all 

lines exhibited phage concentrations of 107-108 PFU/ml. All four untreated lines 

still showed approximately 107 PFU/ml after 28 days, while phage density in the 

four treated lines varied from approximately 104 to 106 PFU/ml (Figure 2A).  



 

 

116 

 All T4 lines, treated and untreated, exhibited 107-108 PFU/ml at the start of 

0.4M sodium bisulfite treatment. After 11 days, all treated lines had decreased to 

approximately 106 PFU/ml, but none of the four treated lines were inviable 

(Figure 2B).   

 
Burst Time 
 
 Untreated phage populations increased rapidly after 18 minutes of 

incubation with exponentially-dividing hosts. After 24 hours, each of the three 

bisulfite-exposed populations showed a stable phage concentration for 

approximately 22-24 minutes, after which time each increased in density rapidly, 

until all exceeded 3500 PFU/ml after 28 minutes (Figure 3). After 48 hours of 

bisulfite exposure, each population remained stable for 26-32 minutes after 

exposure to hosts. Density began to increase slowly during that time, but did not 

increase sharply, indicating slower and more varied burst times in the phage 

population (Figure 3). These results indicate both a slowing and a diversifying of 

burst times following 24 and 48 hours of bisulfite treatment. 

 
Sequence Data 
 
 PhiX174 populations were sequenced to an average depth of coverage of 

65,000x. Untreated, 0.2M, and 0.4M bisulfite treated populations contained 

extensive and approximately equal levels of polymorphism (Figure 4). There 

were differences in the levels of polymorphism between the bases in treated an 

untreated samples, and between 0.2M and 0.4M treated populations (Figure 5). 

Treatment with 0.2M bisulfite significantly increased the frequency of 4 mutations 
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compared to untreated populations (one-tailed T-test, p<0.025): A!T, G!T, 

T!A, and T!G, and 0.4M bisulfite treatment significantly increased the 

frequency an additional two: A!C and G!C.  

 
E. coli Treatment 
 
 There were no differences in viability between untreated E. coli cultures 

and those exposed to 0.02M and 0.04M bisulfite. Qualitatively, when plated in TK 

top agar with and without bisulfite, but in the absence of phage, no differences in 

bacterial lawns were apparent between treated and untreated bacteria (Figure 6). 

Similarly, cell density (CFU/ml) of treated and untreated cultures did not 

significantly differ between treated and untreated populations (Figure 7).  

 In addition to having no discernable effect on viability, growth curves of 

treated and untreated E. coli indicated no significant effect of 0.02M and 0.04M 

bisulfite exposure on growth rate (p>0.05 for each timepoint). Treated and 

untreated cultures also reached the same density (106-107 CUF/ml) after six 

hours of growth, which remained constant for the duration of the experiment 

(Figure 8). 

 
Electron Microscopy 
 
 Transmission electron microscopy revealed no discernable effects of 

bisulfite treatment on phiX174 capsid structure; intact capsids were evident in the 

control population and also in the 0.2M and 0.4M bisulfite treated populations 

(Figure 9), indicating no significant effects of bisulfite treatment on capsid 

integrity.  
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Discussion 
 
 ssDNA viruses, which mutate and evolve at rates comparable to RNA 

virus, present unique challenges for prevention and treatment. Mutagenesis has 

long been considered a potential treatment for infections of rapidly mutating and 

otherwise difficult-to-treat fast-evolving viruses. Mutagens are used in the 

treatment of some viral infections (Mangia et al., 2005), and experimentally, 

mutagenic treatment can have strong negative effects on viral fitness, implying 

that mutagenesis is a feasible treatment option against pathogenic viruses 

(Hayatsu and Miura, 1970; Pauly et al., 2015). 

While viral control through mutagenesis is not a novel approach, the use of a 

cytosine specific mutagen to target and exacerbate a specific spontaneous 

mutation is. We have demonstrated that exposure to a cytosine specific mutagen 

can successfully drive populations of ssDNA bacteriophages to extinction. 

However, we cannot conclude this was achieved through lethal mutagenesis.  

 In two previous studies of mutagenesis in bacteriophages, one using 5-

fluorouracil (5FU) against phiX174 and the other using nitrosoguanidine (NG) 

against dsDNA T7, fitness of treated populations improved (Domingo-Calap et 

al., 2012; Paff et al., 2014). In both cases, it was hypothesized that increasing 

mutation rate allowed for the phages to sample beneficial mutations, potentially 

one or more that conferred resistance to mutagenesis (Domingo-Calap et al., 

2012). In both cases the mutagens used caused a wide range of mutations: 5FU 

indirectly encourages thymine to be replaced by any other base, and NG 

encourages transitions (Domingo-Calap et al., 2012; Ohnishi et al., 2008). By 
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targeting a more narrow mutational target (just cytosine transitions), which are 

likely already at high frequency from spontaneous oxidative damage, we believe 

we have minimized the likelihood that treatment would lead the viruses to 

uncover beneficial mutations.   

 Recombination may also explain the fitness increases observed in these 

previous mutagen studies. In one previous study, T7 populations were more 

numerous than host cells during mutagenic treatment, allowing for coinfection 

and recombination, which may have countered the deleterious affects of 

mutagenesis by clearing mutations from subsequent generations (Paff et al., 

2014). Our technique eliminated the potential for recombination and selection for 

beneficial variants in two ways. First, treatment was of virions independent of 

host cells, so mutations were able to accumulate in a neutral fashion, rather than 

constantly being subjected to replication and potential genomic recombination. 

Second, our plating technique maintained host populations far in excess of 

phage (approximately 105 CFU vs 101-102 PFU) minimizing the likelihood of 

coinfection and recombination during phage viability assays.  

 Our use of a cytosine-specific mutagen led to a extinction of the target 

phage populations. ssDNA experiences spontaneous cytosine deamination far 

more frequently than dsDNA (Frederico et al., 1990), and this mechanism may 

explain why ssDNA phages experience mutations rates closer to those of RNA 

viruses than dsDNA viruses. ssDNA phages, therefore, exist much closer to the 

lethal mutagenesis threshold than the larger, more stable dsDNA phages, and, 

through unstable, unpaired cytosine, provide an attractive target for deaminating 
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agents. These two factors, combined with the very small and dense genomes of 

ssDNA viruses, make them appealing candidates for treatment via lethal 

mutagenesis of cytosine, in contrast to the larger, less dense, and slower-

mutating genome of dsDNA viruses. The mammalian immune system exploits 

these properties to counter fast-evolving viruses with the APOBEC3 family of 

cytodine deaminases. These are part of the innate immune system and have 

been shown to induce hypermutation in retroviruses and RNA viruses (Fehrholz 

et al., 2012; Lee et al., 2008). 

 Mutagenesis has been used previously to drive viral populations to 

extinction, but despite these apparent successes, it is not clear that mutagenesis 

has ever actually been the mechanism through which a population is eliminated, 

either in vivo or in vitro. Recent work suggests that while mutagenesis may play a 

role in successful eradication of target viral populations, other factors are likely to 

contribute to the efficacy of mutagenic treatments (Bull et al., 2013; Graci and 

Cameron, 2008).  

 The most likely alternative explanation for the observation that viral fitness 

decreases during mutagenic treatment is that their hosts are also impacted, 

which has the secondary effect of slowing viral replication (Bull et al., 2013). If 

viral populations are treated while replicating in their hosts, the host is also 

exposed to the treatment, and the effects on the host can drive apparent fitness 

effects in the viruses. Past tests of mutagenesis in bacteriophage populations 

suffer from this possibility, as the viruses have been treated while replicating in 

host populations (Domingo-Calap et al., 2012; Paff et al., 2014; Pauly et al., 
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2015). Mutagenized hosts may suffer not only decreased fitness due to the 

accumulation of deleterious mutations, but also from the other affects of 

mutagens, which are often considerable (Domingo-Calap et al., 2012).  

 Our experimental design addressed this concern in two ways. First, by 

using sodium bisulfite, we minimized damage to the host cells. Bisulfite is 

mutagenic in both viruses and bacteria, but affects bacteriophages at lower 

concentrations than their hosts (Hayatsu and Miura, 1970). In preliminary assays, 

a significantly higher concentration was required to elicit a detectable effect on E. 

coli viability compared to phage viability (data not shown). Bacteria also have 

efficient mechanisms for the repair of deamination. For example, both the methyl-

directed mismatch repair pathway and uracil and thymine N-glycosylase 

efficiently detect and repair C!T and C!U transitions in bacterial chromosomes 

(Krokan et al., 2002; Modrich, 1989; Visnes et al., 2009). 

 Second, during phage viability and growth assays, E. coli was not 

exposed to the same concentration of bisulfite as treated phage populations. By 

treating virions directly, independent of the host, and then evaluating viability or 

growth, we imposed a dilution of at least ten-fold from the mutagenic treatment to 

any growth assay involving host cells. At one-tenth the treatment concentration, 

neither viability nor growth rate of E. coli was effected (Figures 6-8). The very 

small differences in viability between treated and untreated T4 (Figure 2), which 

were enumerated on the same host as phiX174, further bolster the case that that 

any fitness changes observed in phiX174 populations were not the result of 

mutagenic treatment of their E. coli hosts.  
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 It has been hypothesized that phage populations might not be strongly 

affected by mutagenic treatment because, when encapsidated, their densely 

packaged genomes may leave little room for mutagens to interact. Consequently, 

only the most loosely packaged outer regions of the genome could be affected, 

leading to mutational hot and cold spots, compromising the efficacy of 

mutagenesis. This was proposed as a possible explanation for an increase in 

fitness observed in T7 after treatment with hydroxylamine, although it does not 

appear to have completely excluded the mutagen from any genomic regions (Bull 

et al., 2013). T7 genomes are packaged near crystalline density within the capsid 

head (Earnshaw and Casjens, 1980), which could contribute to this problem. 

Conversely, phiX174 genomes are relatively unordered with the capsid 

(Benevides et al., 1991; Incardona et al., 1987), which should negate the 

difficulty of uniform exposure to the mutagen if virions are treated in the absence 

of hosts. Other ssDNA viral genomes are similarly unordered when encapsidated 

(Welsh et al., 1998; Wen et al., 1999), suggesting this may be a universal 

property of encapsidated ssDNA viruses. While recent work suggests ssDNA 

genomes may contain more secondary structures than previously thought 

(Muhire et al., 2014), though this does not necessarily mean the genomes are 

sufficiently dense to exclude chemical mutagens.  

 In many other tests of mutagenesis against viral populations, base 

analogs were used to increase mutation rate (for example (Domingo-Calap et al., 

2012; Hayatsu and Miura, 1970; Paff et al., 2014; Pauly et al., 2015)). These 

operate during DNA synthesis: substitutions and mispairing may occur prior to 
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genome replication, but they are “locked in” during DNA replication. By targeting 

cytosine deamination, a spontaneous chemical process that occurs independent 

of replication, we decoupled mutagenesis from DNA synthesis. This freed our 

analysis of the confounding factors of replication-associated mutation repair 

mechanisms, population growth, and the effects of mutagenic treatment on the 

viral host. In natural populations, these processes are operating, which has 

implications for the application of mutagenesis, but in vitro, they complicate 

efforts to quantify the fitness effects of mutagenesis. 

 Base analogs may also affect a wide range of processes in both the virus 

and host cell. For example, 5-fluorouracil, used in an earlier test of mutagenesis 

in phiX174, causes severe problems for the host cells exposed to the treatment. 

Detrimental affects beyond mutagenesis include interfering with metabolism, 

altering transcription, translation, and DNA synthesis, and thymine starvation, 

which itself leads to DNA breaks and error-prone DNA repair (Domingo-Calap et 

al., 2012). These effects, rather than mutagenesis, can contribute to loss of viral 

fitness, which can compromise efforts to demonstrate the efficacy of 

mutagenesis as an antiviral treatment. 

 An alternative explanation for loss of viability is that in addition to causing 

mutations, mutagenic treatment can cause DNA shearing. Hydroxylamine, 

another deaminating agent, shears DNA (Rhaese and Freese, 1968). DNA 

shearing would explain fitness costs associated with treatment, as fragmented 

phage genomes would be much less likely to effectively express the genes 

required for replication, especially with little or no coinfection, as was the case in 
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these experiments. However, DNA shearing has not been observed with sodium 

bisulfite. Furthermore, bisulfite is commonly used to characterize methylation 

patterns in genomic DNA through deamination and sequencing, and DNA 

shearing is not considered a pitfall of these techniques (Darst et al., 2010; 

Patterson et al., 2011).  

 Finally, mutagens might interact with proteins and affect virus viability in 

ways that do not involve their disruption of genomic information. If bisulfite 

treatment disrupts protein structure, it could potentially affect the integrity of the 

viral capsids during treatment, preventing them from infecting host cells, and 

driving fitness down independent of mutagenesis. However, this is unlikely for 

several reasons. While there are obviously significant differences in capsid 

structure between phiX174 and T4, a general mechanism affected protein 

structure would be expected to affect both. Since T4 was relatively unaffected by 

treatment with 0.4M bisulfite, it is unlikely that this concentration unduly affects 

protein structure or stability. It is possible that bisulfite interacts with proteins in 

some specific way, and is able to react with a component of the phiX174 capsid 

but not a structural component of T4. However, bisulfite is only known to affect 

one kind of protein structure: it can inhibit the formation or promote the cleavage 

of disulfide bridges (Abtahi and Aminlari, 1997; Rom et al., 1992; Zhang and Sun, 

2008). This is primarily exploited in food processing, where bisulfite is used to 

make starch in certain grains more bioavailable, as starch granules are often 

stored within a protective proteinaceous capsule stabilized by disulfide bonds. 

Bisulfite treatment frees the starch from this capsule (Choi et al., 2008). The 
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phiX174 capsid does not contain any disulfide bridges, so there is no known 

mechanism by which bisulfite could affect the structure of the phiX174 capsid. 

Transmission electron microscopy confirmed the presence of intact capsids in 

populations of phages treated with bisulfite for two weeks, which indicates that 

capsid structure was unaffected (Figure 9).    

 Despite the evidence phage inactivation cannot be explained by a 

mechanism other than mutagenesis, and the significant difference in 

polymorphism levels between treated and untreated populations, our data do not 

indicate that mutagenesis alone can explain the loss of fitness in our treated 

phage populations. On average, about 0.080% reads were polymorphic in 

untreated populations. Populations treated with 0.2M and 0.4M bisulfite for two 

weeks contained 0.082% and 0.091% polymorphic reads, respectively. The 

phiX174 genome contains 5386 bases, so untreated populations contained an 

average of about 4.3 polymorphisms per genome, while treated populations 

contained just 4.4 (0.2M treated) and 4.9 (0.4M treated) polymorphisms per 

genome. Since the increase in polymorphism correlating with mutagenic 

treatment was less than one mutation per genome for both treatment levels, 

increased mutations cannot completely explain the loss of fitness in treated 

populations.  

 High-throughput next-generation sequencing was required to characterize 

underlying polymorphism within each population, but there are relatively high 

error rates associated with it, which are closely correlated with library preparation 

and sequence assembly techniques (Schirmer et al., 2015). Quantification and 
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correction of these errors is difficult because they are often associated with read 

position (Cox et al., 2010; Schirmer et al., 2015), and in our populations, the 

average depth of coverage was approximately 65,000. To minimize the impact of 

these errors in our analysis, we eliminated from consideration any site that was 

not sequenced to a depth of coverage of at least 10,000, which should have 

removed the sites most influenced by sequencing error. However, our results 

show evidence for sequencing-related polymorphism, such as A/C and G/T 

misreads due to similar emission spectra, which have been identified as common 

problems associated with Illumina sequencing (Schirmer et al., 2015).  

 These confounding results could also have been influenced by sample 

preparation. This is one of the first studies to use Illumina to sequence ssDNA 

phiX174, in contrast to prior work that utilized a double-stranded form of the 

genome (Dickins and Nekrutenko, 2009). Control reads for Illumina are also 

carried out with phiX174, but with the commercially available, double-stranded 

RFII form. The use of ssDNA was necessitated by our treatment protocol, in 

which virions were exposed to the mutagen independent of the host; subsequent 

infection and purification of replicative, dsDNA phiX174 genomes would eliminate 

non-viable sequences from the survey. Consequently, normal library preparation 

methods could not be used. For example, to facilitate the capture of single-

stranded phiX174 DNA, an RNA library prep kit was employed rather than a DNA 

kit during Illumina library preparation. Despite this change, a high percentage 

(~85%, personal communication Udi Zelzion) of reads mapped to the E. coli 

genome, indicating that efforts to bias sequencing towards ssDNA were not 
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successful. Therefore, a significant proportion of our sequenced phiX174 may 

have been the result of free, double-stranded genomes which were not 

adequately removed. More stringent purification of virions followed by 

sequencing would eliminate this possibility. 

 Although mutagenic treatment of virions independent of hosts facilitates 

simplified analysis of the effects of such treatment, it can give an erroneously 

optimistic picture of the efficacy of mutagenesis as a treatment for viral infections. 

For example, cellular life has efficient mechanisms to recognize and repair 

cytosine deamination, such as uracil N-glycosylases (Krokan et al., 2002; Visnes 

et al., 2009), which could aid in viral survival when replicating in the presence of 

deaminating agents. These pathways may dictate the need for a higher dose of 

mutagen to achieve lethal mutagenesis, but given the relatively low concentration 

of bisulfite that phiX174 populations were able to tolerate, we would expect this 

treatment to be effective against replicating ssDNA viruses as well.  

 Sodium bisulfite is a more attractive mutagen than most for antiviral 

therapy for several other reasons. First, it is in widespread use and its safety is 

widely accepted. It has FDA GRAS certification, and though it has been 

documented to trigger allergic reactions in rare cases, it is not considered 

dangerous nor mutagenic to multicellular eukaryotes (Nair et al., 2003). Second, 

while other mutagens, such as base analogs, can affect a wide range of 

processes in exposed cells, bisulfite is narrowly limited in its activity to cytosine 

deamination.  
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 ssDNA viruses present unique threats to global food security, and are 

rapidly emergent due to their fast rate of evolution. Like RNA viruses, they may 

be difficult targets for vaccination or more traditional anti-viral therapies. 

Mutagenesis may become a front-line weapon against viral infections in plant 

and animals, but its efficacy has never been conclusively documented. We have 

demonstrated that treatment with a cytosine-specific mutagen can eliminate 

ssDNA bacteriophage populations, and though we have eliminated many of the 

most likely alternatives, we cannot say that mutagenesis alone is responsible for 

the efficacy of the treatment. 
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Figure 1. PhiX174 viability in A) 0M (blue) and 0.2M (red) sodium bisulfite and B) 
0M (blue) and 0.4M (brown) sodium bisulfite, as measured in plaque forming 
units (PFU)/ml.  
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Figure 2. T4 viability in A) 0M (blue) and 0.2M (red) sodium bisulfite and B) 0M 
(blue) and 0.4M (brown) sodium bisulfite, as measured in plaque forming units 
(PFU)/ml.  
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Figure 3. Sixty minute growth curves of phiX174 after 24 hours (solid red) and 48 
hours (dashed red) of exposure to 0.2M sodium bisulfite. Bars across top indicate 
duration of lag (solid grey) and growth (gradient) phases for each trial; growth 
phase duration indicated as the time from the start of population growth to the 
point at which PFU/ml exceeded countability threshold. Blue line indicates growth 
curve for untreated phage population. 
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Figure 4. Percentage of polymorphic reads by consensus base according to 
Illumina sequencing in phiX174 populations after 14 days of exposure to 0M, 
0.2M, or 0.4M sodium bisulfite. Color indicates consensus base, green is A, blue 
is C, black is G, red is T.  
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Figure 5. Change in the percentage of polymorphic reads compared to untreated 
populations for each consensus base (lower X axis labels) according to Illumina 
sequencing of phiX174 populations after 14 days of exposure to 0.2M (red), or 
0.4M (brown) sodium bisulfite. 
 
 
 
 
 
 

 
 
Figure 6. E. coli lawns in TK top agar on TK plates following exposure to A) 0M, 
B) 0.02M, and C) 0.04M sodium bisulfite and overnight incubation at 37°C.  
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Figure 7. Colony forming units (CFU/ml) for E. coli treated overnight with 0M 
(blue), 0.02M (red), and 0.04M (brown) sodium bisulfite. Error bars indicate 95% 
confidence intervals. 
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Figure 8. Ten hour growth curves for untreated (blue), 0.02M sodium bisulfite 
treated (red), and 0.04M sodium bisulfite treated (brown) E. coli.  
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Figure 9. Transmission electron micrographs of A) untreated, B) 0.2M bisulfite 
treated, and C) 0.4M bisulfite treated phiX174.  
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