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Advanced manufacturing aims to make high-quality productsat low cost with high efficiency

and highly integrated/controlled processes, thereby, promoting the process integration and pro-

viding accommodation of customized and cost-effective miniaturized products. With the in-

creasing demands on product precision and cost efficiency in micro- and nano-scale manufac-

turing, the development and implementation of control technologies have become an indis-

pensable part of advanced manufacturing. However, challenges exist in the process control of

micro- and nano-scale manufacturing. The system dynamics,in general, is complicated and

can be excited when the micro- and nano- manufacturing are conducted at high speeds, and

other adverse effects including the hysteresis and creep effects of the actuators further compli-

cates the precision control of the manufacturing system. Additional challenges also arise from

the variation/uncertainty and environmental disturbances. It has been demonstrated that micro-

manufacturing could benefit from the augment of ultrasonic vibration in achieving lower power

consumptions and elongated tool life. However, the fundamental mechanism of ultrasonic vi-

bration effect on micromanufacturing has not yet been understood. Similar challenges also

exist in probe-based nanomanufacturing as the patterning throughput is ultimately limited by

the patterning speed, which, in turn, is limited by the vibrational dynamics and hysteresis effect,

as well as the cross-axis dynamics coupling effect of the actuation system. Further challenge
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arises when patterning directly on hard materials using probe-based approach — even with stiff

probe of hardest material, the pattern obtained on hard sample such as tungsten is hardly of any

practical usage (feature depth< 0.5 nm). These challenges in micro- and nano-manufacturing

motivate the research in this dissertation.

In this dissertation, the dynamics and hysteresis effect are studied and addressed for the

magnetostrictive actuator-based ultrasonic-vibration-assisted microforming process and probe-

based nanofabrication with an atomic force microscope (AFM). In particular, a magnetostric-

tive actuator-based mechatronic system is developed for the ultrasonic-vibration-assisted mi-

croforming process. The modeling-free inversion-based iterative learning control method (MIIC)

is utilized to compensate for the dynamics and hysteresis effect on the ultrasonic vibration gen-

eration across a large range of working frequency. The Fibonacci method is utilized to rapidly

identify the resonant frequency online for more pronouncedultrasonic vibration effect. To

address the backlash and relatively low resolution of the DC-motor, a bulk motion actuation

system is designed and fabricated with a mechanical amplification around a magnetostrictive

actuator. Such a design allows the bulk motion for large output force and motion stroke with

high resolution (< 1 um). The entire microforming process is divided into pre-welding and

welding phases. During the pre-welding phase, the data-driven, modeling-free differential-

inversion-based iterative control (MFDIIC) approach is developed to address the dynamics and

the hysteresis effect of the magnetostrictive actuator for high efficiency. The inversion-based

optimal output tracking-transition method is employed to realize the accuracy transition from

the pre-welding to the welding phase, and thus improves the product quality. In the study of

the probe-based nanofabrication, the MFDIIC method is alsoutilized and integrated to address

the adverse dynamics effect and the hysteresis behaviour of the piezoactuators. An ultrasonic

vibration is also augmented in the driving of the piezoactuator in z− axis to increase the impact

of the probe and enables the patterning on hard materials.

The MFDIIC technique is further analyzed and theoreticallyproved of its efficiency in com-

pensating for both of the dynamics and nonlinear hysteresiseffects with no needs for modeling

hysteresis and/or dynamics, and achieve both precision tracking and good robustness against

hysteresis/dynamics changes. The convergence of the MFDIIC algorithm is analyzed with ran-

dom output disturbance/noise considered. It is shown that precision tracking can beachieved
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with the tracking error close to the noise level in the statistical sense.
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Chapter 1

Introduction

Advanced manufacturing emphasizes on cost efficiency and system miniaturization. Among

the advanced manufacturing technologies, micromanufacturing and nanomanufacturing, as the

fundamental technologies towards miniaturized products and manufacturing platforms, have

played an important role in supplying miniaturized devicesand components in the fields in-

cluding medical, aerospace, military/defense, optics, automotive, consumer products, and mi-

croelectronics. Micromanufacturing has emerged as a critical avenue to bridge the manufac-

turing between nano- and macro-scale [1]. Many fields have been increasingly demanding

miniature devices and components by micromanufacturing with complex micro-scale features

made from a wide selection of materials [2, 3], and nanomanufacturing is by far predominant

in semiconductor industry. However, there still exist manychallenges because of the scaling

down of the tools, process, and machinery in micro and nano-scale manufacturing. First, the

dynamics of the micro/nano-scale manufacturing system from the miniaturized motors and the

secondary mechanical structures is generally complicated, and can be excited at high speeds

during the manufacturing process, which complicates the process control of the micro/nano-

scale manufacturing. The hysteresis effect of the currently adopted actuators imposes more

challenges on the control of the actuation system, and further hinders the throughput by these

technologies. In this dissertation, the dynamics and control issues in micro-scale forming and

nano-scale manufacturing is studied through the development of a suite of inversion-based

feedforward-feedback of advanced control techniques.

In micromanufacturing, compared to other subcategories, such as micromilling and micro-

turing, the fundamental mechanisms of microforming process are not well understood due to

the inability of the miniaturized motors to simultaneouslydeliver the required large force (kN
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magnitude), high bandwidth (up to kHz), and precise positioning accuracy (nanometer resolu-

tion). The current bulk motion actuators in microforming systems are generally bulky and not

suitable for miniaturization. In literature, different actuators/motors have been implemented

to achieve mm level motion stroke for micro-scale forming inindustrial applications, such

as DC/voice coil motors [4], piezoelectric actuators [5], and magnetostrictive actuators [6].

Though a large motion stroke (> 1 mm) could be easily achieved by DC/voice coil motors, the

backlash/friction (DC motors) or the limited resolutions (voice coilmotors,∼ 1 µm) hampers

its performance in ultraprecision machining applications. While the piezoelectric actuators and

magnetostrictive actuators find applications in the fine/second stage design in dual-stage de-

signs with high resolutions [7, 8], the small output displacement makes it unsuitable to directly

generate bulk motions. We note that compound actuation systems configured in a coarse/fine

dual stage served as methods to overcome the limitations of the actuators [4, 9]. However,

the dynamics of the coarse stage actuator is slow and hindersits efficiency, and the coupled

dynamics, especially when with large load, in such dual stage designs poses complexity in the

motion control. On the other hand, it’s noted that ultrasonic vibration applied in conventional

large scale forming operation has shown to improve the part productivity and quality due to

its softening effect on the workpiece [10]. The ultrasonic-induced enhancement results in sig-

nificant reduction of the force applied and thus a substantial elongation of the tool life [11].

Furthermore, it has been proposed that the ultrasonic effect might become more pronounced

if the vibration occurs at the resonant frequency of the workpiece [12]. However, the appli-

cation of ultrasonic vibration for micro-scale forming operation has not been studied, and the

fundamental mechanism is still not clear. There is a need forthe development of a new type of

actuating system optimized for the microforming system andappropriate control strategies.

In nanomanufacturing, the probe-based nanolithography (PBN) has drawn much attention

recently. Among the PBN techniques, the nanopatterning through mechanical plowing not only

costs less in both equipment and operation, but also has lesscomplexity in the process control.

Challenges, however, need to be addressed to achieve high-speed patterning on hard material

using mechanical plowing. One of the main challenges is to maintain precision positioning of

the cantilever probe with respect to the sample surface during the patterning process at high
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speeds, particularly when the fabrication size becomes relatively large. Like in other PBN pro-

cesses, the dynamics of the actuation system, from the piezoelectric actuators to the mechanical

fixture (of the cantilever) and then to the cantilever, can beexcited when the plowing is at high

speeds, resulting in pattern distortions [13]. More pattern distortions can be induced when the

fabrication size is increased towards the full displacement range of the piezoactuators, as the

hysteresis effect of the piezo actuators becomes more pronounced [14, 15].Moreover, cross-

axis coupling exists in positioning between different axes during 3-D PBN process, due to the

misalignment (albeit small) of the piezo actuators and/or positioning sensors [16, 15]. Further

challenge in mechanical plowing arises when fabricating onhard material. As the hardness of

material increases, however, it becomes increasingly difficult to pattern (indent) on those mate-

rials, even with the hardest probe available (diamond probe). This difficulty might be alleviated

by repeatedly plowing the same pattern [16]. The pattern quality (line width and uniformity of

line depth), however, can be degraded as it is very challenging to reposition the probe exactly

along the same path (with nanometer to sub-nanometer precision), particularly when plowing

at high-speed and/or large range. Moreover, such an approach becomes ineffective for ultra

hard materials such as tungsten or chromium. Therefore, techniques need to be designed to

maintain precision probe-sample positioning during the high-speed PBN process, and enable

mechanical plowing for high-speed, large-range patterning on hard materials.

In this work, we propose to utilize a Terfenol-D centered mechanical design to achieve the

mm level motion range with high resolution and sufficient load capability for microforming

process. The high energy density of magnetostrictive materials makes it highly possible to

trade off the blocked force against larger output displacement by utilizing appropriate mechani-

cal design, which makes full use of the high resolution and output force of the magnetostrictive

actuators. It is challenging, however, to achieve the high-speed and precision positioning for the

micro-scale forming operations. The dynamics of the actuation system, from the magnetostric-

tive transducer to the mechanical flexures, can be exited during the high-speed motions. The

dynamics also changes when the system is loaded. Moreover, the intrinsic nonlinear hysteresis

effect of the magnetostrictive actuator is prominent since it is designed to exploit the full range

of its displacement capacity. During the microforming process, the ultrasonic vibration was
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augmented to bulk motion and leads to the workpiece welding.The phase change of the work-

piece induces the drop of the interaction force between the actuator and the workpiece. Without

regulation of the actuation force, the welded workpiece could be easily deformed, which, in

turn, could also damage the tools. In this dissertation, a feedforward-feedback control frame-

work is developed by combining the recently-devloped iterative control technique [17] and the

Kalman filtering. Such a design not only compensates for the dynamics and hysteresis effect

of the actuator, but also realizes the accurate phase transition of the workpiece, and thereby

achieves the high-speed and quality microforming.

The nanolithography using an atomic force microscope (AFM)is also investigated in this

dissertation. An approach integrating advanced control with ultrasonic-vibration of the probe

is presented to enable the mechanical plowing for high-speed patterning on hard materials. The

normal ultrasonic-vibration of the probe substantially increases the impact (from the probe) on

the sample surface, thereby enabling indentation (plowing) on hard material. A data-driven,

differential-inversion iterative control (MFDIIC) algorithmis proposed to account for both the

hysteresis and the vibrational dynamics effects during the high-speed, large range PBN process.

The MFDIIC is also utilized to compensate for the cross-axisdynamics coupling in multi-axis

fabrication process. Both the patterning speed and featurequality are significantly improved

by this combination of advanced control technique and ultrasonic vibration augmented to the

AFM probe motion.

The rest of this dissertation is organized as follows.

In chapter 2, a mechatronic system based on a magnetostrictive actuator is developed for

microforming process. Magnetostrictive actuators are very promising to address existing chal-

lenges in microforming technology. Compared to other actuators such as miniaturized mo-

tors and piezoactuators, magnetostrictive actuators haveadvantages including large actuation

frequency range, low input voltage, and high force density [18]-[21]. Although these advan-

tages of magnetostrictive actuators have been explored in other precision-positioning applica-

tions [22]-[24], no work has been done to utilize them for ultrasonic-vibration-assisted micro-

forming processes. It is also challenging to rapidly and accurately identify the resonance of the

system, and maintain the resonant frequency during the microforming process. Such challenges

arise due to the distortion of the ultrasonic vibration amplitude by the dynamics and intrinsic



5

hysteresis behavior of the magnetostrictive actuation system, and the variation in the material

properties of the workpiece itself. To address these above issues, the modeling-free inversion-

based iterative learning approach [25] is utilized to compensate for the dynamics effect of the

magnetostrictive actuation system on the ultrasonic vibration generation. Then the Fibonacci

search method [26] is utilized to achieve rapid identification of the resonant frequency on-

line. The developed system serves as a platform for investigating the mechanisms behind the

ultrasonic-vibration-assisted microforming process.

In chapter 3, a dual-stage microforming system is constructed based on magnetostrictive

actuators to achieve both precision bulk motion and ultrasonic vibration generation. The data-

driven, modeling-free differential-inversion-based iterative control (MFDIIC) approach is em-

ployed to account for the adverse effects during the pre-welding phase in the microforming

process, including the vibrational dynamics, the hysteresis behavior of the magnetostrictive ac-

tuator, and the dynamics variation of the bulk motion subsystem. In order to handle the phase

transition of the workpieces during the microforming, the optimal output tracking-transition

method [27] is utilized to attain the smooth and efficient phase transition during the micro-

forming process. This method is advantageous in eliminating the post-transition oscillation by

finding the control input that matches the boundary state values at the beginning and the end

of the transition period, based on the previewed stable-inversion approach [28]. Compared to

the minimization of the input energy in the optimal output transition technique [29], the mini-

mization of the output energy is more desirable as it tends toprovide more smooth and smaller

displacement output during the transition. Thus, better microforming quality could be achieved

by the smaller displacement output during the switching from the pre-welding to the welding

phase. The proposed control framework is illustrated by implementing it in the welding of

two ABS plastic workpieces. The efficacy of the proposed approach is demonstrated through

the experimental control results and the welded workpieces, in which the optimal high-speed

microforming and substantial welding quality are achieved.

In chapter 4, we present an approach that integrates advanced control with ultrasonic-

vibration of the probe to enable mechanical plowing for high-speed patterning on hard ma-

terials. The MFDIIC algorithm is utilized to account for both the hysteresis and the vibrational
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dynamics effects during the high-speed, large range PBN process. The MFDIIC is also uti-

lized to compensate for the cross-axis dynamics coupling inmulti-axis fabrication process.

Moreover, ultrasonic vibration of the probe in the normal (vertical) direction is augmented to

the motion of the probe during the plowing process [30]. The normal ultrasonic-vibration of

the probe substantially increases the impact (from the probe) on the sample surface, thereby

enabling indentation (plowing) on hard material. The proposed approach is implemented to

fabricate patterns of large size (60 um) on a tungsten coatedmask (with quartz as the sub-

strate). The experimental results showed that a plowing speed as high as∼5 mm/sec can be

achieved with the patterned line width and line depth at 95 nmand 2 nm, respectively.

In chapter 5, the data-driven, modeling-free differential-inversion-based iterative control

(MFDIIC) approach is developed to achieve simultaneous hysteresis and vibrational dynamics

compensation without modeling the hysteresis and/or the vibrational dynamics. Furthermore,

the convergence of the MFDIIC in compensating for the hysteresis effect is analyzed by con-

sidering the system a hammerstein system in the frequency domain. The output tracking error

can be quantified in a statistical sense by the properties of the random output disturbance/noise

considered in the analysis. The theoretical analysis showsthe output tracking error by the

MFDIIC methodis also validated through experimental results with the magnetostrictive ac-

tuator and piezoactuator to demonstrate the competence of the proposed MFDIIC method in

compensating for both the system dynamics and hysteresis effect simultaneously.

In Chapter 6, this dissertation is concluded.
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Chapter 2

Dynamics Compensation and Rapid Resonance Identification In

Ultrasonic-Vibration-Assisted Microforming System Using

Magnetostrictive Actuator

Abstract

In this chapter, a mechatronic system is developed to compensate for the hardware dynam-

ics effect and to achieve rapid resonance identification for an ultrasonic-vibration-assisted mi-

croforming system. Microforming has recently attracted great interests due to the need for

miniaturized manufacturing systems in emerging applications. It has been demonstrated that

significant benefits such as, reduction of input energy and prolongation of tool life, can be

gained by introducing ultrasonic vibration into the microforming process, particularly when

the vibration is maintained at the resonant frequency of thevibrating workpiece. However, the

fundamental mechanism of ultrasonic vibration effect on the microforming process has not yet

been understood; the electrical actuators currently used to generate the ultrasonic vibration are

bulky and not suitable for miniaturization of the microforming system; and control of ultrasonic

vibration is primitive and far from being optimal. To tacklethese challenges, a microforming

platform based on a magnetostrictive actuator has been developed. The main contributions of

this chapter are two fold: (1) the use of a novel iterative learning control technique along with a

vibration oscillation regulation circuit to compensate for the effect of the magnetostrictive actu-

ator dynamics on the ultrasonic vibration generation, and thereby, maintain the same vibration

amplitude across a large excitation frequency range, and (2) the use of the Fibonacci search

algorithm to achieve rapid online identification of the resonant frequency. Experimental results

obtained on the developed magnetostrictive-actuator-based microforming system are presented

and discussed to demonstrate the efficacy of the proposed approach.
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2.1 Introduction

A mechatronic system is developed to control the magnetostrictive actuation system for the

ultrasonic-vibration-assisted microfroming process. Micromanufacturing technology, includ-

ing microforming [2], microjoining [31], and micropunching [32], has emerged as a critical

avenue to bridge the manufacturing between nano- and macro-scale [1]. Work is needed to

address issues related to the fundamental manufacturing mechanisms involved and the devel-

opment of the manufacturing system itself. Specifically, toinvestigate the impact of ultrasonic

vibration on metal forming in micro/meso-scale, an ultrasonic-vibration-assisted microforming

system based on magnetostrictive actuation has been developed [33]. This chapter addresses

the compensation for the actuation hardware dynamics effect on the ultrasonic vibration gener-

ation, and the rapid identification of the resonant frequency of the ultrasonic vibration during

the microforming process.

Micromanufacturing refers to fabrication of miniature parts with dimensions ranging from

a few micrometers to tens of millimeters. Many fields, including medical, aerospace, mili-

tary/defense, optics, automotive, consumer products, and communications, have been increas-

ingly demanding miniature devices and components with complex micro-scale features made

from a wide selection of materials [2, 3]. In contrast to MEMSapproach which is limited to

silicon based material and planar shapes, various efforts have been made to miniaturize existing

traditional manufacturing processes such as machining, forming and molding. Among these,

microforming has been the least investigated. Ultrasonic vibration applied in conventional large

scale forming operation has shown to improve the part productivity and quality. Such an en-

hancement is attributed to effects including localized heating [34], reduction of friction [35],

and softening effect of ultrasonic vibration on the workpiece [10]. The ultrasonic-induced en-

hancement results in significant reduction of the force applied and thus a substantial elongation

of the tool life [11]. Furthermore, it has been proposed thatthe ultrasonic effect might become

more pronounced if the vibration occurs at the resonant frequency of the workpiece [12]. How-

ever, application of ultrasonic vibration for micro/meso-scale forming operation has not been

studied, and the fundamental mechanism is still not clear. To achieve the system miniaturiza-

tion, the bulky hydraulic actuators typically used in conventional size forming operation need
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to be replaced. There is a need for the development of a new type of actuating system optimized

for the microforming system and appropriate control strategies.

In this study, we have developed a microforming system basedon a magnetostrictive actu-

ator [33]. Magnetostrictive actuators are very promising to address existing challenges in mi-

croforming technology. Compared to other actuators such asminiaturized motors and piezoac-

tuators, magnetostrictive actuators have advantages including large actuation frequency range,

low input voltage, and high force density [18]-[21]. We notethat although these advantages of

magnetostrictive actuators have been explored in other precision-positioning applications [22]-

[24], no work has been done to utilize them for ultrasonic-vibration-assisted microforming

processes. The developed microforming system provides a prototype platform to investigate

ultrasonic vibration effect on the load reduction behavior. It is challenging, however, to rapidly

and accurately identify the resonance of the system, and maintain the resonant frequency dur-

ing the microforming process. Such challenges arise because the ultrasonic vibration could

be substantially distorted by adverse effects related to the dynamics and nonlinear hysteresis

behavior of the magnetostrictive actuation system, and variation in the material properties of

the workpiece itself. Therefore, techniques need to be developed to achieve rapid identification

and tracking of the vibration resonance during the microforming process.

The main contribution of this chapter is the development of amechatronic system to achieve

rapid identification and tracking of the resonant frequencyduring the magnetostrictive-actuator-

based microforming process. A recently-developed iterative learning control approach [25] is

utilized to compensate for the dynamics effect of the magnetostrictive actuation system on the

ultrasonic vibration generation. Moreover, to generate the desired vibration waveform for the

dynamics compensation, an oscillation regulation circuitis developed, based on the voltage-

to-frequency conversion along with the amplitude modulation. Then the Fibonacci search

method [26] is utilized to achieve rapid identification of the resonant frequency online. The

proposed approach is implemented on the developed magnetostrictive-actuator-based micro-

forming system. The experimental results show that the distortion of the ultrasonic vibration

amplitude was significantly reduced by over 95 times across alarge excitation frequency range

(1 kHz). Moreover, the time needed to identify the resonant frequency was also substantially

reduced by over 9 times compared to the conventional swept sine method.
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This chapter is organized as follows. In Section II, challenges involved in maintaining the

ultrasonic vibration at the resonant frequency of the workpiece are described, followed by the

discussion of the dynamics effect of the magnetostrictive actuator on the ultrasonic vibration

generation in Section III. The proposed approach and the hardware development to compensate

for the dynamics convolution and other adverse effects are described in Section IV, where the

experimental results are also presented and discussed. Ourconcluding remarks are given in

Section V.

2.2 ULTRASONIC-VIBRATION-ASSISTED MICROFORMING SYSTEM U S-

ING A MAGNETOSTRICTIVE ACTUATOR

The developed magnetostrictive-actuator-based microforming system is pictured in Fig. 2.1. A

bidirectional DC motor is utilized to drive a titanium horn via a mechanical guiding rail to de-

form the workpiece with a relatively large-range, low-frequency motion (i.e., the bulk motion,

where the displacement range is around 5∼10mm and the frequency is below 1Hz). Then a

magnetostrictive actuator (CU18 S/N003, Etrema Products, Inc.) based on Terfenol-D is uti-

lized to drive the horn with high-frequency, low-amplitudevibrations (where the displacement

range is below 10µm, and the vibration frequency ranges from a few kHz to tens ofkHz). Dur-

ing the microforming process, the force exerted on the workpiece is measured by a force sensor

(KISTLER 9133B21) mounted behind the workpiece, and the displacement of the driving stage

is measured by a laser displacement sensor (opto NCDT 1401).By using the experimental plat-

form in Fig. 2.1, we can study the fundamental mechanisms of the ultrasonic vibration effects

on the microforming process and the related process controlissues.

DC Motor
Magnetostrictive
Actuator Titanium Horn Workpiece

Force SensorLaser Displacement 
Sensor

Fixed Station

Figure 2.1: The experimental setup of the developed ultrasonic-vibration-assisted microform-
ing system.
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This chapter is focused primarily on controlling the behavior of the ultrasonic Terfenol-

D transducer in the above system. This transducer is a commercial product (CU18 S/N003)

provided by Etrema Products (Edge Technologies, Inc). The manufacturer indicates that its

internal structure consists of a Terfenol-D/magnet stack with SmCo magnets and low-hysteresis

Terfenol-D alloy (Tb0.28 material). Though not identical,this transducer is similar to the one

described in the US patent #6624539 [36]. The dynamic behavior of this transducer is described

in the data sheet [37] and has been verified by the characterization tests performed as part of

this work. The transducer itself has a resonance at 18 kHz which shifts lower as the device

is loaded. When a horn is attached, the dynamics of the transducer output is dominated by

the horn dynamics. In our case the horn is designed for an unloaded resonance at 7.5 kHz.

The transducer has the capability of being air cooled to control temperature effects. However,

since our tests were run at room temperature and under 100V, this was not necessary for the

experiments shown in this chapter [37].

Throughout the microforming process, it is challenging to maintain the ultrasonic vibration

excitation at the resonant frequency of the workpiece (i.e., the frequency at which the ampli-

tude of the ultrasonic force is maximum) when the ultrasonicfrequency is sweeping over the

working frequency range. First, the resonant frequency of the workpiece, being dependent on

the material property and the geometry of the workpiece, is unknown in general. Thus, to fully

exploit the ultrasonic vibration effect, the resonant frequency needs to be quickly identified

during the initial stage of the microforming process (Note that the entire microforming process

only lasts a few minutes). Secondly, the generated ultrasonic vibration can be distorted by the

adverse effects of the magnetostrictive actuation system (as discussed in Section 2.3), as well as

by other adverse effects caused by the fluctuation of the environmental temperature, the varia-

tion of the geometry of the workpiece, and variation in the material properties of the workpiece.

Therefore, a mechatronic system is developed to account forthese adverse effects in order to

achieve accurate ultrasonic vibration generation during the ultrasonic-vibration-assisted micro-

forming process.
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2.3 TERFENOL-D ACTUATOR EFFECT ON ULTRASONIC VIBRATION GEN -

ERATION

Hardware dynamics of the magnetostrictive actuator must beaccounted of when applying ultra-

sonic vibration to the microforming process. The amplitudeof the ultrasonic vibration applied

to the workpiece needs to be maintained around the set point value when the excitation fre-

quency is tuned over a large range. This requirement can be relatively easily satisfied when the

vibration frequency is well below the bandwidth of the actuation system (measured by the 3dB

drop of the gain from the DC-gain) or the vibration amplitudeis relatively small. As the excita-

tion frequency increases, however, the dynamics of the magnetostrictive actuation system along

with the related mechanical fixtures can be excited, resulting in large distortions in the vibration

amplitude. Moreover, additional distortions can also be generated when the vibration amplitude

becomes relatively large (compared to the full displacement range of the magnetostrictive ac-

tuator), and as a result, the nonlinear hysteresis effect of the magnetostrictive actuator becomes

pronounced [38, 39].

Such a distortion in the vibration amplitude caused by the hardware dynamics effect was

measured for the Terfenol-D microforming system describedin Section 2.3 . To investigate

the hardware dynamics coupling effect on the ultrasonic vibration generation, and develop an

effective approach to compensate for such an adverse effect, a computer-based sensing and

actuation system was developed, as schematically depictedin Fig. 2.2. The high-frequency

vibration displacement of the horn tip was measured by usingan inductive displacement sen-

sor (SMU-9000, resolution 0.1µm, Kaman), which replaced the workpiece and force sensor in

Fig. 2.1. The amplitude of the vibration at the excitation frequency was then captured by using

a lock-in amplifier (SI 410, Boston Electronics) when a sinusoidal input signal was applied to

drive the Terfenol-D actuator. The excitation input to the Terfenol-D actuator was generated

by using the Matlab-xPC-target package, and then amplified by using a high-current ampli-

fier (Pa-138, Labworks Inc.). During the measurement, the excitation frequency was increased

from 7 kHz to 8 kHz with a 10 Hz increment every 1.5 sec. The obtained ultrasonic vibration

amplitude vs. frequency is plotted in Fig. 2.3.
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Figure 2.2: The schematic block diagram of the sensing and actuation of the microforming
system.
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Figure 2.3: The vibration amplitude generated by using the Terfenol-D actuator vs. the excita-
tion frequency when the instrument dynamics effect was not compensated for.

When the dynamics effect of the actuation system was not compensated for, large variation

in the ultrasonic vibration amplitude occured. As shown in Fig. 2.3, the ultrasonic vibration

amplitude varied over 95% (from 3.7µm to 7.2µm). Such a large variation can adversely effect

the microforming process, as the ultrasonic vibration amplitude needs to be maintained at the

desired level during the microforming process. More importantly, when actuation dynamics

causes variation in the excitation vibration, the resonantfrequency of the microforming process

cannot be accurately identified. As a result, extraneous barriers are introduced in understanding

the mechanism of the ultrasonic vibration effect on microforming process.

The experimental results also demonstrated that the large variation (distortion) of the ultra-

sonic vibration amplitude shown in Fig. 2.3 was, indeed, caused by the dynamics effect of the
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Figure 2.4: The frequency response of the magnetostrictiveactuator (Terfenol-D) measured in
experiments.

Terfenol-D actuator. The frequency response of the Terfenol-D actuator system (with the dis-

placement of the horn tip as the output) is shown in Fig. 2.4. It is evident that both the gain and

the phase variations were pronounced, particularly in the excitation frequency range applied in

the experiments (7 kHz to 8 kHz). Such large gain-phase variations in the dynamics response

of the Terfenol-D actuator, in turn, led to large amplitude variation in the vibration applied to

the workpiece. For example, the gain of the Terfenol-D vibration dynamics increased by 48%

as frequency increased from 7 kHz to 7.6 kHz. Correspondingly, the ultrasonic vibration am-

plitude increased by 86% in the same excitation frequency range. Therefore, it is important to

eliminate the Terfenol-D dynamics effect during the microforming process.
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Figure 2.5: The amplitude of the ultrasonic vibration vs. time with the vibration frequency
fixed at 7.5 kHz (with no dynamics compensation).

We note that heating was not influential for the voltage levels and test duration time em-

ployed in the experiment. This was confirmed by our experimental results. As shown in
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Fig. 2.5, the vibration amplitude with the fixed excitation frequency (7.5 kHz) remained al-

most the same for a duration of five minutes (the variation of the vibration amplitude was less

than 0.5%). Note that the five minutes duration was longer than the entire microforming pro-

cess studied in this chapter. Thus, the heating effect on the Terfenol-D actuator dynamics was

negligible in the following experiments.

2.4 COMPENSATION FOR THE MAGNETOSTRICTIVE ACTUATOR DY-

NAMICS EFFECT ON ULTRASONIC VIBRATION

We propose two inversion-based approaches to compensate for the hardware effect of the mag-

netostrictive actuator on the ultrasonic vibration generation.

2.4.1 Optimal-Inversion-Based Compensation Method

First, the optimal-inversion technique [40, 41] is utilized to compensate for the hardware dy-

namics effect on ultrasonic vibration during the microforming process. For a desired vibration

amplitudeYd( jω) at a given frequencyω, the feedforward control input to the Terfenol-D ac-

tuator, Vf f ( jω), can be obtained by using the optimal inverse of the dynamics model of the

Terfenol-D actuation system,Gt( jω), as a pre-filter, i.e.,

Vf f ( jω) = Ĝt( jω)Y( jω) (2.1)

whereĜt( jω) is the optimal inverse ofGt( jω), obtained by minimizing the following cost

function [40]

J(u(·)) =
∫ +∞

−∞

{

u∗( jω)R( jω)u( jω) + [yd( jω)

−y( jω)]∗Q( jω)[yd( jω) − y( jω)]
}

dω

(2.2)

In the above cost function, ‘∗’ denotes the conjugate transpose operation, andQ( jω) and

R( jω) are frequency-dependent, real-valued weights on the tracking error and the input energy,

respectively. The obtained optimal inverseĜt( jω) is given as

Ĝt( jω) = G∗t ( jω)Q( jω)[R( jω) +G∗t ( jω)Q( jω)Gt( jω)]−1. (2.3)

As shown in Eq. (2.2), the optimal inversion approach takes adverse effects including the input
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saturation, the modeling error and the disturbances into account when finding the inversion-

based feedforward control inputVf f ( jω)—through the selection of different values of weight

Q( jω) relative toR( jω) in different frequency ranges. For example, the value ofQ( jω) should

be much smaller than that ofR( jω) at frequencies where the modeling error, the dynamics

uncertainty, and/or the disturbances (such as noise) are large. Thus, the optimal inversion

approach provids a systematic approach to designing the feedforward controller for dynamics

compensation in ultrasonic vibration generation.

As implied by Eqs. (2.1, 2.2, & 2.3), the efficacy of the optimal inversion technique relies

on the model accuracy of the Tefonal-D actuator dynamics, i.e., the tracking error becomes

large when the modeling error increases. Such modeling errors arise in implementations due to

noise/disturbance effects in the relatively high frequency range, and small dynamics variation

and nonlinear hysteresis effect in the relatively low frequency range (both with respectto the

system bandwidth). Moreover, the tracking precision can befurther limited by the nonlinear

hysteresis effects of Terfenol-D actuator. Thus, we propose the use of a recently developed

modeling-free inversion-based iterative control (MIIC) approach to further improve the tracking

precision.

2.4.2 Iterative-Learning-Control-Based Compensation Method

The MIIC law is depicted in Fig. 2.6. For a desired vibration amplitude at frequencyω,

ydes( jω), the input to the Terfenol-D actuator,u( jω), can be obtained by [25],

u0( jω) = αydes( jω), k = 0,

uk( jω) =







































uk−1( jω)
yk−1( jω) ydes( jω), whenyk( jω) 6= 0,

andk ≥ 1,

0, otherwise

(2.4)

whereα is a prechosen constant (e.g., the DC-gain of the Terfenol-Dactuation system), ‘f ( jω)’

denotes the Fourier-transform of the signal ‘f (t)’, and yk(·) is the system output for the input

uk(·) during thekth iteration.

Notice that in the above MIIC law, the inverse of the system dynamics,uk(jω)/yk(jω), is uti-

lized to update the next iterative control input. Particularly, the inverse dynamics are corrected
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Figure 2.6: The iterative-control scheme to compensate forthe Terfenol-D actuator dynamics
effect on ultrasonic vibration generation.

in each iteration by using the measured input and output at frequencies where the output track-

ing is needed, i.e., at frequencies where the component of the desired output is relatively large

(in practice, the frequencies that can be tracked by the MIICtechnique is limited by the noise

level of the system—the frequency component of the desired trajectory can be tracked when

the noise level at that frequency is small compared to the component magnitude of the desired

output at that frequency, see [25] for details). Therefore,not only is the modeling process—as

needed in other model-based ILC approaches—avoided (i.e.,modeling–free), but also the vari-

ations of the system dynamics are automatically compensated for through the iteration process.

These two benefits of the MIIC approach are appealing in practice as the modeling process

can be time consuming and prone to errors. Furthermore, the convergence rate of many ILC

approaches tends to be limited by the the size of the system dynamics uncertainty, (as the value

of the iterative control gain used in these ILC approaches isdetermined by the size of dynamics

uncertainty), i.e., a small iterative control gain has to bechosen to ensure convergence when

the dynamics uncertainty is large, resulting in a slow convergence process. Whereas such a

limit is eliminated and rapid convergence can be achieved when using the MIIC technique [25].

Moreover, experimental results in [25] also demonstrated that the hysteresis effect of piezotube

actuators can be compensated for with the use of the MIIC approach. Thus, it is advantageous

to use the MIIC approach to compensate for the instrument dynamics effect on ultrasonic vi-

bration during microforming process.

Hardware challenges, however, exist when implementing theabove inversion-based ap-

proaches to compensate for the dynamics effect on ultrasonic-vibration-assisted microforming.

Note that although the optimal-inverse input (2.1) and the MIIC input (2.4) can be computed

offline, data acquisition of ultrahigh-speed sampling rate is needed when implementing these
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Figure 2.7: (left) The scheme of the oscillation frequency-amplitude regulation circuit, and
(right) the diagram of the real circuit construction.

two control techniques directly. For example, for the ultrasonic vibration frequency around

7∼8 kHz used in this project, a closed-loop sampling rate over 1MHz would be needed (This

means that within 1 microsecond the system needs to accomplish both an A/D & D /A conver-

sion and the related computations of the control algorithm). Hence, we developed an oscillation

regulation circuit based on the voltage-to-frequency conversion, to accurately regulate the ultra-

sonic oscillations (both the frequency and the amplitude) without resorting to ultrahigh-speed

closed-loop data acquisition.

2.4.3 Development of a Vibration Regulation Circuit for Oscillation Waveform

Generation

The developed circuit consisted of two primary parts (shownin Fig. 2.7 schematically): a

voltage-to-frequency (V/F) converter and an amplitude modulator.

The V/F converter generated a sinusoidal waveform with fixed amplitudes, and a waveform

frequency proportional to the input voltage level, i.e.,

yV/F(t) = Asin (kVint) = Asin (ωdt) (2.5)

where the amplitudeA was a constant (e.g.,A= 5), Vin is the input voltage to the V/F converter

generated by the DAQ analog output, andk is the gain constant that can be tuned by adjusting

the time constant of the voltage-to-pulse converter, see Fig. 2.7. The amplitude modulator took
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the sinusoidal output of the V/F converter,yV/F(t), as one input, and an analog output of the

data acquisition card,Ad, as the other to generate the desired sinusoidal waveform with desired

frequency and amplitude (see Fig. 2.7), i.e.,

ys(t) = AdyV/F(t) = AdAsin (ωdt) = AdAsin (kVdt) (2.6)

The V/F converter was implemented using a V/F converter chip (LM331). The output of the

V/F converter consisted of a series of square waves whose duty cycles, Dp, and waveform

frequency,fp, were both proportional to the input voltage levelVin, i.e.,

Dp = kpVin, fp =
k

2π
Vin. (2.7)

As the final output needed to be sinusoidal, a conversion circuit based on a flip-flop chip

(DM74LS174) was designed to transform the square waveform with varying duty cycle to

that with fixed duty cycle of 50%. Then, the sinusoidal waveform with the desired waveform

frequencyωd was obtained by passing the fixed-duty-cycle square waveform through an inte-

grator circuit, followed by an Op-Amp based (LF411A) Butterworth bandpass filter (designed

based on a multiplier chip, AD534). Additionally, the square waveform with duty cycle fixed

was also sent out as the reference input to the lock-in amplifier.

By using this oscillation regulation circuit, the frequency and the amplitude of the sinusoidal

waveform can be regulated between 0 to 10 kHz, and 0 to 10 volts, respectively. For this

frequency range, a frequency resolution of 10 Hz and an amplitude resolution of 0.001 volt

were achieved. The amplitude resolution was limited by the resolution of the DAQ system, and

the frequency resolution can be linearly scaled with respect to the frequency range, which can

be adjusted between 0 to 100 kHz through the design of the V/F converter (i.e., by choosing

different combinations of resistances and capacitances).

2.4.4 Experimental Implementation: Results & Discussion

The developed oscillation regulation circuit was utilizedin experiments to implement both the

optimal-inversion approach and the MIIC approach to compensate for the Terfenol-D actuator

effect on the ultrasonic vibration generation. The ultrasonicvibration amplitude obtained by us-

ing the optimal-inversion approach and that by using the MIIC technique are shown in Fig. 2.8
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and Fig. 2.9, respectively. The vibration frequency was between 7 and 8 kHz in both tests, and

the result shown in Fig. 2.9 was obtained after 4 iterations.The evolution of the vibration am-

plitude during the four iterations is also shown in Fig. 2.10. To further evaluate the stability of

the MIIC approach in compensating for the Terfenol-D actuator effect on ultrasonic vibration

generation, the iterations were conducted for a total of 20 iterations. The obtained relative RMS

error of the vibration amplitude,EV%, vs. iteration numbers is shown in Fig. 2.11, where the

relative RMS error,EV%, is defined as

EV% =
‖ydes(·) − y(·)‖2
‖y(·)‖2

(2.8)

and‖y(·)‖2 denotes the standard 2-norm of the amplitude ofy(·) over the given frequency range

(7 to 8 kHz in this experiment).
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Figure 2.8: The amplitude of the vibration oscillation generated by the Terfenol-D actuator
vs. frequency after compensation by using the dynamics inversion method along with the
developed oscillation amplitude regulation circuit.

The experimental results clearly demonstrate the efficacy of the proposed two approaches

(and particularly, the MIIC technique) in compensating forthe effects of the Terfenol-D actuator

dynamics on the ultrasonic vibration generation. Comparing Fig. 2.8 with Fig. 2.3, we can see

the vibration amplitude variation was reduced by over 13 times (from 95% to 7%) by using

the optimal inversion method. However, it becomes very challenging to further reduce the

vibration variation (or by using other model-based controlapproaches using afixeddynamics

model). One important limit factor is that the dynamics of the Terfenol-D actuator can vary

slightly during daily operations. Such a small albeit critical variation of the Terfenol-D actuator

dynamics (to compensation precision) is very difficult to capture by using a fixed dynamics
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Figure 2.9: The amplitude of the ultrasonic vibration generated by the Terfenol-D actuator vs.
frequency after compensation by using the proposed approach (the MIIC technique along with
the oscillation amplitude regulation circuit), where the inset is the zoomed-in view over the
frequency range of 7.4 to 7.6 kHz.
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Figure 2.10: The amplitude of the ultrasonic vibration vs. frequency obtained in: (a) the first
iteration, (b) the second iteration, (c) the third iteration, and (d) the fourth iteration when using
the MIIC technique.

model—it is not convenient in practices to re-model the Terfenol-D dynamics on a daily basis.

Additional variation can also be generated by the nonlinearhysteresis effect of the Terfenol-D

actuator when the vibration amplitude becomes relatively large with respect to the full range

of the Terfenol-D actuator. These challenging issues were successfully addressed by using

the MIIC approach, as shown by the experimental results. Compared to the resutls obtained

by using the optimal-inversion approach (compare Fig. 2.9 with Fig. 2.8), the variation of the

ultrasonic vibration amplitude was further reduced by over7 times (from 7% to less than 1%),

which is over 95 times reduction of the original vibration amplitude variation (compare Fig. 2.9

with Fig. 2.3). Particularly, such a dramatic reduction wasachieved with only merely four
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Figure 2.11: RMS relative variation of the vibration amplitudeEV% vs. the number of itera-
tions.

iterations (see Fig. 2.10). Moreover, the reduction was maintained at almost the same level

as the number of iterations increased (see Fig. 2.11)—the proposed MIIC-based approach was

stable in experimental implementations. Thus, the experimental results clearly demonstrate

the efficacy of the proposed approach in cancelling the dynamics convolution effect on the

ultrasonic vibration generation.

2.4.5 Rapid Resonant Frequency Identification

It is important to rapidly identify the resonant frequency of the workpiece during the micro-

forming process. As the duration of the entire microformingprocess is rather short (generally

a few minutes), fast identification of the resonant frequency directly leads to an enhancement

of the ultrasonic vibration effect on the microforming process. Although tracking of the reso-

nance of the ultrasonic vibration during the microforming process has been considered previ-

ously [42, 43], the swept sine method used in that work is timeconsuming and thereby, cannot

be utilized to rapidly identify the resonant frequency. As shown in Fig. 2.12, it took over 150

seconds when the swept sine method was used to identify the resonant frequency on the de-

veloped microforming system. Such a long identification time is unacceptable, and moreover,

cannot be further reduced as the identification time was dictated by the number of periods

needed to measure the oscillation amplitude at each waveform frequency (around 10 periods),

the frequency increment during the sweep (10 Hz, the resolution of the V/F converter), and the

total frequency range (1 kHz). Evidently, techniques need to be developed to rapidly identify

the resonant frequency.
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Figure 2.12: (top) The amplitude of the ultrasonic force applied at the workpiece during the res-
onance identification process by using the swept sine method, and (bottom) the corresponding
sweep of the excitation frequency.

In this chapter, we propose to utilize the Fibonacci search method [26] to shorten the time

needed to identify the resonant frequency of the workpiece.As the amplitude of the ultra-

sonic force has only one maximum in the excitation frequencyrange, the resonant frequency

ω∗ can be identified as the one at which the gradient of the ultrasonic force (with respect to

frequency) is zero, i.e.,dF( jω)/dω|ω=ω∗= 0. Methods such as the bisection method, the regula

falsi method, and the Newton’s method (e.g., [44]) are not preferred for rapid resonant fre-

quency identification as gradient (derivative) of the ultrasonic force needs to be obtained in

these methods. Thus, the Fibonacci search method is utilized as no derivative of the ultrasonic

force is required.

Next we present the implementation of the Fibonacci search algorithm for the rapid resonant

frequency identification. First, the Fibonacci fraction sequence{Rk | k = 1, 2, · · ·} was utilized

to determine the frequency values to be searched, where

Rk =
FN−k

FN
, for k = 1, 2, · · · ,N (2.9)

with Fks (the Fibonacci numbers) given by

F0 = F1 = 1,

Fk = Fk−1 + Fk−2, k = 2, 3, ...
(2.10)

and the length of the Fibonacci fraction sequenceN was determined by the desired searching
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accuracy, i.e.,N was chosen such that

RN =
F0

FN
≤ δ

W
, (2.11)

whereδ andW were the required searching accuracy and the length of the frequency interval to

be searched. Then, the values of the vibration amplitude at the searched frequencies were used

to abridge the searched frequency interval for the next search. Particularly, letωi,k andω f ,k be

the lower and upper boundary frequencies of the searched frequency interval in thekth search,

respectively;ωr be the resonant frequency to be identified; andAl,k andAh,k be the ultrasonic

force amplitudes at the two added search frequenciesωl,k andωr,k that were determined by (see

Fig. 2.13)

ωl,k = ωi,k +W ∗ Rk

ωh,k = ω f ,k −W ∗ Rk

(2.12)

Then the resonant frequency,ωr , can be identified with the desired accuracy afterN number of

searches [26].

In this project, a Fibonacci sequence of lengthN = 11 was used. The length was determined

by Eq. (2.11), with the identification accuracy at 10 Hz, and the ratio of the identification

accuracy to the uncertainty interval at 0.01 (the range of the searched frequency interval was 1

kHz). Moreover, the desired identification accuracy can also be guaranteed after 11 searches, or

equivalently, 11 measurements of the force amplitude. For the developed microforming system

studied in the experiment, these 11 measurements of force amplitude are translated to 16.5

seconds identification time.
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Figure 2.13: The two scenarios of force amplitude comparison occurring in the Fibonacci
search method, where the shaded area denotes the abridged interval for the next search.

The experimental implementation results agreed with our predictions. The Fibonacci search

method was implemented by using a S-function in Matlab-Simulink. The measured ultrasonic
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vibration force amplitude during the searching process is shown in Fig. 2.14. The resonant fre-

quency (i.e., the frequency with the maximum force amplitude) was identified in 16.5 seconds

with identification error less than 10 Hz after a mere of 11 force amplitude measurements—as

we predicted by the Fibonacci search algorithm. Compared tothe traditional frequency swept

sine method, the Fibonacci search method dramatically reduced the number of measurements

and the total identification time by over 9 times (from 101 measurements to 11 measurements,

and from 151.5 seconds to 16.5 seconds, respectively). Sucha substantial reduction of the

searching time can enhance the ultrasonic vibration effect on microforming process by signifi-

cantly extending the ultrasonic vibration effect time, which facilitates the understanding of the

mechanism of the ultrasonic vibration effect on microforming process. Therefore, the experi-

mental results demonstrate the efficacy of the proposed Fibonacci search approach in rapidly

identifying the resonant frequency.
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Figure 2.14: (top) The amplitude of the ultrasonic force applied at the workpiece during the
resonance identification process by Fibonacci search method, and (bottom) the corresponding
change of the excitation frequency.

2.5 Conclusion

In this chapter, a mechatronic system was developed to compensate for the actuator hardware

dynamics effect on an ultrasonic-vibration-assisted microforming system and to achieve rapid

resonance identification during the microforming process.A modeling-free inversion-based

iterative control (MIIC) algorithm was proposed to compensate for the dynamics effect of the



26

magnetostrictive actuator on the ultrasonic vibration, and an oscillation frequency and ampli-

tude regulation circuit was developed to implement the proposed MIIC approach. The Fi-

bonacci search method was utilized to achieve rapid identification of the resonant frequency

during the ultrasonic-vibration-assisted microforming process. The proposed mechatronic sys-

tem was demonstrated on an ultrasonic-vibration-assistedmicroforming system based on a

magnetostrictive actuator. The experimental results werepresented with the dynamics effect of

the magnetostrictive actuator significantly reduced by over 95 times and the time for resonant

frequency identification reduced by over 9 times. The compensation for the hardware dynamics

effect and the rapid identification of the resonant frequency will facilitate the research in under-

standing the fundamental mechanisms of ultrasonic vibration effect on microforming process,

as well as the development of process control for microforming system.
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Chapter 3

Control of a Magnetostrictive-Actuator-based Micromachining

System for Optimal High-speed Microforming Process

abstract

In this chapter, the process control of a magnetostrictive-actuator-based microforming system

is studied. Microforming has recently become an emerging advanced manufacturing technique

for fabricating miniaturized products in applications including medical devices and microelec-

tronics. Particularly, miniaturized desktop microforming systems based on unconventional ac-

tuators possess great potential in both high productivity and low cost. Process control of these

miniaturized microforming systems, however, is challenging and still at its early stage. The

challenge arises from the complicated behaviors of the actuators employed, the switching and

the transition involved in the actuation/motion, and the uncertainty of the system dynamics

during the entire microforming process. The dynamics and the hysteresis effects of magne-

tostrictive actuator can be excited, resulting in positioning errors of the workpiece during both

the trajectory tracking and the output transition phases. The rapid tracking-transition switching

is also accompanied with substantial variation of the system dynamics. Moreover, the process

control is further complicated by the use of multi-stage actuators and the augmentation of ultra-

sonic vibrations to the microforming process. In this chapter, a control framework integrating

iterative learning control and an optimal transition trajectory design along with feedforward-

feedback control is proposed to achieve high-speed and high-quality microforming. The effi-

cacy of the proposed control approach is demonstrated through experiments.
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3.1 Introduction

Micromachining has recently emerged as an important advanced manufacturing technology for

fabricating miniaturized products. Particularly, micromachining technology has been employed

for manufacturing products in a broad range of areas including MEMS [45], electronics [46],

medical devices [47], and bioengineering [48]. Compared toconventional manufacturing tech-

niques, micromachining possesses advantages in being ableto process a wider variety of mate-

rials, have a higher product accuracy, and machine parts of complex geometry shapes [49, 50].

To fully exploit these advantages, advanced control techniques are required to compensate for

the adverse effects existing in the manufacturing process, and take into account the motion and

positioning needs of different phases of the microforming process. Current work on microma-

chining process control, however, is still largely limitedto conventional proportional-integral-

derivative (PID) types of methods [51, 52]. In this chapter,the control of a desktop mciroma-

chining system based on a dual-stage magnetostrictive actuator is studied, and a framework of

advanced control techniques is developed to achieve both high quality and high efficiency in

the microforming process.

Advanced control technologies have become an indispensable part of micromachining sys-

tem. With the replacement of conventional electrical motors by smart actuators (such as the

magnetostrictive actuators) in the micromachining systems [53, 54], the need for advanced

control in micromachining becomes exigent. Compared to electrical motors, smart actuators

offer larger force output and higher bandwidth of motion with relatively smaller physical size,

thereby, becoming a better choice for attaining miniaturized footprint in desktop microma-

chining systems [55, 56]. However, due to the nonlinear hysteresis behavior coupled with the

vibrational dynamics of these actuators, additional control challenges arise [57]-[61]. These

smart-actuator-related adverse effects become more pronounced and can vary substantially

during high-speed, large-range motion — to achieve high-efficiency micromachining under

a broad range of operation conditions (e.g., machining bothsmall size and relatively large size

workpieces). Therefore, to fully exploit the advantages ofmicromachining systems, advanced

control techniques need to be developed.

In particular, high-speed, high-quality microforming processes demand the development of
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advanced control technologies. Although modeling of the hysteresis of smart actuators such as

magnetostrictive actuators has been addressed recently [60, 61], little work has been reported to

account for the positioning/motion needs of the entire microforming process [62]. In addition

to the hysteresis and dynamics effects of the magnetostrictive actuators employed, the system

dynamics and the operating conditions (i.e., the boundary conditions of the system dynamics)

can vary and shift substantially during different phases of the entire micromachining process

(e.g., from the pre-welding phase to the welding phase) [63,64], particularly when operating

on soft materials such as plastic. With these dramatic dynamics and hysteresis variations, it

becomes challenging to achieve precision positioning and motion control. For example, large

change of system dynamics occurs when engaging the workpieces to initiate the forming during

the pre-welding phase, or when the workpices are softened and then hardened during the weld-

ing phase. As a result, it becomes difficult to achieve rapid transition of the workpieces without

induced post-transition vibrations. Moreover, the need toquickly identify the pre-welding to

welding transition is further complicated by the noisy measurement during the microforming.

These challenges motivated this work.

The main contribution of the chapter is the development of a control framework for the

entire microforming process to achieve optimal high-speedmicroforming. First, a recently-

developed iterative control technique [17] is combined with the design of the transition tra-

jectory to achieve rapid engagement of the workpieces without inducing post-engagement os-

cillations. Then Kalman filtering is employed to rapidly detect and identify the pre-welding to

welding phase transition by accurately estimating the interaction force from the measured noisy

data. The identified condition of the pre-welding to weldingtransition is then utilized in the

design of the optimal transition trajectory based on the optimal output tracking of non-periodic

tracking-transition switching [27]. The obtained optimaltransition trajectory is then tracked

through a feedforward-feedback controller without post-transition oscillations. The proposed

control framework is illustrated by implementing it in the welding of two ABS plastic work-

pieces. The experimental control results and welded parts demonstrate the efficacy of the pro-

posed approach in achieving optimal high-speed microforming and a substantial improvement

of the welding quality.
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The chapter is organized as follows. In Section 3.2, the control objectives of the micro-

forming process are formulated, based on an analysis of the challenges involved in achieving

high-efficiency and high-quality microforming. In Section 3.3, the proposed control frame-

work is presented, and followed by the experimental implementation and results discussion in

Section 3.4. Our conclusion is given in Section 3.5.

3.2 Control Issues in the Dual-stage Microforming System

The dual-stage microforming system, as pictured in Fig. 3.1(a), utilizes two magnetostricitive

actuators in a dual-stage configuration to achieve precision motion control in both large-range

displacement (∼1 mm) and ultrasonic vibration (vibration amplitude: 1∼10 um). A six-bar

lever mechanism is designed and fabricated around the large-range magnetostrictive actuator

to generate the large-range motion (see Fig. 3.1 (b)), whilea high bandwidth magnetostrictive

actuator (called the small-range magnetostrictive actuator below) was employed to generate the

ultrasonic vibration. The large-range magnetostrictive actuator was designed and home-made

using a Terfenol-D transducer, and the strain response of the Terfenol-D was amplified by using

friction and backlash-free joints [65]. During the microforming process, the force exerted on the

workpieces, the displacement of the large-range motion, and the temperature of the Terfenol-D

transducer (for large-range motion) are measured using, respectively, a force sensor (KISTLER

9133B2), a capacitive sensor (CPL-190, LION Precision), and a thermometer (Fluke 50D K/J).

As the temperature varies significantly during high-speed,large-range microforming — due to

the large current passing through the coils of the Terfenol-D actuator, compressed air is injected

to cool down the large-range magnetostrictive actuator.

Precision control of the dual-stage micromachining systemis crucial to ensure both high

quality and high efficiency in microforming. As illustrated in Fig. 3.2, the microforming pro-

cess consists of the pre-welding phase and the welding phase. During the pre-welding phase,

the large-range actuation system needs to drive the workpiece holder to quickly engage the

workpieces to the horn tip without inducing post-engagement oscillations (workpiece holder

moves upward byh0 from Fig. 3.2 (a) to (b)). Once the two workpieces are engagedto the

titanium horn with the required force level (the required force level is workpiece dependent and
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Figure 3.2: The scheme of the microforming phases.

can be pre-determined via experiments), an ultrasonic vibration is applied to the workpiece at

its resonant frequency. Preliminary results showed that with the ultrasonic vibration in place,

welding is induced when the compression depth of the workpieces is maintained at a certain

displacement level (i.e. the holder moves to positionPf in Fig. 3.2 (b)). Due to the softening

effect of the ultrasonic vibration [66], the workpieces are further compressed (i.e. the holder at

positionPw in Fig. 3.2 (c)) and then start to join together. Once the welding starts, the horn-

workpiece interaction force drops rapidly, signifying thetransition from the pre-welding phase

to the welding one. Thus, to ensure the welding quality, the pre-welding to welding transition

needs to be quickly identified, which, in turn, requires thatthe interaction force and its gradient

must be accurately quantified during the pre-welding phase.As the horn could indent and pen-

etrate the welding workpieces, resulting in damage of the workpieces and the horn, it is crucial

to avoid post-transition oscillation right after the pre-welding to the welding phase transition

(as depicted in Fig. 3.2 (c)–(e)). During the welding process, to achieve the desired pene-

tration depth in the finished workpieces, the holder must be maintained at the position where
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the welding initially occurs (i.e.Pw in Fig. 3.2 (c)). However, the interaction force between

horn and workpiece continuously decreases as the welding continues, and the workpieces join

together and gradually detach from the horn. Finally, The welding phase and thereby the entire

microforming are terminated when the interaction force drops to zero in Fig. 3.2 (e). During

the entire welding process, the ultrasonic vibration also needs to be maintained at the resonant

frequency of the workpieces, in spite of significant variation of the resonant frequency due to

the softening of the workpieces during the microforming process.

Thus, in summary, the control objectives of the microforming process can be formulated

as:

O1 During the pre-welding phase, rapidly engage the workpieces to the titanium horn and

reach the forming positionPf without inducing post-engagement vibration of the work-

piece holder;

O2 During the pre-welding phase, quickly identify the pre-welding to welding phase transi-

tion by using the measured horn-workpiece interaction force;

O3 During the welding phase, rapidly transit the holder position back to the welding-start

positionPw, without inducing post-transition vibrations; then maintain the holder posi-

tion atPw in spite of continuous drop of the horn-workpiece interaction force that leads

to the loss of horn-workpiece contact;

O4 During the entire microforming process, rapidly identifythe resonant frequency of the

workpieces, then maintain the ultrasonic vibration closely around the resonant frequency.

We focus, in the following, on the first three objectives above — the fourth objective of

identifying and tracking the resonant frequency in ultrasonic vibration excitation has been ad-

dressed in our previous work [67].

3.3 Optimal High-Speed Motion Control Of Microforming Proc ess

In this chapter, we propose a control framework that integrates a recently-developed iterative

control technique [17] with Kalman filtering and the optimaltrajectory design for non-periodic

tracking-transition switching [27]. As depicted in Fig. 3.3, the iterative control technique is
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utilized to achieve rapid engagement of the workpieces without inducing post-engagment vi-

brations (O1), and the Kalman filter is employed to quickly detect the pre-welding to welding

transition (O2). Then an optimal transition trajectory design for nonperiodic tracking-transition

switching [27] is combined with feedforward-feedback to achieve rapid point-to-point output

transition during the welding process (O3).

Large range

actuation system
OTT 

controller-

MFDIIC

r +

Offline

ydes (jω)

y(jω)Kalman

filter

O1

O2

O3

Figure 3.3: The block diagram of the proposed control systemfor the microforming process.

3.3.1 Iterative learning control for rapid engagement in pre-welding

We propose to accurately track a pre-specified desired trajectory viaa priori iterative learning,

i.e., the ILC algorithm is applied in off-line iteration to achieve precision tracking of a given

desired trajectory with the workpieces loaded, and the converged iterative input is applied in

the microforming process with the workpieces replaced by a new pair. As the variation of the

workpieces is small, the effect of the workpiece variation is negligible as confirmed by our

preliminary results, i.e., the converged iterative input can be applied to batch-process the same

type of workpieces. Specifically, the following exponentially increasing/decreasing trajectory,

shown in Fig. 3.4, is chosen as the desired trajectory of the workpiece holder during the pre-

welding process,

d(t) =























d0 × u(t − T1)
(

1− e−k(t−T1)
)

, t ∈ [0, T/2],

d0 × u(T − T2 − t)
(

1− e−k(T−t−T2)
)

, t ∈ [T/2, T],
(3.1)

whered0 is the desired output displacement of the large-range actuation system at the forming

position,u(t) is the unit step function, andT denotes the time period pre-chosen to be large

enough for the whole pre-welding phase, i.e., an half of the period, T/2, shall be larger than the

duration of the pre-welding phase as only the first half of thetrajectory will be applied during

the microforming process (the second half of the trajectorywith a long and smooth transition
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to zero avoids unwanted oscillations caused by sudden change of the output). The exponential

coefficient k can be used along with the iterative control algorithm belowto achieve high-

speed engagement, i.e., the coefficient k can be adjusted by using, for example, the bi-section

algorithm in the iterative learning algorithm until the coefficientk cannot be further increased,

i.e., until the tracking error reaches the threshold value and cannot be further reduced.

0 T T- T
0

d(t)

1 2T

d 0

time

Figure 3.4: The exponentially increasing/decreasing trajectory designed for the pre-welding
phase.

The recently-developed modeling-free differential-inversion iterative control (MFDIIC) ap-

proach [68] is utilized to track the above desired trajectory,

u0( jω) = α × yd( jω), k = 0,

u1( jω) =
u0( jω)
y0( jω) × yd( jω), k = 1,

uk( jω) = uk−1( jω) + ρSβ
N
∑

i=1

(

βi
Iu,k−i ( jω)
Iy,k−i ( jω)

)

× ek−1( jω),

with N = 1, 2, · · · , k− 1, k ≥ 2,

ek( jω) = yd( jω) − yk( jω),

Iu,k( jω) = uk( jω) − uk−1( jω),

Iy,k( jω) = yk( jω) − yk−1( jω),

Sβ =
N
∑

k=1
βk

(3.2)

where ‘f ( jω)’ denotes the Fourier-transform of the signal ‘f (t)’, yk(·) is the output for the input

uk(·) during thekth iteration,yd( jω) is the desired output,α is a pre-chosen constant (e.g., the

DC-gain of the system),βi ∈ (0, 1) is the weighting factor, andρ ∈ (0, 1) is the coefficient

selected to ensure the convergence of the iteration. This data-driven algorithm explores all

the input-output responses of the system in the pastN iterations to update the control input

in current iteration, and the modeling error due to the use ofa fixedmodel in the ILC law–as

commonly employed in ILCs [69, 70]–is avoided. The iterative update of the system model
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not only obviates the pre-modeling process that can be time-consuming and prone to errors,

but also is robust in accounting for quasi-static system variations without tracking performance

tradeoff. This feature is particularly attractive for microformingas the dynamics of the large-

range actuation system changes substantially when the workpieces are engaged, whereas it is

practically infeasible to account for that change through re-modeling each time — in order to

maintain the tracking precision. Moreover, it has been demonstrated [17] that the MFDIIC

algorithm above can compensate for both the hysteresis and the dynamics effects of hysteresis-

dynamics systems including magnetostrictive actuator systems.

We realize that techniques such as the optimal state-transition technique [71], the optimal

output transition technique [29], or the input-shaping technique [72], might be employed for

the output transition during the pre-welding process. However, the dynamics of the large-range

actuation system can change significantly during the pre-welding phase due to the load change,

and thereby, severely limits the performance of these model-based approaches in practice. The

proposed MFDIIC method not only addresses this issue via iterations, but also achieves fast

and smooth engagement by adjusting the transition coefficient. The superior tracking per-

formance of the MFDIIC algorithm over feedback control has been clearly demonstrated in

experiments [17].

3.3.2 Kalman filtering approach to rapid detection of the pre-welding to welding

transition

Central to rapid identification of the pre-welding to the welding phase transition is to accurately

quantify the horn-workpiece interaction force online during the entire pre-welding process. We

propose to employ the Kalman filtering to optimally estimatethe force [73],

x̂[k] = (A−G[k]CA)x̂[k− 1] +G[k]m[k], (3.3)

where

A =























0 1

0 0























,C =
[

1 0
]

, (3.4)

m[k] is the measured force, and the Kalman gainG[k] is given by

G[k] = Pf [k]CT
(

CPf [k]CT + R
)−1
, (3.5)
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with the estimation error covariancePf [k] given by the following Algebraic Riccati equation

Pf [k] = APf [k − 1]AT + Q

−APf [k − 1]CT
(

CPf [k− 1]CT + R
)−1

CPf [k − 1]AT [k− 1], (3.6)

whereQ andR are the process noise covariance and the covariance of the force/displacement

measurement noise, respectively, both of which can be experimentally quantified.

To identify the phase transition, the gradient of the interaction force w.r.t. time, i.e., the

force drop, is estimated in discrete-time domain by using the above estimated force values over

successive time periods of chosen duration via, e.g., the Euler method. Then the pre-welding to

welding transition instant is identified as the first time instant at which the detected force drop

is larger than the threshold value. For given materials to bewelded, the threshold value can be

determineda priori through experiments (see Sec. 3.4.1 below).

Similarly, the Kalman filter is also designed to optimally estimate the displacement and

velocity of the large-range motion from the measured sensordata. Particularly, the estimated

displacement and velocity values at the pre-welding to welding transition instant specify the

boundary conditions for the optimal output transition trajectory design below.

3.3.3 Optimal transition trajectory design and tracking in welding process

Once the pre-welding to welding transition instant is identified, rapid pre-welding to welding

phase transition is achieved by combining the feedforward-feedback control with the recently-

developed optimal transition trajectory design for non-periodic tracking-transition switching [27].

As the total transition time (from the identified starting instant of the transition to the instant

when the workpiece holder moves back to the welding-start position Pw) is rather short, and

the output transition range is small, the hysteresis effect, the creep effect and the system varia-

tion are small. Therefore, the large-range actuation system during the transition period can be

adequately modeled as a linear time invariant (LTI) system,

ẋ = Ax+ Bu, y = Cx, (3.7)

with the input and output,u(·), y(·) ∈ ℜ, the statex(·) ∈ ℜn, and a relative degree ofr [74]. For

mechanical systems such as the large-range actuation system here, the relative degree r= 2. The
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optimal transition trajectory is obtained by transformingthe system via the state transformation

T






















ξ(t)

ηs(t)










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



= T x(t) =






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


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Tξ
Tη
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
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
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x(t) (3.8)

into the output tracking form,

ξ̇(t) = Iupξ(t) + Bξy(r)(t)

η̇(t) = Aηηs(t) + BηY(t)

Iup =








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

0 E

0 0
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
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r×r
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
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

r×1

,

(3.9)

whereE denotes a (r − 1)× (r − 1) identity matrix,ξ = Tξx(t) is the vector of the output and its

derivatives,

ξ(t) = [y(t), ẏ(t), · · · , d
r−1yk

dtr−1
]T ,

andη(t) are the internal dynamics states.

Then the optimal transition output is obtained by first, stabilizing the output subdynam-

ics (3.9) with the following static state-feedback controller Hξ

y(r)(t) = Hξξ(t) + γ(t)

to arrive at

ξ̇(t) = (Iup+ BξHξ)ξ(t) + Bξγ(t) (3.10)

, Âξξ(t) + Bξγ(t)

and secondly, minimizing the following cost function to obtain the optimal input gainγ∗,

min
γ(·)

(T, γ) = min
γ(·)

∫ t f

ti
γ(τ)TRγγ(τ)dτ

= min
γ(·)

∫ t f

ti
(YTHT

Y
)Rγ(HYY)dτ

= min
γ(·)

∫ t f

ti
YT(τ)RγY(τ)dτ

where HY = [−Hξ 1], Y = [ξd(t) dr yd
dtr (t)]T .

(3.11)
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With the given boundary conditions, i.e., the desired output and its derivatives right before

and after the transition,ξd(ti) and ξd(t f ), respectively, the optimal inputγ∗(·) can be readily

obtained as [71]

γ∗(t) = R−1
γ BT

ξ
eÂT
ξ

(t f −t)g−1(T)
[

ξd(t f ) − eÂξ(T1−ti )ξd(ti)
]

,

for t ∈ [ti , t f ],
(3.12)

whereg(T) is the controllability Grammian,

g(T) =
∫ T

0
eÂξ(T−τ)BξR

−1
γ BT

ξ e
ÂT
ξ

(T−τ)dτ, (3.13)

and the optimal output transition trajectory is obtained byflowing the stabilized output subdy-

namics Eq. (3.10) forward with the aboveγ∗ as the input. Note that the initial boundary con-

dition, ξd(ti ), i.e., the displacement and the velocity of the large-range motion at the identified

pre-welding to welding transition instant, are estimated by using the measured displacement

via the Kalman filter; and the final boundary conditions,ξd(t f ), are obtained by setting the dis-

placement,yd(t f ) the same asyd(ti) of the initial boundary condition, and the derivative, ˙yd(t f ),

at zero as required inO2.

The above optimal transition trajectory design achieves smooth output transition without

inducing post-transition oscillations. Compared to otherapproaches to output transition such

as the optimal output transition technique that minimizes the input energy [29], the method

above directly minimizes the output energy (see Eq. 3.11), thereby avoiding oscillations in the

trajectory designed, particularly for systems of dynamicswith lightly-damped resonant peaks.

The corresponding control input that tracks the desired transition trajectory without inducing

post-transition oscillations can be obtained by using the previewed stable-inversion approach

(see [28] for details). Finding such an input, however, requires an accurate dynamics model

of the large-range actuation system. Contrarily the above optimal transition trajectory design,

only requires the relative degree of the system to be known, and hence, the transition trajectory

can be easily redesigned even when the relative degree changes due to, for example, the re-

configuration of the system. Rather than finding the model of the large-range actuation system

(prone to uncertainties and measurement noise), we proposeto utilize feedforward-feedback

control to track the designed transition trajectory.
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3.3.4 Desired output transition trajectory tracking

A feedforward-feedback two-degree-of-freedom controller (see Fig. 3.5) is employed to track

the optimal transition trajectory designed above to achieve a smooth pre-welding to welding

phase transition. For simplicity and robustness, the 2DOF controller combines PI feedback

control with DC-Gain feedforward control, i.e., the feedforward input is obtained by scaling the

desired output trajectory by the DC gain of the large-range actuation system. As the boundary

conditions of the transition are measured online and unknown a priori, the optimal transition

trajectory needs to be designed online. Thus, such a 2DOF control structure not only eases

the implementation of the online design of the optimal transition trajectory, but also accounts

for the uncertainty of the large-range actuation system dynamics via feedback while exploiting

feedforward for trajectory tracking.

Large-range 
actuation systemPI

+
+

-

G0

-1

ydes(jω)

Figure 3.5: The feedforward-feedback controller employedto track the optimal transition tra-
jectory during the pre-welding to welding phase transition.

3.4 EXPERIMENTAL IMPLEMENTATION

In this section, the proposed control framework is applied to the dual-stage microforming sys-

tem in Fig. 3.1. The experimental results are presented and discussed below to illustrate the

proposed control framework in achieving the three identified control objectives (see Sec. 3.2)

in the entire microforming process.

High-speed tracking in pre-welding phase

We started by specifying the desired transition trajectoryfor the pre-welding phase first (see

Eq. (3.1)). Based on the preliminary work, the following exponential trajectory was chosen as

the desired trajectory,

d(t) =























78× u(t − 0.05)
(

1− e−k(t−0.05)
)

, t ∈ [0, 2.05],

78× u(4.05− t)
(

1− ek(t−4.05)
)

, t ∈ [2.05, 4.1],
(3.14)
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where the desired forming position at 78µm was chosen based on the preliminary results, so

were the total transition period of 4.1 seconds, and the preactuation and postactuation time of

0.05 second respectively, as the preliminary work indicated that the welding occured within

2 seconds after the microforming process started, and 0.05 second was long enough for the

MFDIIC algorithm to achieve accurate tracking without the finite pre- and post- actuation time

effect [27, 75]. Such a desired trajectory was tracked by using the MFDIIC algorithm iteratively

offline with the horn-workpiece contact, and the tracking of theabove transition trajectory with

exponential coefficient k = 15 obtained by using the MFDIIC technique (after 10 iterations)

is shown in Fig. 3.6, which clearly demonstrated that the MFDIIC technique was capable of

compensating for both the dynamics and hysteresis effects of the large-range actuation system,

and arriving at precision trajectory tracking — the relative RMS tracking error was at 2.94%

(see Fig. 3.6 (b)). As a result, the workpieces were rapidly engaged to the horn at the form-

ing position without post-engagement vibrations. The engagement of the workpieces achieved

by applying the above converged input in the microforming process is compared to that ob-

tained by tracking a ramp transition signal in Fig. 3.7. Whenusing the proposed approach,

the overshoot was reduced by 4 times (from 6.7% to 1.6%), the settling time was reduced by

over 100% (from 0.6 sec. to 0.28 sec.) with the tracking errorreduced by over 3 times (from

9.43% to 2.94%), and the RMS error was reduced by 3 times (from9.43% to 3.99%). Thus,

the experimental results validated the proposed approach for achieving high-speed pre-welding

engagement without inducing post-engagement vibrations.
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Figure 3.6: The tracking results of the desired trajectory during the pre-welding phase.
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Figure 3.7: The comparison between the output displacements obtained by the desired input
and by the ramp signal input during the pre-welding phase.

3.4.1 Kalman-filtering of force and displacement estimation

To design the Kalman filter to optimally estimate the horn-workpiece interaction force and

the workpiece holder displacement/velocity, the following noise covariances of the force and

displacement measurements were estimated based on the measured values,

Qf orce =
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(3.15)

The measured force, displacement, and velocity signals of the large-range motion (’Mea-

sured’) are compared with the estimated values by the Kalmanfilter (’Kalman Filter Output’)

in Fig. 3.8 (a), (b), and (c), respectively. Clearly, the accuracy of the estimated force, displace-

ment and velocity of the large-range motion were substantially improved from their measured

values, respectively.

Next, to identify the pre-welding to welding phase transition, the estimated force values

were employed to quantify the force gradient based on the averaged value of the measured

force data in every 200 ms. The estimated force drop was compared to the threshold value

of 1 N (both the time period of 200 ms and the threshold of 1 N were estimated based on

the preliminary work). The first time instant of over 1 N forcedrop was identified as the pre-

welding to welding phase transition instant. Furthermore,the values of the estimated workpiece

holder displacement and velocity at that time instant were registered as the boundary conditions
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in the design of the optimal output transition trajectory for the pre-welding to welding phase

transition below.
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Figure 3.8: Comparison of (a) force applied to the workpieces; (b)large-range motion displace-
ment, and (c) velocity before (‘Measured’) and after (‘Kalman Filter Output’) being passed the
through Kalman filter.

3.4.2 Optimal pre-welding to welding transition

First, the desired trajectory for the pre-welding to welding phase transition was designed by us-

ing the optimal transition trajectory design for non-periodic tracking-transition switching [27].
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To identify the relative degree of the system for the optimaltransition trajectory design and

better evaluate the performance of the entire actuation control system, the Bode plot of the

closed-loop large-range motion actuation system with a PI controller was measured and fitted

by using MATLAB, as shown in Fig. 3.9. The system dynamics waswell approximated by a

dynamics model of a relative degree of two with poles and zeros listed in Table 3.1. The DC

Gain of the system was measured at 0.32.
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Figure 3.9: The frequency response of the closed-loop large-range actuation system.

Table 3.1: Zeros and Poles of the closed-loop unloaded large-range actuation system
Zeros -308.79,233.68,-8.17±166.25i
Poles -28.02±259.24i, -8.54±137i, -34.56±56.27i

Based on the measured frequency response of the closed-looplarge-range actuation sys-

tem, three transition times (T= 1, 0.5, 0.25 sec) were selected for simulation based on the

boundary conditions obtained in experiments withyd(ti ) = 100.1 um, ẏd(ti) = 2.13 um/sec.

The simulation results of the optimal transition trajectory during the pre-welding to welding

phase transition are plotted in Fig. 3.10. It was noted that the output displacement magnitude

increased as the transition time decreased. To accommodatethe entire microforming dura-

tion (2 seconds) (as around 1 second was also required for theengagement of the workpieces)

with moderate displacement magnitude, 0.5 seconds was selected as the transition time in the

optimal output transition trajectory design in experiments.
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Figure 3.11: Comparison of the force obtained by implementing (a) the proposed control tech-
niques, and (b) PI feedback control only throughout the microforming process.

3.4.3 Implementation in microforming process and welding results comparison

The proposed control framework was implemented in the microforming process to weld to-

gether two square pieces of ABS plastics each of 0.5 mm thickness. The objective was to

achieve penetration depth below 150 um with a smooth and well-defined round finish sur-

face. For comparison, a pair of the same type of workpieces were also welded by using the

PI feedback control only without using the designed optimaltransition trajectory during the

pre-welding to the welding phase transition. The interaction force applied during the entire

microforming process when using these two control methods are compared in Fig. 3.11, and

the corresponding output displacement of the large-range actuation system are compared in

Fig. 3.12. The image of the welded workpieces obtained by using the proposed method is also

compared to those obtained by using the PI feedback control only in Fig. 3.13, respectively.

The experimental results demonstrated that the control objectives in Section 3.2 were achieved
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Figure 3.12: Comparison of the displacement obtained by implementing (a) the proposed con-
trol techniques, and (b) PI feedback control only throughout the microforming process.

(a) (b) (c)

Figure 3.13: Images of the welded workpieces (a) obtained byusing the proposed control
framework with the desired welded quality; compared to by using PI feedback control only
that resulted in (b) excessively deep penetration or (c) burrs (shown by breaking the two welded
pieces apart afterwards).

by the proposed control techniques. As shown by the interaction force in Fig. 3.11 (a), the force

was accurately estimated from the measured data in spite of the presence of the measurement

noise and the ultrasonic vibration. The time instant of the force dropti was accurately identified

(around 0.87 sec), and a gradual interaction force decreasewas observed until the final time in-

stant of the transitiont f (around 1.37 sec). From the output displacement of the large-range

actuation system shown in Fig. 3.12 (a), it was noted that theworkpieces were quickly engaged

to the horn tip and settled down within the engagement timet1 (around 0.29 sec). After the

welding started at the identified transition instantti , the output displacement of the large-range

actuation system, and thus the workpiece holder were pulledback to the welding-start posi-

tion (around 100.1 um) from the time instantti to t f by tracking the optimal output transition

trajectory during the pre-welding to the welding phase transition. The output displacement of

the large-range actuation system also well matched the optimal transition trajectory obtained

by simulation, as shown in Fig. 3.12 (a). The effectiveness of the achieved control objectives
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was also reflected from the image of the welded workpieces illustrated in Fig. 3.13 (a), where

the desired penetration depth around 120 um was achieved. Onthe contrary, when only the

PI feedback control was used during the pre-welding to the welding phase transition, a sharp

jump was observed in the measured force during the pre-welding to welding transition (see

Fig. 3.11 (b)), and correspondingly the output displacement of the large-range actuation system

increased dramatically (see Fig. 3.12 (b)). Such a performance improvement of the proposed

control framework was also clearly reflected by the welded workpieces obtained: As shown in

Fig. 3.13 (b) and (c), the excessively large displacement output and sudden jump of the force

applied resulted in an overly deep penetration and irregular burrs at the edge of the welding

areas of the workpieces when using the PI feedback control alone (In Fig. 3.12 (c), the two

welded pieces could easily be broken apart to show the burrs). We have been investigating in a

separate study to understand the relationship between the penetration of the weld and the bond

strength — a complex phenomenon of melting and bonding of polymeric chains. It was found

that there exists a minimum critical penetration required for reasonable strength, as well as a

peak penetration beyond which no additional strength or in some cases a weaker strength is ob-

tained [76]. For the 0.5 mm thick ABS plastic, when the engagement force is below 90 N, the

peak penetration must be constrained to be below 150 um. However, a penetration over 175 um

was generated by the PI feedback control alone as in Fig. 3.12(b). Whereas by using the pro-

posed control technique, the penetration depth below 120 umwas achieved as in Fig. 3.12 (a).

The obtained welded pieces had smooth and well-defined roundwelding edge, and the welding

depth was close to the desired value. Therefore, the experimental results clearly illustrated the

proposed control framework in achieving high-speed, high-quality microforming.

3.5 CONCLUSION

Optimal high-speed microforming was achieved through the development of a control frame-

work for the entire microforming process. By combining desired trajectory design with a re-

cently developed iterative control technique, the workpieces were rapidly engaged without in-

ducing post-engagment vibrations. The pre-welding to welding phase transition was quickly

identified through an optimal estimation of the force drop using Kalman filtering technique. An
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optimal output trajectory was designed based on the optimaloutput tracking-transition switch-

ing method for the pre-welding to welding phase transition.The optimal output transition

trajectory was computed online and tracked by a 2DOF feedforward-feedback controller. The

experimental results demonstrated the efficacy of the proposed control techniques through the

comparisons of both output tracking results and with the welded workpieces obtained.
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Chapter 4

Mechanical-plowing-based high-speed patterning on hard material

via advanced-control and ultrasonic probe vibration

abstract

In this chapter, we present a high-speed direct pattern fabrication on hard material (e.g., a

tungsten-coated quartz substrate) via mechanical plowing. Compared to other probe-based

nanolithography techniques based on chemical- and/or physical- reactions (e.g., the Dip-pen

technique), mechanical plowing is meritorious for its low cost, ease of process control, and

wide varieties of materials beyond conductive and/or soft materials to work with. However, di-

rect patterning on hard material faces two daunting challenges. First, the patterning throughput

is ultimately hindered by the “writing” (plowing) speed, which, in turn, is limited by the adverse

effects that can be excited/induced during high-speed, and/or large-range plowing, including the

vibrational dynamics of the actuation system (the piezoelectric actuator, the cantilever, and the

mechanical fixture connecting the cantilever to the actuator), the dynamic cross-axis coupling

between different motion axes, and the hysteresis and drift effects related to the piezoelec-

tric actuators. Secondly, it is very challenging to directly pattern in ultra-hard materials via

plowing. Even with stiff probe of hardest material (diamond), the line depth of the pattern via

continuous plowing on ultra-hard materials such as tungsten, is rather small (< 0.5 nm) and

hardly of any practical usage, particularly when the “writing” speed becomes high. To over-

come these two challenges, we propose to utilize a novel iterative learning control technique to

achieve precision tracking of the desired pattern during high-speed, large-range plowing, and

introduce ultrasonic vibration of the probe in the normal (vertical) direction during the plowing

process to enable direct patterning in ultra hard materials. The proposed approach was imple-

mented to directly fabricate patterns on a mask with tungsten coating and quartz substrate. The

experimental results demonstrated that a large-size pattern of four grooves (20µm in length
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with 300 nm spacing between lines) can be fabricated at a highspeed at∼5 mm/sec, with the

line width and the line depth at∼95 nm and 2 nm, respectively. A fine pattern of the word

‘NANO’ is also fabricated at the speed of∼5 mm/sec. Such a high-speed direct mask pattern-

ing with nanoscale line width and depth demonstrates the potential of the proposed technique

for strategic-important areas such as mask lithography in semiconductor industry.

4.1 Introduction

This chapter presents an approach to achieve high-speed direct patterning on hard materials

via advanced-control and ultrasonic-vibration-assistedmechanical plowing using an atomic

force microscope (AFM). As the material removing process involved in mechanical plowing

is much simpler than other probe-based nanolithography (PBN) methods that rely on physi-

cal [77] and/or chemical reactions [78], mechanical plowing — compared to those PBN meth-

ods — tends to not only cost less in both equipment and operation, but also have less com-

plexity in the process control. Moreover, those physical- and/or chemical-reaction based PBN

techniques [79, 80] are mainly limited to conductive and/or soft materials, thereby cannot be

employed for direct patterning on hard material. Whereas a much larger variety of materials,

ranging from polymers [30] to metals [16], can be directly patterned by using mechanical plow-

ing. Particularly, the direct patterning on hard materialsfinds applications in a wide range of

areas including nanoelectronics [81] and nanomachining [82]. Therefore, mechanical plowing

is a promising PBN technique for direct patterning on hard materials.

Challenges, however, need to be addressed to achieve high-speed patterning on hard mate-

rial using mechanical plowing. One of the main challenges isto maintain precision positioning

of the cantilever probe with respect to the sample surface during the patterning process at high

speeds, particularly when the fabrication size becomes relatively large. Like in other PBN pro-

cesses, the dynamics of the actuation system, from the piezoelectric actuators to the mechanical

fixture (of the cantilever) and then to the cantilever, can beexcited when the plowing is at high

speeds, resulting in pattern distortions [13]. More pattern distortions can be induced when the

fabrication size is increased towards the full displacement range of the piezo actuators, and

the hysteresis effect of the piezo actuators becomes more pronounced [14, 15].To address
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these adverse effects in the high-speed PBN, piezo actuators with large bandwidth and/or ac-

tuators with high performance have been exploited to increase the operation speed [83, 84].

The increase of bandwidth, however, resulted in a smaller displacement (motion) range [85],

and the high performance actuator is inevitably accompanied with a cost increase. Moreover,

cross-axis coupling exists in positioning between different axes during 3-D PBN process, due

to the misalignment (albeit small) of the piezo actuators and/or positioning sensors [16, 15].

The patterning quality (line width and/or depth) can also be adversely effected by the pattern

geometry and fabrication direction, especially when the fabrication is along with or perpendic-

ular to the longitudinal direction of the probe [86]. Therefore, it is crucial to maintain precision

probe-sample positioning during the high-speed PBN process.

Further challenge in mechanical plowing arises when fabricating on hard material. Note

that while physical- and/or chemical- reactions based PBN techniques [79, 80] are limited

to soft materials (e.g., polymers [79]) and/or conductive materials (e.g., polyimide (PI) lang-

muirblodgett (LB) films [80]), and/or require significant additional instrument (e.g., laser)to

be augmented to the AFM platform, mechanical plowing provides a conceptually-simple and

cost-effective means to pattern a wide variety of materials, rangingfrom polymers [79, 30] to

inorganic compounds [87] and metals like gold [16]. As the hardness of material increases,

however, it becomes increasingly difficult to pattern (indent) on those materials, even with

the hardest probe available (diamond probe). This difficulty might be alleviated by repeatedly

plowing the same pattern [16]. The pattern quality (line width and uniformity of line depth),

however, can be degraded as it is very challenging to reposition the probe exactly along the

same path (with nanometer to sub-nanometer precision), particularly when plowing at high-

speed and/or large range. Moreover, such an approach becomes ineffective for ultra hard mate-

rials such as tungsten or chromium. Therefore, there is a need to develop techniques to enable

mechanical plowing for high-speed, large-range patterning on hard materials.

In this work, we present an approach that integrates advanced control with ultrasonic-

vibration of the probe to enable mechanical plowing for high-speed patterning on hard ma-

terials. A data-driven, differential-inversion iterative control (MFDIIC) algorithmis proposed

to account for both the hysteresis and the vibrational dynamics effects during the high-speed,



51

large range PBN process. The MFDIIC is also utilized to compensate for the cross-axis dy-

namics coupling in multi-axis fabrication process. Moreover, ultrasonic vibration of the probe

in the normal (vertical) direction is augmented to the motion of the probe during the plowing

process [30]. The normal ultrasonic-vibration of the probesubstantially increases the impact

(from the probe) on the sample surface, thereby enabling indentation (plowing) on hard ma-

terial. The proposed approach is implemented to fabricate patterns of large size (60 um) on a

tungsten coated mask (with quartz as the substrate). The experimental results showed that a

plowing speed as high as∼5 mm/sec can be achieved with the patterned line width and line

depth at 95 nm and 2 nm, respectively.

The proposed approach possesses unique advantages for high-speed direct patterning on

hard materials. Unlike the “Dip-pen”(DPN) [78] and other reaction-based PBN techniques [88]

that are limited to soft samples only (e.g., polymers), the presented technique is capable of di-

rectly fabricating patterns on hard samples (e.g., metal surface), thereby, opens the door to

applications for nanopatterns and nanodevices of hard materials. For example, direct pattern-

ing on tungsten coated mask presented in this work demonstrated the feasibility of the proposed

technique for mask lithography: Not only both the patterning speed and pattern quality (line

width) compare well with those obtained using electronic beam (E-beam) lithography, but also

the proposed technique avoids the step to generate pattern on polymer layer first as needed in

the E-beam lithography [89]. Moreover, the equipment cost of AFM is only a small fraction of

that of an E-beam system. We also note that ultrasonic vibration has been explored at macro-

and meso- scale machining [67], and has also been recently employed in mechanical plowing

PBN [30]. However, unlike the work in Ref. [5] that is limitedto soft polymer and low pat-

terning speed, the proposed approach achieves direct patterning on hard materials of Young’s

modulus over 130 times higher (than the polymer sample employed in Ref. [5] , 411 GPa vs 3

GPa in Ref. [5] ), with “writing” speed over 200 times faster (than that reported in Ref. [5] ,

5 mm/sec vs. 20µm/sec in Ref. [5] ). Therefore, the proposed technique moves the PBN

technology forward towards its application in strategic important areas such as semiconductor

lithography.
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4.2 Ultrasonic-vibration-assisted nanolithography by mechanical plowing using

AFM

4.2.1 Ultrasonic-vibration-assisted AFM-based nanolithography by mechanical

plowing

In the ultrasonic-vibration-assisted nanolithography via mechanical plowing, the probe of a

cantilever (with a large spring constant) is pushed againstthe sample surface under a static force

load, while the probe is vibrating vertically under an ultrasonic vibration drive (see FIG. 4.1).

The static load needs to be selected at an appropriate level so that a stable vibration of the probe

on the sample surface is maintained during the plowing process.

Figure 4.1: Schematic diagram of vertical ultrasonic vibration assisted lithography process.

4.2.2 Modeling-free iterative learning method for precision tracking of probe

motion

Central to high-speed PBN is to achieve precision tracking in all x, y, andzaxes simultaneously

during the fabrication process. During multi-axis motion of the probe, however, the positioning

accuracy of the probe relative to the sample could be distorted by the nonlinear hysteresis of the

piezo actuators [13], and the vibrational dynamics of the piezo actuators and the mechanical

fixture (from the cantilever to the piezo actuator) [15]. Significant dynamics variation can also

be induced by effects such as the aging of the piezo actuators, and change of parts (e.g., re-

placement of the cantilever). Moreover, the dynamics coupling between different axes motions

exists and becomes prominent when the fabrication speed increases [15]. As these adverse
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effects could severely reduce the tracking precision of the piezo actuators, resulting in pat-

tern distortion directly, they must be compensated for in high-speed, large-range probe-based

nanolithography.

In this chapter, we propose a data-driven, differential-inversion iterative control (MFDIIC)

approach to address the above adverse effects. The MFDIIC algorithm is given below in the

frequency domain as,

u0( jω) = α × ydes( jω), k = 0,

u1( jω) =
u0( jω)
y0( jω)

× ydes( jω), k = 1,

uk( jω) = uk−1( jω) +
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with N = 1, 2, · · · , k− 1, k ≥ 2,

ek−1( jω) = ydes( jω) − yk−1( jω),

eu,N−i( jω) = uN−i( jω) − uN−i−1( jω),

ey,N−i ( jω) = yk−i ( jω) − yN−i−1( jω)

(4.1)

where ‘f ( jω)’ denotes the Fourier-transform of the signal ‘f (t)’, andyk(·) is the system output

for the inputuk(·) during thekth iteration. α is a pre-chosen constant (e.g., the DC-gain of the

piezo-actuation system of the AFM), andβ ∈ (0, 1) andρ ∈ (0, 1) are coefficients selected

to ensure the convergence of the iteration. We note that whenchoosingN = 1 andρ = 1 in

Eq. (5.1), the MFDIIC algorithm reduces to that proposed in Ref. [22].

The above MFDIIC improves over the modeling-free inversion-based iterative control (MFIIC)

algorithm proposed in Ref. [20] by exploring the input-output (tracking) data of not only the

last iteration, but the pastN iterations to update/correct the control input for the current itera-

tion (the efficacy of the MFIIC algorithm for various nanopositioning applications have been

demonstrated [16, 91, 92]): Through a weighted averaging process, the non-repeated part of the

input error (i.e., of random behavior) is “washed” out, while the repeated part is “integrated”

and thereby, can be accounted for more efficiently. The effect of the past tracking (on the cur-

rent control input) can be adjusted through the “forgettingfactor” e−βi , and the amplification
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mechanism is further enhanced through the use of the ratio ofthe input and output differences.

Note that the update of the control input is applied in the “tractable” frequency region, i.e., the

frequency region where the frequency components of the desired output can be tracked, and the

control input is set to zero at frequencies outside the “tractable” region. Although the control

law can be readily applied to the tracking inx- andy-axis directions, care needs to be taken

for thez-axis tracking as the normal ultrasonic vibration may interfere and distort the tracking

(see FIG. 4.2). To avoid such an interference, thez-axis output (i.e., the cantilever deflection) is

passed through an analog low-pass filter (LPF, see FIG. 4.3) with the cut-off frequency higher

than the “tractable” frequency region but lower than those related to the ultrasonic vibration.

The filteredz-axis output is then treated as the measured output in the MFDIIC law. Finally,

a digital proportional-integral (PI) feedback controlleris employed to account for the drift of

cantilever probe (i.e., the deflection signal) caused by issues such as the creep of the piezo

actuator (see FIG. 4.3).
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Figure 4.2: Desired deflection trajectory during mechanical plowing process.

4.2.3 Multi-axis trajectory tracking in 3D probe-based nanolithography

The dynamics coupling effect in 3D nanolithography arises from adverse effects such as the

misalignment (albeit small) of the piezo actuators in different axes (see FIG. 4.4). Compensat-

ing for the cross-axis dynamics coupling is important in nanolithography [15], as the in-plane

dynamics coupling (betweenx- andy- axes) will directly affect the precision of the pattern ge-

ometry, and the out-of-plane dynamics coupling (fromx- andy- axes toz-axis) will affect both

the line width and the line depth. Moreover, the regularity and the uniformity of the line width

and depth could also be distorted by the dynamics coupling, especially when the plowing is at

high speeds or high rates (relative to the resonant frequency of the piezo actuators). Therefore,

the cross-axis dynamics coupling needs to be compensated for in PBN process.
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Figure 4.3: MFDIIC scheme to track the desired output trajectory in (a)x andy directions; and
(b) zdirection in the proposed nanofabrication process.
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Figure 4.4: Schematic diagram of vertical ultrasonic vibration assisted lithography process.

In this chapter, the MFDIIC algorithm is utilized to compensate for the cross-axis dynamics

coupling effect. The idea is to, first, identify the dynamics coupling caused output in one axis

from the other two axes, e.g., output in thei axis caused by coupling from axesj andk, yi j ( jω)

and yik( jω), and then, modify the desired trajectory of that axis, e.g., modify yi,d( jω). The

coupling caused output,yi j ( jω) andyik( jω), are identified by applying the MFDIIC algorithm

to axis j or axisk alone to track the desired trajectory of the respective axisseparately, and

the modified desired trajectory, ˆyi,dm, is obtained by subtractingyi j ( jω) andyik( jω) from the

original desired trajectory of axisi, yi,d( jω), i.e.,
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yi j ( jω) = u j,d( jω) ×Gi j ( jω)

yik( jω) = uk,d( jω) ×Gik( jω)

ŷi,dm( jω) = yi,d( jω) − yi j ( jω) − yik( jω)

(4.2)

The MFDIIC algorithm is then utilized again to track the modified desired trajectory in axis

i only and obtain the desired inputui,d( jω). Finally, the desired inputs of the three axes are

applied simultaneously during the plowing process.

4.3 Experimental implementation: high-speed direct patterning on tungsten-

coated mask

4.3.1 Experimental setup and objectives

In this work, an AFM system (Dimension Icon, Bruker) along with diamond-coated probes

(DDESP-10, Bruker) was used to directly fabricate patternson tungsten coated quartz mask

(coating thickness: 5 nm). The nominal tip radius and probe height were at 35 nm and 10∼15

µm, respectively, and the spring constant and the fundamental resonant frequency of the can-

tilever (made of antimony doped silicon) were at 42 N/m and 320 kHz. The patterns were

fabricated by using the cantilever probe to directly plow onthe sample under a pre-chosen

static force load. Then the pattern generated was immediately imaged in contact-mode by us-

ing the same probe. All the control input signals were generated and applied by using a Matlab

xPC-target package along with a data acquisition system. Inaddition, a 3rd-order Butterworth

analog filter with cutoff frequency at 10 kHz was designed to filter the measured deflection

signal. The MFDIIC algorithm was implemented for the first order case, i.e.,N = 1 in Eq. (5.1)

with ρ = 1 as in Ref. [22].

To evaluate and demonstrate the efficacy of the proposed approach in direct mask lithogra-

phy, the patterns fabricated by using the proposed method were compared with those obtained

without using control techniques and those obtained without probe ultrasonic vibration at dif-

ferent plowing speeds. First, a grating of four 20µm long grooves was chosen as the desired
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pattern to be fabricated on the sample, and the fabrication direction was along they axis. Then,

the word ‘NANO’ was fabricated by the same process. Three different patterning rates were

tested, 2 Hz, 31 Hz and 70 Hz, where the patterning rate was defined as the reciprocal of the

entire time to traverse the entire pattern once. The corresponding average speed was at∼0.15

mm/sec,∼2.5 mm/sec and∼5 mm/sec, respectively. The desired trajectories of the three axes

for the groove pattern are plotted in FIG. 4.5.
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Figure 4.5: Desired motion trajectories in (a)x axis; (b)y axis; and (c)zaxis.

4.3.2 Tracking results and discussion

To compensate for the cross-axis dynamics coupling effect, the coupling caused extraneous

output displacement in the three axes were quantified by tracking the trajectory using the 1st-

order MFDIIC algorithm in one axis and measuring the displacements in the other two axes,

shown in FIG. 4.6 for the patterning rate of 31 Hz. It was observed that among the three

dynamics-couplings, they-to-x and y-to-z dynamics-coupling were much more pronounced

than that fromx or z axis to the other two axes. As a result, when the trajectory iny axis

was tracked, large coupling-caused displacement were induced in the other two axes — 25%

and 33.3% of the desiredx-axis andz-axis displacements, respectively. We also observed that

the dynamics coupling effect from x axis to z axis was about 6% of the size of thez-axis
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Figure 4.6: Cross-axis dynamics-coupling caused output: (a) from y-axis tox andz axes; (b)
from x-axis toy andzaxes; and (c) fromz-axis tox andy axes.

desired trajectory. Hence, they-to-x, y-to-z, andx-to-z dynamics-coupling effects needed to be

compensated for in this experiment.

They-to-x coupling effect was compensated for by measuring the coupled output inx andz

axes when precision tracking in they-axis was achieved (the 2-norm tracking error was below

5%) by using the 1st-order MFDIIC algorithm, and tracking the modified desired trajectory

in both x axis andz axis, respectively. Thex-to-z andy-to-z coupling effects were accounted

for similarly with thez-axis modified desired trajectory obtained by subtracting the measured

x-to-zandy-to-zcoupling outputs from the originalz-axis desired trajectory. In order to reduce

the measurement noise effect, the (modified) desired trajectory was duplicated five times and

tracked during the iteration process. The output measured in each iteration was then averaged

over the five periods, and the averaged output of one period was used in the MFDIIC algo-

rithm to obtain the input for the next iteration. This duplication-averaging process substantially

reduced the effect caused by the repeatable part of the disturbances like noise [91].

The tracking results shown in FIG. 4.7 demonstrate the efficacy of the proposed MFDIIC
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Figure 4.7: The tracking results and errors of the trajectories along (a1)(a2)x axis; (b1)(b2)y
axis; and (c1)(c2)zaxis by compensating for the cross-axis dynamics-couplingeffect when the
overall line speed of the plowing is 5 mm/sec.

algorithm in achieving precision positioning of the AFM probe in all three axes. The iteration

was terminated when the relative RMS error could not be reduced further [91]. At the patterning

rate of 70 Hz, the relative RMS error,ERMS(%), was only at 1.74% in the patterning axis (y-

axis). Such a precision tracking also demonstrated that thedynamics coupling caused output

was effectively removed. As shown in FIG. 4.7(b)(c), theERMS(%) of x axis tracking reached

0.11%; and that inz axis was only 2.12% even when ultrasonic vibration was also applied.

Therefore, the hysteresis effect, the vibrational dynamics effect, and the dynamics-coupling

effect were all compensated for. The input signals obtained through this method were applied

along with vertical ultrasonic vibration of the probe during the plowing pattern fabrication

process.

4.3.3 Nanolithography results and discussion

The three sets of groove patterns fabricated by using the MFDIIC method (with no normal ultra-

sonic vibration applied), the DC-gain method (with normal ultrasonic vibration applied, where

the control input for each axis was generated by scaling the corresponding desired trajectory

with the DC-gain of that axis), and the proposed method are shown in FIG. 4.8 to FIG. 4.9, re-

spectively. The normal ultrasonic vibration frequency wasset to the 2nd resonant frequency of

the cantilever (1.7 MHz) with a free vibration amplitude of 30 nm. The 1st resonant frequency

was not chosen as the vibration amplitude (above 170 nm) of the probe at the 1st resonance
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was exceedingly large and can quickly lead to tip wear, whilethe vibration amplitudes at other

higher resonant frequencies became too small and insufficient.
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Figure 4.8: Images of the groove patterns fabricated at different speeds (a) by using the MFDIIC
algorithm without applying ultrasonic vibration; (b) by using the DC-gain method with apply-
ing ultrasonic vibration.
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Figure 4.9: (a)Images of the groove patterns fabricated at different speeds by using the MFDIIC
technique with applying ultrasonic vibration; (b) the zoomed-in image of the portion of the
pattern fabricated at 5mm/sec in (a); (c) the section profile of the grooves along the white line
in (b).

The comparison of the groove patterns fabricated by using the above three methods demon-

strates the efficacy of the proposed approach for high-speed direct patterning on hard material

via mechanical plowing. First, as shown in FIG. 4.8(a), precision tracking of the desired pat-

tern can be achieved by using the MFDIIC algorithm during theplowing process, even when

the plowing speed was as high as 5 mm/sec. The line depth and width (particularly the depth),

however, reduced and became barely visible in the AFM image at patterning speed of 5 mm/sec
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Figure 4.10: Section profile corresponding to (a) image in 4.9(b) ; (b) image in 4.9(c).
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Figure 4.11: Images of the word ‘NANO’ fabricated at different speeds by using the MFDIIC
technique (a) without applying ultrasonic vibration; (b) with applying ultrasonic vibration.

(the line depth at 5 mm/sec was only 0.5 nm). We also note that for all three plowing speeds,

two of the four grooves were much deeper (i.e., more visible)in the pattern images. Such a

difference might be due to the geometry difference between the contact angle/area of the probe

and the bending of the cantilever [86]. As the Young’s modulus of the tungsten coating at

∼411 GPa was comparable to that of the diamond-coated probe (Young’s modulus of diamond:

1220 GPa), the shallow-line pattern image in FIG. 4.8(a) also underscored the difficulty in di-

rect patterning on hard material via mechanical plowing. This difficulty can be alleviated by

applying ultrasonic vibration of the probe during the plowing process, as demonstrated in the

patterns obtained by using the DC-gain method in FIG. 4.8(b). With the augmentation of ver-

tical ultrasonic vibration of the probe, both the line depthand uniformity of the pattern were

substantially improved (the line depth was increased from 0.5 nm to 1.5 nm at the patterning

speed of 5 mm/sec). Particularly, with a large enough ultrasonic vibration amplitude (7.5µN),

all four grooves were fabricated. The line uniformity can befurther improved by increasing

the ultrasonic vibration amplitude. However, it was also evident that the patterns were severely
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distorted when using the DC-gain method — the skewed patterns at speed of 0.15 mm/sec

were caused by the drift of the piezo actuators due to the longfabrication time (0.53 sec), while

the vibrational, hysteresis, and cross-axis coupling effects led to pattern distortions at higher

plowing speeds. Thus, the experimental results demonstrated the needs for both control tech-

niques and ultrasonic probe vibration in high-speed directfabrication in hard metal through

mechanical plowing.

The following experimental results demonstrated that the proposed approach, by combining

advanced contorl with ultrasonic vibration of the probe, substantially improved the fabrication

quality in both line depth and uniformity during high-speeddirect plowing in hard metal. The

cross section profile in FIG. 4.10(b) shows that the line width of about 95 nm was achieved with

the spacing of 300 nm between two adjacent grooves at the patterning rate of 70 Hz (the cor-

responding average plowing speed: 5 mm/sec) with ultrasonic vibration amplitude increased

to around 11µN. By increasing the ultrasonic vibration force amplitude to 11 µN, not only

the line depth was increased to over 2 nm, but the uniformity of the pattern fabricated was also

substantially improved as the line depth difference between different grooves were substantially

reduced (compare FIG. 4.9(a) to that in FIG. 4.8). Such an improvement was achieved as the

ultrasonic vibration force dominated over the static forceload applied to the cantilever probe

during the plowing process. We also notice that a significantamount of debris was accumulated

around the beginning and the end areas of the groove patternsobtained by both the DC-gain

method and the proposed method (See Figs. 4.8 and 4.9). Thesedebris were generated as the

ultrasonic vibration was applied at the same amplitude throughout the entire fabrication pro-

cess, even when the probe was not in contact with the sample. As a result, debris accumulated

at the beginning and end areas of the grooves when the probe approached or withdrew from

the sample gradually by following a ramp signal of low rate (to avoid sudden impact or detach

from the sample in order to protect the probe), thereby spending more time around these two

areas. Such a debris accumulation can be largely avoided by controlling the augmentation of

the probe vibration, for example, by applying the probe vibration only when the probe-sample

interaction force reached the given level under the preload, and gradually increasing the ampli-

tude of the vibration (Such a scheme was not implemented in this experiment due to hardware

limit).
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By implementing the same technique, a set of words of ‘NANO’ were also fabricated on

the same tungsten-quartz sample with or without the normal probe ultrasonic vibration being

applied, as shown in FIG. 4.11. Both the pattern accuracy andthe line depth were also achieved

at a high plowing speed of 5 mm/sec. The patterning speed in the mm/sec range achieved in

this work is among the fastest direct lithography on hard material with nanoscale resolution

(feature size around 100 nm) ever reported. Therefore, the experimental results demonstrated

the capability of the proposed approach to achieve high-speed direct lithography of nanoscale

patterns on hard material.

4.4 Conclusions

In this chapter, an approach that combined advanced controlwith probe ultrasonic vibration

to achieve high-speed, large-range nanolithography on hard material via mechanical plowing

is proposed. The adverse hardware effects on hgih-speed, large-range nanolithography of hard

materials, including the hysteresis, the vibrational dynamics and the cross-axis dynamics cou-

pling effects, have been compensated for by the proposed MFDIIC technique. Normal ultra-

sonic vibration has been introduced to enable direct pattern on hard material and improve the

pattern quality. The proposed approach was implemented to fabricate a grating of four grooves

and the word ‘NANO’ on a tungsten-coated mask sample. High-speed lithography at 5 mm/sec

with line width of 95 nm and line depth of∼2 nm has been achieved.
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Chapter 5

A modeling-free differential-inversion-based iterative control

approach to simultaneous hysteresis-dynamics compensation:

high-speed large-range motion tracking example

abstract

In this chapter, a data-driven modeling-free differential-inversion-based iterative control (MFDIIC)

method is proposed to compensate for both nonlinear hysteresis and dynamics of hysteresis-like

hammerstein systems. Compensation for both hysteresis anddynamics is needed in the control

of hammerstein systems such as smart actuators, where thesetwo effects coexist and become

pronounced in high-speed, large-range output tracking, resulting in large tracking errors. Si-

multaneous hysteresis and dynamics compensation, however, is challenging as hysteresis mod-

eling, as needed in many existing control methods, is rathercomplicated and prone to errors

and uncertainties. The hysteresis and dynamics not only arecoupled in affecting the output

tracking, but also tend to change due to the variations of thesystem conditions (e.g., the age of

smart actuators). The proposed MFDIIC technique aims to compensate for both of these effects

with no needs for modeling hysteresis and/or dynamics, and achieve both precision tracking and

good robustness against hysteresis/dynamics changes. The convergence of the MFDIIC algo-

rithm is analyzed with random output disturbance/noise considered. It is shown that precision

tracking can be achieved with the tracking error close to thenoise level in the statistical sense.

The proposed MFDIIC method is demonstrated through implementation on high-speed large-

range output tracking of two different types of smart actuators with symmetric and asymmetric

hysteresis behavior, respectively.
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5.1 Introduction

Compensation for both hysteresis and dynamics is importantin the control of smart actua-

tors made of, for example, ferromagnetic material, ferroelectric material, and shape memory

alloy, which are widely used in applications including nanopositioning [93, 94], nanofabri-

cation/microforming [17, 67] systems, robotic manipulators [95] and chemical reactor [96].

The presence of both dynamics and nonlinear hysteresis effect imposes control challenges

when these actuators are implemented in tracking/positioning applications, particularly, dur-

ing high-speed large-range motions [97, 98]. In this chapter, we present the development of

a data-driven, modeling-free differential-inversion-based iterative control (MFDIIC) approach

to achieve simultaneous hysteresis and vibrational dynamics compensation without modeling

the hysteresis and/or the vibrational dynamics, but with precision tracking and good robustness

against hysteresis/dynamics changes instead.

Control of smart actuators towards simultaneous hysteresis and dynamics compensation

has attracted great efforts due to the challenges involved and the needs for precision positioning

and motion control in a wide variety of applications. For example, phenomenological models,

including the widely used Preisach model [99] and the Bouc-Wen model[100], have been uti-

lized to develop adaptive control-based [101], inversion-based [102, 103], and robust-control-

based [104] approaches to the control of smart actuators. However, modeling of hysteresis can

be involved and prone to errors, the controller design and implementation of these approaches

can be complicated and require demanding online computation, and account for system uncer-

tainty caused by hysteresis/dynamics changes may not be ideal and result in tracking perfor-

mance trade-off. The performance-robustness trade-off can be largely mitigated via the iterative

learning control (ILC) based approaches, as the hysteresis/dynamics changes of smart actua-

tors tend to be quasi-static (i.e., the behavior of the actuator remains unchanged during the

operation, but can change significantly between operationsdue to, e.g., change of the system

condition), thereby, can be effectively compensated for via iterations (e.g., a few iterations to

update the input right before the operation). These ILC techniques, however, are mainly fo-

cused on hysteresis compensation in quasi-static applications–the vibrational dynamics effect

(or the so-called rate-dependent hysteresis) is not adequately addressed. Compensation for both
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hysteresis and vibrational dynamics can be addressed via the inversion-based iterative control

(IIC) technique [13, 105], where hysteresis modeling is avoided by considering the hysteresis

effect as the perturbation to the vibrational dynamics and quantifying the changes involved.

Quantifying the vibrational dynamics and its changes due tohysteresis effect has been further

alleviated through the recently developed modeling free inversion-based feedforward control

approach [91], whereas the mechanism of the hysteresis compensation is yet to be clarified.

These progress in control of smart actuators and the remaining challenges motivate the devel-

opment of the proposed approach.

The data-driven control scheme developed in this work aims to achieve precision output

tracking with good robustness against hysteresis/dynamics changes, while avoiding the ardu-

ous hysteresis and vibrational dynamics modeling. The contribution of this chapter is the de-

velopment of the MFDIIC technique to compensate for both thedynamics effect and the rate-

independent symmetric or asymmetric hysteresis. The MFDIIC improves over the modeling-

free inversion-based iterative control (MFIIC) algorithm[20] by exploring the input-output

(tracking) data of not only the last iteration, but also the past iterations to update/correct the

control input for the current iteration. Furthermore, the convergence of the MFDIIC in com-

pensating for the hysteresis effect is analyzed by considering the system a hammerstein system

(see Fig. 5.1) in the frequency domain. The output tracking error can be quantified in a statis-

tical sense by the properties of the random output disturbance/noise considered in the analysis.

The theoretical analysis is also validated through experimental results with two different system

setups to demonstrate the competence of the proposed MFDIICmethod in compensating for

both the system dynamics and hysteresis effect simultaneously.

( )u jω ( )Η • ( )G jω ( )y jω

( )yn jω

Figure 5.1: The hammerstein system.
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5.2 Data-driven modeling-free difference-inversion-based iterative-control

The modeling-free differential-inversion-based iterative-control (MFDIIC) algorithm is formu-

lated in frequency domain as,

u0( jω) = α × yd( jω), k = 0,

u1( jω) =
u0( jω)
y0( jω) × yd( jω), k = 1,

uk( jω) = uk−1( jω) +

(

N
∑

i=1
β̂k,k−i

Iu,k−i ( jω)
Iy,k−i ( jω)

)

× ek−1( jω),

with N = 1, 2, · · · , k− 1, k ≥ 2,

ek( jω) = yd( jω) − yk( jω),

Iu,k( jω) = uk( jω) − uk−1( jω),

Iy,k( jω) = yk( jω) − yk−1( jω),

β̂k,i = ρ
βk,k−i

Sβ
, Sβ =

N
∑

i=1
βk,i

(5.1)

where ‘f ( jω)’ denotes the Fourier-transform of the signal ‘f (t)’, yk(·) is the output for the input

uk(·) during thekth iteration, yd( jω) is the desired output,α is a pre-chosen constant (e.g.,

the DC-gain of the system),̂βk,i are the normalized weighting factors, andρ ∈ (0, 1) is the

coefficient selected to ensure the convergence of the iteration, respectively.

Next we consider the proposed MFDIIC algorithm for the control of hysteresis-like ham-

merstein systems such as smart actuators, i.e., the input-output behavior of the system can be

modeled as a static hysteresis operator followed by a lineartime invariant dynamics model. For

those systems the output, in the presence of random output disturbance, is given by

y( jω) = ys( jω) + yn( jω) = G(H [u( jω)])( jω) + yn( jω), (5.2)

whereH [u( jω)] is the output of the nonlinear subsystem ofH (·) capturing the hysteresis

characteristics. As the hysteresis effect is rate-independent but range-dependent instead, the

input-output mapping (viewed in the frequency domain) becomes input dependent. Thus, the

hysteresis effect can be quantified in frequency domain as the changes to thefrequency response

of the linear dynamics part (i.e., the ratio of the Fourier transform of the output w.r.t. the

input). Specifically the ratio of the frequency responses between any two iterations,δVi, j( jω),

is defined as

δVi, j( jω) =
Gi( jω)
G j( jω)

,with Gk( jω) , ys,k( jω)/us,k( jω) (5.3)
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whereGk( jω) denotes the I/O frequency response in thekth iteration, withys,k( jω) the part of

the output generated by the control inputus,k( jω) in the kth iteration. We further define the

difference of the I/O frequency response in two successive iterative trials,δGk( jω), as

δGk( jω) = Gk( jω) − Gk−1( jω). (5.4)

The next Assumption quantifies the allowed phase and amplitude variation caused by the hys-

teresis to the system frequency response in the proposed MFDIIC algorithm.

Assumption 1 At any given frequencyω at which the MFDIIC law is applied, we assume

0 < γ1 ≤
∣

∣

∣δVi, j( jω)
∣

∣

∣ ≤ γ2,

0 ≤ δθ = 6 δ�i, j < cos−1 (γ1+γ2−γ1γ2−1)(γ1+γ2)
(γ1+γ2−1)γ2

2
< π/2,

with γ1 < 1 < γ2, γ2 − γ1 < 1,

|δGiui−1| ≤ η, for i=1, 2, 3,· · ·, k

(5.5)

and the mapping between the system input and output satisfiesthe following condition,

α1|ui − u j | ≤ |yi − y j | ≤ α2|ui − u j |, α2 > α1 > 0 (5.6)

Assumption 2 During the entire control course, the disturbance yn,k( jω) is a zero-mean Gaus-

sian process with a standard deviation ofσ0,

E(yn,k( jω)) = 0, σ(yn,k( jω)) = δ0 (5.7)

5.2.1 Analysis of the first-order MFDIIC algorithm for hyste resis-dynamics com-

pensation

First we consider the convergence analysis of the MFDIIC algorithm upon hysteresis-dynamics

combined effects for the first order case, i.e., N= 1 in Eq. (5.1). At N=1, the MFDIIC law in

Eq. (5.1) is reduced to

uk( jω) = uk−1( jω) + ρ
Iu,k−1( jω)
Iy,k−1( jω)

× ek−1( jω), k ≥ 2 (5.8)

where the initial choice ofu0(·) andu1(·) are given in Eq. (5.1) [90].
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Lemma 1 At the kth (k ≥ 2) iteration, the tracking error of the first-order MFDIIC algorithm

satisfies,

ek( jω) = Ck( jω)ek−1( jω) − δGk( jω)uk−1( jω) − δny,k−1( jω), (5.9)

where

Ck( jω) = 1− Dk( jω)

Dk( jω) =
ρ

δVk−1,k( jω)+Pk( jω)+δV1,k( jω)ρ−(k−2)Qk−1,k( jω)

Pk( jω) =
k−2
∑

i=1

[

δVk−i−1,k( jω)ρ−iQi,k( jω)
]

Ql,k( jω) =
l
∏

i=1
Rk−i−1( jω)

Rk( jω) =































δG1( jω)u0( jω)+δny,0( jω)
G1( jω)Iu,1

( jω), k = 0,

δGk+1( jω)uk( jω)+δny,k( jω)
ek

( jω), k ≥ 1

δny,k( jω) = yk+1,n( jω) − yn,k( jω), k ≥ 0

(5.10)

andδVi, j( jω) andδGk are defined in Eqs. (5.3) and (5.4), respectively.

Proof 1 We show the above recursive formula by induction. First, note that by Eq. (5.8), for

N=1, we have

(5.11)

ek = yd − Gkuk − yn,k

= yd − Gk

(

uk−1 + ρ
Iu,k−1

Iy,k−1
ek−1

)

− yn,k

= yd − Gkuk−1 + Gk−1uk−1 − Gk−1uk−1 − Gkρ
Iu,k−1

Iy,k−1
ek−1 − yk−1,n + yk−1,n − yn,k

= (yd − yk−1) − (Gk − Gk−1)uk−1Gkρ
Iu,k−1

Iy,k−1
ek−1 − δny,k−1

=

(

1− Gkρ
Iu,k−1

Iy,k−1

)

ek−1 − δGkuk−1 − δny,k−1

=

(

1− GkρIu,k−1

Gk−1Iu,k−1 + δGk−1uk−2 + δny,k−2

)

ek−1 − δGkuk−1 − δny,k−1

=





















1− ρ

Gk−1
Gk
+
δGk−1uk−2+δny,k−2

GkIu,k−1





















ek−1 − δGkuk−1 − δny,k−1

Thus, the formula (5.9) can be verified for k= 2 by rewriting the above Eq. (5.11) using the

definitions ofδVi, j , Ql,k, and thenCk andDk (given by Eq. (5.10)) for k= 2.
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Secondly, we assume that (5.10) holds at the kth iteration, then at the(k+ 1)th iteration, by

Eq. (5.8),

Gk+1Iu,k = Gk+1ρ
Iu,k−1

Iy,k−1
ek−1 (5.12)

As the recursive formula holds at the kth iteration,

ek = Ckek−1 − δGkuk−1 − δny,k−1

=

(

1− Gkρ
Iu,k−1

Iy,k−1

)

ek−1 − δGkuk−1 − δny,k−1,

(5.13)

with Ck = 1 − Dk, andCk andDk satisfying the formula of Eq. (5.10). Combining Eq. (5.12)

with Eq. (5.13) yields

Gk+1Iu,k =
Gk+1

Gk
(1− Ck)ek−1 =

Gk+1

Gk
Dkek−1 (5.14)

and then Eq. (5.11) (for the(k+ 1)thstep) can be rewritten via Eq. (5.14),

(5.15)

ek+1 =





























1− ρ

Gk
Gk+1
+
δGkuk−1+δny,k−1
Gk+1
Gk
Dkek−1





























ek − δGk+1uk − δny,k

=

















1− ρ

Gk
Gk+1
+
GkRk−1
Gk+1Dk

















ek − δGk+1uk − δny,k

=



















1− ρ

δVk,k+1 +
δVk,k+1Rk−1

Dk



















ek − δGk+1uk − δny,k
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where

δVk,k+1Rk−1

Dk
=
Gk

[

δVk−1,k + Pk + δV1,k( jω)ρ−(k−2)Qk−1,k

]

Rk−1

Gk+1ρ

=

GkRk−1

[

Gk−1
Gk
+

k−2
∑

i=1

(

δVk−i−1,kρ
−iQi,k

)

+
G1
Gk
ρ−(k−2)

k−1
∏

i=1
Rk−i−1

]

ρGk+1

= ρ−1Rk−1
Gk−1

Gk+1
+ ρ−1Rk−1

Gk

Gk+1

k−2
∑

i=1

Gk−i−1

Gk
ρ−i i
Π
j=1
Rk− j−1

+
G1

Gk+1
ρ−(k−1)Rk−1

k−1
Π
i=1
Rk−i−1

= ρ−1Rk−1
Gk−1

Gk+1
+

k−2
∑

i=1

[

Gk−i−1

Gk+1
ρ−(i+1)Rk−1

i
Π
j=1
Rk− j−1

]

+
G1

Gk+1
ρ−(k−1)Rk−1

k−1
Π
i=1
Rk−i−1

= ρ−1Rk−1
Gk−1

Gk+1
+

k−2
∑

i=1

(

Gk−i−1

Gk+1
ρ−(i+1) i+1

Π
j=1
Rk− j

)

+
G1

Gk+1
ρ−(k−1) k

Π
i=1
Rk−i

= ρ−1Rk−1
Gk−1

Gk+1
+

k−1
∑

i=2

(

Gk−i

Gk+1
ρ−i i
Π
j=1
Rk− j

)

+
G1

Gk+1
ρ−(k−1) k

Π
i=1
Rk−i

=

k−1
∑

i=1

(

Gk−i

Gk+1
ρ−i i
Π
j=1
Rk− j

)

+
G1

Gk+1
ρ−(k−1) k

Π
i=1
Rk−i

=

k−1
∑

i=1

(

δVk−i,k+1ρ
−iQi,k+1

)

+ ρ−(k−1)δV1,k+1Qk,k+1

= Pk+1 + ρ
−(k−1)δV1,k+1Qk,k+1

(by the definition ofPk in Eq. (5.10))
(5.16)

It can be verified by substituting the above Eq. (5.16) back into Eq. (5.15) that formula (5.9)

holds at the(k+ 1)th step, therefore by induction, holds for any k≥ 2. �

Corollary 1 The tracking error at the kth iteration is given by

ek( jω) =

















k
∏

i=2

Ci( jω)

















e1( jω) + Λk( jω)

where

Λk = Υk − Γk

Υk ,
k
∑

i=1
Ai( jω)yi,n( jω), Γk ,

k−1
∑

i=1
BiδGi+1ui

(5.17)
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with

Ai =



































































k
∏

j=3
C j , i = 1,

(1− Ci+1)
k
∏

j=i+2
C j , 2 ≤ i ≤ k − 2,

1− Ci+1, i = k− 1,

−1 i = k,

(5.18)

and

Bi =



























k
∏

j=i+2
C j , 1 ≤ i ≤ k− 2

−1, i = k − 1.

(5.19)

The Corollary can be shown by induction and is omitted due to the space limit.

Assumption 3 In each iteration, at any given frequencyω at which the1st-order MFDIIC law

is applied, we further assume

|Rk( jω)| ≤ ξ <
γ2

1 cosδθ

γ1 + γ2
, 0 ≤ 6 Rk < π/2, (5.20)

Note that the existence of such aξ in Assumpition 3 is guaranteed by the condition in Eq. (5.6)

(see Appendix).

Theorem 1 At any given frequency where Assumptions 1, 2 and 3 hold, there exists a positive

ǫ satisfying

ǫ <
γ1 cosδθ(γ2 + ξ − γ1 cosδθ)

γ2
1 cosδθ − (γ1 + γ2)ξ

(5.21)

and a positiveρ chosen from

max(X1,X2) < ρ < γ1 cosδθ (5.22)

where

X1 =
(γ1 + γ2)ξ
γ1

(5.23)

X2 =
γ2 + ξ − ǫγ1 +

√

(γ2 + ξ − ǫγ1)2 + 4(γ1 + γ2)ξ
2

such that

|Ck| ≤ ǫ < 1 (5.24)

and the iterative law in Eq. (5.8) converges at frequencyω as k→ ∞, in the sense that
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• The expectation of the tracking errorΛk is bounded as,

lim
k→∞

E(ek) = lim
k→∞

E(Λk) ≤
2
√

2/πσ0 + η

1− ǫ (5.25)

• The standard deviation of the tracking error is bounded as

limk→∞ σ(ek) = limk→∞ σ(Λk)

≤

√

4(1+ ǫ)2 + 2π
π(1− ǫ) σ2

0 +
4
√

2/πσ0η

(1− ǫ)2
+

η2

(1− ǫ)2

(5.26)

whereσ0 is the variance of the system output disturbance in Assumption 2.

Proof 2 We first show that under the given conditions, a positiveρ can be chosen as in Eq. (5.22)

that guarantees the stability of the MFDIIC law, i.e., Eq. (5.24) holds. By Eq. 5.10,

|Ck| =
∣

∣

∣

∣

∣

∣

1− ρ

δVk−1,k + Pk + δV1,kρ−(k−2)Qk−1,k

∣

∣

∣

∣

∣

∣

(5.27)

=

∣

∣

∣

∣

∣

∣

δVk−1,k + Pk + δV1,kρ
−(k−2)Qk−1,k − ρ

δVk−1,k + Pk + δV1,kρ
−(k−2)Qk−1,k

∣

∣

∣

∣

∣

∣

,

∣

∣

∣

∣

∣

∣

δVk−1,k + Fk − ρ
δVk−1,k + Fk

∣

∣

∣

∣

∣

∣

,

where

Fk , Pk + δV1,kρ
−(k−2)Qk−1,k (5.28)

By choosingρ ∈ (0, γ1 cosδθ), the numerator in Eq. 5.27 can be bounded as

∣

∣

∣δVk−1,k + Fk − ρ
∣

∣

∣ ≤
∣

∣

∣δVk−1,k − ρ
∣

∣

∣ + |Fk| ≤ γ2 − ρ + |Fk| (5.29)

Next we boundFk. By Assumption 3, we have
∣

∣

∣Ql,k

∣

∣

∣ =

∣

∣

∣

∣

∣

∣

l
∏

i=1
Rk−i−1

∣

∣

∣

∣

∣

∣

≤ ξl. Hence, withρ > 0,

|Fk| =
∣

∣

∣Pk + ρ
−(k−2)δV1,kQk−1,k

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

k−2
∑

i=1

(

δVk−i−1,kρ
−iQi,k

)

+ ρ−(k−2)δV1,kQk−1,k

∣

∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

∣

k−2
∑

i=1

(

δVk−i−1,kρ
−iQi,k

)

∣

∣

∣

∣

∣

∣

+
∣

∣

∣ρ−(k−2)δV1,kQk−1,k

∣

∣

∣

≤
k−2
∑

i=1

∣

∣

∣γ2ρ
−iQi,k

∣

∣

∣ + ρ−(k−2)
∣

∣

∣γ2Qk−1,k

∣

∣

∣

≤ γ2

k−2
∑

i=1
(ρ−1ξ)i + γ2ρ

−(k−2)ξk−1

≤ γ2ρ
−1ξ[1−(ρ−1ξ)k−2]

1−ρ−1ξ
+ γ2ρ

−(k−2)ξk−1
, Mk

(5.30)
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With the choice ofρ in Eq. (5.22) andξ by Assumption 3, it can be verified that

ξ < γ2, and0 < M2 < M3 < · · · < Mk,

with M∞ = lim
k→∞
M =

γ2ρ
−1ξ

1−ρ−1ξ
< γ1.

(5.31)

With
∣

∣

∣δVk−1,k + Fk

∣

∣

∣ ≥
∣

∣

∣

∣

∣

∣δVk−1,k

∣

∣

∣ − |Fk|
∣

∣

∣ =
∣

∣

∣δVk−1,k

∣

∣

∣ − |Fk| > 0, (5.32)

combining Eqs. (5.29) and (5.32) turns Eq. (5.27) to

|Ck| =
∣

∣

∣

∣

δVk−1,k+Fk−ρ
δVk−1,k+Fk

∣

∣

∣

∣

≤ |δVk−1,k−ρ|+|Fk|
|δVk−1,k|−|Fk|

≤ γ2−ρ+M∞
γ1−M∞ =

γ2−ρ+ξ
γ1−(γ1+γ2)ρ−1ξ

(5.33)

Thus, the convergence of the1st-order MFDIIC is guaranteed, when Eqs. (5.22) and (5.24)

hold, which yields the condition forρ as

ρ ≥ γ2 + ξ − ǫγ1 +
√

(γ2 + ξ − ǫγ1)2 + 4(γ1 + γ2)ξ
2

(5.34)

Combining the condition of Eq. (5.22) with the above Eq. (5.34) leads to the choice ofǫ in

Eq. (5.21) that guarantees the right side of the above equation is less thanγ1 cosδθ, and then

the bound of the factorρ in Eq. (5.22). Thus, withρ chosen from Eq. (5.21), Corollary 1 implies

that

lim
k→∞

ek( jω) = lim
k→∞

































k
∏

i=2

Ci( jω)

















e1( jω) + Λk( jω)

















= lim
k→∞
Λk( jω) (5.35)

Thus, by Eq. (5.17), the expectation of the tracking error isbounded as,

lim
k→∞

E(ek) = lim
k→∞

E(Λk) = lim
k→∞

E(Υk − Γk)

≤ lim
k→∞

E|(Υk − Γk)|

≤ lim
k→∞

E|Υk| + lim
k→∞

E|Γk|

(5.36)

By triangle inequality, we have

lim
k→∞

E|Υk| ≤
2
√

2/πσ0

1− ǫ (5.37)

and

(5.38)

lim
k→∞

E|Γk| = lim
k→∞

E
{

k−2
∑

i=1

(

k
∏

j=i+2
C j

)

δGi+1ui − δGkuk−1

}

≤ lim
k→∞

E
{

k−2
∑

i=1

∣

∣

∣

∣

∣

∣

k
∏

j=i+2
C j

∣

∣

∣

∣

∣

∣

|δGi+1ui | + |δGkuk−1|
}

= lim
k→∞
η

k−2
∑

i=0
ǫ i =

η

1−ǫ .
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Addition of the above Eq. (5.38) and Eq. (5.37) leads to the bound given in Eq. (5.25). The

variance can be bounded as

lim
k→∞
σ2(Λk) = limk→∞

{

E(Λ2
k) − [E(Λk)]2

}

≤ lim
k→∞

{

E(Λ2
k)
}

= lim
k→∞

E
{

Υ2
k − 2ΥkΓk + Γ

2
k

}

≤ lim
k→∞

E
(∣

∣

∣Υ2
k

∣

∣

∣ + |2ΥkΓk| +
∣

∣

∣Γ2
k

∣

∣

∣

)

≤ 4(1+ǫ)2+2π
π(1−ǫ) σ

2
0 +

4
√

2/πσ0η

(1−ǫ)2 +
η2

(1−ǫ)2

(5.39)

which yields the standard deviation in Eq. (5.26). �

When only linear dynamics is considered, i.e., when the hysteresis effect becomes neg-

ligible (e.g., when the displacement range becomes small [93]), the above convergence can

be carried out similarly, and similar results can be obtained. Particularly, in the absence of

hysteresis, the same recursive form given in Eqs. (5.9) and (5.10) can be obtained by setting

δVi, j( jω) = 1, δGk( jω) = 0 andH [u( jω)] = u( jω). Then similar convergence argument can

be applied in the presence of random disturbance/noise. The results are summarized below.

Theorem 2 Let Assumptions1 and 3 hold at any given frequencyω at which the MFDIIC

algorithm (5.8) is applied, and let the system input-outputbe described by the linear time

invariant dynamics with an augmented random output disturbance. Then there exists a positive

constantǫ satisfying
ζ

1− 2ζ
≤ ǫ < 1 (5.40)

and a positive iterative gainρ chosen from

max















2ζ,
1+ ζ − ǫ +

√

(1+ ζ − ǫ)2 + 8ǫζ
2















≤ ρ < 1 (5.41)

such that

|Ck| ≤ ǫ < 1, (5.42)

and the iterative law in Eq. (5.8) converges at frequencyω as k→ ∞, in the sense that

• The expectation of the tracking error ek is bounded as,

lim
k→∞

E(ek) ≤
2
√

2/π
1− ǫ σ0 (5.43)
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• The standard deviation of the tracking error is bounded as

lim
k→∞
σ(ek) = lim

k→∞
σ(∆k) ≤

√

4(1+ ǫ)2 + 2π
π(1− ǫ) σ0 (5.44)

5.2.2 Analysis of theNth-order MFDIIC algorithm for hysteresis-dynamics com-

pensation

Lemma 2 At the kth (k ≥ 2) iteration, the tracking error of the kth-order MFDIIC algorithm

satisfies the following recursive form,

ek( jω) = �k( jω)ek−1( jω) − δny,k−1( jω), (5.45)

where

�k( jω) =
N
∑

i=1

βk,k−i

Sβ
�k,k−i( jω),N = 1, 2, 3, ..., k− 1

�k,i( jω) = 1− �k( jω)ρ Iu,i ( jω)
Iy,i ( jω) , i = 1, 2, 3, ..., k− 1

(5.46)

and Iu,k( jω), and Iy,k( jω) are defined in Eqs. (5.1).

Proof 3

ek = yd − �kuk − yn,k

= yd − �k

[

uk−1 + ρ

(

N
∑

i=1

βk,i

Sβ
Iu,k−i

Iy,k−i

)

ek−1

]

− yn,k

= yd − �kuk−1 + �k−1uk−1 − �k−1uk−1

−�kρ

(

N
∑

i=1

βk,i

Sβ
Iu,k−i

Iy,k−i

)

ek−1 − yk−1,n + yk−1,n − yn,k

=

[

1−
(

N
∑

i=1

βk,i

Sβ
�kρ

Iu,k−i

Iy,k−i

)]

ek−1 − δ�kuk−1 − δny,k−1

= �kek−1 − δ�kuk−1 − δny,k−1

(5.47)

�
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Corollary 2 The tracking error at the kth iteration is given by

ek( jω) =

















k
∏

i=2

�i( jω)

















e1( jω) + Ξk( jω), k ≥ 2

where

Ξk = Φk −Ωk

Φk ,
k
∑

i=1
Ai( jω)yi,n( jω), Ωk ,

k−1
∑

i=1
BiδGi+1ui

(5.48)

with

�i( jω) =



































































k
∏

j=3
� j( jω), i = 1,

(1− �i+1( jω))
k
∏

j=i+2
� j( jω), 2 ≤ i ≤ k− 2,

1− �i+1( jω), i = k− 1,

−1 i = k,

and

�i( jω) =



























k
∏

j=i+2
� j( jω), 1 ≤ i ≤ k − 2

−1, i = k− 1.

(5.49)

The induction-based proof is omitted due to the space limit.

Assumption 4 In each iteration, at any given frequencyω at which the proposed MFDIIC law

is applied, we further assume

�1 − �2

2
< |�k( jω)| ≤ ξ < �1 + �2

2
, 0 ≤ 6 �k < π/2. (5.50)

where

�1 = γ1 + γ2 + 1

�2 =

√

(γ1 + γ2 + 1)2 − 4(γ1 − γ2 + γ1 cosδθ)
(5.51)

Note that the condition in Eq. (5.6) allows the existence ofξ in the above Eq. (5.50) (See

Appendix).

Next we discuss the stability and convergence of the MFDIIC algorithm in the presence of ran-

dom disturbance/noise — a zero-mean Gaussian process with the standard deviation as spec-

ified in Assumption 2. Note that the following development equally holds for general wide

sense stationary process (WSS) as the WSS process can be converted to zero-mean Gaussian

process [106].
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Theorem 3 Let Assumptions 1 and 4 hold at any given frequencyω at which the MFDIIC

algorithm (5.1) is applied. Then there exists a positiveǫ satisfying

max

(

γ2(1+ξ)−γ1 cosδθ
γ1(1−ξ) ,

�1−
√
�2

2γ1

)

< ǫ < min

(

1− ξ
γ1
,
�1+
√
�2

2γ1

)

(5.52)

where

�1 = γ1 + γ2 − ξ − γ1 cosδθ

�2 = (γ1 + γ2 − ξ − γ1 cosδθ)2 − 4γ1 (ξ + γ2 − γ1 cosδθ)
(5.53)

Note that the existence ofǫ is guaranteed by the range ofξ in Assumption 4. Then a positiveρ

can be chosen from

max(�1, �2) ≤ ρ ≤ γ1 cosδθ (5.54)

where

�1 = γ2(1+ ξ) − ǫγ1(1− ξ) (5.55)

�2 = γ2 − ǫγ1 +
1+ ǫ
1− ǫ ξ

such that
∣

∣

∣�k,i

∣

∣

∣ ≤ ǫ < 1, |�k| ≤ ǫ < 1, (5.56)

then the iterative law in Eq. (5.1) converges at frequencyω as k→ ∞, in the sense that

• The expectation of the tracking error ek is bounded as,

lim
k→∞

E(ek) = lim
k→∞

E(Λk) ≤
2σ0
√

2/π + η
1− ǫ (5.57)

• The standard deviation of the tracking error is bounded as

(5.58)
lim

k→∞
σ(ek) = lim

k→∞
σ(Λk)

≤

√

4(1+ ǫ)2 + 2π
π(1− ǫ) σ2

0 +
4
√

2/πσ0η

(1− ǫ)2
+

η2

(1− ǫ)2

whereσ0 is the variance of the system output disturbance in Assumption 2.
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Proof 4 We first show that under the given condition, a positiveρ can be chosen by Eq. (5.54)

that guarantees the stability of the MFDIIC law, i.e., Eq. (5.56) holds. We begin with showing

Eq. (5.56) holds by at i= 1. Note that

(5.59)

�k,i = 1− �kρ
Iu,i

Iy,i

= 1− �kρIu,i

�iui − �i−1ui−1 + yn,i − yn,i−1

= 1− �kρIu,i

�iui − �iui−1 + �iui−1 − �i−1ui−1 + δny,i−1

= 1− �kρIu,i

�i Iu,i + δ�iui−1 + δny,i−1

= 1− ρ

�i
�k
+
δ�iui−1+δny,i−1

�kIu,i

Thus, at i= 1,

�k,1 = 1− ρ
�1
�k
+
δ�1u0+δny,0
�kIu,1

= 1− ρ
�1
�k
+
�1
�k

δ�1u0+δny,0
�1Iu,1

= 1− ρ

δ�1,k(1+
δ�1u0+δny,0
�1Iu,1

)

= 1− ρ

δ�1,k(1+�0)

=
δ�1,k−ρ+δ�1,k�0

δ�1,k(1+�0)

(5.60)

Under the condition of|ξ| < 1 andρ ≤ γ1 cosδθ, |�k,1| can be bounded as

∣

∣

∣�k,1

∣

∣

∣ ≤
∣

∣

∣δ�1,k − ρ
∣

∣

∣ +
∣

∣

∣δ�1,k�0

∣

∣

∣

∣

∣

∣δ�1,k

∣

∣

∣|1−�0|
≤ γ2 − ρ + γ2ξ

γ1(1− ξ) . (5.61)

|�k,1| ≤ ǫ is guaranteed by choosingρ as follows,

ρ ≥ γ2(1+ ξ) − ǫγ1(1− ξ), (5.62)

and the choice ofǫ from

ǫ >
γ2(1+ ξ) − 1
γ1(1− ξ) (5.63)

guarantees the right side of the above Eq. (5.62) to be less than 1. Assumption 4 guarantees the

existence ofǫ ∈ (0, 1). Hence, under the conditions in Eqs. (5.62) and (5.63), Eq. (5.56) holds

at i = 1. Then we prove Eq. (5.56) holds by the second principle of mathematical induction.

For l ≥ 2, assume
∣

∣

∣�k,i

∣

∣

∣ ≤ ǫ, ∀ 1 ≤ i ≤ l < k− 1, (5.64)
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then

(5.65)
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�l+1
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�lρ
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N
∑

i=1
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Sβ
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)

el
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�l

�lρ
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N
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Sβ

Iu,l−i
Iy,l−i

)

= 1− ρ

δ�l+1,k +
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Note that
N
∑

i=1

βl,l−i

Sβ
= 1. Under the condition ofǫ < 1, the upper bound of�l is given by

(5.66)
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1−ǫ . Hence, under the conditions that

ρ ≤ γ1 cosδθ, ǫ > 1− ξ
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, (5.67)

|�k,l+1| can be bounded as
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|�k,l+1| < ǫ is guaranteed by choosingρ as follows,

ρ ≥ γ2 − ǫγ1 +
1+ ǫ
1− ǫ ξ, (5.69)

and the choice ofǫ < 1 guarantees the right side of the above Eq. (5.69) to be less than 1. The

combination of the Eqs. (5.63) with (5.67) yields the choiceof ǫ in Eq. (5.52). The combination

of Eqs. (5.62) and (5.67) with Eq. (5.69) yields the choice ofρ in Eq. (5.54). Therefore,

∣

∣

∣�k,i

∣

∣

∣ ≤ ǫ, ∀ 1 ≤ i ≤ l + 1 ≤ k− 1 (5.70)

This completes the proof of Eq. (5.56), with the bound of�k following by using Eq. (5.46), i.e.

|�k| =
∣

∣

∣

∣

∣

∣

N
∑

i=1

βk,k−i

Sβ
�k−i

∣

∣

∣

∣

∣

∣

≤
N
∑

i=1

βk,k−i

Sβ
|�k−i | ≤

N
∑

i=1

βk,k−i

Sβ
ǫ = ǫ (5.71)

With the conditions in Eq. (5.56), Theorem 3 can be proved by following the same procedures

in the proof of Theorem 1. �

Similar iteration error and convergence analysis can be applied when only linear time invariant

dynamics is considered. Specifically, the same recursive form of the iteration error as in Eq. (2)

and (5.45) can be obtained by settingγ1 = γ2 = 1 andδθ = 0 in Eq. (5.5). Then the similar

convergence analysis follows. We summarize the results in the following Theorem.

Theorem 4 Let Assumptions1 and 4 hold at any given frequencyω at which the MFDIIC

algorithm (5.8) is applied, and let the system input-outputbe described by the linear time

invariant dynamics with an augmented random output disturbance. Then there exists a positive

constantǫ satisfying
1− ζ +

√

(1− ζ)2 − 4ζ
2

< ǫ < 1− ζ (5.72)

and a positiveρ chosen from

max

(

(1− ǫ)(1− ǫ − ζ)
1− ǫ − 2ζ

, 1+ ζ + ǫζ − ǫ
)

≤ ρ < 1 (5.73)

such that

|Dk| ≤ ǫ < 1, |Ck| ≤ ǫ < 1 (5.74)

and the iterative law in Eq. (5.1) converges at frequencyω as k→ ∞, in the sense that
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• The expectation of the tracking error ek is bounded as,

lim
k→∞

E(ek) =
2
√

2/π
1− ǫ σ0 (5.75)

• The standard deviation of the tracking error is bounded as

lim
k→∞
σ(ek) = lim

k→∞
σ(Ψk) ≤

√

4(1+ ǫ)2 + 2π
π(1− ǫ) σ0 (5.76)

Proof 5 It could be proved by settingδV = 1, andδG = 0 in the proof of Thm.3. �

5.3 Experimental Results and Discussion

In this section, we will present the implementations of the MFDIIC method in output tracking

with two different smart actuators: piezoelectric actuator and magnetostrictive actuator, which

have symmetric and asymmetric hysteresis behaviors, respectively.

5.3.1 MFDIIC compensation for dynamics effect of LTI systems

System description

The MFDIIC method was implemented to track the motion of the piezoactuator on an AFM

system (Dimension Icon, Bruker) as a linear time invariant system. The operation and trajectory

tracking issues could be found in [13]. The nominal frequency response (with small excitation

voltage amplitude to avoid the hysteresis effect) and hysteresis behavior of the piezoactuator

are shown in Fig. 5.2, where the hysteresis loop is measured at the largest stroke (80µm) of the

piezoactuator without any external force exerting on it. A resonance peak is observed around

750 Hz, and the measured peak-to-peak system noise was at thelevel of 14 mV.

Quantification of the iteration gain coefficient ρ

In order to quantify the iteration gain coefficientρ, first the parameterξ needed to be chosen as

in Assumption 4, which was chosen to beξ = 0.17 in experiments. Such a choice consequently

determined the range ofǫ as in Eq. (5.72), and the value ofǫ was selected to beǫ = 0.7. With

the choices ofξ andǫ, the coefficientρ was picked as 0.6 according to Eq. (5.73).
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Figure 5.2: The frequency response and the hysteresis behavior of the piezoactuator on the
Dimension Icon AFM system.

Trajectory tracking results and discussion

The quantified iteration gain coefficientρ was used in the 5th-order MFDIIC method to track a

band-limited white noise trajectory with cutoff frequency of 1.5 kHz and peak-to-peak ampli-

tude of 10µm. With such a small peak-to-peak amplitude (1/8 of the full range), the piezoac-

tuation system could be considered as a linear time invariant system as the hysteresis effect of

the piezoactuator is negligible. The factorsβk,k−i in the normalized forgetting factorŝβk,i in

Eq. 5.1 were chosen to be a power sequence asβk,k−i = rk−i−1 with r = 0.2. Such a selection of

the forgetting factors ensured larger weighting on the information in the more recent iterations.

Fig. 5.3 (a) shows the tracking results obtained within 18 iterations. The converged tracking

of the desired trajectory achieved a relative tracking error of 1.61%. The tracking accuracy is

further demonstrated in Fig. 5.3 (b). The tracking error wasonly at peak-to-peak value around

120 nm (corresponding to 18 mv in voltage), which is close to the measured system noise at

90 nm (corresponding to 14 mv in voltage). Such a precision tracking clearly demonstrated the

efficacy of the proposed MFDIIC method in compensating for the dynamics effect of an LTI

system such as the piezoactuator on the AFM system.
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Figure 5.3: Tracking results of white noise with bandwidth of 1.5 kHz and peak-to-peak am-
plitude of 10µm: (a) tracking output comparison; (b) tracking error with the piezoactuator on
a Bruker Dimension Icon AFM system.

5.3.2 MFDIIC compensation for LTI system dynamics and symmetric hysteresis

effect

System description

The same AFM system in the above Sec. 5.3.1 was utilized to verify the capability of the

MFDIIC method in compensating for a both nonlinear hysteresis and dynamics of hysteresis-

like hammerstein system. From the hysteresis loop in Fig. 5.2, it could be observed that the

hysteresis is symmetric, and the hysteresis effect is maximized when the motion range reaches

80µm, causing the displacement uncertainty (20µm) accounting for around 25% of the motion

range.

Quantification of the iteration gain coefficient ρ

To quantify the coefficient ρ, the variations of the frequency response between any two itera-

tions,δ�i, j( jω) need to be measured as described in Assumption 1. While the I/O frequency re-

sponse�k(u, jω) during the iteration could not be measured beforehand, we could approximate
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it by measuring the frequency response corresponding to inputs with various amplitudes, only

ten of which are shown in Fig. 5.4. From the measured I/O frequency responses, the bound-

aries of the magnitude and phase ofδ�i, j( jω) are found to beγ1 = 0.951 andγ2 = 1.073,

max(θ) = 6.4◦, and consequentlyξ is selected to beξ = 0.1. With the selected bound-

ary parameters, the ranges ofǫ andρ are subsequently determined as 0.17 < ǫ < 0.89 and

0.83< ρ < 0.97.
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Figure 5.4: I/O frequency response variation of the AFM system.

Trajectory tracking results and discussion

The MFDIIC method was first implemented to track a triangle waveform with frequency of

500 Hz and peak-to-peak amplitude of 80µm on the same piezoactuation system in the above

Section 5.3.1. The tracking result was compared with those obtained by the DC-gain method,

IIC method [13] and MIIC [91] method. The tracking results were plotted in Fig. 5.5, and the

tracking errors and iteration numbers are listed in Table 5.1, respectively, for comparison. The

proposed MFDIIC method attained a relative tracking error of 2.12 %, which is about 6 times

less than those obtained by the IIC and MIIC methods (13.64 % and 12.13 %, respectively),

and over 70 times less than that by DC-gain method.

Table 5.1: Tracking results by MFDIIC, MIIC, IIC and DC-gainmethods
Axis MFDIIC MIIC IIC DC-gain

Relative RMS Error(%) 2.12 12.13 13.62 152
Iteration Number 18 7 15 1
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Figure 5.5: Comparison of the triangle waveform (frequency: 500 Hz, peak-to-peak amplitude:
80 µm) tracking results obtained by MFDIIC, MIIC, IIC, and DC-Gain methods on a Bruker
Dimension Icon AFM system.

The proposed MFDIIC was also used to track a band-limited white noise trajectory with

cutoff frequency of 1.5 kHz and peak-to-peak amplitude of 80µm. Similarly, the tracking re-

sults are plotted in Fig. 5.6, and the tracking errors and iteration numbers are listed in Table 5.2.

Note that the tracking by the IIC method couldn’t converge, thus is not described in Fig. 5.6

or Table 5.2. Although the iteration number is much larger than the other two methods, the

relative RMS error is about 5 times less than that by MIIC method, and over 13 times less

than that by the DC-gain method. This further proves the efficacy of the proposed MFDIIC

method in compensating both the dynamics effect and symmetric nonlinear hysteresis effect

for a hammerstein-like system such as the piezoactuator in an AFM system.

Table 5.2: Tracking results by MFDIIC, MIIC, and DC-gain methods

Axis MFDIIC MIIC DC-gain
Relative RMS Error(%) 3.21 15.89 44.02

Iteration Number 40 12 1
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Figure 5.6: Tracking results of the white noise signal with cutoff frequency of 1.5 kHz and
peak-to-peak amplitude of 80µm.

5.3.3 MFDIIC compensation for LTI system dynamics and asymmetric hystere-

sis effect

System description

In this section, we will implement the proposed MFDIIC method in the trajectory tracking on

a magnetostrictive actuator based microforming system [65]. The I/O frequency response and

the asymmetric behavior of the hysteresis of the actuation system are shown in Fig. 5.7(a) and

(b), respectively. From the frequency response, a very limited bandwidth (7 Hz) is observed,

and this would impose huge challenges on conventional PID control methods. Meanwhile note

that the overlapping of the hysteresis loops at the origin iscaused by the heating effect of the

coil in the magnetostrictive actuator.

Quantification of the iteration gain coefficient ρ

Similar to the quantification process in the above Sec. 5.3.2, through preliminary experiment

results of the I/O frequency response variation as shown in Fig. 5.8, the boundaries of the

magnitude and phase ofδ�i, j( jω) are found to beγ1 = 0.865 andγ2 = 1.279,max(θ) = 35.5◦,
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Figure 5.7: Frequency response and the hysteresis effect of the magnetostrictive actuator.

and consequentlyξ is selected to beξ = 0.01. With the selected boundary parameters, the

ranges ofǫ andρ are subsequently determined as 0.68 < ǫ < 0.98 and 0.67 < ρ < 0.71. Note

that only the frequency response ranging between 1∼ 40 Hz was utilized in the quantification of

the parameters, as the large oscillations at the high frequency range made the MDFIIC method

inapplicable, i.e.,ρ doesn’t exist for convergence of the MDFIIC method.
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Figure 5.8: I/O frequency response variation of the magnetostrictive actuator.

Trajectory tracking results and discussion

The MFDIIC was first implemented to track a triangle waveformwith frequency of 10 Hz

and amplitude of 500µm on the magnetostrictive actuator. The results were compared with

that obtained by using the MIIC method in Fig. 5.9. Although iteration number by MFDIIC

(11 iterations) is larger than that by MIIC method (5 iterations), significant tracking precision

improvement can be observed where the relative RMS trackingerror was decreased by over 3
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Figure 5.9: Comparison of the tracking results of triangle waveform (frequency: 10 Hz, am-
plitude: 500µm) obtained by MFDIIC and MIIC methods obtained with the magnetostrictive
actuator.

times (from 11.55% by MIIC to 3.07% by MDFIIC). Similar improvement was also achieved

in the tracking of a band-limited white noise trajectory with cutoff frequency of 10 Hz and

amplitude of 500µm, shown in Fig. 5.10. The relative RMS tracking error was also over

3 times smaller than that by the MIIC method (from 17.24% to 5.38%). This demonstrated

the capability of the MFDIIC method in compensating for boththe dynamics and asymmetric

hysteresis effect.

Comparison with other control techniques

To further demonstrate the efficacy of the proposed MFDIIC method, the tracking results of

a triangle trajectory on AFM piezoactuators are also compared with other control methods in

literature in Fig. 5.11. The control methods are listed in Table 5.3. The x-axis in Fig. 5.11 is the

ratio between the triangle trajectory frequency and the resonant frequency of the piezo-actuator

used by each method, so the bigger abscissa means the higher capability of the method in com-

pensating for the dynamics effect of the piezo-actuator. The y-axis denotes the ratio between

the trajectory amplitude and the full range of the piezo-actuator, and the bigger ordinate means

higher capability of the method in compensating for the hysteresis effect of the piezo-actuator.

The purpose of the control methods is to achieve the furthestlocation in the upper right corner in
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Figure 5.10: Comparison of the tracking results of white noise signal (cutoff frequency: 10 Hz,
amplitude: 500µm) obtained by MFDIIC and MIIC methods obtained on the magnetostrictive
actuator.

the figure. Obviously, the proposed MFDIIC not only achievedthe largest amplitude/full range

ratio, but also realized the highest frequency resonance ratio. This demonstrates the strength of

the proposed MFDIIC method in compensating for both the dynamics and hysteresis effect in

the smart actuator such as the piezoelectric actuators.

Table 5.3: Control methods compared with the proposed MFDIIC method
MFDIIC Modeling-free Differential-Inversion-

Based Iterative Control, proposed
Ap +

FF +

FB

Adaptive Feedforward
Feedback [107]

RobCon Robust Control [108] S MC Sliding Mode Con-
trol [109]

PI + RC+ H−1 PIFeedback+RobustControl+H−1 [110] ApCn Adaptive Control [111]
S T+ FB Signal Transformation Feedback [112] InvFB Inversion + Feed-

back [113]
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5.4 Conclusion

A data-driven modeling-free inversion-base iterative control technique is presented in this chap-

ter. The algorithm is theoretically analyzed for the control of hysteresis-like hammerstein sys-

tems by compensating for the system dynamics and hysteresiseffect simultaneously. The al-

gorithm could converge with the presence of random output disturbance/noise, and the output

tracking error comes close to the noise level in the statistical sense. Finally the proposed control

technique was demonstrated in the high-speed large-range output tracking of the piezoactuator

in an AFM system and a magnetostrictive actuator in a microforming system.

5.5 Appendix: Existence of|Rk| in Assumptions 3 and 4

Assumption 5 We assume the lipschitz continuity is satisfied for the actuator hysteresis, i.e.,

α1|ui − u j | < |yi − y j | < α2|ui − u j |, (5.77)

Theorem 5 With the above Assumption 5, there exists aξ such that

|Rk| =
∣

∣

∣

∣

∣

∣

δGk+1uk + δny,k

ek

∣

∣

∣

∣

∣

∣

< ξ (5.78)
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Proof 6
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The first term in the above Eq. (5.79) depends on the hysteresis property of the controlled

actuator, while the third term is determined by the noise level and the tracking error. So as

long as the system uncertainty induced by the hysteresisδG is small, and the tracking error

is relaxed, these terms are bounded by a small number. Thoughthe second term imposes a

condition on the desired tracking trajectory, the value of the entire term could be tuned by the

δG and tracking error again. Thus both the property of the hysteresis and desired tracking

error imposes the convergence and tracking accuracy of the proposed method. �
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Chapter 6

Conclusion

In this dissertation, the control issues and challenges in advanced manufacturing in micro- and

nano-scale are studied, including the complicated system dynamics excited especially at high

speeds of the manufacutring system, hysteresis and creep effect of the actuator, and the system

variation/uncertainty with environmental disturbances. To address these issues, inversion-based

iterative control methods are developed and utilized within a feedforward-feedback control

framework to achieve high precision micro- and nano-scale manufacturing. Additionally, ultra-

sonic vibration is introduced during the manufacturing process to improve the manufacturing

quality. The control challenges induced by the integrationof the ultrasonic vibration are also

solved by the proposed control framework. The main contributions of this dissertation include:

1. A mechatronic system was developed to control the magnetostrictive actuation system

for the ultrasonic-vibration-assisted microfroming process. The system dynamics effect

of the magnetostrictive actuator was compensated for by themodeling-free inversion-

based iteration control algorithm such that a constant ultrasonic vibration amplitude was

achieved across a large frequency range. The Fibonacci search method was utilized to

achieve rapid identification of the workpiece resonant frequency during the microform-

ing process. This constructs a platform for the research in understanding the funda-

mental mechanism of ultrasonic vibration effect on microforming process, as well as

the development of process control for microforming system. Based on this platform,

a dual-stage microforming system was constructed. A control framework for the entire

microforming process was designed and implemented to achieve high-speed and high-

quality microforming. The modeling-free differential-inversion iterative control method

is integrated with the transition trajectory design to achieve rapid engagement of the

workpieces without inducing post-engagement oscillations. The Kalman filtering was
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employed to detect the phase transition of the workpieces being welded. With the identi-

fied phase transition conditions, the optimal transition trajectory was designed based on

the optimal output tracking of non-periodic tracking-transition switching. The obtained

optimal transition trajectory was then tracked through a feedforward-feedback controller

without post-transition oscillations. The experimental control results and welded ABS

workpieces demonstrate the efficacy of the proposed approach in achieving optimal high-

speed microforming and a substantial improvement of the welding quality.

2. The data-driven, differential-inversion iterative control (MFDIIC) method wasintegrated

with probe ultrasonic vibration to achieve high-speed, large-range nanolithography on

hard material via mechanical plowing using an atomic force microscope (AFM). The ad-

verse hardware effects including the hysteresis, the vibrational dynamics and the cross-

axis dynamics coupling effects, were compensated for by the proposed MFDIIC method.

Normal ultrasonic vibration was introduced to enable direct pattern and improve the pat-

tern quality on hard materials. High-speed lithography andhigh-quality features were

obtained through experiments on tungsten.

3. The data-driven, differential-inversion iterative control (MFDIIC) was proposed to si-

multaneously compensate for both nonlinear hysteresis anddynamics of hysteresis-like

hammerstein systems with good robustness against hysteresis/dynamics changes, while

avoiding the arduous hysteresis and vibrational dynamics modeling. The MFDIIC im-

proved over the modeling-free inversion-based iterative control (MFIIC) algorithm by

exploring the input-output (tracking) data of not only the last iteration, but also the past

iterations to update/correct the control input for the current iteration. Furthermore, the

convergence of the MFDIIC in compensating for the hysteresis effect was analyzed by

considering the system a hammerstein system in the frequency domain. The output track-

ing error was quantified in a statistical sense by the properties of the random output dis-

turbance/noise considered in the analysis. The theoretical analysiswas also validated

through experimental results with two different system setups to demonstrate the com-

petence of the proposed MFDIIC method in compensating for both the system dynamics

and hysteresis effect simultaneously.
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