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Advanced manufacturing aims to make high-quality prodattiew cost with high &iciency
and highly integratedontrolled processes, thereby, promoting the procesgratien and pro-
viding accommodation of customized and co§eetive miniaturized products. With the in-
creasing demands on product precision and c@igiency in micro- and nano-scale manufac-
turing, the development and implementation of control tetbgies have become an indis-
pensable part of advanced manufacturing. However, clzgkerxist in the process control of
micro- and nano-scale manufacturing. The system dynarnmiageneral, is complicated and
can be excited when the micro- and nano- manufacturing ardumed at high speeds, and
other adverseftects including the hysteresis and credljges of the actuators further compli-
cates the precision control of the manufacturing systenditishal challenges also arise from
the variatiofuncertainty and environmental disturbances. It has beerodstrated that micro-
manufacturing could benefit from the augment of ultrasoibcation in achieving lower power
consumptions and elongated tool life. However, the funddaaienechanism of ultrasonic vi-
bration dfect on micromanufacturing has not yet been understood. I&irtallenges also
exist in probe-based nanomanufacturing as the patterhiogighput is ultimately limited by
the patterning speed, which, in turn, is limited by the \itm@al dynamics and hysteresifext,

as well as the cross-axis dynamics couplifii¢et of the actuation system. Further challenge



arises when patterning directly on hard materials usinggmased approach — even withisti
probe of hardest material, the pattern obtained on hardlsssuph as tungsten is hardly of any
practical usage (feature depth0.5 nm). These challenges in micro- and nano-manufacturing
motivate the research in this dissertation.

In this dissertation, the dynamics and hysterefiisct are studied and addressed for the
magnetostrictive actuator-based ultrasonic-vibratiesisted microforming process and probe-
based nanofabrication with an atomic force microscope (ARMparticular, a magnetostric-
tive actuator-based mechatronic system is developed éoultrasonic-vibration-assisted mi-
croforming process. The modeling-free inversion-basamaiive learning control method (MIIC)
is utilized to compensate for the dynamics and hysteréiisteon the ultrasonic vibration gen-
eration across a large range of working frequency. The Ribcdrmethod is utilized to rapidly
identify the resonant frequency online for more pronounakrhsonic vibration ffect. To
address the backlash and relatively low resolution of therddZor, a bulk motion actuation
system is designed and fabricated with a mechanical angtldit around a magnetostrictive
actuator. Such a design allows the bulk motion for large wtufiprce and motion stroke with
high resolution € 1 um). The entire microforming process is divided into prelding and
welding phases. During the pre-welding phase, the dat@mrimodeling-free dierential-
inversion-based iterative control (MFDIIC) approach iseleped to address the dynamics and
the hysteresisftect of the magnetostrictive actuator for higficgency. The inversion-based
optimal output tracking-transition method is employeddalize the accuracy transition from
the pre-welding to the welding phase, and thus improves tbéugt quality. In the study of
the probe-based nanofabrication, the MFDIIC method is atitiaed and integrated to address
the adverse dynamicdfect and the hysteresis behaviour of the piezoactuators. ltFasanic
vibration is also augmented in the driving of the piezoattiuin z— axis to increase the impact
of the probe and enables the patterning on hard materials.

The MFDIIC technique is further analyzed and theoreticptiyved of its éficiency in com-
pensating for both of the dynamics and nonlinear hysteeff&sts with no needs for modeling
hysteresis andr dynamics, and achieve both precision tracking and gobdstoess against
hysteresiglynamics changes. The convergence of the MFDIIC algorithamalyzed with ran-

dom output disturbangeoise considered. It is shown that precision tracking caadtgeved



with the tracking error close to the noise level in the stiatib sense.
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Chapter 1

Introduction

Advanced manufacturing emphasizes on cétiency and system miniaturization. Among
the advanced manufacturing technologies, micromanuiagtand nanomanufacturing, as the
fundamental technologies towards miniaturized produnts manufacturing platforms, have
played an important role in supplying miniaturized devie@sl components in the fields in-
cluding medical, aerospace, militadefense, optics, automotive, consumer products, and mi-
croelectronics. Micromanufacturing has emerged as aariivenue to bridge the manufac-
turing between nano- and macro-scale [1]. Many fields haws lecreasingly demanding
miniature devices and components by micromanufacturing @@mplex micro-scale features
made from a wide selection of materials [2, 3], and nanonaatufing is by far predominant
in semiconductor industry. However, there still exist mahgllenges because of the scaling
down of the tools, process, and machinery in micro and naatesnanufacturing. First, the
dynamics of the micymano-scale manufacturing system from the miniaturizeconsand the
secondary mechanical structures is generally complicated can be excited at high speeds
during the manufacturing process, which complicates tloegss control of the micfoano-
scale manufacturing. The hysterestieet of the currently adopted actuators imposes more
challenges on the control of the actuation system, anddutimders the throughput by these
technologies. In this dissertation, the dynamics and obigsues in micro-scale forming and
nano-scale manufacturing is studied through the developmia suite of inversion-based
feedforward-feedback of advanced control techniques.

In micromanufacturing, compared to other subcategorigs) as micromilling and micro-
turing, the fundamental mechanisms of microforming prea® not well understood due to

the inability of the miniaturized motors to simultaneoudsfiver the required large force (kN



magnitude), high bandwidth (up to kHz), and precise pasitig accuracy (nanometer resolu-
tion). The current bulk motion actuators in microformingt®ms are generally bulky and not
suitable for miniaturization. In literature, fierent actuatofmotors have been implemented
to achieve mm level motion stroke for micro-scale formingiridustrial applications, such
as DQvoice coil motors [4], piezoelectric actuators [5], and metgstrictive actuators [6].
Though a large motion stroke- (L mm) could be easily achieved by D@ice coil motors, the
backlaslfriction (DC motors) or the limited resolutions (voice cailotors,~ 1 um) hampers
its performance in ultraprecision machining applicationgile the piezoelectric actuators and
magnetostrictive actuators find applications in the/fiaeond stage design in dual-stage de-
signs with high resolutions [7, 8], the small output displaent makes it unsuitable to directly
generate bulk motions. We note that compound actuatioemgstonfigured in a coaréiae
dual stage served as methods to overcome the limitationseo&d¢tuators [4, 9]. However,
the dynamics of the coarse stage actuator is slow and hiitdeg§iciency, and the coupled
dynamics, especially when with large load, in such dualestigsigns poses complexity in the
motion control. On the other hand, it's noted that ultrasaribration applied in conventional
large scale forming operation has shown to improve the padyztivity and quality due to
its softening &ect on the workpiece [10]. The ultrasonic-induced enhamegmesults in sig-
nificant reduction of the force applied and thus a substaetimgation of the tool life [11].
Furthermore, it has been proposed that the ultrasdifiécternight become more pronounced
if the vibration occurs at the resonant frequency of the wimte [12]. However, the appli-
cation of ultrasonic vibration for micro-scale forming ogon has not been studied, and the
fundamental mechanism is still not clear. There is a neethfodevelopment of a new type of
actuating system optimized for the microforming system amgtopriate control strategies.

In nanomanufacturing, the probe-based nanolithograpB\jas drawn much attention
recently. Among the PBN techniques, the hanopatternirautiir mechanical plowing not only
costs less in both equipment and operation, but also hasdegglexity in the process control.
Challenges, however, need to be addressed to achieve ragl-patterning on hard material
using mechanical plowing. One of the main challenges is tmtaia precision positioning of

the cantilever probe with respect to the sample surfacenguhie patterning process at high



speeds, particularly when the fabrication size becomasively large. Like in other PBN pro-
cesses, the dynamics of the actuation system, from theglexzdc actuators to the mechanical
fixture (of the cantilever) and then to the cantilever, camxmted when the plowing is at high
speeds, resulting in pattern distortions [13]. More pattéistortions can be induced when the
fabrication size is increased towards the full displacemange of the piezoactuators, as the
hysteresis #ect of the piezo actuators becomes more pronounced [14 Mdéieover, cross-
axis coupling exists in positioning betweertdrent axes during 3-D PBN process, due to the
misalignment (albeit small) of the piezo actuators/angositioning sensors [16, 15]. Further
challenge in mechanical plowing arises when fabricatindpard material. As the hardness of
material increases, however, it becomes increasingicdit to pattern (indent) on those mate-
rials, even with the hardest probe available (diamond profigs difficulty might be alleviated
by repeatedly plowing the same pattern [16]. The pattertitgfine width and uniformity of
line depth), however, can be degraded as it is very chalengi reposition the probe exactly
along the same path (with nanometer to sub-nanometer gnegiparticularly when plowing
at high-speed aridr large range. Moreover, such an approach becomdkedatige for ultra
hard materials such as tungsten or chromium. Thereforanimgees need to be designed to
maintain precision probe-sample positioning during ttghtspeed PBN process, and enable
mechanical plowing for high-speed, large-range pattgroimhard materials.

In this work, we propose to utilize a Terfenol-D centered hagtcal design to achieve the
mm level motion range with high resolution andfstient load capability for microforming
process. The high energy density of magnetostrictive nadgemakes it highly possible to
trade df the blocked force against larger output displacement ligintj appropriate mechani-
cal design, which makes full use of the high resolution artguiforce of the magnetostrictive
actuators. Itis challenging, however, to achieve the lsipled and precision positioning for the
micro-scale forming operations. The dynamics of the ainatystem, from the magnetostric-
tive transducer to the mechanical flexures, can be exiteidgltine high-speed motions. The
dynamics also changes when the system is loaded. Morebednttinsic nonlinear hysteresis
effect of the magnetostrictive actuator is prominent sincg designed to exploit the full range

of its displacement capacity. During the microforming me& the ultrasonic vibration was



augmented to bulk motion and leads to the workpiece weldihg. phase change of the work-
piece induces the drop of the interaction force betweendhetor and the workpiece. Without
regulation of the actuation force, the welded workpieceldtdne easily deformed, which, in
turn, could also damage the tools. In this dissertationedfteward-feedback control frame-
work is developed by combining the recently-devioped tteeacontrol technique [17] and the
Kalman filtering. Such a design not only compensates for ymauchics and hysteresistect
of the actuator, but also realizes the accurate phase ttmsif the workpiece, and thereby
achieves the high-speed and quality microforming.

The nanolithography using an atomic force microscope (ARMjIso investigated in this
dissertation. An approach integrating advanced contrtii witrasonic-vibration of the probe
is presented to enable the mechanical plowing for highepagéerning on hard materials. The
normal ultrasonic-vibration of the probe substantiallgreases the impact (from the probe) on
the sample surface, thereby enabling indentation (plowamghard material. A data-driven,
differential-inversion iterative control (MFDIIC) algorithim proposed to account for both the
hysteresis and the vibrational dynamiéeets during the high-speed, large range PBN process.
The MFDIIC is also utilized to compensate for the cross-ayisamics coupling in multi-axis
fabrication process. Both the patterning speed and feaguméty are significantly improved
by this combination of advanced control technique and sdinéc vibration augmented to the
AFM probe motion.

The rest of this dissertation is organized as follows.

In chapter 2, a mechatronic system based on a magnetogtradttuator is developed for
microforming process. Magnetostrictive actuators arg peomising to address existing chal-
lenges in microforming technology. Compared to other dotsasuch as miniaturized mo-
tors and piezoactuators, magnetostrictive actuators advantages including large actuation
frequency range, low input voltage, and high force dendij-[21]. Although these advan-
tages of magnetostrictive actuators have been explorethér precision-positioning applica-
tions [22]-[24], no work has been done to utilize them foragbnic-vibration-assisted micro-
forming processes. Itis also challenging to rapidly andieately identify the resonance of the
system, and maintain the resonant frequency during thesfoitning process. Such challenges

arise due to the distortion of the ultrasonic vibration atade by the dynamics and intrinsic



hysteresis behavior of the magnetostrictive actuatiotesysand the variation in the material
properties of the workpiece itself. To address these alssies, the modeling-free inversion-
based iterative learning approach [25] is utilized to conspge for the dynamicdtect of the
magnetostrictive actuation system on the ultrasonic titmageneration. Then the Fibonacci
search method [26] is utilized to achieve rapid identifmatdf the resonant frequency on-
line. The developed system serves as a platform for inastig) the mechanisms behind the
ultrasonic-vibration-assisted microforming process.

In chapter 3, a dual-stage microforming system is conscubased on magnetostrictive
actuators to achieve both precision bulk motion and ultresaibration generation. The data-
driven, modeling-free dierential-inversion-based iterative control (MFDIIC) apach is em-
ployed to account for the adversfeets during the pre-welding phase in the microforming
process, including the vibrational dynamics, the hysteieshavior of the magnetostrictive ac-
tuator, and the dynamics variation of the bulk motion sutesys In order to handle the phase
transition of the workpieces during the microforming, thaimal output tracking-transition
method [27] is utilized to attain the smooth anicent phase transition during the micro-
forming process. This method is advantageous in elimigdtie post-transition oscillation by
finding the control input that matches the boundary stateeght the beginning and the end
of the transition period, based on the previewed stablergion approach [28]. Compared to
the minimization of the input energy in the optimal outpansition technique [29], the mini-
mization of the output energy is more desirable as it tengisavide more smooth and smaller
displacement output during the transition. Thus, betterafdrming quality could be achieved
by the smaller displacement output during the switchingnftbe pre-welding to the welding
phase. The proposed control framework is illustrated bylementing it in the welding of
two ABS plastic workpieces. Theficacy of the proposed approach is demonstrated through
the experimental control results and the welded workpieiceshich the optimal high-speed
microforming and substantial welding quality are achieved

In chapter 4, we present an approach that integrates adVarwgrol with ultrasonic-
vibration of the probe to enable mechanical plowing for higieed patterning on hard ma-

terials. The MFDIIC algorithm is utilized to account for bahe hysteresis and the vibrational



dynamics €fects during the high-speed, large range PBN process. Thell@R® also uti-
lized to compensate for the cross-axis dynamics couplingutiti-axis fabrication process.
Moreover, ultrasonic vibration of the probe in the normadrfical) direction is augmented to
the motion of the probe during the plowing process [30]. Thamal ultrasonic-vibration of
the probe substantially increases the impact (from theg)rob the sample surface, thereby
enabling indentation (plowing) on hard material. The psgmbapproach is implemented to
fabricate patterns of large size (60 um) on a tungsten caatsk (with quartz as the sub-
strate). The experimental results showed that a plowingdps high as-5 mnysec can be
achieved with the patterned line width and line depth at 9%anch2 nm, respectively.

In chapter 5, the data-driven, modeling-fredfeliential-inversion-based iterative control
(MFDIIC) approach is developed to achieve simultaneousengsis and vibrational dynamics
compensation without modeling the hysteresis/anthe vibrational dynamics. Furthermore,
the convergence of the MFDIIC in compensating for the hesisréfect is analyzed by con-
sidering the system a hammerstein system in the frequenogido The output tracking error
can be quantified in a statistical sense by the propertidseatindom output disturbanoeise
considered in the analysis. The theoretical analysis shbe/sutput tracking error by the
MFDIIC methodis also validated through experimental ressulith the magnetostrictive ac-
tuator and piezoactuator to demonstrate the competendee girbposed MFDIIC method in
compensating for both the system dynamics and hysterfisist simultaneously.

In Chapter 6, this dissertation is concluded.



Chapter 2

Dynamics Compensation and Rapid Resonance Identificatioml
Ultrasonic-Vibration-Assisted Microforming System Using
Magnetostrictive Actuator

Abstract

In this chapter, a mechatronic system is developed to cosgperfor the hardware dynam-
ics fect and to achieve rapid resonance identification for aasdmic-vibration-assisted mi-
croforming system. Microforming has recently attractedagrinterests due to the need for
miniaturized manufacturing systems in emerging appliceti It has been demonstrated that
significant benefits such as, reduction of input energy aotbpgation of tool life, can be
gained by introducing ultrasonic vibration into the mianshing process, particularly when
the vibration is maintained at the resonant frequency of/itheating workpiece. However, the
fundamental mechanism of ultrasonic vibratidfeet on the microforming process has not yet
been understood; the electrical actuators currently usgdrerate the ultrasonic vibration are
bulky and not suitable for miniaturization of the microfdng system; and control of ultrasonic
vibration is primitive and far from being optimal. To tacklgese challenges, a microforming
platform based on a magnetostrictive actuator has beenogek The main contributions of
this chapter are two fold: (1) the use of a novel iterativerigsy control technique along with a
vibration oscillation regulation circuit to compensate the dfect of the magnetostrictive actu-
ator dynamics on the ultrasonic vibration generation, &edeby, maintain the same vibration
amplitude across a large excitation frequency range, anth€use of the Fibonacci search
algorithm to achieve rapid online identification of the neaot frequency. Experimental results
obtained on the developed magnetostrictive-actuataeebascroforming system are presented

and discussed to demonstrate tlficacy of the proposed approach.



2.1 Introduction

A mechatronic system is developed to control the magnéttge actuation system for the
ultrasonic-vibration-assisted microfroming process.cidmanufacturing technology, includ-
ing microforming [2], microjoining [31], and micropunclgn32], has emerged as a critical
avenue to bridge the manufacturing between nano- and nsaate-[1]. Work is needed to
address issues related to the fundamental manufacturieganisms involved and the devel-
opment of the manufacturing system itself. Specificallynt@stigate the impact of ultrasonic
vibration on metal forming in micymeso-scale, an ultrasonic-vibration-assisted microifogm
system based on magnetostrictive actuation has been gede]d3]. This chapter addresses
the compensation for the actuation hardware dynantfegsteon the ultrasonic vibration gener-
ation, and the rapid identification of the resonant frequesfahe ultrasonic vibration during
the microforming process.

Micromanufacturing refers to fabrication of miniature fgawith dimensions ranging from
a few micrometers to tens of millimeters. Many fields, indhgdmedical, aerospace, mili-
tary/defense, optics, automotive, consumer products, and comeations, have been increas-
ingly demanding miniature devices and components with ¢dexnmicro-scale features made
from a wide selection of materials [2, 3]. In contrast to MEMSroach which is limited to
silicon based material and planar shapes, variffiaste have been made to miniaturize existing
traditional manufacturing processes such as machinimgifg and molding. Among these,
microforming has been the least investigated. Ultrasaibi@tion applied in conventional large
scale forming operation has shown to improve the part pitbdiycand quality. Such an en-
hancement is attributed tdfects including localized heating [34], reduction of frigti[35],
and softening #ect of ultrasonic vibration on the workpiece [10]. The wtraic-induced en-
hancement results in significant reduction of the forceiad@nd thus a substantial elongation
of the tool life [11]. Furthermore, it has been proposed thatultrasonic fect might become
more pronounced if the vibration occurs at the resonantgeqy of the workpiece [12]. How-
ever, application of ultrasonic vibration for mi¢noeso-scale forming operation has not been
studied, and the fundamental mechanism is still not clearachieve the system miniaturiza-

tion, the bulky hydraulic actuators typically used in camtienal size forming operation need



to be replaced. There is a need for the development of a nexofygictuating system optimized
for the microforming system and appropriate control sgig®

In this study, we have developed a microforming system baselmagnetostrictive actu-
ator [33]. Magnetostrictive actuators are very promisiogddress existing challenges in mi-
croforming technology. Compared to other actuators suchiamturized motors and piezoac-
tuators, magnetostrictive actuators have advantagesding large actuation frequency range,
low input voltage, and high force density [18]-[21]. We ntitat although these advantages of
magnetostrictive actuators have been explored in othergie-positioning applications [22]-
[24], no work has been done to utilize them for ultrasonigration-assisted microforming
processes. The developed microforming system providestatppe platform to investigate
ultrasonic vibration #ect on the load reduction behavior. It is challenging, haveto rapidly
and accurately identify the resonance of the system, andtaiaithe resonant frequency dur-
ing the microforming process. Such challenges arise bectngsultrasonic vibration could
be substantially distorted by adverseets related to the dynamics and nonlinear hysteresis
behavior of the magnetostrictive actuation system, aniti@n in the material properties of
the workpiece itself. Therefore, techniques need to beldped to achieve rapid identification
and tracking of the vibration resonance during the micmofag process.

The main contribution of this chapter is the developmentrmEghatronic system to achieve
rapid identification and tracking of the resonant frequathayng the magnetostrictive-actuator-
based microforming process. A recently-developed itezdgarning control approach [25] is
utilized to compensate for the dynamid$eet of the magnetostrictive actuation system on the
ultrasonic vibration generation. Moreover, to generatedbsired vibration waveform for the
dynamics compensation, an oscillation regulation cir@iileveloped, based on the voltage-
to-frequency conversion along with the amplitude modafati Then the Fibonacci search
method [26] is utilized to achieve rapid identification oétresonant frequency online. The
proposed approach is implemented on the developed magieties-actuator-based micro-
forming system. The experimental results show that thedish of the ultrasonic vibration
amplitude was significantly reduced by over 95 times acrdagya excitation frequency range
(1 kHz). Moreover, the time needed to identify the resoneequency was also substantially

reduced by over 9 times compared to the conventional sweptsethod.
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This chapter is organized as follows. In Section II, chaEsinvolved in maintaining the
ultrasonic vibration at the resonant frequency of the wisdg are described, followed by the
discussion of the dynamicdgfect of the magnetostrictive actuator on the ultrasonicatibn
generation in Section lll. The proposed approach and thwee development to compensate
for the dynamics convolution and other adverfieas are described in Section IV, where the
experimental results are also presented and discussedcadiuding remarks are given in

Section V.

2.2 ULTRASONIC-VIBRATION-ASSISTED MICROFORMING SYSTEM U S-
ING A MAGNETOSTRICTIVE ACTUATOR

The developed magnetostrictive-actuator-based miarofay system is pictured in Fig. 2.1. A
bidirectional DC motor is utilized to drive a titanium horiava mechanical guiding rail to de-
form the workpiece with a relatively large-range, low-fuegcy motion (i.e., the bulk motion,
where the displacement range is arourd@mm and the frequency is below 1Hz). Then a
magnetostrictive actuator (CU18NDO03, Etrema Products, Inc.) based on Terfenol-D is uti-
lized to drive the horn with high-frequency, low-amplitudibrations (where the displacement
range is below 1@m, and the vibration frequency ranges from a few kHz to teridHa). Dur-

ing the microforming process, the force exerted on the wiedeis measured by a force sensor
(KISTLER 9133B21) mounted behind the workpiece, and thpldeement of the driving stage
is measured by a laser displacement sensor (opto NCDT 1B@1jsing the experimental plat-
form in Fig. 2.1, we can study the fundamental mechanismbeetittrasonic vibrationféects

on the microforming process and the related process caasaes.

Magnetostrictive
DC Motor Actuator Titanium Homm  Workpiece

Fixed Station Laser Displacement Force Sensor
Sensor

Figure 2.1: The experimental setup of the developed ultiasgdbration-assisted microform-
ing system.
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This chapter is focused primarily on controlling the bebawf the ultrasonic Terfenol-
D transducer in the above system. This transducer is a coomheroduct (CU18 SN003)
provided by Etrema Products (Edge Technologies, Inc). Thaufacturer indicates that its
internal structure consists of a TerfenglAtagnet stack with SmCo magnets and low-hysteresis
Terfenol-D alloy (Thb0.28 material). Though not identiclis transducer is similar to the one
described in the US patent #6624539 [36]. The dynamic beha¥this transducer is described
in the data sheet [37] and has been verified by the charaatieriztests performed as part of
this work. The transducer itself has a resonance at 18 kHzhntiifts lower as the device
is loaded. When a horn is attached, the dynamics of the toaesdutput is dominated by
the horn dynamics. In our case the horn is designed for aradabb resonance at 7.5 kHz.
The transducer has the capability of being air cooled torobtemperature fects. However,
since our tests were run at room temperature and under 108MWvas not necessary for the
experiments shown in this chapter [37].

Throughout the microforming process, it is challenging &imtain the ultrasonic vibration
excitation at the resonant frequency of the workpiece, (ite frequency at which the ampli-
tude of the ultrasonic force is maximum) when the ultrasdréquency is sweeping over the
working frequency range. First, the resonant frequencheftorkpiece, being dependent on
the material property and the geometry of the workpiecenisiawn in general. Thus, to fully
exploit the ultrasonic vibrationfiect, the resonant frequency needs to be quickly identified
during the initial stage of the microforming process (Ndi&tithe entire microforming process
only lasts a few minutes). Secondly, the generated ultiasdoration can be distorted by the
adverse ffects of the magnetostrictive actuation system (as disdussgection 2.3), as well as
by other adverseftects caused by the fluctuation of the environmental temperathe varia-
tion of the geometry of the workpiece, and variation in theearial properties of the workpiece.
Therefore, a mechatronic system is developed to accounhése adversefiects in order to
achieve accurate ultrasonic vibration generation dutiegitrasonic-vibration-assisted micro-

forming process.
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2.3 TERFENOL-D ACTUATOR EFFECT ON ULTRASONIC VIBRATION GEN -
ERATION

Hardware dynamics of the magnetostrictive actuator muatbeunted of when applying ultra-
sonic vibration to the microforming process. The amplitofiéhe ultrasonic vibration applied
to the workpiece needs to be maintained around the set palaé when the excitation fre-
guency is tuned over a large range. This requirement carldtevety easily satisfied when the
vibration frequency is well below the bandwidth of the atimsystem (measured by the 3dB
drop of the gain from the DC-gain) or the vibration amplitusieelatively small. As the excita-
tion frequency increases, however, the dynamics of the etagtrictive actuation system along
with the related mechanical fixtures can be excited, rewpiii large distortions in the vibration
amplitude. Moreover, additional distortions can also heegated when the vibration amplitude
becomes relatively large (compared to the full displacemamge of the magnetostrictive ac-
tuator), and as a result, the nonlinear hystere$ectof the magnetostrictive actuator becomes
pronounced [38, 39].

Such a distortion in the vibration amplitude caused by thelMiare dynamics féect was
measured for the Terfenol-D microforming system descriime8ection 2.3 . To investigate
the hardware dynamics couplingfect on the ultrasonic vibration generation, and develop an
effective approach to compensate for such an advdisetea computer-based sensing and
actuation system was developed, as schematically depittEd). 2.2. The high-frequency
vibration displacement of the horn tip was measured by uasimghductive displacement sen-
sor (SMU-9000, resolution Quin, Kaman), which replaced the workpiece and force sensor in
Fig. 2.1. The amplitude of the vibration at the excitatioeguency was then captured by using
a lock-in amplifier (S1 410, Boston Electronics) when a soidal input signal was applied to
drive the Terfenol-D actuator. The excitation input to therfénol-D actuator was generated
by using the Matlab-xPC-target package, and then amplifiedsing a high-current ampli-
fier (Pa-138, Labworks Inc.). During the measurement, tlogt@ion frequency was increased
from 7 kHz to 8 kHz with a 10 Hz increment every 1.5 sec. Theiokthultrasonic vibration

amplitude vs. frequency is plotted in Fig. 2.3.



13

A/D [ Laser Disp.
Sensor
‘ Force Sensor Kj Workpiece
Power
Data Amplifier

acquisition

system Lock-in Inductive
Amplifier “—{ Disp. Sensor

Reference

Horn Tlp

Frequency

D/A Voltage-to- High-current
Frequency Amplifier

Terfenol-D
Actuator

Target Computer
(Matlab xPC-target)

Figure 2.2: The schematic block diagram of the sensing ahdhtian of the microforming
system.
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Figure 2.3: The vibration amplitude generated by using #wehol-D actuator vs. the excita-
tion frequency when the instrument dynamié&et was not compensated for.

When the dynamicsfiect of the actuation system was not compensated for, larniggioa
in the ultrasonic vibration amplitude occured. As shown ig. 2.3, the ultrasonic vibration
amplitude varied over 95% (from Juih to 7.2um). Such a large variation can adverseffieet
the microforming process, as the ultrasonic vibration dongé needs to be maintained at the
desired level during the microforming process. More imaiatly, when actuation dynamics
causes variation in the excitation vibration, the resofraofuency of the microforming process
cannot be accurately identified. As a result, extraneousdbsiare introduced in understanding
the mechanism of the ultrasonic vibratiofieet on microforming process.

The experimental results also demonstrated that the lang&tion (distortion) of the ultra-

sonic vibration amplitude shown in Fig. 2.3 was, indeedsedlby the dynamicdlect of the
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Figure 2.4: The frequency response of the magnetostriatingator (Terfenol-D) measured in
experiments.

Terfenol-D actuator. The frequency response of the TeHBractuator system (with the dis-
placement of the horn tip as the output) is shown in Fig. 2.4.dvident that both the gain and
the phase variations were pronounced, particularly in Xoéation frequency range applied in
the experiments (7 kHz to 8 kHz). Such large gain-phase ti@ngin the dynamics response
of the Terfenol-D actuator, in turn, led to large amplitudgiation in the vibration applied to
the workpiece. For example, the gain of the Terfenol-D \tibradynamics increased by 48%
as frequency increased from 7 kHz to 7.6 kHz. Corresponginigé ultrasonic vibration am-
plitude increased by 86% in the same excitation frequenagaaTherefore, it is important to

eliminate the Terfenol-D dynamicdfect during the microforming process.
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Figure 2.5: The amplitude of the ultrasonic vibration vandiwith the vibration frequency
fixed at 7.5 kHz (with no dynamics compensation).

We note that heating was not influential for the voltage kwaid test duration time em-

ployed in the experiment. This was confirmed by our expertaleresults. As shown in
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Fig. 2.5, the vibration amplitude with the fixed excitatiaduency (7.5 kHz) remained al-
most the same for a duration of five minutes (the variatiorhef\tibration amplitude was less
than 05%). Note that the five minutes duration was longer than thieeemicroforming pro-
cess studied in this chapter. Thus, the heatiigcé on the Terfenol-D actuator dynamics was

negligible in the following experiments.

2.4 COMPENSATION FOR THE MAGNETOSTRICTIVE ACTUATOR DY-
NAMICS EFFECT ON ULTRASONIC VIBRATION

We propose two inversion-based approaches to compensdke foardware féect of the mag-

netostrictive actuator on the ultrasonic vibration getiena

2.4.1 Optimal-Inversion-Based Compensation Method

First, the optimal-inversion technique [40, 41] is utilizeo compensate for the hardware dy-
namics &ect on ultrasonic vibration during the microforming praseBor a desired vibration
amplitudeYy(jw) at a given frequencyw, the feedforward control input to the Terfenol-D ac-
tuator, Vi¢(jw), can be obtained by using the optimal inverse of the dynamriodel of the

Terfenol-D actuation syster:(jw), as a pre-filter, i.e.,
Vii(jw) = Gi(jw)Y(jw) (2.1)

where Gi(jw) is the optimal inverse o6(jw), obtained by minimizing the following cost
function [40]

J(U(-))=£m{u*(Jw)R(Jw)u(jw)+[yd(Jw) 22)

—Y(jw)I"Qjw)lYd(jw) - Y(jw)]} dw
In the above cost functioni" denotes the conjugate transpose operation, @fjd)) and
R(jw) are frequency-dependent, real-valued weights on thkitrgerror and the input energy,

respectively. The obtained optimal inveSg jw) is given as
Gi(jw) = G{ (jo)Qjw)[R(jw) + G{ (jw)Qjw)Gr(jw)] ™. (2.3)

As shown in Eq. (2.2), the optimal inversion approach takkeese &ects including the input
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saturation, the modeling error and the disturbances intowatt when finding the inversion-
based feedforward control inpW ¢ (jw)—through the selection of fierent values of weight
Q(jw) relative toR(jw) in different frequency ranges. For example, the valu@(gtv) should

be much smaller than that &(jw) at frequencies where the modeling error, the dynamics
uncertainty, angr the disturbances (such as noise) are large. Thus, thmapimversion
approach provids a systematic approach to designing tliéofeeard controller for dynamics
compensation in ultrasonic vibration generation.

As implied by Egs. (2.1, 2.2, & 2.3), thefeacy of the optimal inversion technique relies
on the model accuracy of the Tefonal-D actuator dynamies, the tracking error becomes
large when the modeling error increases. Such modelingsearcse in implementations due to
noisgdisturbance £ects in the relatively high frequency range, and small dyoamwariation
and nonlinear hysteresidtect in the relatively low frequency range (both with respgecthe
system bandwidth). Moreover, the tracking precision cafubther limited by the nonlinear
hysteresis #ects of Terfenol-D actuator. Thus, we propose the use of entlycdeveloped
modeling-free inversion-based iterative control (MlII@paoach to further improve the tracking

precision.

2.4.2 lterative-Learning-Control-Based Compensation Mé&od

The MIIC law is depicted in Fig. 2.6. For a desired vibratiommitude at frequencyw,
Vded jw), the input to the Terfenol-D actuatasrjw), can be obtained by [25],

Up(jw) = aYdedjw), k=0,
seallidyiedjw),  whenyi(jw) # 0,

U(jw) = andk > 1, (2.4)
0, otherwise

whereq is a prechosen constant (e.g., the DC-gain of the TerferattDation system) f(jw)’
denotes the Fourier-transform of the signgft)’, and yk(-) is the system output for the input

uk(-) during thek™" iteration.

Notice that in the above MIIC law, the inverse of the systemasgics,uk(jw)/Yk(jw), is uti-

lized to update the next iterative control input. Partidylahe inverse dynamics are corrected
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Figure 2.6: The iterative-control scheme to compensatéhtiTerfenol-D actuator dynamics
effect on ultrasonic vibration generation.

in each iteration by using the measured input and outpuegtigncies where the output track-
ing is needed, i.e., at frequencies where the componentaldhired output is relatively large
(in practice, the frequencies that can be tracked by the Ne#tEBnique is limited by the noise
level of the system—the frequency component of the desiagdctory can be tracked when
the noise level at that frequency is small compared to thepom@nt magnitude of the desired
output at that frequency, see [25] for details). Therefam,only is the modeling process—as
needed in other model-based ILC approaches—avoidedn(iceleling—free), but also the vari-
ations of the system dynamics are automatically competh$atehrough the iteration process.
These two benefits of the MIIC approach are appealing in ieets the modeling process
can be time consuming and prone to errors. Furthermore,dieemence rate of many ILC
approaches tends to be limited by the the size of the systaamaigs uncertainty, (as the value
of the iterative control gain used in these ILC approachedgtermined by the size of dynamics
uncertainty), i.e., a small iterative control gain has tochesen to ensure convergence when
the dynamics uncertainty is large, resulting in a slow coymace process. Whereas such a
limit is eliminated and rapid convergence can be achieveehwising the MIIC technique [25].
Moreover, experimental results in [25] also demonstrated the hysteresigiect of piezotube
actuators can be compensated for with the use of the MlICoagpr Thus, it is advantageous
to use the MIIC approach to compensate for the instrumeramyes éfect on ultrasonic vi-
bration during microforming process.

Hardware challenges, however, exist when implementingatiave inversion-based ap-
proaches to compensate for the dynamitsat on ultrasonic-vibration-assisted microforming.
Note that although the optimal-inverse input (2.1) and tH&Mnput (2.4) can be computed

offline, data acquisition of ultrahigh-speed sampling rateesded when implementing these
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Figure 2.7: (left) The scheme of the oscillation frequeaayplitude regulation circuit, and
(right) the diagram of the real circuit construction.

Amplitude Modulator:

two control techniques directly. For example, for the @tnaic vibration frequency around
7~8 kHz used in this project, a closed-loop sampling rate oveliHkz would be needed (This
means that within 1 microsecond the system needs to accammdith an AD & D/A conver-
sion and the related computations of the control algorith®nce, we developed an oscillation
regulation circuit based on the voltage-to-frequency egsion, to accurately regulate the ultra-
sonic oscillations (both the frequency and the amplitudgfaut resorting to ultrahigh-speed

closed-loop data acquisition.

2.4.3 Development of a Vibration Regulation Circuit for Osallation Waveform

Generation

The developed circuit consisted of two primary parts (shawifrig. 2.7 schematically): a
voltage-to-frequency (W) converter and an amplitude modulator.
The V/F converter generated a sinusoidal waveform with fixed aogeis, and a waveform

frequency proportional to the input voltage level, i.e.,
Ve (t) = Asin KVint) = Asin (wgt) (2.5)

where the amplitud@ was a constant (e.gd = 5), Vin is the input voltage to the ¥ converter
generated by the DAQ analog output, dnid the gain constant that can be tuned by adjusting

the time constant of the voltage-to-pulse converter, sgeZ¥. The amplitude modulator took
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the sinusoidal output of the /& converteryy,e(t), as one input, and an analog output of the
data acquisition cardly, as the other to generate the desired sinusoidal wavefotimdesired

frequency and amplitude (see Fig. 2.7), i.e.,
Ys(t) = Agyv/r(t) = AgAsin (wgt) = AgAsin KVgt) (2.6)

The V/F converter was implemented using #\tonverter chip (LM331). The output of the
V/F converter consisted of a series of square waves whose galgscD,, and waveform

frequency,fp, were both proportional to the input voltage leVg, i.e.,

k

As the final output needed to be sinusoidal, a conversionititiased on a flip-flop chip
(DM74LS174) was designed to transform the square wavefoitim varying duty cycle to
that with fixed duty cycle of 50%. Then, the sinusoidal wavefavith the desired waveform
frequencywy was obtained by passing the fixed-duty-cycle square wawvetbrough an inte-
grator circuit, followed by an Op-Amp based (LF411A) Buiterth bandpass filter (designed
based on a multiplier chip, AD534). Additionally, the sgeiavaveform with duty cycle fixed
was also sent out as the reference input to the lock-in amplifi

By using this oscillation regulation circuit, the frequgrand the amplitude of the sinusoidal
waveform can be regulated between 0 to 10 kHz, and 0 to 10, velspectively. For this
frequency range, a frequency resolution of 10 Hz and an amgliresolution of 0.001 volt
were achieved. The amplitude resolution was limited by @selution of the DAQ system, and
the frequency resolution can be linearly scaled with resfpethe frequency range, which can
be adjusted between 0 to 100 kHz through the design of fRecdnverter (i.e., by choosing

different combinations of resistances and capacitances).

2.4.4 Experimental Implementation: Results & Discussion

The developed oscillation regulation circuit was utilizecexperiments to implement both the
optimal-inversion approach and the MIIC approach to coraptnfor the Terfenol-D actuator
effect on the ultrasonic vibration generation. The ultraseitication amplitude obtained by us-

ing the optimal-inversion approach and that by using theQMéchnique are shown in Fig. 2.8
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and Fig. 2.9, respectively. The vibration frequency wasvben 7 and 8 kHz in both tests, and
the result shown in Fig. 2.9 was obtained after 4 iteratidige evolution of the vibration am-
plitude during the four iterations is also shown in Fig. 2.1I0 further evaluate the stability of
the MIIC approach in compensating for the Terfenol-D aciuaffect on ultrasonic vibration
generation, the iterations were conducted for a total of&@@iions. The obtained relative RMS
error of the vibration amplitudegy %, vs. iteration numbers is shown in Fig. 2.11, where the
relative RMS errorEy %, is defined as

0 = Wae) = YOIl2
i y(llz

and|ly(")|l> denotes the standard 2-norm of the amplitudg(9fover the given frequency range

(2.8)

(7 to 8 kHz in this experiment).
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Figure 2.8: The amplitude of the vibration oscillation gexted by the Terfenol-D actuator
vs. frequency after compensation by using the dynamicgsiase method along with the
developed oscillation amplitude regulation circuit.

The experimental results clearly demonstrate ftiieacy of the proposed two approaches
(and particularly, the MIIC technique) in compensatingtfe dfects of the Terfenol-D actuator
dynamics on the ultrasonic vibration generation. Compghiig. 2.8 with Fig. 2.3, we can see
the vibration amplitude variation was reduced by over 13firffrom 95% to 7%) by using
the optimal inversion method. However, it becomes verylehging to further reduce the
vibration variation (or by using other model-based consq@broaches usingfakeddynamics
model). One important limit factor is that the dynamics o fferfenol-D actuator can vary
slightly during daily operations. Such a small albeit cativariation of the Terfenol-D actuator

dynamics (to compensation precision) is verfiidult to capture by using a fixed dynamics
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Figure 2.9: The amplitude of the ultrasonic vibration gated by the Terfenol-D actuator vs.
frequency after compensation by using the proposed appigiae MIIC technique along with
the oscillation amplitude regulation circuit), where timsét is the zoomed-in view over the
frequency range of 7.4 to 7.6 kHz.
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Figure 2.10: The amplitude of the ultrasonic vibration wgqgfiency obtained in: (a) the first
iteration, (b) the second iteration, (c) the third iteratiand (d) the fourth iteration when using
the MIIC technique.

model—it is not convenient in practices to re-model the dieof-D dynamics on a daily basis.
Additional variation can also be generated by the nonlimgateresis #ect of the Terfenol-D

actuator when the vibration amplitude becomes relativatgd with respect to the full range
of the Terfenol-D actuator. These challenging issues weceessfully addressed by using
the MIIC approach, as shown by the experimental results. faoed to the resutls obtained
by using the optimal-inversion approach (compare Fig. 2tB ®ig. 2.8), the variation of the

ultrasonic vibration amplitude was further reduced by aémes (from 7% to less than 1%),
which is over 95 times reduction of the original vibrationg@itude variation (compare Fig. 2.9

with Fig. 2.3). Particularly, such a dramatic reduction veatieved with only merely four
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Figure 2.11: RMS relative variation of the vibration amyudie Ey% vs. the number of itera-
tions.

iterations (see Fig. 2.10). Moreover, the reduction wamtaaied at almost the same level
as the number of iterations increased (see Fig. 2.11)—thgoped MIIC-based approach was
stable in experimental implementations. Thus, the expartal results clearly demonstrate
the dficacy of the proposed approach in cancelling the dynamicgobation efect on the

ultrasonic vibration generation.

2.4.5 Rapid Resonant Frequency ldentification

It is important to rapidly identify the resonant frequendytlee workpiece during the micro-
forming process. As the duration of the entire microformgngcess is rather short (generally
a few minutes), fast identification of the resonant freqyetlicectly leads to an enhancement
of the ultrasonic vibrationféect on the microforming process. Although tracking of theore
nance of the ultrasonic vibration during the microformirrgqess has been considered previ-
ously [42, 43], the swept sine method used in that work is tiovesuming and thereby, cannot
be utilized to rapidly identify the resonant frequency. Aswn in Fig. 2.12, it took over 150
seconds when the swept sine method was used to identify shaaet frequency on the de-
veloped microforming system. Such a long identificationetish unacceptable, and moreover,
cannot be further reduced as the identification time wasawidt by the number of periods
needed to measure the oscillation amplitude at each wawmdfequency (around 10 periods),
the frequency increment during the sweep (10 Hz, the rasalof the \/F converter), and the
total frequency range (1 kHz). Evidently, techniques neeblet developed to rapidly identify

the resonant frequency.
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Figure 2.12: (top) The amplitude of the ultrasonic forceleggpat the workpiece during the res-
onance identification process by using the swept sine me#rati(bottom) the corresponding
sweep of the excitation frequency.

In this chapter, we propose to utilize the Fibonacci searethod [26] to shorten the time
needed to identify the resonant frequency of the workpies.the amplitude of the ultra-
sonic force has only one maximum in the excitation frequeatyge, the resonant frequency
w* can be identified as the one at which the gradient of the oltiasorce (with respect to
frequency) is zero, i.edF(jw)/dw|,-.+= 0. Methods such as the bisection method, the regula
falsi method, and the Newton’s method (e.g., [44]) are nefgrred for rapid resonant fre-
guency identification as gradient (derivative) of the tnaic force needs to be obtained in
these methods. Thus, the Fibonacci search method is dtéigeo derivative of the ultrasonic
force is required.

Next we present the implementation of the Fibonacci sedgdrithm for the rapid resonant
frequency identification. First, the Fibonacci fractiomgence{Ry | k = 1,2, - - -} was utilized

to determine the frequency values to be searched, where

=—— fork=12---,N (2.9)

with Fys (the Fibonacci numbers) given by

Fo=F1=1,
(2.10)
Fk = Frk-1 + Fr2, k=23, ..

and the length of the Fibonacci fraction sequeNceras determined by the desired searching
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accuracy, i.e.N was chosen such that

Fo &
=02 2.11
Fn = W (2.11)

Rn
wheres andW were the required searching accuracy and the length ofélj@dncy interval to
be searched. Then, the values of the vibration amplitudeeatearched frequencies were used
to abridge the searched frequency interval for the nexchedtarticularly, letv; x andws k be
the lower and upper boundary frequencies of the searchgdeney interval in th&!" search,
respectively;w, be the resonant frequency to be identified; &ngdand Ank be the ultrasonic

force amplitudes at the two added search frequenaigandwy k that were determined by (see

Fig. 2.13)

Wik = wix+ W= R (2.12)

whk = wik — W R¢

Then the resonant frequeney;, can be identified with the desired accuracy alNarumber of
searches [26].

In this project, a Fibonacci sequence of leniytk: 11 was used. The length was determined
by Eg. (2.11), with the identification accuracy at 10 Hz, ahd tatio of the identification
accuracy to the uncertainty interval at 0.01 (the range@ftarched frequency interval was 1
kHz). Moreover, the desired identification accuracy cao bisguaranteed after 11 searches, or
equivalently, 11 measurements of the force amplitude. l@developed microforming system
studied in the experiment, these 11 measurements of forgditade are translated to 16.5

seconds identification time.

Amp.

Figure 2.13: The two scenarios of force amplitude comparigocurring in the Fibonacci
search method, where the shaded area denotes the abritigysdlifor the next search.

The experimental implementation results agreed with oediptions. The Fibonacci search

method was implemented by using a S-function in Matlab-8itkuThe measured ultrasonic
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vibration force amplitude during the searching procesfdsvs in Fig. 2.14. The resonant fre-
guency (i.e., the frequency with the maximum force ampéjudas identified in 16.5 seconds
with identification error less than 10 Hz after a mere of 1téocamplitude measurements—as
we predicted by the Fibonacci search algorithm. Compardkedraditional frequency swept
sine method, the Fibonacci search method dramaticallycextithe number of measurements
and the total identification time by over 9 times (from 101 sweaments to 11 measurements,
and from 151.5 seconds to 16.5 seconds, respectively). &usthpstantial reduction of the
searching time can enhance the ultrasonic vibratiteceon microforming process by signifi-
cantly extending the ultrasonic vibratioffect time, which facilitates the understanding of the
mechanism of the ultrasonic vibratioffect on microforming process. Therefore, the experi-
mental results demonstrate th@&@acy of the proposed Fibonacci search approach in rapidly

identifying the resonant frequency.
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Figure 2.14: (top) The amplitude of the ultrasonic forceleggpat the workpiece during the
resonance identification process by Fibonacci search me#ma (bottom) the corresponding
change of the excitation frequency.

2.5 Conclusion

In this chapter, a mechatronic system was developed to amsafe for the actuator hardware
dynamics éect on an ultrasonic-vibration-assisted microformingeysand to achieve rapid
resonance identification during the microforming processmodeling-free inversion-based

iterative control (MIIC) algorithm was proposed to compagasfor the dynamicsfiect of the
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magnetostrictive actuator on the ultrasonic vibratiord an oscillation frequency and ampli-
tude regulation circuit was developed to implement the psed MIIC approach. The Fi-
bonacci search method was utilized to achieve rapid ideatifin of the resonant frequency
during the ultrasonic-vibration-assisted microforminggess. The proposed mechatronic sys-
tem was demonstrated on an ultrasonic-vibration-assistedoforming system based on a
magnetostrictive actuator. The experimental results wesented with the dynamicffect of
the magnetostrictive actuator significantly reduced by ®zetimes and the time for resonant
frequency identification reduced by over 9 times. The coragtion for the hardware dynamics
effect and the rapid identification of the resonant frequendhfadilitate the research in under-
standing the fundamental mechanisms of ultrasonic viimadifect on microforming process,

as well as the development of process control for microfogysystem.
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Chapter 3

Control of a Magnetostrictive-Actuator-based Micromachining
System for Optimal High-speed Microforming Process

abstract

In this chapter, the process control of a magnetostricisterator-based microforming system
is studied. Microforming has recently become an emerginguaced manufacturing technigue
for fabricating miniaturized products in applicationsliuding medical devices and microelec-
tronics. Particularly, miniaturized desktop microformigsystems based on unconventional ac-
tuators possess great potential in both high productivity law cost. Process control of these
miniaturized microforming systems, however, is challeggand still at its early stage. The
challenge arises from the complicated behaviors of theatmts employed, the switching and
the transition involved in the actuatimnotion, and the uncertainty of the system dynamics
during the entire microforming process. The dynamics ardhysteresis féects of magne-
tostrictive actuator can be excited, resulting in positigrerrors of the workpiece during both
the trajectory tracking and the output transition phasée rapid tracking-transition switching
is also accompanied with substantial variation of the sgdgnamics. Moreover, the process
control is further complicated by the use of multi-stagesattdrs and the augmentation of ultra-
sonic vibrations to the microforming process. In this ckapa control framework integrating
iterative learning control and an optimal transition tcapey design along with feedforward-
feedback control is proposed to achieve high-speed andduglity microforming. The ffi-

cacy of the proposed control approach is demonstratedghrexperiments.
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3.1 Introduction

Micromachining has recently emerged as an important acddhn@nufacturing technology for
fabricating miniaturized products. Particularly, micrachining technology has been employed
for manufacturing products in a broad range of areas incutMEMS [45], electronics [46],
medical devices [47], and bioengineering [48]. Comparembtiventional manufacturing tech-
niques, micromachining possesses advantages in beingpgiiecess a wider variety of mate-
rials, have a higher product accuracy, and machine partsroplex geometry shapes [49, 50].
To fully exploit these advantages, advanced control teghes are required to compensate for
the adverseféects existing in the manufacturing process, and take intowatt the motion and
positioning needs of elierent phases of the microforming process. Current work amamia-
chining process control, however, is still largely limitedconventional proportional-integral-
derivative (PID) types of methods [51, 52]. In this chaptiee control of a desktop mciroma-
chining system based on a dual-stage magnetostrictivatactis studied, and a framework of
advanced control techniques is developed to achieve bgthduality and high &iciency in
the microforming process.

Advanced control technologies have become an indispesgaiot of micromachining sys-
tem. With the replacement of conventional electrical motoy smart actuators (such as the
magnetostrictive actuators) in the micromachining syst¢s3, 54], the need for advanced
control in micromachining becomes exigent. Compared totédal motors, smart actuators
offer larger force output and higher bandwidth of motion witlatieely smaller physical size,
thereby, becoming a better choice for attaining miniatdiZootprint in desktop microma-
chining systems [55, 56]. However, due to the nonlineardrgsis behavior coupled with the
vibrational dynamics of these actuators, additional adrthallenges arise [57]-[61]. These
smart-actuator-related adversffeets become more pronounced and can vary substantially
during high-speed, large-range motion — to achieve higiciency micromachining under
a broad range of operation conditions (e.g., machining bothll size and relatively large size
workpieces). Therefore, to fully exploit the advantagesadromachining systems, advanced
control techniques need to be developed.

In particular, high-speed, high-quality microforming pesses demand the development of
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advanced control technologies. Although modeling of thetdénesis of smart actuators such as
magnetostrictive actuators has been addressed recedil§1f little work has been reported to
account for the positionirignotion needs of the entire microforming process [62]. Initiaiu

to the hysteresis and dynamid$eets of the magnetostrictive actuators employed, the syste
dynamics and the operating conditions (i.e., the boundanglitions of the system dynamics)
can vary and shift substantially duringffidirent phases of the entire micromachining process
(e.g., from the pre-welding phase to the welding phase) §88, particularly when operating
on soft materials such as plastic. With these dramatic djgcsaand hysteresis variations, it
becomes challenging to achieve precision positioning aotiom control. For example, large
change of system dynamics occurs when engaging the wodgiednitiate the forming during
the pre-welding phase, or when the workpices are softengtham hardened during the weld-
ing phase. As a result, it becomesfidult to achieve rapid transition of the workpieces without
induced post-transition vibrations. Moreover, the needuizkly identify the pre-welding to
welding transition is further complicated by the noisy meament during the microforming.
These challenges motivated this work.

The main contribution of the chapter is the development obrrol framework for the
entire microforming process to achieve optimal high-spescroforming. First, a recently-
developed iterative control technique [17] is combinedhwtite design of the transition tra-
jectory to achieve rapid engagement of the workpieces witim@lucing post-engagement os-
cillations. Then Kalman filtering is employed to rapidly et and identify the pre-welding to
welding phase transition by accurately estimating theauati#on force from the measured noisy
data. The identified condition of the pre-welding to weldir@nsition is then utilized in the
design of the optimal transition trajectory based on thégitoutput tracking of non-periodic
tracking-transition switching [27]. The obtained optintednsition trajectory is then tracked
through a feedforward-feedback controller without peatisition oscillations. The proposed
control framework is illustrated by implementing it in theslding of two ABS plastic work-
pieces. The experimental control results and welded partwodstrate thefiicacy of the pro-
posed approach in achieving optimal high-speed microfognaind a substantial improvement

of the welding quality.
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The chapter is organized as follows. In Section 3.2, therobobjectives of the micro-
forming process are formulated, based on an analysis offthkeages involved in achieving
high-dficiency and high-quality microforming. In Section 3.3, th®gosed control frame-
work is presented, and followed by the experimental implataition and results discussion in

Section 3.4. Our conclusion is given in Section 3.5.

3.2 Control Issues in the Dual-stage Microforming System

The dual-stage microforming system, as pictured in Fig(&)lutilizes two magnetostricitive
actuators in a dual-stage configuration to achieve pretisiotion control in both large-range
displacement{1 mm) and ultrasonic vibration (vibration amplitude>~10 um). A six-bar
lever mechanism is designed and fabricated around the-targge magnetostrictive actuator
to generate the large-range motion (see Fig. 3.1 (b)), vehilgh bandwidth magnetostrictive
actuator (called the small-range magnetostrictive actumlow) was employed to generate the
ultrasonic vibration. The large-range magnetostrictigtuator was designed and home-made
using a Terfenol-D transducer, and the strain responsedfaifenol-D was amplified by using
friction and backlash-free joints [65]. During the microfung process, the force exerted on the
workpieces, the displacement of the large-range motiot tla@temperature of the Terfenol-D
transducer (for large-range motion) are measured usiageotively, a force sensor (KISTLER
9133B2), a capacitive sensor (CPL-190, LION Precision), athermometer (Fluke 50D/8).

As the temperature varies significantly during high-spégde-range microforming — due to
the large current passing through the coils of the Terf@nhattuator, compressed air is injected
to cool down the large-range magnetostrictive actuator.

Precision control of the dual-stage micromachining sysiegrucial to ensure both high
quality and high #iciency in microforming. As illustrated in Fig. 3.2, the naéorming pro-
cess consists of the pre-welding phase and the welding pRasing the pre-welding phase,
the large-range actuation system needs to drive the warigdielder to quickly engage the
workpieces to the horn tip without inducing post-engagenuscillations (workpiece holder
moves upward by from Fig. 3.2 (a) to (b)). Once the two workpieces are engdgettie

titanium horn with the required force level (the requirecttolevel is workpiece dependent and
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Figure 3.2: The scheme of the microforming phases.

can be pre-determined via experiments), an ultrasoni@tidr is applied to the workpiece at
its resonant frequency. Preliminary results showed thtt thie ultrasonic vibration in place,
welding is induced when the compression depth of the wodgsiés maintained at a certain
displacement level (i.e. the holder moves to positgnin Fig. 3.2 (b)). Due to the softening
effect of the ultrasonic vibration [66], the workpieces ardffar compressed (i.e. the holder at
position Py, in Fig. 3.2 (c)) and then start to join together. Once the imgldtarts, the horn-
workpiece interaction force drops rapidly, signifying thensition from the pre-welding phase
to the welding one. Thus, to ensure the welding quality, tieevipelding to welding transition
needs to be quickly identified, which, in turn, requires thatinteraction force and its gradient
must be accurately quantified during the pre-welding phAséhe horn could indent and pen-
etrate the welding workpieces, resulting in damage of the&kpieces and the horn, it is crucial
to avoid post-transition oscillation right after the prelding to the welding phase transition
(as depicted in Fig. 3.2 (c)—(e)). During the welding pracde achieve the desired pene-

tration depth in the finished workpieces, the holder must batained at the position where
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the welding initially occurs (i.ePy, in Fig. 3.2 (c)). However, the interaction force between
horn and workpiece continuously decreases as the weldimgnoes, and the workpieces join
together and gradually detach from the horn. Finally, Thiglimg phase and thereby the entire
microforming are terminated when the interaction forcepdrto zero in Fig. 3.2 (e). During
the entire welding process, the ultrasonic vibration alseds to be maintained at the resonant
frequency of the workpieces, in spite of significant vadatdf the resonant frequency due to
the softening of the workpieces during the microforminggeiss.

Thus, in summary, the control objectives of the microforgnprocess can be formulated

as:

O1 During the pre-welding phase, rapidly engage the worlgsido the titanium horn and
reach the forming positioR; without inducing post-engagement vibration of the work-

piece holder;

02 During the pre-welding phase, quickly identify the preldirg to welding phase transi-

tion by using the measured horn-workpiece interactiongprc

03 During the welding phase, rapidly transit the holder posiback to the welding-start
position Py, without inducing post-transition vibrations; then maintthe holder posi-
tion atPy, in spite of continuous drop of the horn-workpiece interattiorce that leads

to the loss of horn-workpiece contact;

04 During the entire microforming process, rapidly identifie resonant frequency of the

workpieces, then maintain the ultrasonic vibration clpsebund the resonant frequency.

We focus, in the following, on the first three objectives abev the fourth objective of
identifying and tracking the resonant frequency in ultraswibration excitation has been ad-

dressed in our previous work [67].

3.3 Optimal High-Speed Motion Control Of Microforming Proc ess

In this chapter, we propose a control framework that integra recently-developed iterative
control technique [17] with Kalman filtering and the optinti@jectory design for non-periodic

tracking-transition switching [27]. As depicted in Fig33the iterative control technique is
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utilized to achieve rapid engagement of the workpiecesaowitiinducing post-engagment vi-
brations Q1), and the Kalman filter is employed to quickly detect thewwstding to welding
transition 02). Then an optimal transition trajectory design for noigmic tracking-transition
switching [27] is combined with feedforward-feedback thiage rapid point-to-point output

transition during the welding proces33).

Bhntaie it i I 02
Kalman
filter

Large range

rto OTT — :
_ 3 ° actuation system

Figure 3.3: The block diagram of the proposed control systerthe microforming process.

3.3.1 lterative learning control for rapid engagement in pre-welding

We propose to accurately track a pre-specified desired:toajeviaa priori iterative learning,
i.e., the ILC algorithm is applied infiline iteration to achieve precision tracking of a given
desired trajectory with the workpieces loaded, and the em®d iterative input is applied in
the microforming process with the workpieces replaced bgwa pair. As the variation of the
workpieces is small, thefiect of the workpiece variation is negligible as confirmed by o
preliminary results, i.e., the converged iterative inparn be applied to batch-process the same
type of workpieces. Specifically, the following exponeltyigncreasingdecreasing trajectory,
shown in Fig. 3.4, is chosen as the desired trajectory of thikpiece holder during the pre-

welding process,

do x u(t— Ty) (1- €K™ te o, T/2],

dt) = (3.1)

do X U(T = T = 1) (1-eMTT) te [T/2, T],

wheredg is the desired output displacement of the large-range tatugystem at the forming
position, u(t) is the unit step function, an@l denotes the time period pre-chosen to be large
enough for the whole pre-welding phase, i.e., an half of #réog, T/2, shall be larger than the
duration of the pre-welding phase as only the first half ofttagctory will be applied during

the microforming process (the second half of the trajectuith a long and smooth transition
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to zero avoids unwanted oscillations caused by sudden ehafrthe output). The exponential
codticient k can be used along with the iterative control algorithm betowachieve high-
speed engagement, i.e., the §méentk can be adjusted by using, for example, the bi-section
algorithm in the iterative learning algorithm until the éidgientk cannot be further increased,

i.e., until the tracking error reaches the threshold vahgt@nnot be further reduced.

™ T

time

Figure 3.4: The exponentially increasidgcreasing trajectory designed for the pre-welding
phase.

The recently-developed modeling-fredtdrential-inversion iterative control (MFDIIC) ap-

proach [68] is utilized to track the above desired trajegtor

Up(jw) =aXVYd(jw), k=0,

u(jw) = 2 x yq(jw), k=1,
N o _

w(io) = uealio) + & 3 (Biie) x ecaio),
2 P,

with N=21,2,---,k-1, k> 2
(3.2
&(jw)  =Yd(jw) - Yi(jw),
luk(jo) = U(jw) — U1 (jw),
lyk(jw) = Yk(jw) = Yi-1(jw),
N
S = 2 Bk
k=1
where f(jw)’ denotes the Fourier-transform of the signi{t)’, y«(-) is the output for the input
ux(-) during thek™ iteration, y4(jw) is the desired outputy is a pre-chosen constant (e.g., the
DC-gain of the system); € (0, 1) is the weighting factor, and € (0, 1) is the coéicient
selected to ensure the convergence of the iteration. Thédiaven algorithm explores all
the input-output responses of the system in the ph#erations to update the control input

in current iteration, and the modeling error due to the usafofedmodel in the ILC law-as

commonly employed in ILCs [69, 70]-is avoided. The iteratiyodate of the system model
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not only obviates the pre-modeling process that can be tiomsuming and prone to errors,
but also is robust in accounting for quasi-static systeratians without tracking performance
tradedt. This feature is particularly attractive for microformiag the dynamics of the large-
range actuation system changes substantially when thepieads are engaged, whereas it is
practically infeasible to account for that change througimiodeling each time — in order to
maintain the tracking precision. Moreover, it has been destrated [17] that the MFDIIC
algorithm above can compensate for both the hysteresishardl/hamics #ects of hysteresis-
dynamics systems including magnetostrictive actuataesys.

We realize that techniques such as the optimal state-ti@msechnique [71], the optimal
output transition technique [29], or the input-shapinghtéque [72], might be employed for
the output transition during the pre-welding process. Haxeghe dynamics of the large-range
actuation system can change significantly during the prelinge phase due to the load change,
and thereby, severely limits the performance of these moaetd approaches in practice. The
proposed MFDIIC method not only addresses this issue wiatitas, but also achieves fast
and smooth engagement by adjusting the transitiofficeent. The superior tracking per-
formance of the MFDIIC algorithm over feedback control haem clearly demonstrated in

experiments [17].

3.3.2 Kalman filtering approach to rapid detection of the prewelding to welding

transition

Central to rapid identification of the pre-welding to the @iry phase transition is to accurately
guantify the horn-workpiece interaction force online dgrthe entire pre-welding process. We

propose to employ the Kalman filtering to optimally estimiie force [73],

KKl = (A-G[KICAKK - 1] + G[K]m[K], (3.3)
where
01
A= ,c:[l o], (3.4)
00

m[K] is the measured force, and the Kalman d¢a[R] is given by

GIK = PKICT(CPIKICT +R) ", (3.5)
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with the estimation error covariané [k] given by the following Algebraic Riccati equation

Pf[K] = AP [k-1]AT + Q
~AP[k - 1]CT(CP'[k - 1]CT + R)‘lcpf[k — 1]AT[k - 1], (3.6)

whereQ andR are the process noise covariance and the covariance ofriteidisplacement
measurement noise, respectively, both of which can be empetally quantified.

To identify the phase transition, the gradient of the intBom force w.r.t. time, i.e., the
force drop, is estimated in discrete-time domain by usieggtove estimated force values over
successive time periods of chosen duration via, e.g., tler method. Then the pre-welding to
welding transition instant is identified as the first timetam at which the detected force drop
is larger than the threshold value. For given materials taréleled, the threshold value can be
determinedh priori through experiments (see Sec. 3.4.1 below).

Similarly, the Kalman filter is also designed to optimallytiesmte the displacement and
velocity of the large-range motion from the measured sedata. Particularly, the estimated
displacement and velocity values at the pre-welding to imgldransition instant specify the

boundary conditions for the optimal output transitiongcdpry design below.

3.3.3 Optimal transition trajectory design and tracking in welding process

Once the pre-welding to welding transition instant is idfeed, rapid pre-welding to welding
phase transition is achieved by combining the feedforviieediback control with the recently-
developed optimal transition trajectory design for noniguiic tracking-transition switching [27].
As the total transition time (from the identified startingtiant of the transition to the instant
when the workpiece holder moves back to the welding-stasitipa P,,) is rather short, and
the output transition range is small, the hysterefiiscg, the creepféect and the system varia-
tion are small. Therefore, the large-range actuation syshering the transition period can be

adequately modeled as a linear time invariant (LTI) system,
X = Ax+ Bu, y=Cx (3.7)

with the input and outpuy(-), y(-) € R, the statex(-) € R", and a relative degree of{74]. For

mechanical systems such as the large-range actuatiomslyete, the relative degree-12. The
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optimal transition trajectory is obtained by transformthg system via the state transformation

Te
TU

=T X(t) =

l ¢ X(t) (3.8)

ns(t)

into the output tracking form,

E(t) = lup(t) + By (1)
7() = Ams() + B, (1)
(3.9

Iup =

rxr
whereE denotes ar(— 1) x (r — 1) identity matrix,& = 7¢x(t) is the vector of the output and its

derivatives,
dr_lyk]T

£ = [y(®). ¥, - pray

andn(t) are the internal dynamics states.

Then the optimal transition output is obtained by first, gitZibhg the output subdynam-

ics (3.9) with the following static state-feedback corlaoH,

YOM) = H&() + (1)

to arrive at

&(t) (lup + BeHe)E() + Bey(t) (3.10)

Ac(t) + Bey(t)

Il>

and secondly, minimizing the following cost function to aiptthe optimal input gaiy*,
. . 1] T
min(T, =min d
nin(T.y) = min [ ¥(@)' Ryy(r)dr
= min T (YTHD)R, (Hy V)dr
y( 1
=min [ YT ()R, Y(z)dr (3.11)
()

where  Hy =[-H; 1], Y = [&(t) %(O]T-
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With the given boundary conditions, i.e., the desired ougmal its derivatives right before
and after the transitioréy(tj) and &4(tt), respectively, the optimal input*(-) can be readily
obtained as [71]

¥ () = RN UG UT) [q(tr) - AT 0g4(t)]
fort e [t, tf],

(3.12)

whereg(T) is the controllability Grammian,
T AT
g(T) = f HTIBR 1B (T dr, (3.13)
0 :

and the optimal output transition trajectory is obtainedlbwing the stabilized output subdy-
namics Eqg. (3.10) forward with the aboy& as the input. Note that the initial boundary con-
dition, &4(t)), i.e., the displacement and the velocity of the large-eamption at the identified
pre-welding to welding transition instant, are estimatgdiubing the measured displacement
via the Kalman filter; and the final boundary conditio&g(t;), are obtained by setting the dis-
placementyy(ts) the same agq(t;) of the initial boundary condition, and the derivatiye(t;),

at zero as required Q2.

The above optimal transition trajectory design achievesamoutput transition without
inducing post-transition oscillations. Compared to othgproaches to output transition such
as the optimal output transition technique that minimizes input energy [29], the method
above directly minimizes the output energy (see Eq. 3.h&yeby avoiding oscillations in the
trajectory designed, particularly for systems of dynamiit lightly-damped resonant peaks.
The corresponding control input that tracks the desiredlsttian trajectory without inducing
post-transition oscillations can be obtained by using tewipwed stable-inversion approach
(see [28] for details). Finding such an input, however, nexpuan accurate dynamics model
of the large-range actuation system. Contrarily the abgtenal transition trajectory design,
only requires the relative degree of the system to be knonshhance, the transition trajectory
can be easily redesigned even when the relative degree ehalug to, for example, the re-
configuration of the system. Rather than finding the modetefarge-range actuation system
(prone to uncertainties and measurement noise), we prdpasiilize feedforward-feedback

control to track the designed transition trajectory.
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3.3.4 Desired output transition trajectory tracking

A feedforward-feedback two-degree-of-freedom contrdéee Fig. 3.5) is employed to track
the optimal transition trajectory designed above to ach@smooth pre-welding to welding
phase transition. For simplicity and robustness, the 2D@#roller combines Pl feedback
control with DC-Gain feedforward control, i.e., the feedfiard input is obtained by scaling the
desired output trajectory by the DC gain of the large-rargiaation system. As the boundary
conditions of the transition are measured online and unknawriori, the optimal transition

trajectory needs to be designed online. Thus, such a 2DOFotatructure not only eases
the implementation of the online design of the optimal titiors trajectory, but also accounts
for the uncertainty of the large-range actuation systenadhos via feedback while exploiting

feedforward for trajectory tracking.

. P Large-range
Ydes(]m)__)g%)_ PI ;é_actuatgion sy{s%tern
Figure 3.5: The feedforward-feedback controller employetiack the optimal transition tra-
jectory during the pre-welding to welding phase transition

3.4 EXPERIMENTAL IMPLEMENTATION

In this section, the proposed control framework is appl@the dual-stage microforming sys-
tem in Fig. 3.1. The experimental results are presented emudisbed below to illustrate the
proposed control framework in achieving the three idemtifientrol objectives (see Sec. 3.2)

in the entire microforming process.

High-speed tracking in pre-welding phase

We started by specifying the desired transition trajecfonythe pre-welding phase first (see
Eq. (3.1)). Based on the preliminary work, the following erpntial trajectory was chosen as

the desired trajectory,

78x u(t - 0.05)(1 - eK=00)) t ¢ [0, 2.05],
d(t) = (3.14)

78% u(4.05 1) (1 - &40 e [2.05 4.1],
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where the desired forming position at %8 was chosen based on the preliminary results, so
were the total transition period of 4.1 seconds, and thecpwation and postactuation time of
0.05 second respectively, as the preliminary work inditdtet the welding occured within
2 seconds after the microforming process started, and @@&nd was long enough for the
MFDIIC algorithm to achieve accurate tracking without thrété pre- and post- actuation time
effect[27, 75]. Such a desired trajectory was tracked by usiadA-DIIC algorithm iteratively
offline with the horn-workpiece contact, and the tracking ofgheve transition trajectory with
exponential coicientk = 15 obtained by using the MFDIIC technique (after 10 iteradjo

is shown in Fig. 3.6, which clearly demonstrated that the MERQechnique was capable of
compensating for both the dynamics and hystereféxts of the large-range actuation system,
and arriving at precision trajectory tracking — the relatRMS tracking error was at 2.94%
(see Fig. 3.6 (b)). As a result, the workpieces were rapidlyaged to the horn at the form-
ing position without post-engagement vibrations. The gagaent of the workpieces achieved
by applying the above converged input in the microformingcess is compared to that ob-
tained by tracking a ramp transition signal in Fig. 3.7. Whsing the proposed approach,
the overshoot was reduced by 4 times (from 6.7% to 1.6%), ¢hibng) time was reduced by
over 100% (from 0.6 sec. to 0.28 sec.) with the tracking emduced by over 3 times (from
9.43% to 2.94%), and the RMS error was reduced by 3 times (8@/8% to 3.99%). Thus,
the experimental results validated the proposed appraacchieving high-speed pre-welding

engagement without inducing post-engagement vibrations.

2

o 50¢ = = *desired 1
L —output

)

35 4

~N

OO
o
[0}
—_
—
[0}
N
N
[0}
wA

Time (s)

Figure 3.6: The tracking results of the desired trajectamjrd) the pre-welding phase.
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Figure 3.7: The comparison between the output displacesradsthined by the desired input
and by the ramp signal input during the pre-welding phase.

3.4.1 Kalman-filtering of force and displacement estimatia

To design the Kalman filter to optimally estimate the horrrkpiece interaction force and
the workpiece holder displacemgrglocity, the following noise covariances of the force and

displacement measurements were estimated based on therettealues,

0O O
Qforce = s Rforce =1
0 075
(3.15)
0O O
Qdisp = s F\)disp =1
0 05

The measured force, displacement, and velocity signalbeofarge-range motion ('"Mea-
sured’) are compared with the estimated values by the Kalittan('Kalman Filter Output’)
in Fig. 3.8 (a), (b), and (c), respectively. Clearly, thewecy of the estimated force, displace-
ment and velocity of the large-range motion were substigintraproved from their measured
values, respectively.

Next, to identify the pre-welding to welding phase tramsiti the estimated force values
were employed to quantify the force gradient based on theaged value of the measured
force data in every 200 ms. The estimated force drop was catpa the threshold value
of 1 N (both the time period of 200 ms and the threshold of 1 Nenestimated based on
the preliminary work). The first time instant of over 1 N fordeop was identified as the pre-
welding to welding phase transition instant. Furthermtire values of the estimated workpiece

holder displacement and velocity at that time instant wegéstered as the boundary conditions
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in the design of the optimal output transition trajectory fiee pre-welding to welding phase

transition below.
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Figure 3.8: Comparison of (a) force applied to the workpéegl)large-range motion displace-

ment, and (c) velocity before (‘Measured’) and after (‘KalmFilter Output’) being passed the
through Kalman filter.

3.4.2 Optimal pre-welding to welding transition

First, the desired trajectory for the pre-welding to wetdphase transition was designed by us-

ing the optimal transition trajectory design for non-pditotracking-transition switching [27].
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To identify the relative degree of the system for the optitnahsition trajectory design and
better evaluate the performance of the entire actuatiotraosystem, the Bode plot of the
closed-loop large-range motion actuation system with aoRtroller was measured and fitted
by using MATLAB, as shown in Fig. 3.9. The system dynamics wa#l approximated by a
dynamics model of a relative degree of two with poles andszésted in Table 3.1. The DC

Gain of the system was measured at 0.32.

o O .
) '
‘
g -50 === System dynamics
= === Estimated dynamics
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10’ 10’ 10°
8 200& \ w ; 3
Y 200 . =
© <N
< 400t ‘ N ‘ N
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Figure 3.9: The frequency response of the closed-looplamge actuation system.
Table 3.1: Zeros and Poles of the closed-loop unloaded-tamge actuation system

Zeros -308.79,233.68,-8.17166.25i
Poles || -28.02:259.24i, -8.54137i, -34.5&56.27i

Based on the measured frequency response of the closeda@gprange actuation sys-
tem, three transition times (¥ 1, 0.5, 0.25 sec) were selected for simulation based on the
boundary conditions obtained in experiments witiit;) = 1001 um y4(t) = 2.13 um/sec
The simulation results of the optimal transition trajegtduring the pre-welding to welding
phase transition are plotted in Fig. 3.10. It was noted tmatoutput displacement magnitude
increased as the transition time decreased. To accommuuatentire microforming dura-
tion (2 seconds) (as around 1 second was also required fentdegement of the workpieces)
with moderate displacement magnitude, 0.5 seconds wadeglas the transition time in the

optimal output transition trajectory design in experingent
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Figure 3.10: The simulated optimal transition traject®neth transition times of 1 sec, 0.5
sec, and 0.25 sec.
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Figure 3.11: Comparison of the force obtained by implenmgn{a) the proposed control tech-
nigues, and (b) PI feedback control only throughout the ofileming process.

3.4.3 Implementation in microforming process and welding esults comparison

The proposed control framework was implemented in the rfocnoing process to weld to-

gether two square pieces of ABS plastics each of 0.5 mm tha&kn The objective was to
achieve penetration depth below 150 um with a smooth and-dedihed round finish sur-

face. For comparison, a pair of the same type of workpieces @aiso welded by using the
PI feedback control only without using the designed optitnahsition trajectory during the

pre-welding to the welding phase transition. The inteactiorce applied during the entire
microforming process when using these two control methodsampared in Fig. 3.11, and
the corresponding output displacement of the large-ramgigation system are compared in
Fig. 3.12. The image of the welded workpieces obtained hygusie proposed method is also
compared to those obtained by using the Pl feedback comnitplimFig. 3.13, respectively.

The experimental results demonstrated that the contrettibbgs in Section 3.2 were achieved
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Figure 3.12: Comparison of the displacement obtained byementing (a) the proposed con-
trol techniques, and (b) PI feedback control only througtibe microforming process.
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Figure 3.13: Images of the welded workpieces (a) obtainediddyg the proposed control
framework with the desired welded quality; compared to bnagi$| feedback control only

that resulted in (b) excessively deep penetration or (askishown by breaking the two welded
pieces apart afterwards).

by the proposed control techniques. As shown by the interaérce in Fig. 3.11 (a), the force
was accurately estimated from the measured data in spiteegiresence of the measurement
noise and the ultrasonic vibration. The time instant of tred¢ drop; was accurately identified
(around 0.87 sec), and a gradual interaction force deckeas®bserved until the final time in-
stant of the transition; (around 1.37 sec). From the output displacement of the Hlagge
actuation system shown in Fig. 3.12 (a), it was noted thanibripieces were quickly engaged
to the horn tip and settled down within the engagement tim@round 0.29 sec). After the
welding started at the identified transition instinthe output displacement of the large-range
actuation system, and thus the workpiece holder were pblet to the welding-start posi-
tion (around 100.1 um) from the time instanto t¢ by tracking the optimal output transition
trajectory during the pre-welding to the welding phaseditgon. The output displacement of
the large-range actuation system also well matched thenaptransition trajectory obtained

by simulation, as shown in Fig. 3.12 (a). Thieetiveness of the achieved control objectives
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was also reflected from the image of the welded workpiecastitited in Fig. 3.13 (a), where
the desired penetration depth around 120 um was achievedheédcontrary, when only the
Pl feedback control was used during the pre-welding to thieling phase transition, a sharp
jump was observed in the measured force during the pre-mgeldi welding transition (see
Fig. 3.11 (b)), and correspondingly the output displacdroéthe large-range actuation system
increased dramatically (see Fig. 3.12 (b)). Such a perfocemamprovement of the proposed
control framework was also clearly reflected by the weldedkpieces obtained: As shown in
Fig. 3.13 (b) and (c), the excessively large displacemetgutiand sudden jump of the force
applied resulted in an overly deep penetration and irreculars at the edge of the welding
areas of the workpieces when using the Pl feedback contwokealin Fig. 3.12 (c), the two
welded pieces could easily be broken apart to show the bWshave been investigating in a
separate study to understand the relationship betweerettaration of the weld and the bond
strength — a complex phenomenon of melting and bonding gfpetic chains. It was found
that there exists a minimum critical penetration requiredréasonable strength, as well as a
peak penetration beyond which no additional strength oninescases a weaker strength is ob-
tained [76]. For the 0.5 mm thick ABS plastic, when the engaget force is below 90 N, the
peak penetration must be constrained to be below 150 um. Wowaepenetration over 175 um
was generated by the PI feedback control alone as in Fig.(B)12Vhereas by using the pro-
posed control technique, the penetration depth below 12Wasnachieved as in Fig. 3.12 (a).
The obtained welded pieces had smooth and well-defined nveiding edge, and the welding
depth was close to the desired value. Therefore, the expetahresults clearly illustrated the

proposed control framework in achieving high-speed, ltjghkty microforming.

3.5 CONCLUSION

Optimal high-speed microforming was achieved through #anetbpment of a control frame-
work for the entire microforming process. By combining degitrajectory design with a re-
cently developed iterative control technique, the workpsgewere rapidly engaged without in-
ducing post-engagment vibrations. The pre-welding to imglghhase transition was quickly

identified through an optimal estimation of the force dromgdalman filtering technique. An
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optimal output trajectory was designed based on the optimigplut tracking-transition switch-
ing method for the pre-welding to welding phase transitiofhe optimal output transition
trajectory was computed online and tracked by a 2DOF feedfat-feedback controller. The
experimental results demonstrated tlfiecacy of the proposed control techniques through the

comparisons of both output tracking results and with thedegorkpieces obtained.
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Chapter 4

Mechanical-plowing-based high-speed patterning on hard raterial
via advanced-control and ultrasonic probe vibration

abstract

In this chapter, we present a high-speed direct patterricktlom on hard material (e.g., a
tungsten-coated quartz substrate) via mechanical plowidgmpared to other probe-based
nanolithography techniques based on chemical/anghysical- reactions (e.g., the Dip-pen
technique), mechanical plowing is meritorious for its loast; ease of process control, and
wide varieties of materials beyond conductive /andoft materials to work with. However, di-
rect patterning on hard material faces two daunting chgélenFirst, the patterning throughput
is ultimately hindered by the “writing” (plowing) speed, igh, in turn, is limited by the adverse
effects that can be excitédduced during high-speed, godlarge-range plowing, including the
vibrational dynamics of the actuation system (the pieztgteactuator, the cantilever, and the
mechanical fixture connecting the cantilever to the actiiatiee dynamic cross-axis coupling
between diferent motion axes, and the hysteresis and dffitats related to the piezoelec-
tric actuators. Secondly, it is very challenging to dirggihttern in ultra-hard materials via
plowing. Even with st probe of hardest material (diamond), the line depth of thtepavia
continuous plowing on ultra-hard materials such as tumgsgerather small€ 0.5 nm) and
hardly of any practical usage, particularly when the “wgti speed becomes high. To over-
come these two challenges, we propose to utilize a novatiterlearning control technique to
achieve precision tracking of the desired pattern durimgp{sipeed, large-range plowing, and
introduce ultrasonic vibration of the probe in the normar{ical) direction during the plowing
process to enable direct patterning in ultra hard materighe proposed approach was imple-
mented to directly fabricate patterns on a mask with tumgstating and quartz substrate. The

experimental results demonstrated that a large-sizerpatfefour grooves (2Qum in length
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with 300 nm spacing between lines) can be fabricated at adpghd at-5 mnysec, with the
line width and the line depth at95 nm and 2 nm, respectively. A fine pattern of the word
‘NANOQ' is also fabricated at the speed b mmnysec. Such a high-speed direct mask pattern-
ing with nanoscale line width and depth demonstrates thengiat of the proposed technique

for strategic-important areas such as mask lithographgnmaonductor industry.

4.1 Introduction

This chapter presents an approach to achieve high-speect gaitterning on hard materials
via advanced-control and ultrasonic-vibration-assigteethanical plowing using an atomic
force microscope (AFM). As the material removing proces®lired in mechanical plowing
is much simpler than other probe-based nanolithographyNjRBethods that rely on physi-
cal [77] andor chemical reactions [78], mechanical plowing — comparethbse PBN meth-
ods — tends to not only cost less in both equipment and opetaliut also have less com-
plexity in the process control. Moreover, those physicatyar chemical-reaction based PBN
techniques [79, 80] are mainly limited to conductive amdoft materials, thereby cannot be
employed for direct patterning on hard material. Whereasiemtarger variety of materials,
ranging from polymers [30] to metals [16], can be directlft@aned by using mechanical plow-
ing. Particularly, the direct patterning on hard materfaids applications in a wide range of
areas including nanoelectronics [81] and nanomachini@y [Bherefore, mechanical plowing
is a promising PBN technique for direct patterning on hardemials.

Challenges, however, need to be addressed to achieve gegltpatterning on hard mate-
rial using mechanical plowing. One of the main challengés imaintain precision positioning
of the cantilever probe with respect to the sample surfadeglthe patterning process at high
speeds, particularly when the fabrication size becomasively large. Like in other PBN pro-
cesses, the dynamics of the actuation system, from theglexzdc actuators to the mechanical
fixture (of the cantilever) and then to the cantilever, caexmted when the plowing is at high
speeds, resulting in pattern distortions [13]. More pattéistortions can be induced when the
fabrication size is increased towards the full displacemmange of the piezo actuators, and

the hysteresisfiect of the piezo actuators becomes more pronounced [14, Tibpddress
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these adverseffects in the high-speed PBN, piezo actuators with large batkvandor ac-
tuators with high performance have been exploited to irsrébhe operation speed [83, 84].
The increase of bandwidth, however, resulted in a smalkglatement (motion) range [85],
and the high performance actuator is inevitably accomplawi¢h a cost increase. Moreover,
cross-axis coupling exists in positioning betweeffiedient axes during 3-D PBN process, due
to the misalignment (albeit small) of the piezo actuatord/@npositioning sensors [16, 15].
The patterning quality (line width aymt depth) can also be adverseljexted by the pattern
geometry and fabrication direction, especially when thogifation is along with or perpendic-
ular to the longitudinal direction of the probe [86]. Thened, it is crucial to maintain precision
probe-sample positioning during the high-speed PBN pmces

Further challenge in mechanical plowing arises when fakirig on hard material. Note
that while physical- andr chemical- reactions based PBN techniques [79, 80] aritelim
to soft materials (e.g., polymers [79]) dod conductive materials (e.g., polyimide (PI) lang-
muirblodgett (LB) films [80]), antr require significant additional instrument (e.g., lader)
be augmented to the AFM platform, mechanical plowing presid conceptually-simple and
cost-dfective means to pattern a wide variety of materials, ranffimg polymers [79, 30] to
inorganic compounds [87] and metals like gold [16]. As thedhass of material increases,
however, it becomes increasinglyfiitiult to pattern (indent) on those materials, even with
the hardest probe available (diamond probe). Thiscdity might be alleviated by repeatedly
plowing the same pattern [16]. The pattern quality (line tvidnd uniformity of line depth),
however, can be degraded as it is very challenging to réposgihe probe exactly along the
same path (with nanometer to sub-nanometer precisionficparly when plowing at high-
speed anfr large range. Moreover, such an approach becoméeatige for ultra hard mate-
rials such as tungsten or chromium. Therefore, there is @ twedevelop techniques to enable
mechanical plowing for high-speed, large-range patteromhard materials.

In this work, we present an approach that integrates addaoostrol with ultrasonic-
vibration of the probe to enable mechanical plowing for kégieed patterning on hard ma-
terials. A data-driven, dierential-inversion iterative control (MFDIIC) algorithis proposed

to account for both the hysteresis and the vibrational dyosueffects during the high-speed,
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large range PBN process. The MFDIIC is also utilized to camspée for the cross-axis dy-
namics coupling in multi-axis fabrication process. Morewltrasonic vibration of the probe

in the normal (vertical) direction is augmented to the motd the probe during the plowing
process [30]. The normal ultrasonic-vibration of the prghbstantially increases the impact
(from the probe) on the sample surface, thereby enablingnitation (plowing) on hard ma-
terial. The proposed approach is implemented to fabricateeqms of large size (60 um) on a
tungsten coated mask (with quartz as the substrate). Therimental results showed that a
plowing speed as high asb mnysec can be achieved with the patterned line width and line
depth at 95 nm and 2 nm, respectively.

The proposed approach possesses unique advantages fepbigth direct patterning on
hard materials. Unlike the “Dip-pen”(DPN) [78] and otheacton-based PBN techniques [88]
that are limited to soft samples only (e.g., polymers), ttesented technique is capable of di-
rectly fabricating patterns on hard samples (e.g., metdhece), thereby, opens the door to
applications for nanopatterns and nanodevices of hardrialateFor example, direct pattern-
ing on tungsten coated mask presented in this work demdedtitze feasibility of the proposed
technique for mask lithography: Not only both the pattegnépeed and pattern quality (line
width) compare well with those obtained using electroniarb€E-beam) lithography, but also
the proposed technique avoids the step to generate pattgralymer layer first as needed in
the E-beam lithography [89]. Moreover, the equipment cbstreM is only a small fraction of
that of an E-beam system. We also note that ultrasonic vilorétas been explored at macro-
and meso- scale machining [67], and has also been recentiipoged in mechanical plowing
PBN [30]. However, unlike the work in Ref. [5] that is limitdd soft polymer and low pat-
terning speed, the proposed approach achieves directrpatteon hard materials of Young's
modulus over 130 times higher (than the polymer sample gredlin Ref. [5], 411 GPavs 3
GPa in Ref. [5]), with “writing” speed over 200 times fasténgn that reported in Ref. [5],
5 mnysec vs. 2Qum/sec in Ref. [5] ). Therefore, the proposed technique movesPBN
technology forward towards its application in strategipartant areas such as semiconductor

lithography.
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4.2 Ultrasonic-vibration-assisted nanolithography by mehanical plowing using

AFM

4.2.1 Ultrasonic-vibration-assisted AFM-based nanolitbgraphy by mechanical

plowing

In the ultrasonic-vibration-assisted nanolithographg miechanical plowing, the probe of a
cantilever (with a large spring constant) is pushed ag#irestample surface under a static force
load, while the probe is vibrating vertically under an uwaic vibration drive (see FIG. 4.1).
The static load needs to be selected at an appropriate ketlehisa stable vibration of the probe

on the sample surface is maintained during the plowing mce

Figure 4.1: Schematic diagram of vertical ultrasonic Miloraassisted lithography process.

4.2.2 Modeling-free iterative learning method for precison tracking of probe

motion

Central to high-speed PBN is to achieve precision trackirglix, y, andz axes simultaneously
during the fabrication process. During multi-axis motidrree probe, however, the positioning
accuracy of the probe relative to the sample could be destdy the nonlinear hysteresis of the
piezo actuators [13], and the vibrational dynamics of thezpiactuators and the mechanical
fixture (from the cantilever to the piezo actuator) [15]. rfigant dynamics variation can also
be induced by fects such as the aging of the piezo actuators, and changetsf(pay., re-
placement of the cantilever). Moreover, the dynamics dogddetween dferent axes motions

exists and becomes prominent when the fabrication speedases [15]. As these adverse
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effects could severely reduce the tracking precision of theopactuators, resulting in pat-
tern distortion directly, they must be compensated for ghképeed, large-range probe-based
nanolithography.

In this chapter, we propose a data-driverffediential-inversion iterative control (MFDIIC)
approach to address the above advefBects. The MFDIIC algorithm is given below in the

frequency domain as,

Up(jw) = @ X Yded jw), k=0,
Up(jw) _
u(jw) = Yolie) X Yded jw), k=1,
: : i i(jw) ,
Uk(jw) = Uk-1(jw) + g i le A eyz o) X &-1(jw),
with N=1,2,--- k-1, k> 2,

&-1(jw) = Yded jw) — Yk-1(jw),
eun-i(jw) = Un-i(jw) — Un-i—1(jw),
eyN-i (Jw) = Yk-i(jw) — Yn-i—1(jw)

(4.1)

where ‘f(jw)’ denotes the Fourier-transform of the signéft)’, andyk(-) is the system output
for the inputug(-) during thek!" iteration. « is a pre-chosen constant (e.g., the DC-gain of the
piezo-actuation system of the AFM), adce (0, 1) andp € (0, 1) are co€icients selected

to ensure the convergence of the iteration. We note that wheasingN = 1 andp = 1 in

Eq. (5.1), the MFDIIC algorithm reduces to that proposed éfi. R22].

The above MFDIIC improves over the modeling-free invergiased iterative control (MFIIC)
algorithm proposed in Ref. [20] by exploring the input-auttiftracking) data of not only the
last iteration, but the pa# iterations to updafteorrect the control input for the current itera-
tion (the dficacy of the MFIIC algorithm for various nanopositioning Apgtions have been
demonstrated [16, 91, 92]): Through a weighted averagioggss, the non-repeated part of the
input error (i.e., of random behavior) is “washed” out, wehihe repeated part is “integrated”
and thereby, can be accounted for mafticently. The éect of the past tracking (on the cur-

rent control input) can be adjusted through the “forgetfiactor” e #', and the amplification
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mechanism is further enhanced through the use of the ratteeahput and output flierences.
Note that the update of the control input is applied in thactable” frequency region, i.e., the
frequency region where the frequency components of theatksutput can be tracked, and the
control input is set to zero at frequencies outside the tatzle” region. Although the control
law can be readily applied to the trackingnandy-axis directions, care needs to be taken
for the z-axis tracking as the normal ultrasonic vibration may ifeter and distort the tracking
(see FIG. 4.2). To avoid such an interference,zlagis output (i.e., the cantilever deflection) is
passed through an analog low-pass filter (LPF, see FIG. 4tB)the cut-dt frequency higher
than the “tractable” frequency region but lower than thadated to the ultrasonic vibration.
The filteredz-axis output is then treated as the measured output in thelNIHBw. Finally,

a digital proportional-integral (PI) feedback controlisremployed to account for the drift of
cantilever probe (i.e., the deflection signal) caused hyeissuch as the creep of the piezo

actuator (see FIG. 4.3).

O = N W s U
T T T T

Displacement (nm)

| | | | |
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035
Time (s)

Figure 4.2: Desired deflection trajectory during mechdrpt@aving process.

4.2.3 Multi-axis trajectory tracking in 3D probe-based narolithography

The dynamics couplingfiect in 3D nanolithography arises from adversiees such as the
misalignment (albeit small) of the piezo actuators ifiatent axes (see FIG. 4.4). Compensat-
ing for the cross-axis dynamics coupling is important inaignography [15], as the in-plane
dynamics coupling (betweer andy- axes) will directly d@ect the precision of the pattern ge-
ometry, and the out-of-plane dynamics coupling (frenandy- axes taz-axis) will affect both
the line width and the line depth. Moreover, the regularitg ¢ghe uniformity of the line width
and depth could also be distorted by the dynamics couplsggdaally when the plowing is at
high speeds or high rates (relative to the resonant frequefnte piezo actuators). Therefore,

the cross-axis dynamics coupling needs to be compensatadP&N process.



55

¥, (JO)

Uy (Jo) AFM x/y Piezoactuation| Yk (Jo)

4 system
(a) !
]
|
Ve ()
¥, (jo)
u, (jo) AFM 7 Pi : Y (Jo)
Tk zsy;et:ez;acmanon _» LPF
|
(b) |
|
s -
: g llk_l(j()))
: Me———mmm == u; (.]('0)
‘“———— MFDIIC -
"""""" yk.l(J(D)
et M (]0))
Vi (JO)

Figure 4.3: MFDIIC scheme to track the desired output ttajgdn (a) x andy directions; and
(b) zdirection in the proposed nanofabrication process.
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Figure 4.4: Schematic diagram of vertical ultrasonic Mileraassisted lithography process.

In this chapter, the MFDIIC algorithm is utilized to compatesfor the cross-axis dynamics
coupling dfect. The idea is to, first, identify the dynamics couplingselioutput in one axis
from the other two axes, e.g., output in thexis caused by coupling from axg¢sndk, yij(jw)
andyi(jw), and then, modify the desired trajectory of that axis,,ewpdify y; ¢(jw). The
coupling caused outpuy;j(jw) andyi(jw), are identified by applying the MFDIIC algorithm
to axis j or axisk alone to track the desired trajectory of the respective sgjsarately, and
the modified desired trajectory; 4m, is obtained by subtracting; (jw) andyi(jw) from the

original desired trajectory of axisy; q(jw), i.e.,
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Yij(jw) = Ujd(jw) X Gjj(jw)
Yik(jw) = Ukd(jw) X Gik(jw)
Yiam(jw) = Yid(jw) - Yij(jw) - Yi(jw)
(4.2)

The MFDIIC algorithm is then utilized again to track the mfgeti desired trajectory in axis
i only and obtain the desired inputq(jw). Finally, the desired inputs of the three axes are

applied simultaneously during the plowing process.

4.3 Experimental implementation: high-speed direct pattening on tungsten-

coated mask

4.3.1 Experimental setup and objectives

In this work, an AFM system (Dimension Icon, Bruker) alonghwiliamond-coated probes
(DDESP-10, Bruker) was used to directly fabricate pattenmgungsten coated quartz mask
(coating thickness: 5 nm). The nominal tip radius and pradight were at 35 nm and Q5
um, respectively, and the spring constant and the fundamegenant frequency of the can-
tilever (made of antimony doped silicon) were at 42riNand 320 kHz. The patterns were
fabricated by using the cantilever probe to directly plowtba sample under a pre-chosen
static force load. Then the pattern generated was immdyliataged in contact-mode by us-
ing the same probe. All the control input signals were gerdrand applied by using a Matlab
xPC-target package along with a data acquisition systeraddiition, a 3rd-order Butterworth
analog filter with cuté frequency at 10 kHz was designed to filter the measured defect
signal. The MFDIIC algorithm was implemented for the firsddercase, i.eN = 1in Eq. (5.1)
with p = 1 as in Ref. [22].

To evaluate and demonstrate tfBaacy of the proposed approach in direct mask lithogra-
phy, the patterns fabricated by using the proposed method ezanpared with those obtained
without using control technigues and those obtained witpoobe ultrasonic vibration at dif-

ferent plowing speeds. First, a grating of four 2@ long grooves was chosen as the desired
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pattern to be fabricated on the sample, and the fabricatiexttbn was along thg axis. Then,
the word ‘NANO’ was fabricated by the same process. Thréemrint patterning rates were
tested, 2 Hz, 31 Hz and 70 Hz, where the patterning rate wasediés the reciprocal of the
entire time to traverse the entire pattern once. The coorefipg average speed was~d.15
mnysec,~2.5 mmisec and~5 mnysec, respectively. The desired trajectories of the thres ax

for the groove pattern are plotted in FIG. 4.5.
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Figure 4.5: Desired motion trajectories in fadxis; (b)y axis; and (cyk axis.

4.3.2 Tracking results and discussion

To compensate for the cross-axis dynamics couplifigce the coupling caused extraneous
output displacement in the three axes were quantified biitrgthe trajectory using thest
order MFDIIC algorithm in one axis and measuring the disphaents in the other two axes,
shown in FIG. 4.6 for the patterning rate of 31 Hz. It was obsdrthat among the three
dynamics-couplings, thg-to-x andy-to-z dynamics-coupling were much more pronounced
than that fromx or z axis to the other two axes. As a result, when the trajectory axis

was tracked, large coupling-caused displacement weredutlin the other two axes — 25%
and 33.3% of the desirextaxis andz-axis displacements, respectively. We also observed that

the dynamics couplingfiect from x axis to z axis was about 6% of the size of tlzeaxis



58

04 um X__output vs. time
@
e O N Sy M‘A‘\;"\\r{/\ A
g oA A
.4 L L L L L - L
g 0 o) 0.005 0.01 0.015 0.02 0.025 0.03 0.035
a .
2 3nm z__output vs. time
2r et el ]
1 bt WJUIJ"/\“”‘”M'M‘M T ”'““”"W‘Wf‘«",‘\WNyw‘wfy'“”“M““‘W/"'wM ‘“‘WvW‘Jvm;»mn‘w\p.v\_
050005 001 0015 002 0025 003 0035
Time (s)
_0.03.Um y__output vs. time
(b) o el
| M g
—0.06 A g gt i Mg
= W,~,W,Wwwww;m.wwMr‘ L A
Q)
§ 70'090 0.005 0.01 0.015 0.02 0.025 0.03 0.035
= 0.4 "M z__output vs. time
2 0.
z
0r AR ) aW Ny
ENAY VR R WAV WA ™
P e } j j j
o0 0.005 0.01 0.015 0.02 0.025 0.03 0.035
Time(s)
0.1/ um X__output vs. time
(o
g T“M*W"“““Wwwwf'ﬁ “"*uwm,wwAwmewwMWW”\AWMww
€ _o1 ‘ ‘ ‘ ‘ ‘ ‘
g [0} 0.005 0.01 0.015 0.02 0.025 0.03 0.035
= 0.004 UM y__output vs. time
[= I TR P | o
o bt Ao b
_0'004 L L L L L L
0] 0.005 0.01 0.015 0.02 0.025 0.03 0.035

Time(s)

Figure 4.6: Cross-axis dynamics-coupling caused out@)tfrom y-axis tox andz axes; (b)
from x-axis toy andz axes; and (c) fronz-axis tox andy axes.

desired trajectory. Hence, tlygto-x, y-to-z, andx-to-z dynamics-coupling ffects needed to be
compensated for in this experiment.

They-to-x coupling dfect was compensated for by measuring the coupled outpudiiniz
axes when precision tracking in tlyeaxis was achieved (the 2-norm tracking error was below
5%) by using the $-order MFDIIC algorithm, and tracking the modified desireajeictory
in both x axis andz axis, respectively. The&-to-z andy-to-z coupling dfects were accounted
for similarly with the z-axis modified desired trajectory obtained by subtracthgmeasured
x-to-z andy-to-z coupling outputs from the originataxis desired trajectory. In order to reduce
the measurement nois&ect, the (modified) desired trajectory was duplicated fireet and
tracked during the iteration process. The output measureddh iteration was then averaged
over the five periods, and the averaged output of one pericdused in the MFDIIC algo-
rithm to obtain the input for the next iteration. This duplion-averaging process substantially
reduced thefiect caused by the repeatable part of the disturbances like [&i].

The tracking results shown in FIG. 4.7 demonstrate thieazy of the proposed MFDIIC
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Figure 4.7: The tracking results and errors of the trajéesoalong (al)(a2x axis; (b1)(b2)y
axis; and (c1)(c2} axis by compensating for the cross-axis dynamics-coupgifegt when the
overall line speed of the plowing is 5 nisec.

algorithm in achieving precision positioning of the AFM pmin all three axes. The iteration
was terminated when the relative RMS error could not be redifirther [91]. At the patterning
rate of 70 Hz, the relative RMS errdErms(%), was only at 1.74% in the patterning axys (
axis). Such a precision tracking also demonstrated thatlfhamics coupling caused output
was dfectively removed. As shown in FIG. 4.7(b)(c), tBams(%0) of x axis tracking reached
0.11%; and that irz axis was only 2.12% even when ultrasonic vibration was ajguied.
Therefore, the hysteresidfect, the vibrational dynamicsffect, and the dynamics-coupling
effect were all compensated for. The input signals obtainexlititr this method were applied
along with vertical ultrasonic vibration of the probe dgithe plowing pattern fabrication

process.

4.3.3 Nanolithography results and discussion

The three sets of groove patterns fabricated by using thelMFADethod (with no normal ultra-
sonic vibration applied), the DC-gain method (with normiaédasonic vibration applied, where
the control input for each axis was generated by scaling ¢heesponding desired trajectory
with the DC-gain of that axis), and the proposed method ave/shn FIG. 4.8 to FIG. 4.9, re-
spectively. The normal ultrasonic vibration frequency westo the 2 resonant frequency of
the cantilever (1.7 MHz) with a free vibration amplitude @ 8m. The %! resonant frequency

was not chosen as the vibration amplitude (above 170 nm)eoptbbe at the St resonance
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was exceedingly large and can quickly lead to tip wear, wthidevibration amplitudes at other

higher resonant frequencies became too small andficigunt.
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Figure 4.8: Images of the groove patterns fabricatedfgréint speeds (a) by using the MFDIIC
algorithm without applying ultrasonic vibration; (b) bying the DC-gain method with apply-
ing ultrasonic vibration.
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Figure 4.9: (a)lmages of the groove patterns fabricateiffardnt speeds by using the MFDIIC
technique with applying ultrasonic vibration; (b) the zamvin image of the portion of the
pattern fabricated at 5mysec in (a); (c) the section profile of the grooves along theeuitie

in (b).

The comparison of the groove patterns fabricated by usiegliove three methods demon-
strates the fficacy of the proposed approach for high-speed direct paiteon hard material
via mechanical plowing. First, as shown in FIG. 4.8(a), {®iea tracking of the desired pat-
tern can be achieved by using the MFDIIC algorithm duringptmving process, even when

the plowing speed was as high as 5 feat. The line depth and width (particularly the depth),

however, reduced and became barely visible in the AFM imapatterning speed of 5 misec
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Figure 4.11: Images of the word ‘NANOQO’ fabricated affdrent speeds by using the MFDIIC
technique (a) without applying ultrasonic vibration; (bifwapplying ultrasonic vibration.

(the line depth at 5 mysec was only 0.5 nm). We also note that for all three plowirggss,
two of the four grooves were much deeper (i.e., more visilslghe pattern images. Such a
difference might be due to the geometrifelience between the contact arigftea of the probe
and the bending of the cantilever [86]. As the Young’s modudfi the tungsten coating at
~411 GPawas comparable to that of the diamond-coated prabs§¥é modulus of diamond:
1220 GPa), the shallow-line pattern image in FIG. 4.8(a) alslerscored the fliiculty in di-
rect patterning on hard material via mechanical plowingisTifficulty can be alleviated by
applying ultrasonic vibration of the probe during the plogiiprocess, as demonstrated in the
patterns obtained by using the DC-gain method in FIG. 4.8({i}h the augmentation of ver-
tical ultrasonic vibration of the probe, both the line deptid uniformity of the pattern were
substantially improved (the line depth was increased frdinnbn to 1.5 nm at the patterning
speed of 5 misec). Particularly, with a large enough ultrasonic vitmatamplitude (7.5:N),

all four grooves were fabricated. The line uniformity canfogher improved by increasing

the ultrasonic vibration amplitude. However, it was alswlent that the patterns were severely
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distorted when using the DC-gain method — the skewed pattatrspeed of 0.15 mysec
were caused by the drift of the piezo actuators due to thefidmication time (0.53 sec), while
the vibrational, hysteresis, and cross-axis couplifigats led to pattern distortions at higher
plowing speeds. Thus, the experimental results demoedtthe needs for both control tech-
nigues and ultrasonic probe vibration in high-speed difalstication in hard metal through
mechanical plowing.

The following experimental results demonstrated that thp@sed approach, by combining
advanced contorl with ultrasonic vibration of the probeystantially improved the fabrication
quality in both line depth and uniformity during high-spedicect plowing in hard metal. The
cross section profile in FIG. 4.10(b) shows that the line vaftabout 95 nm was achieved with
the spacing of 300 nm between two adjacent grooves at therpiaity rate of 70 Hz (the cor-
responding average plowing speed: 5 fe@c) with ultrasonic vibration amplitude increased
to around 11uN. By increasing the ultrasonic vibration force amplitudeltl uN, not only
the line depth was increased to over 2 nm, but the unifornfithe pattern fabricated was also
substantially improved as the line deptifdience betweenfilerent grooves were substantially
reduced (compare FIG. 4.9(a) to that in FIG. 4.8). Such amomgment was achieved as the
ultrasonic vibration force dominated over the static fdiaad applied to the cantilever probe
during the plowing process. We also notice that a signifieambunt of debris was accumulated
around the beginning and the end areas of the groove patibtamed by both the DC-gain
method and the proposed method (See Figs. 4.8 and 4.9). @ilbbds were generated as the
ultrasonic vibration was applied at the same amplitudeutinout the entire fabrication pro-
cess, even when the probe was not in contact with the sampla.résult, debris accumulated
at the beginning and end areas of the grooves when the prqveamped or withdrew from
the sample gradually by following a ramp signal of low rategtoid sudden impact or detach
from the sample in order to protect the probe), thereby spgnuore time around these two
areas. Such a debris accumulation can be largely avoidedriyoding the augmentation of
the probe vibration, for example, by applying the probeafilon only when the probe-sample
interaction force reached the given level under the prelaad gradually increasing the ampli-
tude of the vibration (Such a scheme was not implementedsre#periment due to hardware

limit).
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By implementing the same technique, a set of words of ‘NAN@tevalso fabricated on
the same tungsten-quartz sample with or without the normwddepultrasonic vibration being
applied, as shown in FIG. 4.11. Both the pattern accuracytamtine depth were also achieved
at a high plowing speed of 5 mgec. The patterning speed in the ysat range achieved in
this work is among the fastest direct lithography on hardemat with nanoscale resolution
(feature size around 100 nm) ever reported. Therefore,Xberinental results demonstrated
the capability of the proposed approach to achieve higldect lithography of nanoscale

patterns on hard material.

4.4 Conclusions

In this chapter, an approach that combined advanced caoatttolprobe ultrasonic vibration

to achieve high-speed, large-range nanolithography odh imaterial via mechanical plowing

is proposed. The adverse hardwaffeets on hgih-speed, large-range nanolithography of hard
materials, including the hysteresis, the vibrational dagits and the cross-axis dynamics cou-
pling effects, have been compensated for by the proposed MFDIICitrehnNormal ultra-
sonic vibration has been introduced to enable direct patiarhard material and improve the
pattern quality. The proposed approach was implementeabtichte a grating of four grooves
and the word ‘NANQ’ on a tungsten-coated mask sample. Hjmged lithography at 5 mfsec

with line width of 95 nm and line depth 6f2 nm has been achieved.
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Chapter 5

A modeling-free differential-inversion-based iterative control
approach to simultaneous hysteresis-dynamics compensaiti:
high-speed large-range motion tracking example

abstract

In this chapter, a data-driven modeling-freéeliential-inversion-based iterative control (MFDIIC)
method is proposed to compensate for both nonlinear hygsteard dynamics of hysteresis-like
hammerstein systems. Compensation for both hysteresidyarainics is needed in the control
of hammerstein systems such as smart actuators, wheretiiesffects coexist and become
pronounced in high-speed, large-range output trackirgyltiag in large tracking errors. Si-
multaneous hysteresis and dynamics compensation, hqvieeballenging as hysteresis mod-
eling, as needed in many existing control methods, is ratbemplicated and prone to errors
and uncertainties. The hysteresis and dynamics not onlgaupled in &ecting the output
tracking, but also tend to change due to the variations ofyseem conditions (e.g., the age of
smart actuators). The proposed MFDIIC technique aims tgpemsate for both of thes&ects
with no needs for modeling hysteresis grdlynamics, and achieve both precision tracking and
good robustness against hysterglinamics changes. The convergence of the MFDIIC algo-
rithm is analyzed with random output disturbafmmese considered. It is shown that precision
tracking can be achieved with the tracking error close tathise level in the statistical sense.
The proposed MFDIIC method is demonstrated through imphtatien on high-speed large-
range output tracking of two fierent types of smart actuators with symmetric and asymenetri

hysteresis behavior, respectively.
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5.1 Introduction

Compensation for both hysteresis and dynamics is impoitatite control of smart actua-
tors made of, for example, ferromagnetic material, fegckic material, and shape memory
alloy, which are widely used in applications including npositioning [93, 94], nanofabri-
cationmicroforming [17, 67] systems, robotic manipulators [98Hachemical reactor [96].
The presence of both dynamics and nonlinear hysterd¢fastaémposes control challenges
when these actuators are implemented in traggiogjtioning applications, particularly, dur-
ing high-speed large-range motions [97, 98]. In this chapte present the development of
a data-driven, modeling-freeftirential-inversion-based iterative control (MFDIIC) apgch
to achieve simultaneous hysteresis and vibrational dycmoompensation without modeling
the hysteresis apakr the vibrational dynamics, but with precision trackingl@ood robustness
against hysteregidynamics changes instead.

Control of smart actuators towards simultaneous hystem@@sil dynamics compensation
has attracted greatferts due to the challenges involved and the needs for poedigsitioning
and motion control in a wide variety of applications. Formyde, phenomenological models,
including the widely used Preisach model [99] and the Bouwsi\Wiodel[100], have been uti-
lized to develop adaptive control-based [101], inverdiased [102, 103], and robust-control-
based [104] approaches to the control of smart actuatorsetAsr, modeling of hysteresis can
be involved and prone to errors, the controller design amddmentation of these approaches
can be complicated and require demanding online computaditd account for system uncer-
tainty caused by hysteregignamics changes may not be ideal and result in trackingpoperf
mance trade4®. The performance-robustness tradéean be largely mitigated via the iterative
learning control (ILC) based approaches, as the hystgigamsmics changes of smart actua-
tors tend to be guasi-static (i.e., the behavior of the aotugmains unchanged during the
operation, but can change significantly between operatioesto, e.g., change of the system
condition), thereby, can bdfectively compensated for via iterations (e.g., a few iterat to
update the input right before the operation). These ILCrigles, however, are mainly fo-
cused on hysteresis compensation in quasi-static apphsathe vibrational dynamicgfect

(or the so-called rate-dependent hysteresis) is not atidgwaldressed. Compensation for both
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hysteresis and vibrational dynamics can be addressedeiavhrsion-based iterative control
(IIC) technique [13, 105], where hysteresis modeling i@ by considering the hysteresis
effect as the perturbation to the vibrational dynamics and tifyang the changes involved.

Quantifying the vibrational dynamics and its changes dusysieresis fect has been further

alleviated through the recently developed modeling freersion-based feedforward control
approach [91], whereas the mechanism of the hysteresisamsafion is yet to be clarified.
These progress in control of smart actuators and the rengpafiallenges motivate the devel-
opment of the proposed approach.

The data-driven control scheme developed in this work abrachieve precision output
tracking with good robustness against hystefdgisamics changes, while avoiding the ardu-
ous hysteresis and vibrational dynamics modeling. Theritrtion of this chapter is the de-
velopment of the MFDIIC technique to compensate for bothdyreamics &ect and the rate-
independent symmetric or asymmetric hysteresis. The MEDtiproves over the modeling-
free inversion-based iterative control (MFIIC) algoritH20] by exploring the input-output
(tracking) data of not only the last iteration, but also tlastpiterations to updakeorrect the
control input for the current iteration. Furthermore, tlmenergence of the MFDIIC in com-
pensating for the hysteresiffect is analyzed by considering the system a hammersteiarsyst
(see Fig. 5.1) in the frequency domain. The output trackimgre&an be quantified in a statis-
tical sense by the properties of the random output distudganise considered in the analysis.
The theoretical analysis is also validated through expemiad results with two dierent system
setups to demonstrate the competence of the proposed MFBdtBod in compensating for

both the system dynamics and hysterefiisa simultaneously.

n,(jo)

u(jo)=—= H() = G(o) y(jo)

Figure 5.1: The hammerstein system.
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5.2 Data-driven modeling-free diference-inversion-based iterative-control

The modeling-free diierential-inversion-based iterative-control (MFDIICyatithm is formu-

lated in frequency domain as,

Uo(jw) = axyg(jw), k=0,
u(jo) =209 x y(jw), k=1,

u(jo) = uc(jo) + (iiﬁkk_i :;;t;;gfzg) x &1(jw),
with N=21,2,--- k-1, k=2, (5.1)
ajo)  =Ya(jw) - Y(jw),
luk(jow) = U(jw) — U-1(jw),
lyk(jw) = Yk(jw) = Yi-1(jw),
Bri = p%, S = iiﬂk’i
where ‘f(jw)’ denotes the Fourier-transform of the signi{t)’, y«(-) is the output for the input
ug(-) during thek! iteration, y4(jw) is the desired outputy is a pre-chosen constant (e.g.,
the DC-gain of the systemﬁki are the normalized weighting factors, ance (0, 1) is the
codficient selected to ensure the convergence of the iteratspectively.
Next we consider the proposed MFDIIC algorithm for the contif hysteresis-like ham-
merstein systems such as smart actuators, i.e., the imgpprobehavior of the system can be
modeled as a static hysteresis operator followed by a lim@arinvariant dynamics model. For

those systems the output, in the presence of random outgtutigtaince, is given by

Y(jw) = ys(jw) + yn(jw) = G Tu(jw)])(jw) + Ya(jw), (5.2)

where Z[u(jw)] is the output of the nonlinear subsystem #f(-) capturing the hysteresis
characteristics. As the hysteresi$eet is rate-independent but range-dependent instead, the
input-output mapping (viewed in the frequency domain) Inees input dependent. Thus, the
hysteresis fect can be quantified in frequency domain as the changes tiethency response

of the linear dynamics part (i.e., the ratio of the Fouriemsform of the output w.r.t. the
input). Specifically the ratio of the frequency responsesvben any two iterations)V; j(jw),

is defined as
Gi(jw)

oVij(jw) = W

with Gy(jw) = ysk(jw)/Usk(jw) (5.3)
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whereGy(jw) denotes the/O frequency response in th& iteration, withysk(jw) the part of
the output generated by the control inpui(jw) in the k' iteration. We further define the

difference of the/D frequency response in two successive iterative trd@lg(jw), as
6GK(jw) = G(jw) — Gr-1(jw). (5.4)

The next Assumption quantifies the allowed phase and ardpliariation caused by the hys-

teresis to the system frequency response in the proposedIlEIyorithm.
Assumption 1 At any given frequencay at which the MFDIIC law is applied, we assume
0 < y1 < [6Vij(jw)| < 2.

0<60= L6V < cos! atyeyye-Dlatys) _ /2

(r1+y2-1)y3
(5.5)
With’yl < 1<’)/2, Y2 —vy1 < l,
|0Giui_1| < n, fori=1,2,3,---, k
and the mapping between the system input and output sattsfiésliowing condition,
aglu — ujl < 1yi —Yjl < a2lui — ujl, @2 > a1 >0 (5.6)

Assumption 2 During the entire control course, the disturbangg§jw) is a zero-mean Gaus-

sian process with a standard deviationaaf,

E(nk(jw)) =0,  o(ynk(jw)) = do (6.7

5.2.1 Analysis of the first-order MFDIIC algorithm for hyste resis-dynamics com-

pensation

First we consider the convergence analysis of the MFDII@ritigm upon hysteresis-dynamics
combined &ects for the first order case, i.e.,81 in Eq. (5.1). At N=1, the MFDIIC law in
Eq. (5.1) is reduced to

(i) = Uea(jo) +p% x e a(jw),k > 2 (5.8)

where the initial choice aifig(-) andus (-) are given in Eq. (5.1) [90].
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Lemma 1 At the k" (k > 2) iteration, the tracking error of the first-order MFDIIC atgithm
satisfies,
&(jw) = Cr(jw)e-1(jw) — 6GK(jw)uk-1(jw) — Ny k-1(jw), (5.9)
where
Ck(jow)  =1-Di(jw)
Di(jw)

_ P
T Vi 1k(jo)+Pi(jw)+6V 1k(jw)p~*K-2Qu_1k(jw)

k-2 .
Bjo) = 3 [0Viciaior Gxo)]
|

Qu(jw) = Hl Ry-i-1(jw) (5.10)
1=
6Gy1(jw)uo(jw)+onyo(jw)
. : Gf(jw)m,lnyo (J(,L)), k = Oa
Ry(jw) = o _
5Gk+1(lw)ukg(w)+5ny,k(lw) (JCU), k >1
yk(jw) = Yirrn(jw) = Ynk(jw), k>0

andoVi j(jw) andsGy are defined in Egs. (5.3) and (5.4), respectively.

Proof 1 We show the above recursive formula by induction. Firsteribat by Eq. (5.8), for

N=1, we have

& = Yd — GkUk — Ynk

luk-1
=VYd— Gk(uk—l +p Iu

ex—l) = Ynk
y,k-1

luk-1
= Yo ~ Oklic1 + GieaUr — Gr-alk-1 — Gwo Iu’k . 8-1 = Yk-1n *+ Yk-1n — Ynk
y’ —
luk-1
= (Yd — Yk-1) — (Gk — Gk-1)uk-1Gyp Iu’ a1 — (5ny,k—1
| et (5.11)
k-1
= (l - ka Iu )a(_l — (SGkuk_]_ - 6ny’k_l
y,k-1
Gyoluk-1
=|1- ’ 1 — 6GyUi_1 — 0Ny
( Gr-1luk-1 + 6Gk_1Uk—2 + 6ny,k_2)ek 1 kUk-1 = 0Ny k-1

&1 — 0GKUk_1 — SNy k1

1y p
Gk-1 " 0Gk-1Uk-2+0Ny k-2
Gy Giluk-1

Thus, the formula (5.9) can be verified for=k2 by rewriting the above Eq. (5.11) using the
definitions obV; j, Qi k, and thenCy andDy (given by Eqg. (5.10)) for k 2.
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Secondly, we assume that (5.10) holds at the kth iteratiem &t the(k + 1)1 iteration, by
Eq. (5.8),

luk-1
Grs1luk = Grerp Iu &1 (5.12)
y,k-1

As the recursive formula holds at th# keration,

& = Cye-1— 0GKUk_1 — oNyk_1
(5.13)

= (1 - Gyp I“’kj) -1 — 0GKUk-1 — 6Ny k-1,

Iy,k
with Cx = 1 — Dy, andCy and Dy satisfying the formula of Eq. (5.10). Combining Eq. (5.12)
with Eq. (5.13) yields

G G
Ghohuk = 5+ (1~ CBier = —=~Didees (5.14)
k G

and then Eq. (5.11) (for thék + 1)"step) can be rewritten via Eq. (5.14),

&1 =|[1- G 5Gfuk_1 o | & O0Gks1Uk — 0Ny k
Gier1 G(lfTJl;lee«fl
=11- - kaRk_l }eK — 0Gyy1Uk — §I’]y,k (515)
Gk GrsaDk
=|1- pavkk i | & — 90k Uk — My k
OVkke1 + —p5——
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where

VikeiReer Ok [(Wk—l,k + P+ 5V1,k(jw)P_(k_2)Qk—l,k] Ri-1

Dx Gyr1p
Gis |, S i G1 —(k-2) K3
GiRi-1 | &+ + igl ((Wk—i—l,kp Qix) + 2p il;[l Ri-i-1
B PGks1
G- G 3Gy
-1 -1 —i-1 _j
= p R =+ p R — Y = T Ry
-f Gier  © Gis1 Izll G £ o
G
+ — G o ® VR 4 H Ry
k+l
Grr 3 [Groia 1 k-1
—p_lR k-1 [ =k _(I+1)Rk 1 H Rk— - p_(k_l)Rk_l IT Ryig
Gre1 | Gra kel i=1
k-2 .
_ Gr-1 (Gk—l 1 _(a1) 1L ) G1 _n1) k
_ -1 (i+1) ) (k-1) .
= Rk_1 + I Rei |+ —— II R
g G ; G P e Gk+1p =
k-1
G G . i k
=p_1Rk_1 Gk 1, ( : 'p_' I1 Rk—J) + p_(k_l) IT Ry
k1 15 Gk+1 j=1 +1 i=1
G

(6Vk-iks1o ™ Qiker) + 0~ DV 1141 Qs
i=1

= Pt + 0~ D6V 11 Qe
(by the definition oPg in Eq. (5.10))

(5.16)

It can be verified by substituting the above Eq. (5.16) batk kyg. (5.15) that formula (5.9)
holds at the(k + 1) step, therefore by induction, holds for ang k2. [ |

Corollary 1 The tracking error at the'R iteration is given by
k

ex(jw) = []_[ @(jw)}el(jw) + Aw(jw)
i=2

where (5.17)
Ak =T —-Tk

k k-1
ﬂé%MWWMM,Hé%&mMm
i= iz
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with ’
[1Cj, i=1
j=3
k
1-Gj Cj, 2<i<k-2
a =) A G ILC (5.18)
1-Ciyg, i=k-1,
-1 i =k,
and )
[1Cj, 1<i<k-2
B = { i=i+2 (5.19)
-1, i=k-1

The Corollary can be shown by induction and is omitted duaecsspace limit.

Assumption 3 In each iteration, at any given frequeneyat which thels-order MFDIIC law
is applied, we further assume

3 cos0

Ri(jw)l < € < ,
Y1t7y2

0< (R < /2, (5.20)

Note that the existence of sucl¥ @ Assumpition 3 is guaranteed by the condition in Eq. (5.6)

(see Appendix).

Theorem 1 At any given frequency where Assumptions 1, 2 and 3 hold; thésts a positive

€ satisfying
n 02869(72 + ¢ — y1€0886) (5.21)
¥1 €0S00 — (y1 + y2)é
and a positivep chosen from
max(Xy, X5) < p < y1 COS60 (5.22)
where
%, = 1trald (5.23)
Y1
% 2+é—eyi+ V2 +& - ey1)? + 401+ v2)é
z - 2
such that
IC<e<1 (5.24)

and the iterative law in Eq. (5.8) converges at frequenas k— oo, in the sense that
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e The expectation of the tracking erro is bounded as,

. . 2\2T%
lim E(a) = im E(A) < W (5.25)
— 00 — 00 — €

e The standard deviation of the tracking error is bounded as

Iimk—)oo O—(a() = Iimk—)oo G—(Ak)
< \/4(1+ e2+2r N 4~2/noon . G (5.26)

l-e 07 T1-e2 (1-e2

whereo is the variance of the system output disturbance in Assum i

Proof 2 We first show that under the given conditions, a positigan be chosen as in Eq. (5.22)

that guarantees the stability of the MFDIIC law, i.e., Eq.2%) holds. By Eq. 5.10,

Jo
Cd = |1- 5.27
©d Vi 1k + Pr+ 6V ko~ (2Qu 1k (5:27)
| 0Vicik + P+ 0V € PQ 1k - p
- 6Vi-1k + Py + 6V 10~ *2Qu_1
. |OVicik+Fe—p
O0Vy_1k + Fx
where
Fi 2 P+ 6V 1o * 2 Qi 1k (5.28)
By choosing € (0, y1 coss6), the numerator in Eq. 5.27 can be bounded as
|6Vic1k + Fi — p| < [6Vicak — p| + [Fd < 72 — p + [Fid (5.29)
|
Next we boundy. By Assumption 3, we ha{@;y| = [T Re-i-1| < €. Hence, withp > 0,
i=1
Bl = [P+ p~*D6V1Qu-14|
k-2 . o
=13 (6Vici-ako ' Qik) + p~ DoV 14Qu 1k
i=
k-2

<

) (5Vk—i—1,k.0_iQi,k) + o~ D5V 1 Qi1

w2 (5.30)
< iZ]l|7’2.0_'Qi,|<| + o~ Dy2Qu 14

k-2 .
<72 _Zl(p‘lf)' + yop~ 2kl
i=

“1g11_(p-1g)k-2 e 1
< xp %_p(—qgf) ] +y2p (k 2)§k 14 M,
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With the choice ob in Eq. (5.22) and® by Assumption 3, it can be verified that

& <y, and0<M2<M3<---<Mk,

(5.31)
with M, = I|m M = 72'0 1§ <91
With
|6Vic1k + Fi| > [[0Vicak| = Ful| = [6Vicrk| = [Fil > O, (5.32)
combining Egs. (5.29) and (5.32) turns Eq. (5.27) to
_ | 6Vk-1k+Fyx—p |5Vk—1$k_P|+|Fk|
ICl = Vi1 +Fk [6Vk-1k|—IFkl
(5.33)
< Y2optMe _ Y2—p+&
= Mo T oy-(ity2delé

Thus, the convergence of thé&-order MFDIIC is guaranteed, when Egs. (5.22) and (5.24)
hold, which yields the condition fegras

yo+é—eyi+ Jy2+E—ey1)? + 4y +y2)¢
- 2

Combining the condition of Eq. (5.22) with the above Eq.4pldads to the choice af in

(5.34)

Eq. (5.21) that guarantees the right side of the above egnas less thary; cossd, and then
the bound of the factgs in Eq. (5.22). Thus, with chosen from Eq. (5.21), Corollary 1 implies
that

I(Iim &(jw) = I(Iim = I(Iim Ax(jw) (5.35)

K
[n Ci(jw)} e1(jw) + Ax(jw)
=2

Thus, by Eq. (5.17), the expectation of the tracking errdragnded as,
Jim E(&) = lim E(Aw) = lim E(Y - T})
< lim E|(Y)c ~Ti) (5.36)
< I(IEIL E|Ty| + I!mo EICW

By triangle inequality, we have

. 2+/2
lim Ef1y < 2Y2/770 (5.37)
k—oo 1-¢€
and )
klim El = I|m E{ ( I Cj)éGi+1ui —6Gkuk_1}
—00 j= |+2
< lim E{ ]_[ Cj‘léGHluil + |6Gkuk_1|} (5.38)
T koo |iZ1)jmiv2
= lim n_i

k— oo
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Addition of the above Eq. (5.38) and Eq. (5.37) leads to thendagiven in Eq. (5.25). The
variance can be bounded as
lim o2(A) = limice {E(AR) - [E(AQ]?)
< lim {E(A2)
= lim E{Y} - 21yl + I (5.39)
< lim E(JF] + 121 + 1))

< A1+e)+2r 2 | 4N2/moon 7
= n(l-¢) 0 (1-¢)2 (1-¢)?

which yields the standard deviation in Eq. (5.26). ]

When only linear dynamics is considered, i.e., when thednmgsts &ect becomes neg-
ligible (e.g., when the displacement range becomes sm3j),[¢he above convergence can
be carried out similarly, and similar results can be obtinParticularly, in the absence of
hysteresis, the same recursive form given in Eqgs. (5.9) arid) can be obtained by setting
0Vij(jw) = 1, 6G(jw) = 0 andsZ[u(jw)] = u(jw). Then similar convergence argument can

be applied in the presence of random disturbaraiee. The results are summarized below.

Theorem 2 Let Assumptionsl and 3 hold at any given frequencgt which the MFDIIC
algorithm (5.8) is applied, and let the system input-outpatdescribed by the linear time
invariant dynamics with an augmented random output distode. Then there exists a positive

constante satisfying

1_52{ <e<1 (5.40)

and a positive iterative gaip chosen from

147 1+7-2+8
+7 e+\/(2+§ €)2 + 8¢ <)

max| 27, <1 (5.41)

such that

ICkl < e<1, (5.42)
and the iterative law in Eq. (5.8) converges at frequenas k— oo, in the sense that

e The expectation of the tracking errog i bounded as,

2V2/n
1

lim E(e) < oo (5.43)
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e The standard deviation of the tracking error is bounded as

. L /4(1+ €)2 + 21
I(IEIL (&) = k"_r)‘;‘o o(Ax) < WUO (5.44)

5.2.2 Analysis of theN"-order MFDIIC algorithm for hysteresis-dynamics com-

pensation

Lemma 2 At the K" (k > 2) iteration, the tracking error of the'®-order MFDIIC algorithm

satisfies the following recursive form,

&(jw) = Cr(jw)ac1(jw) — dnyy-1(jw), (5.45)
where N
Cljw) = Z kk_']Dkk_,(ja)) N=123,..,k-1
i=1 (5.46)
Dii(jo) =1-Gu(jwlpiig, i =123 ..k-1
and ly(jw), and | k(jw) are defined in Egs. (5.1).
Proof 3
& = Yd — GkUk — Ynk
= Yd —Gk[Uk 1 +,0(2 Bs;' :;: :)@—1] = Ynk
=Y¥d — GrUk-1 + Gk-1Uk-1 — Gr-1Uk-1
(5.47)

N
—Gyo ( 2 '855 -~ )@—1 = Yk-1n + Yk-1.n — Ynk

=[1 (Z 'EgkﬁlG )]a( 1 — 0GKUk-1 — SNy 1
i

= Cy€-1 — 0GKUk-1 — 0Ny k1
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Corollary 2 The tracking error at the'R iteration is given by

k
&(jw) = {l_[ Ci(jw)] e(jw) + Ex(jw),k > 2

i=2

where
(5.48)
Ek = q)k — Qk
K . _ k-1
D= Y Ai(j0lin(je). Dt % BioGial
i= iz
with )
[1Cj(jw), i=1
j=3
K
1-Cin(jo Cj(jw), 2<i<k-2
Aljw) = ( ir1(jw)) j:iqz i(jw)
1-Cisi(jo), i=k-1,
-1 i =k, (5.49)
and
K _ _
[1 Cj(jw), 1<i<k-2
]BI(JU-)) = j:i+2

-1, i=k-1

The induction-based proof is omitted due to the space limit.

Assumption 4 In each iteration, at any given frequenayat which the proposed MFDIIC law
is applied, we further assume

51752 Ry(jo)) < £ < ; 52 0 < /Re<n/2 (5.50)

2

where

Si=y1+72+1

$2 = \/(71 + 72 + 1)? = 4(y1 — 2 + y1COS66)
Note that the condition in Eq. (5.6) allows the existenc& @f the above Eq. (5.50) (See

(5.51)

Appendix).

Next we discuss the stability and convergence of the MFDIg@rthm in the presence of ran-
dom disturbang@oise — a zero-mean Gaussian process with the standardide\aa spec-
ified in Assumption 2. Note that the following developmentiaiy holds for general wide
sense stationary process (WSS) as the WSS process can leetedrio zero-mean Gaussian

process [106].
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Theorem 3 Let Assumptions 1 and 4 hold at any given frequescgt which the MFDIIC

algorithm (5.1) is applied. Then there exists a positivaatisfying

max 72(1;551)(—1{2)00869’ Tl—zyVlTZ) <e< min(l - %, MET;]FZ) (5-52)

where
Ty =7y1+y2—§&—y1C0860
(5.53)
T2 = (y1 +y2 — & = y1C0S60)? — dy1 (¢ + y2 — y1 COSOH)
Note that the existence efis guaranteed by the range éfin Assumption 4. Then a positipe

can be chosen from

maxXi, X7) < p < y1 0S50 (5.54)
where
X1 = y2(l+8)-ey1(1-96) (5.55)
1+€
X2 = y2—-enn+ 1 3
— €
such that
IDii| <e<l, ICl<e<d, (5.56)

then the iterative law in Eqg. (5.1) converges at frequen®@s k— oo, in the sense that

e The expectation of the tracking errof i bounded as,

. . 200 V2JR
lim E(e) = lim E(AY) < ‘701—/’”” (5.57)
—00 —00 — €

¢ The standard deviation of the tracking error is bounded as

lim o(&) = im o(A)

A1+e)2+2r , 4N2/noom n?
S\/ l-e 0T T(1-e2 (d-ep

(5.58)

whereo is the variance of the system output disturbance in Assomgti
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Proof 4 We first show that under the given condition, a positivan be chosen by Eq. (5.54)
that guarantees the stability of the MFDIIC law, i.e., Eq.56) holds. We begin with showing
Eq. (5.56) holds by at+ 1. Note that

Iu,i

Dy =1 - Gyo—
Iy’|
_1 Giplyi
GiUi — Gi-1Ui-1 + Ynj — Yni-1
Grolui
_1- kPlui (5.59)
GiUi — GjUi_1 + GjUi-1 — Gj_1Uj_1 + oNyj1
_1_ Gipolui
Gilyj + 0GjUi_1 + nyj_1
—1_ p
- G; 0GiUi—1+6Nyi-1
Gy + Gy
Thus, ati= 1,
D1 =1~ g —wmwmg
G_k Gk'u,l
= l - Gy , Gy éf}luoﬂﬁ\ny’o
G "Gk~ Gilyy
1 P (5.60)
0Vik(1+ mgﬁ:‘j‘yﬂ )
— P
=1- 0V 1k(1+Ro)
_ 6Vik—p+6Vi1kRo
6V1k(1+Ro)

Under the condition of| < 1 andp < y1 cosdé, |D 1| can be bounded as

|5V1,k - p| + |5V1=k]R0| L Y2mptyaE

[l < bVill-Rol  ~ n(d-4) 560
Dk 1| < € is guaranteed by choosingas follows,
pzy2(l+8)—eyi(l-9), (5.62)
and the choice of from
”&I—Zgl (5.63)

guarantees the right side of the above Eg. (5.62) to be less1h Assumption 4 guarantees the
existence o€ € (0,1). Hence, under the conditions in Egs. (5.62) and (5.63), &&6) holds
ati = 1. Then we prove Eq. (5.56) holds by the second principle ofiemaatical induction.

For| > 2, assume

IDki|<e V1<i<l<k-1, (5.64)
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then
Iu,I+1

yl+1
—1- L
Gii1 " 0Gy+1U+0ny
Gy Gilyl+1
0
=1- 0Gi+1U+6Ny

(5.65)

| = |Gip

I
H
|
1M
|E
T

(5.66)

and thereby}%‘ < 1= Hence, under the conditions that

p <7y1€0880, €>1- £ (5.67)

y1
|Dy,+1| can be bounded as

R
0Vi1kt Fl' -

|5VI+1,k_P|+' ]7;—:'
5VI+1,k+%

[Dicis] = L v -2 (5.68)

V2P | (amp)(i-e)+E
yi-1= r1(l-e)-¢ -

IA
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Dy +1| < € is guaranteed by choosingas follows,

lre, (5.69)
1-€

pzy2—€y1+

and the choice of < 1 guarantees the right side of the above Eq. (5.69) to be less1h The
combination of the Egs. (5.63) with (5.67) yields the choicein Eq. (5.52). The combination
of Egs. (5.62) and (5.67) with Eq. (5.69) yields the choice iofEq. (5.54). Therefore,

IDii|<e Vv 1<i<l+l<k-1 (5.70)
This completes the proof of Eq. (5.56), with the boun@diollowing by using Eg. (5.46), i.e.

ICwl =

Tz

Brk-i
S—,BIDk_i S

NSE

Brk-i
=5, IDk-il <

Itz

Pele=c (5.71)

With the conditions in Eqg. (5.56), Theorem 3 can be provedlbyfing the same procedures

in the proof of Theorem 1. [

Similar iteration error and convergence analysis can béegbwhen only linear time invariant
dynamics is considered. Specifically, the same recursive & the iteration error as in Eq. (2)
and (5.45) can be obtained by setting= y, = 1 andéd = 0 in Eq. (5.5). Then the similar

convergence analysis follows. We summarize the resultseifidliowing Theorem.

Theorem 4 Let Assumptionsl and 4 hold at any given frequesacgt which the MFDIIC
algorithm (5.8) is applied, and let the system input-outpatdescribed by the linear time
invariant dynamics with an augmented random output distade. Then there exists a positive

constante satisfying

1-0rVA-07-4  _ , (5.72)

2

and a positivep chosen from

X((l—é)(l—e {)

—6—

, 1+§+e§—e)§p<1 (5.73)

such that

Did<e<l [Cd<e<l (5.74)

and the iterative law in Eq. (5.1) converges at frequenas k— oo, in the sense that
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e The expectation of the tracking errog i bounded as,

2V2/n
1-€

lim E(e) = oo (5.75)

e The standard deviation of the tracking error is bounded as

2
lim o6 = lim o(¥) < 2497+ (5.76)
k— oo k— oo 7'[(1 — 6)
Proof 5 It could be proved by settingv = 1, andéG = 0in the proof of Thm.3. [ |

5.3 Experimental Results and Discussion

In this section, we will present the implementations of thEDMIC method in output tracking
with two different smart actuators: piezoelectric actuator and masfnietive actuator, which

have symmetric and asymmetric hysteresis behaviors, ctgglg.

5.3.1 MFDIIC compensation for dynamics dfect of LTI systems
System description

The MFDIIC method was implemented to track the motion of tlezg@actuator on an AFM
system (Dimension Icon, Bruker) as a linear time invarigsteam. The operation and trajectory
tracking issues could be found in [13]. The nominal freqyemsponse (with small excitation
voltage amplitude to avoid the hysteresiBeet) and hysteresis behavior of the piezoactuator
are shown in Fig. 5.2, where the hysteresis loop is meastitbe kargest stroke (8@m) of the
piezoactuator without any external force exerting on it.e&anance peak is observed around

750 Hz, and the measured peak-to-peak system noise waslew¢hef 14 mV.

Quantification of the iteration gain codficient p

In order to quantify the iteration gain ddieientp, first the parametef needed to be chosen as
in Assumption 4, which was chosen toge 0.17 in experiments. Such a choice consequently
determined the range efas in Eq. (5.72), and the value ofvas selected to be= 0.7. With

the choices of ande, the codlicientp was picked as 0.6 according to Eq. (5.73).
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Figure 5.2: The frequency response and the hysteresis ibetuivthe piezoactuator on the
Dimension Icon AFM system.

Trajectory tracking results and discussion

The quantified iteration gain cfiientp was used in the'8-order MFDIIC method to track a
band-limited white noise trajectory with cdfdrequency of 1.5 kHz and peak-to-peak ampli-
tude of 10um. With such a small peak-to-peak amplitudg8(df the full range), the piezoac-
tuation system could be considered as a linear time invasigstem as the hysteresiffext of
the piezoactuator is negligible. The factg@ig.; in the normalized forgetting facto;fﬁd in
Eq. 5.1 were chosen to be a power sequeng as = r«~~1 with r = 0.2. Such a selection of
the forgetting factors ensured larger weighting on therimftion in the more recent iterations.
Fig. 5.3 (a) shows the tracking results obtained within &8aitions. The converged tracking
of the desired trajectory achieved a relative trackingrenfd..61%. The tracking accuracy is
further demonstrated in Fig. 5.3 (b). The tracking error waly at peak-to-peak value around
120 nm (corresponding to 18 mv in voltage), which is closehtomeasured system noise at
90 nm (corresponding to 14 mv in voltage). Such a precisiacking clearly demonstrated the
efficacy of the proposed MFDIIC method in compensating for theadyics &ect of an LTI

system such as the piezoactuator on the AFM system.
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Figure 5.3: Tracking results of white noise with bandwidfii® kHz and peak-to-peak am-
plitude of 10um: (a) tracking output comparison; (b) tracking error witle piezoactuator on
a Bruker Dimension Icon AFM system.

5.3.2 MFDIIC compensation for LTI system dynamics and symmgic hysteresis

effect
System description

The same AFM system in the above Sec. 5.3.1 was utilized tfyvitie capability of the
MFDIIC method in compensating for a both nonlinear hysteraad dynamics of hysteresis-
like hammerstein system. From the hysteresis loop in FR).i6could be observed that the
hysteresis is symmetric, and the hystereflisat is maximized when the motion range reaches
80um, causing the displacement uncertainty (20 accounting for around 25% of the motion

range.

Quantification of the iteration gain codficient p

To quantify the cofficient p, the variations of the frequency response between any twa-it
tions,dV; j(jw) need to be measured as described in Assumption 1. WhilgQtfeslquency re-

sponsdGk(u, jw) during the iteration could not be measured beforehand onkl@pproximate
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it by measuring the frequency response corresponding tasnpith various amplitudes, only
ten of which are shown in Fig. 5.4. From the measuy&lffequency responses, the bound-
aries of the magnitude and phasesdf; j(jw) are found to bey; = 0.951 andy, = 1.073,
maxf) = 6.4°, and consequently is selected to b& = 0.1. With the selected bound-

ary parameters, the ranges ©findp are subsequently determined a$®< ¢ < 0.89 and

0.83<p < 097.
R 2500
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Figure 5.4: JO frequency response variation of the AFM system.

Trajectory tracking results and discussion

The MFDIIC method was first implemented to track a trianglevefiarm with frequency of
500 Hz and peak-to-peak amplitude of @M on the same piezoactuation system in the above
Section 5.3.1. The tracking result was compared with thés$aimed by the DC-gain method,
[IC method [13] and MIIC [91] method. The tracking resultsres@lotted in Fig. 5.5, and the
tracking errors and iteration numbers are listed in Talle respectively, for comparison. The
proposed MFDIIC method attained a relative tracking erfd.&2 %, which is about 6 times
less than those obtained by the [IC and MIIC methods (13.6h&012.13 %, respectively),

and over 70 times less than that by DC-gain method.

Table 5.1: Tracking results by MFDIIC, MIIC, IIC and DC-gaimethods
Axis | MFDIIC || MIIC lc DC-gain
Relative RMS Errg@o) 2.12 12.13| 13.62 152
Iteration Number 18 7 15 1
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Figure 5.5: Comparison of the triangle waveform (frequert®0 Hz, peak-to-peak amplitude:
80 um) tracking results obtained by MFDIIC, MIIC, IIC, and DC-iBanethods on a Bruker
Dimension Icon AFM system.

The proposed MFDIIC was also used to track a band-limitedemndise trajectory with
cutof frequency of 1.5 kHz and peak-to-peak amplitude of:82 Similarly, the tracking re-
sults are plotted in Fig. 5.6, and the tracking errors arrdtiten numbers are listed in Table 5.2.
Note that the tracking by the IIC method couldn’t converdmistis not described in Fig. 5.6
or Table 5.2. Although the iteration number is much largemtthe other two methods, the
relative RMS error is about 5 times less than that by MIIC radthand over 13 times less
than that by the DC-gain method. This further proves tiieacy of the proposed MFDIIC
method in compensating both the dynamié&e& and symmetric nonlinear hysterestieet

for a hammerstein-like system such as the piezoactuatar AFM system.

Table 5.2: Tracking results by MFDIIC, MIIC, and DC-gain edls
Axis | MEDIIC || MIIC || DC-gain

Relative RMS Errggo) 3.21 15.89| 44.02
[teration Number 40 12 1
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Figure 5.6: Tracking results of the white noise signal withoff frequency of 1.5 kHz and
peak-to-peak amplitude of §am.

5.3.3 MFDIIC compensation for LTI system dynamics and asymretric hystere-

sis dfect
System description

In this section, we will implement the proposed MFDIIC mattio the trajectory tracking on

a magnetostrictive actuator based microforming systerh [BBe /O frequency response and
the asymmetric behavior of the hysteresis of the actuagistem are shown in Fig. 5.7(a) and
(b), respectively. From the frequency response, a verydinbandwidth (7 Hz) is observed,
and this would impose huge challenges on conventional Phiiralomethods. Meanwhile note
that the overlapping of the hysteresis loops at the origitaissed by the heatindgfect of the

coil in the magnetostrictive actuator.

Quantification of the iteration gain codficient p

Similar to the quantification process in the above Sec. 5tBrdugh preliminary experiment
results of the O frequency response variation as shown in Fig. 5.8, the daias of the

magnitude and phase 6V; j(jw) are found to be; = 0.865 andy, = 1.279,max#) = 355°,
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Figure 5.7: Frequency response and the hysteré&istef the magnetostrictive actuator.

and consequently is selected to b& = 0.01. With the selected boundary parameters, the
ranges of andp are subsequently determined a88< e < 0.98 and 067 < p < 0.71. Note
that only the frequency response ranging betweem® Hz was utilized in the quantification of

the parameters, as the large oscillations at the high fre;yueange made the MDFIIC method

inapplicable, i.e.p doesn't exist for convergence of the MDFIIC method.

(b)
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Figure 5.8: JO frequency response variation of the magnetostrictivezdot.

Trajectory tracking results and discussion

The MFDIIC was first implemented to track a triangle wavefomith frequency of 10 Hz
and amplitude of 50km on the magnetostrictive actuator. The results were cosdpaith
that obtained by using the MIIC method in Fig. 5.9. Althoutgration number by MFDIIC
(11 iterations) is larger than that by MIIC method (5 itepas), significant tracking precision

improvement can be observed where the relative RMS traakiray was decreased by over 3
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Figure 5.9: Comparison of the tracking results of triangkveform (frequency: 10 Hz, am-
plitude: 500um) obtained by MFDIIC and MIIC methods obtained with the metgstrictive
actuator.

times (from 11.55% by MIIC to 3.07% by MDFIIC). Similar imprement was also achieved
in the tracking of a band-limited white noise trajectory witutdf frequency of 10 Hz and
amplitude of 500um, shown in Fig. 5.10. The relative RMS tracking error wa® alger
3 times smaller than that by the MIIC method (from 17.24% t@8%). This demonstrated

the capability of the MFDIIC method in compensating for btith dynamics and asymmetric

hysteresis fect.

Comparison with other control techniques

To further demonstrate thefeacy of the proposed MFDIIC method, the tracking results of
a triangle trajectory on AFM piezoactuators are also coegpavith other control methods in
literature in Fig. 5.11. The control methods are listed ihl@&.3. The x-axis in Fig. 5.11 is the
ratio between the triangle trajectory frequency and thenast frequency of the piezo-actuator
used by each method, so the bigger abscissa means the higladility of the method in com-
pensating for the dynamicdgfect of the piezo-actuator. The y-axis denotes the ratio &atw
the trajectory amplitude and the full range of the piezasattr, and the bigger ordinate means
higher capability of the method in compensating for the énesis &ect of the piezo-actuator.

The purpose of the control methods is to achieve the furtbeation in the upper right corner in
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Figure 5.10: Comparison of the tracking results of whitesadignal (cutfi frequency: 10 Hz,
amplitude: 50Qum) obtained by MFDIIC and MIIC methods obtained on the magsteittive
actuator.

the figure. Obviously, the proposed MFDIIC not only achietlesllargest amplitud&ull range
ratio, but also realized the highest frequency resonarni® fihis demonstrates the strength of

the proposed MFDIIC method in compensating for both the dyos and hysteresidtect in

the smart actuator such as the piezoelectric actuators.

Table 5.3: Control methods compared with the proposed MEDikthod

MFDIIC Modeling-free Dfferential-Inversion-| A,  + | Adaptive Feedforward
Based Iterative Control, proposed FF + | Feedback [107]
FB
RobCon Robust Control [108] SMC Sliding Mode Con-
trol [109]
Pl + RC+H™1 | PIFeedbackRobustControkH=1[110] || ApCn | Adaptive Control [111]
ST+FB Signal Transformation Feedback [112]| InvFB | Inversion +  Feed-
back [113]
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Figure 5.11: Triangle trajectory tracking results compavetween the proposed MFDIIC and
other control techniques.

5.4 Conclusion

A data-driven modeling-free inversion-base iterativetmanechnique is presented in this chap-
ter. The algorithm is theoretically analyzed for the cohtfohysteresis-like hammerstein sys-
tems by compensating for the system dynamics and hystefésid simultaneously. The al-
gorithm could converge with the presence of random outmitihancgoise, and the output
tracking error comes close to the noise level in the stasisiense. Finally the proposed control
technique was demonstrated in the high-speed large-rangatdracking of the piezoactuator

in an AFM system and a magnetostrictive actuator in a microiiag system.

5.5 Appendix: Existence ofRy| in Assumptions 3 and 4

Assumption 5 We assume the lipschitz continuity is satisfied for the aotusysteresis, i.e.,
azlu = ujl < lyi —Yjl < azlui — ujl, (5.77)

Theorem 5 With the above Assumption 5, there existssaich that

O0Gks1Uk + 0Ny k

IRkl = <¢ (5.78)
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(5.79) depends on the hyssepesperty of the controlled

actuator, while the third term is determined by the noisellend the tracking error. So as

long as the system uncertainty induced by the hysteésis small, and the tracking error

is relaxed, these terms are bounded by a small number. Thiwgkecond term imposes a

condition on the desired tracking trajectory, the valuets entire term could be tuned by the

6G and tracking error again. Thus both the property of the hyestis and desired tracking

error imposes the convergence and tracking accuracy of thegsed method.
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Chapter 6

Conclusion

In this dissertation, the control issues and challengesvarced manufacturing in micro- and
nano-scale are studied, including the complicated systgmardics excited especially at high
speeds of the manufacutring system, hysteresis and cfiegp af the actuator, and the system
variationuncertainty with environmental disturbances. To addiessd issues, inversion-based
iterative control methods are developed and utilized withifeedforward-feedback control
framework to achieve high precision micro- and nano-scaaufacturing. Additionally, ultra-

sonic vibration is introduced during the manufacturinggess to improve the manufacturing
quality. The control challenges induced by the integratibthe ultrasonic vibration are also

solved by the proposed control framework. The main contidbg of this dissertation include:

1. A mechatronic system was developed to control the magtmigtiive actuation system
for the ultrasonic-vibration-assisted microfroming mes. The system dynamicfext
of the magnetostrictive actuator was compensated for byribeéeling-free inversion-
based iteration control algorithm such that a constanasidinic vibration amplitude was
achieved across a large frequency range. The Fibonacahseethod was utilized to
achieve rapid identification of the workpiece resonantudssgy during the microform-
ing process. This constructs a platform for the researchniterstanding the funda-
mental mechanism of ultrasonic vibratioffext on microforming process, as well as
the development of process control for microforming systdased on this platform,
a dual-stage microforming system was constructed. A cbfrtamework for the entire
microforming process was designed and implemented to \ahiigh-speed and high-
quality microforming. The modeling-free féierential-inversion iterative control method
is integrated with the transition trajectory design to aghirapid engagement of the

workpieces without inducing post-engagement oscill&iohe Kalman filtering was
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employed to detect the phase transition of the workpiecieg lveelded. With the identi-
fied phase transition conditions, the optimal transiti@jetctory was designed based on
the optimal output tracking of non-periodic tracking-s#ion switching. The obtained
optimal transition trajectory was then tracked throughealferward-feedback controller
without post-transition oscillations. The experimentahirol results and welded ABS
workpieces demonstrate thffieacy of the proposed approach in achieving optimal high-

speed microforming and a substantial improvement of theliweglquality.

. The data-driven, lierential-inversion iterative control (MFDIIC) method wiategrated
with probe ultrasonic vibration to achieve high-speedgdarange nanolithography on
hard material via mechanical plowing using an atomic foreeroscope (AFM). The ad-
verse hardwareftects including the hysteresis, the vibrational dynamias the cross-
axis dynamics couplingfiects, were compensated for by the proposed MFDIIC method.
Normal ultrasonic vibration was introduced to enable dipattern and improve the pat-
tern quality on hard materials. High-speed lithography higth-quality features were

obtained through experiments on tungsten.

. The data-driven, flierential-inversion iterative control (MFDIIC) was progasto si-
multaneously compensate for both nonlinear hysteresigdgnadmics of hysteresis-like
hammerstein systems with good robustness against hyistdygamics changes, while
avoiding the arduous hysteresis and vibrational dynamiodating. The MFDIIC im-
proved over the modeling-free inversion-based iteratimatrol (MFIIC) algorithm by
exploring the input-output (tracking) data of not only tastliteration, but also the past
iterations to updateorrect the control input for the current iteration. Furthere, the
convergence of the MFDIIC in compensating for the hysterefect was analyzed by
considering the system a hammerstein system in the freguemeain. The output track-
ing error was quantified in a statistical sense by the prsedf the random output dis-
turbancénoise considered in the analysis. The theoretical analyass also validated
through experimental results with twofi@irent system setups to demonstrate the com-
petence of the proposed MFDIIC method in compensating for thee system dynamics

and hysteresisfiect simultaneously.
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