
UNCONSTRAINED FACE LANDMARK LOCALIZATION:
ALGORITHMS AND APPLICATIONS

BY XIANG YU

A dissertation submitted to the

Graduate School—New Brunswick

Rutgers, The State University of New Jersey

in partial fulfillment of the requirements

for the degree of

Doctor of Philosophy

Graduate Program in Computer Science

Written under the direction of

Dimitris N. Metaxas

and approved by

New Brunswick, New Jersey

October, 2015



c© 2015

Xiang Yu

ALL RIGHTS RESERVED



ABSTRACT OF THE DISSERTATION

Unconstrained Face Landmark Localization: Algorithms and
Applications

by Xiang Yu

Dissertation Director: Dimitris N. Metaxas

Nowadays, facial landmark localization in unconstrained environments has attracted increas-

ing attention in computer vision, which is a fundamental step in face recognition, expression

recognition, face tracking, editing, face animation, etc. We firstly introduce the problem of

facial landmark localization and its relevant canonical and state-of-the-art techniques. Among

the existed methods, when facilitating to the facial images under unconstrained environments,

they may encounter problems from the large pose variation, partial occlusion, unpredictable

illumination, etc. We then separately investigate each of the pose variation and partial occlu-

sion problems. To overcome the shape variation caused by the pose changes, we propose an

optimized part mixture model to fast search in the pose manifold and a bi-stage cascaded de-

formable shape model to refine the local shape variance. For partial occlusion, we propose

a consensus of occlusion-specific regressors framework, which resists from the occlusion due

to the large amount of regressors and the particularly designed occlusion patterns. Further,

we aim at building a unified framework to jointly deal with the pose and occlusion problem-

s. A pose-conditioned hierarchical part based regression method is designed to condition the

pose into several pre-defined subspaces and localize the key positions in a hierarchical way,

in which the occlusion is detected by the part regressors and further propagated through the

hierarchical structure. The proposed facial landmark localization methods have shown more

ii



promising performance than those state-of-the-arts in both accuracy and efficiency, compared

on both lab-environmental databases and multiple challenging faces-in-the-wild databases. Our

face alignment methods are further applied to some human-computer interaction (HCI) appli-

cations, i.e. user-defined expression recognition and face and gesture based visual deception

detection. The improved results from the applications further validate the advantages of our

method under all kinds of uncontrolled conditions.
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Chapter 1

Introduction

With the rapid development of massive computing and internet, machines have taken more

roles in the more efficient automatic process. One important evidence is the popularization of

smart phones. Those devices allow fingerprint identification, track users’ behavior habits and

predict the users’ possible actions, conduct verbal interaction with users, operate intelligent

house conditioning by monitoring the parameters and remote control. The Human-Computer

Interaction (HCI), has been a critical and largely being investigated field, for the realization of

artificial intelligence. Many HCI topics have attracted large attention, for example, the human

identification (e.g. face recognition), body and face tracking, video surveillance (e.g. airport

security camera), human activity monitoring (e.g. children autism investigation), etc.

Among those applications, human is one of the major subjects being investigated, whereas

face is a most informative source of human. Localizing, tracking and identifying faces in real

world with computers become feasible due to the advances of computers and cameras. In fact,

many HCI applications are highly related with faces, e.g. face recognition, facial expression

recognition, face tracking, facial motion capture, etc. Face detection and facial key point (land-

mark) localization are two critical techniques in those applications. Face detection provides

the bounding boxes of faces for latter applications. Traditional face recognition or expression

recognition extracts features directly based on the region provided by the face detectors. The

detected faces are shown in Figure 1.1 (a) and (c).

However, without finely registration, the spatial mismatch brings in large noise. Thus, lo-

calizing the landmark points to register all the faces is a prerequisite for many applications,

i.e. the detected landmarks, green dots in Figure 1.1 (b), provides accurate geometric infor-

mation shown as white arrows; The detected landmarks in Figure 1.1 (d) provides automatic

consistent region selection denoted as red blocks based on the detected landmarks in green
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(a)                        (b)                         (c)                             (d) 

Figure 1.1: A facial image of President Obama (a), (b) and an image from CK+ database [93,

123] (c) and (d). (a) and (c) show the cropped facial area provided by face detectors. (b) shows

the geometric feature extracted based on the detected landmarks in green dots. (d) shows the

automatic region selection in red blocks based on the detected facial landmarks in green dots.

dots. Obviously, the face landmark localization effectively boosts the accuracy of the face and

expression recognition tasks.

In this thesis, we focus on the facial landmark localization problem. Faces are objects with

fixed components, i.e. eyebrows and eyes on top, nose in the center and mouth at the bottom.

They are near-rigid objects with tons of local variances because of the diversity of people.

A deformable model simulates such facial variance well. When the faces are explored under

both controlled and uncontrolled environments, our effort is to fast and accurately find out the

consistent facial patterns and deform the initial landmarks to the optimal positions.

1.1 Problem

The fixed components of faces allow the consistent definition of landmarks. Suggested by

Cootes et al. [40], face landmarks can be divided into three categories: the points with application-

dependent significance, i.e. the corners of eyes; the points labeling application-independent

elements, i.e. curvature extrema (highest point along the bridge of the nose); and points in-

terpolated from points of the previous two types, i.e. points along the face profile. Due to the

purposes of different applications and the variant interpolating points, the annotation of the face

landmarks varies, e.g. 68-point annotation from MultiPIE [74] and 194-point annotation from

Helen [105].

As shown in Figure 1.1 (a), the green dots are the defined landmarks. By arranging them
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(a)                           (b)                            (c) 

Figure 1.2: The illustration of face landmark localization task. (a) a facial image from Talking

Face video [1]. (b) the initialization of face landmarks in blue dots and lines from the face

detection [90] result denoted in red bounding box. (c) The optimized landmarks denoted in

green dots and lines deformed from the initial face landmarks in (b).

into some order, we form a shape s = (s1, ..., sn), where si denotes the location of the i-th

landmark and n is the number of points (n=66 in Figure 1.1). After definition of the face

landmarks, our task is illustrated in Figure 1.2.

Given a facial image as shown in Figure 1.2 (a), the first step is to initialize the face land-

marks onto the facial area provided by face detectors, denoted as red bounding box. The initial

landmarks are denoted as s0, blue dots and lines in Figure 1.2 (b). Then the core step is to

deform s0 into the optimal shape ŝ, denoted in green dots and lines in Figure 1.2 (c), which

best approximate the ground truth s∗.

The landmark deformation generally consists of two stages: in the training stage, a model is

learned from the geometric information and/or the appearance variations mapping to the shape

variations; in the testing stage, the learned model is applied on a testing facial image to predict

the face landmarks. The procedure usually starts from a coarse initialization, followed by a

step-by-step refinement until convergence.

1.2 Related Work

Most of the landmark localization methods firmly rely on the face detection results. With re-

spect to face detection, Viola and Jones [90] proposed a widely used boost framework. It is fast

and effective for most frontal faces. Many further improvements and modifications are made
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based on the Viola and Jones detector. Some focused on extracting more effective features [91]

and others concentrated on classification learning methods [62]. Nonetheless, several detection

based landmark localization approaches are proposed to directly provide the landmark positions

without knowing the face region. Sivic et al. [58] used mixture of tree structure to optimize the

landmark positions of the whole face. Karlinsky et al. [95] exhibited face component detector

learning to ensemble the facial component detectors and parse the facial attributes. Uricar et

al. [177] proposed a seven anchor point detector based on Deformable Part Models (DPM) [63]

which depicts an object with several parts and the connection in between each other part. They

adopted structure-output SVMs to further localize the landmarks which achieve fast speed and

high accuracy. However, when the detection error occurs, seven points are not sufficient to

provide steady initial landmarks. Zhu and Ramanan [226] proposed another framework based

on mixture of part model. Different such mixtures can handle different view-point faces. How-

ever, the size of parts pool in their model is large, which impedes the potential for real-time

landmark tracking.

Facial landmark localization methods can be roughly divided into two major categories:

parametric vs. non-parametric. Parametric methods are characterized by a model that attempts

to capture facial appearance variations in terms of an underlying parameter space. Inference

amounts to search in parameter space for the best-fitting model to the given image. In contrast,

non-parametric methods learn to predict the face shape via training on a database, or by directly

drawing exemplars in a data-driven manner.

The parametric methods essentially apply a rigid transform to connect the arbitrary shape

with the reference shape. In other words, researchers attempt to build the relationship between

the reference shape and any shape in the testing. A main such transform is the Point Distri-

bution Model (PDM) [40]. It utilizes scaling, rotation (pitch, yaw and roll in 3D and in-plane

rotation in 2D) and translation for the spatial rigid transformation. In the meanwhile, it applies

the Principal Component Analysis (PCA) to depict the local shape deformation. It assumes the

shape space could be represented by the linear combination of the trained shape basis, which is

a linear approximation. In addition to PDM, there are several improvements on the prior shape

distribution. Sozou et al. [165, 165] explored polynomial regression and multi-layer perception

to depict the shape space other than the linear decomposition. Gu and Kanade [76] proposed
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a 3D face alignment method based on a single image with a 3D PDM. A weak perspective

projection is applied to project the 3D shapes to the 2D plane. De la Torre and Nguyen [102]

proposed a kernel PCA-based nonlinear shape model. A mixture of Gaussian is also explored

for the shape distribution [38, 58, 163]. Saragih [157] explored principal regression analysis

other than PCA to represent the shape space. To further make the shape representation more

robust, Li et al. [110, 111] introduced a robust shape model conducting random sample con-

sensus [64].

The Active Shape Model (ASM) [40] and Active Appearance Model (AAM) [35] are both

classical, seminal contributions to the parametric approach, with much follow-on work. Roh

et al. [151] improved the original ASM by imposing the M-estimator and random sampling

as noise is not always Gaussian distributed. Zhou et al. [223] proposed a MAP framework

to formulate the shape in the tangent space and an EM algorithm to solve the MAP problem.

Vogler et al. [183] proposed a 2D and 3D combination method for the ASM fitting. They pro-

posed a 3D deformable model to constrain over the 2D facial key point tracking. Milborrow et

al. [135] improved the original ASM framework by extending the 1D feature (i.e. image gra-

dient) to the 2D feature. ASM with component construction was proposed [85, 112] to reduce

the alignment error propagated among facial components. In the connection of those compo-

nents, tree-structure is widely applied [218]. Markov Random Field (MRF) is also applied as

the connection structure [171]. Besides, Le et al. [105] introduced a Viterbi process on facial

contour fitting and user interaction model to improve the accuracy.

The AAM decouples the model into a linear shape model and a linear appearance mod-

el [68]. The model is originally proposed in [35]. Then a Gauss-Newton optimization method

is proposed to solve the optimization problem [36]. Considering the training efficiency, a re-

gression learned from low-dimensional texture difference to the position displacement is pro-

posed [83]. Tresadern et al. [172] explored Haar-like features for the inexpensive linear pro-

jection from the texture difference to the position update. For the fitting efficiency, Matthews

and Baker [131] revisited the AAM model with a inverse compositional method [9]. Gross et

al. [73] further modified the inverse composition algorithm by simultaneously updating the

warp parameters and the texture parameters.Another modification of AAM [141] is proposed
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as fitting algorithm adaptation and the mean shape adaptation by incorporating the prior in-

formation. A mixed inverse-compositional-forward-additive parameter update scheme [155]

is proposed to optimize the parameters between the image and the model. Some methods

translate the spatial appearance matching problem to the Fourier domain problem [4, 124]. Re-

cently a fast AAM algorithm was presented for real time alignment [176], and an ensemble

of AAM [29] was proposed to jointly register landmarks for image sequence. In addition, the

linear regression assumption from appearance update to the parameter update does not always

hold. The sensitivity problem of AAM is a lasting problem. If the initialization is not proper,

the linear regression may fail. Several efforts have been proposed. Liu [118, 119] explored

GentleBoost [66] to model the nonlinear relationship between appearance and parameter up-

date. Wu et al. [195] introduced classifiers to predict which set of parameters to use during

the fitting processing. Further improvements [67] replaced the GentleBoost classifier to the

gradient boosted regression trees [65].

Subsequently, the Constrained Local Model (CLM) [43, 157] was introduced, which com-

bines each local patch’s alignment likelihood and predicts the optimal solution by maximizing

the overall alignment likelihood. The local response map plays an important role in the CLM

fitting. Originally the response map is modeled as a isotropic Gaussian estimation. Wang

et al. [191] proposed an anisotropic Gaussian estimation for each response map. Gu and

Kanade [77] applied GMM to approximate the response map. A subspace constraining over the

estimation on the response map [156] is introduced to enhance the localization. Local neural

expert inference [11] is also proposed to improve the representability of the response map. The

CLM framework [157] is extended to 3D situation using depth map [10]. The combination

of a part model and CLM [206] was proposed to alleviate pose variations, while other CLM

frameworks focused on local patch expert learning [5].

To handle the pose variation during shape fitting, Xiao et al. [197] explored 3D linear face

model with the 2D face model and showed that the combination performs better in shape rep-

resentation and real-time fitting. Retrieval from exemplars provides a way to tell the head pose

information [75]. Regression on pose is also proposed on the 3D scenario [6]. 3D PDM and

2D model combination et al. [183, 130] is proposed under a full perspective projection. Depth

map is also utilized to recover the 3D model and thus predict the pose information [59, 10].
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Multi-view face shape models [110, 226] advocate another way to tackle the problem with dis-

crete view angle intervals. Dantone et al. [46] proposed a pose conditioning tree to categorize

the face shapes under different head poses into different subspaces.

With respect to non-parametric methods, the seminal work of Belhumeur et al. [14] pro-

posed a data-driven method that employed RANSAC [64] to robustly fit exemplar landmark

configurations drawn from a database to a set of local landmark detections. Similar method-

s [164, 220] either considered temporal feature similarity for joint face alignment or used graph

matching to enhance the landmark localization. Notably, Zhu et al. [226] modeled the land-

marks as a tree so that the positions could be efficiently optimized through dynamic program-

ming. Shen et al. [161] employed the retrieval of example faces to help localize the testing face.

Deep learning [82] has been explored in aligning faces, i.e. Luo et al. [125] applied Restricted

Boltzmann Machine (RBM) in a hierarchical face parsing framework; Sun et al. [] proposed

a three level cascaded deep Convolutional Neural Network (CNN) for landmark detection in

coarse-to-fine manner.

Regression-based methods represent a significant sub-category of the non-parametric ap-

proach that have recently achieved high accuracy on standard benchmarks. An early contri-

bution in this domain is Liang et al. [112], who proposed directional classifiers to predict the

direction and step size of a landmark’s update. Cristinacce and Cootes employed boosted re-

gression [44] for local landmark alignment. Regression forest voting for accurate shape fitting

was proposed by Cootes et al [37]. Valstar et al. [178] combined boosted regression with a

graph model. Martinez et al. [129] proposed local evidence aggregation for regression based

alignment. Dantone et al. [46] introduced conditional regression forests to treat faces with dif-

ferent poses separately. Dollar et al. [53] proposed cascaded pose regression to approximate 2D

pose of objects. Rivera and Martinez [150] use kernel regression to handle low resolution im-

ages. Cao et al. [27] proposed a real-time explicit holistic shape regression method with robust

shape indexed features. Xiong and De la Torre [198] illustrated an efficient supervised descent

method for regression training and inference. Yang, et al. [201] employed dense interest points

detection with sieving regression forests to obtain good results on faces in the wild. For ef-

ficiency consideration, a feature learning strategy on the regression framework is proposed to

achieve three thousand frame per second processing speed [144]. Kazemi et al. [98] proposed
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Figure 1.3: The shape samples from training images.

the ensemble of regression trees which achieves one millisecond processing time. To handle

occlusion, Artizzu et al. [25] proposed a block-wise strategy to incorporate the occlusion prior

for landmark fitting. Yu et al. [207] proposed a consensus of multiple occlusion-specific regres-

sors to robustly predict the landmarks. Recently, the variations of the regression structure are

proposed, such as the project-out cascaded regression [175] and the cascaded Gaussian process

regression trees [106].

In the following, the subsections introduce the branches of the mainstream methods, i.e. AS-

M, AAM, CLM and shape regression method. We revisit each of the representative methods

and show the similarities and dissimilarities of the methods at the optimization level. Further a

general framework is summarized across all the methods. The general framework is expected

to potentially provide the inspiration for new methods.

1.2.1 Active Shape Model

The Active Shape Model starts from modeling the shape distribution. During training, suppose

we obtain a set of face landmarks to form a training shape space, illustrated in Figure 1.3. The

training shape distribution is modeled under Principal Component Analysis (PCA) assumption.

The PCA model not only provides a linear partition of the training shape space but also reduces

the dimensionality of the shape space. Then any shape can be represented as in (1.1), the linear

combination of the mean shape s̄ and the shape basis as the column vectors in P.

s = s̄ + Pα+ ε (1.1)
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where P = (p1,p2, ...,pt) contains t eigenvectors of the covariance matrix of the training

shapes and α is a t dimensional vector given by

α = PT (s− s̄) (1.2)

t is usually determined by preserving 90% to 98% variance (the ratio between the sum of t

largest eigenvalues and sum of all eigenvalues). ε is the noise random variable confirmed to a

Gaussian distribution N (0, σ2I).

Considering arbitrary shape which is not normalized from the reference shape, Procrustes

analysis [99] is applied as the rigid transform to match between the reference shape and the

being processed shape. The rigid transform consists of scaling a, rotation R(θ) and translation

t, which is also known as the Point Distribution Model (PDM) in (1.3).

s = aR(θ) (s̄ + Pα) + t (1.3)

Notice that the shape s is a vector, which could represent not only 2D coordinates but also

3D and maybe higher dimensions. Correspondingly, the rotation matrix R(θ) could be either

a 2D or 3D matrix. θ is the rotation angle. In 2D condition, θ represents the in-plane rotation

angle. In 3D condition, θ represents three rotation angles, pitch, yaw and roll. The shift vector

t is either 2D or 3D according to the shape vector. Denoting P = [a,R(θ), α, t], any arbitrary

shape s is directly connected with the mean shape s̄. We denote it as:

s = T (s̄,P) (1.4)

By assumption that ε ∼ N (0, σ2I), maximum likelihood estimate (MLE) of p(ε) leads to

the least square optimization:

arg min
P
‖s∗ − T (s̄,P)‖2 (1.5)

However, in the testing, we do not know the ground truth positions s∗. Practically, the ASM

configures an iterative algorithm: given initial landmarks s0, the first step is to find the largest

response in the neighborhood of each landmark, e.g. the response could be image gradient. Af-

ter all the local searches, the new shape is denoted as s′. Then by Decomposing shape s′ using

(eq:coeff), the reconstructed shape is s̃. Such alternative iteration continues until convergence.
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The first round reconstructed shape s̃ is actually s0. Our goal is to maximize a posteriori (MAP)

over p(s′,P|s̃).

arg max p(s′,P|s̃) = arg max p(P|s′)p(s′|s̃) (1.6)

Assume that parameter P ∼ N (0,Λ). By optimizing () with −log(.), we obtain the equiv-

alent objective formula in (1.7).

arg min
P,s̃

‖P‖2Λ +

n∑
i=1

‖∇I(s̃i)−∇I(yi)‖2, (1.7)

yi = arg max
y′∈Ψi

∇I(y′)

where yi is the largest gradient response in landmark s̃i’s neighborhood Ψi. The objective

function (1.7) consists of two parts. The first part is the shape regularization from the Gaussian

shape prior. The second part is the penalty from the observation, i.e. the image gradient distance

from the largest response. By jointly optimizing the two parts iteratively, the shape is expected

to converge.

Since ASM only looks into each landmark’s neighborhood for the largest response, the

algorithm could easily fall into local minima. In the mean while, the image gradient of neigh-

borhood cannot collect sufficient appearance information for the landmarks’ update, which

weakens the robustness of the method.

1.2.2 Active Appearance Model

Based on the ASM assumption, Cootes et al. proposed another famous framework, the ac-

tive appearance model (AAM) [35]. They added the holistic facial appearance as a stronger

evidence other than the local neighborhood response, expecting better overcoming the local

minima problem. They model the holistic appearance distribution as an appearance PCA s-

pace. Besides, the shape model is the same as the ASM model, which means the shape is also

controlled by the parameters P . The framework is similar to the shape modeling, as shown in

(1.8).

I(s) = ā + Aβ + η (1.8)
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where I(s) means the facial area cropped out according to the shape s. ā is the mean

face appearance from the training data. A = [A0, ...,AK ], formed by the K appearance basis

vectors. β is the coefficients linearly combining the appearance basis with the mean appearance,

which aims to best represent the test face. η is a random vector confirms to N (0, (σ′)2I).

Combining (1.8) and (1.1), given an initial shape s0, the goal is to minimize the error be-

tween current facial appearance I(s) and the linear combination ā+Aβ. From the assumption

that η ∼ N (0, σ′2I), the objective function to optimize P and β is in (1.9).

arg min
s,β

‖I(s)− (ā + Aβ)‖2 (1.9)

Further assuming β ∼ N (0,Σ), similar MAP optimization is applied on the AAM model.

arg max p(I(s),P, β|s0) = arg max p(P|Λ)p(β|Σ)p(I(s)|P, β, s0) (1.10)

By taking −log(.) over (1.10), we obtain the objective function in the following.

arg min
P,β

‖P‖2Λ + ‖β‖2Σ + ‖I(s)− (ā + Aβ)‖2 (1.11)

Since s is determined by P and s̄ and P, the appearance I(s) is determined by P . Thus,

the optimization in (1.11) is over P and β. From the objective function, similar to (1.7), it

can be divided into two parts. The first part is coefficients’ regularization term, including

‖P‖2Λ + ‖β‖2Σ. The second part is the penalty term, ‖I(s) − (ā + Aβ)‖2, indicating the

reconstruction error of facial appearance.

The difference from (1.7) is that there are two items to be optimized, P and β. The

problem is convex. Traditional gradient descent method is effective in solving the problem,

i.e. Levenberg-Marquardt was used in [158], a stochastic gradient descent algorithm was used

in [17, 89]. Solving the problem needs to alternatively optimize each of the two items.

The Lukas-Kanade Image Alignment [122] takes the image alignment as a warp. They

took the template image as reference. The image at shape s after warping with parameter P

should best match the template image. They linearize the update procedure by importing ∇P .

According to the Taylor series expansion, as long as the ∇P is as near in the neighborhood of

P as possible, the update of P is achieved by P +∇P .

The above methods suffers from the low efficiency because the partial derivatives, Jacobian,

Hessian and gradient direction need to be recomputed at each iteration. Matthews and Baker
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proposed an inverse compositional way to fastly solve the problem [131]. They reverse the

warped image and the template appearance by adding the ∇P warp onto the template and

the warped image keeps the same. In this way, the increment is with respect to the template

appearance, in which way the calculation can be achieved only in the preprocessing step. For

further details, [131] provides sufficient comparisons on different solving strategies.

1.2.3 Constrained Local Model

The constrained local model shares the same PDM to represent any arbitrary shape. The param-

eters could also be denoted as P . The method is similar to ASM. The difference is that, other

than finding the largest image gradient response at each iteration, the CLM treat each landmarks

independently. Each landmark patch is fully utilized to evaluate this landmark’s alignment like-

lihood. The overall alignment likelihood is the product of each landmark’s alignment likelihood

by the landmark independence assumption. The local patch probabilistic update is considered

more robust than finding the largest gradient response.

To evaluate the alignment likelihood, CLM introduces a latent variable vi for each land-

mark si, which is a binary discrete random variable indicating well alignment (vi = 1) or

misalignment (vi = 0). Then the posterior probability of the parameter P is denoted as:

p(P|{vi = 1}ni=1, I) ∝ p(P)
n∏
i=1

[p(vi = 1|xi, I)] (1.12)

The alignment evaluation can be modeled as a logistic regression model in (1.13). In train-

ing, the positive samples could only be aligned patches while negative samples could be any

misaligned case.

p(vi = 1|xi, I) =
1

1 + exp(ωf + γ)
(1.13)

where f is the feature vector extracted at the patch surrounding si. The feature vector typically

could be HoG [45] or SIFT [120] feature. xi is the current iteration’s landmark position.

Generally given a near-optimal landmark si, the algorithm searches its neighborhood to get

the optimal alignment likelihood. The possible optimal candidates yi form a region Ψi. As-

sume that yi confirms to Gaussian distribution with mean si and σi standard deviation. Hence,

the alignment likelihood can be modeled as a Gaussian Mixture Model (GMM) [143] of the
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candidates yi.

p(vi = 1|si, I) =
∑

yi∈Ψi

p(vi = 1|yi, I)p(yi|si, I)

=
∑

yi∈Ψi

πyiN (si, σ
2
i I)

(1.14)

where πyi = p(vi = 1|yi, I). Taking (1.14) into (1.12), the objective function is shown in

(1.15).

p(P|{vi = 1}ni=1, I) ∝ p(P)
n∏
i=1

∑
yi∈Ψi

πyiN (si, σ
2
i I)

 (1.15)

Further by Bayesian rule, p(vi = 1|si, I) can be represented as p(vi=1,yi|si,I)
p(yi|vi=1,si,I)

. An Expec-

tation Maximization (EM) approach is raised to solve the problem. The E step is to solve the

posterior probability of latent variable yi as p(yi|vi = 1, si, I).

p(yi|vi = 1, si, I) =
πyiN (si, σiI)∑

zi∈Ψi

πziN (zi, σiI)
(1.16)

With intermittent latent variable posterior probability, we approximate p(vi = 1|si, I) as shown

in (1.17).

Ep(yi|vi=1,si,I) (p(vi = 1, yi|si, I))→ p(vi = 1|si, I) (1.17)

The M step is to minimize the expectation of negative log likelihood in (1.18).

arg min
P,si

Eq(y)

[
−log

{
p(P)

n∏
i=1

[p(vi = 1, yi|si, I)]

}]
(1.18)

where q(y) =
n∏
i=1

p(yi|vi = 1, si, I). Equivalently,(1.18) is simplified as (1.19) shows.

arg min
P,si

||P||2Λ +
n∑
i=1

∑
yi∈Ψi

µyi
σ2
||si − yi||2 (1.19)

where µyi denotes the probability p(yi|vi = 1, si, I. The objective function again consists of

two parts. The first term is the parameter P regularization term. The second term is the penalty

term: penalize the loss of current landmark si on the local response map formed by µyi in

region Ψi.
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Table 1.1: The optimization structures of ASM, AAM and CLM. R(P, β) stands for the regu-

larization term and L(s, I) is the penalty term.

Methods R(P, β) L(s, I)

ASM ‖P‖2Λ
n∑
i=1
‖∇I(s̃i)−∇I(yi)‖2

AAM ‖P‖2Λ + ‖β‖2Σ ‖I(s)− (ā + Aβ)‖2

CLM ‖P‖2Λ
n∑
i=1

∑
yi∈Ψi

µyi
σ2 ||si − yi||2

1.2.4 Structure of Parametric Methods

At this stage, we are clear about the parametric methods’ structure. The optimization is usually

constructed with two main parts: the parameter regularization part and the penalty part. By

different update assumptions, the penalty part may be different. Since the parametric methods

apply the same PDM model, the regularization term is almost similar across the methods.

A complete comparison of the three major parametric methods is shown in Table 1.1. Over-

all the objective functions are divided into two parts, R(P, β), the regularization term and

L(s, I), the loss term or penalty term. We summarize the structure as shown in (1.20).

arg min
P,β

R(P, β) + L(s, I) (1.20)

The ASM assumes the update of landmarks is to find the largest gradient response. Cor-

respondingly, the loss term is the loss of the current landmark’s image gradient to the largest

gradient. The CLM assumes the update to be the best alignment in the response map. Thus, the

loss term is the deviation to each neighborhood position weighted by the likelihood of align-

ment. The AAM assumes the update should best match the reconstructed appearance. As a

consequence, the loss is the appearance reconstruction error. In the parameter regularization,

the only difference is the AAM. Because it introduces the appearance coefficients β besides the

PDM parameter P . We empirically extrapolate that the improvements of parametric methods

are most likely to confirm to the optimization structure in (1.20).
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1.2.5 Shape Regression

In the problem introduction, the goal of face shape alignment is to predict the landmark posi-

tions s which best estimates the true position s∗.

arg min
s
‖s− s∗‖2 (1.21)

Shape regression methods do not utilize a set of parameters to control the shape, which

is different from the parametric methods. Thus, the shape regression methods are the non-

parametric methods. They attempt to build the direct relationship between the landmark update

and the observation space. The observation space could be the image appearance, or the feature

space. (4.1) is more practical than original objective function (1.21) because at some occasions

appearance is easy to extract while ground truth landmark positions are absent.

arg min
∆s

‖h(I(s0 + ∆s))− Φ∗‖22 (1.22)

Let F (s0 + ∆s) denote ‖h(I(s0 + ∆s))−Φ∗‖22. h is defined as the feature extraction. I(s)

is the facial patches cropped at each landmark si. Φ∗ is the reference feature vector either from

ground truth or from training template. The objective is to find the coordinate displacement

∆s such that the feature best matches reference feature in l2-norm, which is further denoted in

(3.2).

∆s = −2H−1JT (Φ0 − Φ∗) (1.23)

where H is the Hessian of function F and J is the Jacobian of feature extraction function F .

From (3.2), there is a linear relationship between the coordinate displacement ∆s and feature

difference Φ0 − Φ∗. In [198], they proposed a linear regression based framework to model the

relationship as shown in (4.2).

∆s = RΦ0 + b (1.24)

R is a regression matrix to approximate−2H−1JT especially when H is singular. The ground

truth feature Φ∗ is represented by an intercept item b, which is advantageous for inference

as there is no ground truth when test case appears. Φ0 is a feature vector concatenated by n

feature vectors extracted at each fiducial point si, which indicates that each fiducial point’s

displacement is related with all other fiducial points’ appearance.
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Usually the initial landmarks may not localize in the neighborhood of the ground truth.

Several rounds of the regressions are needed to approach the optima. Thus, cascaded regression

framework [27, 198] is proposed. The shape update form is as follows:

st+1 = st + Rtφst + bt (1.25)

where Rt is the regression matrix and bt is the intercept of iteration t. φt = h(I(st)) denotes

a local feature descriptor. Typically the number of iterations is fixed to 4 or 5. The cascaded

regression attempts to apply a set of linear regressions sequentially to predict landmark posi-

tions. Given ground truth s∗, in the training process, we learn the regression matrix Rt and the

intercept bt by minimizing the prediction error over all training samples T as follows:

arg min
Rt,bt

∑
z∈T
‖s∗ − (st + Rtφz,st + bt)‖22 (1.26)

The training is also a cascaded process. For each round training, the initialization is the

output of the previous regression result. One may add in perturbation on top of the output as

the input of the next round regression. In (1.26), t means the t-th round iteration. φz,st means

the feature extracted on sample z at the landmark st. The problem is a well-defined convex

optimization problem, which can be solved by gradient descent method. We may notice that

the optimization term in (1.26) is the penalty term similar to the ones shown in Table 1.1. Since

it is a non-parametric method, there is no parameter regularization in the optimization.

1.3 Motivation

The introduced relevant research has made large success in the face landmark localization field.

The parametric model reduces the space dimension from the original shape dimension to the

parameter dimension, which largely reduces the redundancy among the landmarks and speeds

up the fitting. Meanwhile, the parametric model could more robustly localize key points be-

cause the holistic shape prior helps to overcome local minima. But because of the holistic shape

constraint and the simplified parameter space, the parametric methods lacks capability to well

describe the local shape variance. Although AAM methods incorporate the appearance infor-

mation, the increased complexity of registering the appearance decreases the efficiency. More-

over, since most of the AAM based methods are gradient descent or Gauss-Newton solved, it
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Figure 1.4: Sample images for unconstrained environments.

is sensitive to the initialization because there are many local minimum inside the images.

The developed alignment techniques almost saturate the controlled environment, i.e. lab

environment with controlled lighting. In the recent several years, researchers focus more on

the face-in-the-wild conditions, most of which are under unconstrained environments. For

example, as shown in Figure 1.4, the head pose is arbitrary, which allows side-view faces

for extreme conditions. The face appearance may not be complete, part of which may be

occluded. Faces in the images may be with exaggerate expressions, i.e. mouth is widely open.

The illumination could be arbitrary which brings in much shadow, fake edges, etc.

Under the unconstrained environment assumption, those off-the-shelf methods may en-

counter problems. A general holistic shape model cannot handle the variant head poses. The

occlusion brings in missing of appearance which is a problem for the AAM-based method-

s because the missed appearance cannot be matched to the reconstructed appearance. The

regression-based methods have shown its fast and accurate performance [14, 198]. But the fa-

tal problem is that it is highly sensitive to the initialization. This is because the off-line trained

searching space of the cascaded regression is fixed. If the initialization does not lie in the

searching space, the latter cascaded regression error is enlarged.

Among the literature, we find several seminal work which attempted to handle one or sev-

eral of the problems, i.e. the multi-view tree structure part-based model (TSPM) [226] applies a

multi-view shape structure to compensate the pose variation while at the same time to detect the

landmark positions; the robust cascaded pose regression (RCPR) [25] divides the images into

regions and applies statistical analysis over the occlusion region which provides prior for the

landmark regression. However, there are still some problems. Though TSPM simultaneously

determines head poses and localize landmarks, the tree structure cannot preserve the full facial

shape structure information and the detection is inefficient. The fixed region-wise occlusion
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prior for RCPR cannot hold for many situations and the regression result is sensitive.

Based on the above investigations, we aim to develop more robust algorithms which could

handle one or several of the pose variation, partial occlusion and expression variation problems.

We explore both the parametric and regression-based methods and improves from the state-

of-the-art methods by introducing novel and effective modules. Unifying those modules into

a holistic framework is another effort from us. We also apply the proposed robust alignment

methods to the face tracking, expression recognition and video-based deception detection tasks.

1.4 Organization

We arrange the content of this thesis into the following chapters. The algorithms and applica-

tions are introduced each at a chapter.

Chapter 2 presents a two-stage cascaded deformable shape model to effectively and ef-

ficiently localize facial landmarks with large head pose variations. In initialization stage, a

group sparse optimized part mixture model (OPM) is presented to automatically select the

most salient facial landmarks. In landmark localization stage, the first step applies mean-shift

local search with constrained local model and the second step utilizes component-wise active

contours to discriminatively refine the subtle shape variation. This framework simultaneously

handles face detection, pose-robust landmark localization and tracking in real time. Extensive

experiments are conducted on both laboratory environmental databases and face-in-the-wild

databases to verify the method.

Chapter 3 addresses the problem of robust face alignment in the presence of occlusions.

Recently, regression-based approaches to localization have produced accurate results in many

cases, yet are still subject to significant error when portions of the face are occluded. To over-

come this weakness, we propose an occlusion-robust regression method by forming a consensus

from estimates arising from a set of occlusion-specific regressors. After localization, the occlu-

sion state for each landmark point is estimated using a Gaussian MRF semi-supervised learning

method. To mitigate sensitivity to initialization that is common for regression based methods,

we introduce a max-margin learning strategy to normalize position, rotation and scale of the

initial detection. Experiments on both non-occluded wild face databases and specific occlusion
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wild face databases show the advantage of the proposed algorithm.

In chapter 4, we propose a robust two-stage hierarchical regression approach to deal with

both the head pose variation and partial occlusion problems. First, a pose-dependent holistic

regression model is introduced to initialize the facial landmarks under different head pose as-

sumptions. Second, to reduce local shape variance, a hierarchical part-based regression method

is further proposed to refine the global regression output. The part regressors are directly de-

rived from the holistic regressors by our newly proposed projection optimization method. The

occlusion state is simultaneously inferred at the part regression stage and propagate to other

landmarks after the localization. Experiments on several challenging faces-in-the-wild datasets

demonstrate the advantages of our method which is more robust to pose and occlusion when

compared to the state-of-the-art.

In chapter 5, we investigate the user-defined expression recognition, which is an extended

concept from the prototypic six expressions, i.e. angry, disgust, fear, happy, sad and surprise.

A fused convolutional neural network (f-CNN) feature is designed to describe all the expres-

sions. The CNN structure is trained on prototypic expression databases. Training on prototypic

expressions and testing on customized ones may encounter domain bias problem. To overcome

it, a regularizer, handcrafted feature is proposed, consisting of geometric feature and the struc-

tured patch learning appearance feature. An ensemble of few-shot SVM classifiers is designed

to alleviate the few training sample problem, which is common in real-time situations. Based

on the SVM result, finally an HMM-based temporal smoothing is applied at the score lev-

el. Experiments on both typical expression databases and a self-built user-defined expression

database demonstrate the effectiveness of the proposed scheme.

Detecting deception in interpersonal dialogue is challenging since deceivers take advantage

of the give-and-take of interaction to adapt to any sign of skepticism in an interlocutor’s verbal

and nonverbal feedback. Human detection accuracy is poor, often with no better than chance

performance. In chapter 6, we consider whether automated methods can produce better results

and if emphasizing the possible disruption in interactional synchrony can signal whether an

interactant is truthful or deceptive. We propose a data-driven and unobtrusive framework using

visual cues that consists of face tracking, head movement detection, facial expression recogni-

tion and interactional synchrony estimation. Analysis were conducted on 242 video samples
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from an experiment in which deceivers and truth-tellers interacted with professional interview-

ers either face-to-face or through computer mediation. Results revealed that the framework is

able to automatically track head movements and expressions of both interlocutors to extrac-

t normalized meaningful synchrony features and to learn classification models for deception

recognition. Further experiments show that these features reliably capture interactional syn-

chrony and efficiently discriminate deception from truth.

Chapter 7 concludes this thesis, summarizes the contributions of my thesis work, and out-

lines directions for the future research. The improvements in face alignment algorithms benefit

the applications in localization accuracy and computation while the better results in the appli-

cations also complementary strengthen the proposed alignment algorithms.
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Chapter 2

Pose-robust Landmark Localization

In this chapter, we investigate the head pose variation problem in the wild face alignment. The

multi-view parametric models [197, 183] inspired a way to deal with pose variations. Recently,

a deformable part model (DPM) based facial key point detection [226] further verifies the multi-

view shape models. We start with an optimized key point selection scheme for more efficient

landmark initialization. Then a bi-stage landmark fitting algorithm is presented, to further refine

the shape variance. The proposed framework is shown real-time and has applied to the video

tracking.

2.1 Introduction

Many face alignment algorithms rely on the facial area detection results, which is the first and

key step in landmark localization. For example, in CLM [157] and SDM [198], their frame-

works apply the famous face detector Viola and Jones [90]. Though general face detectors

show good performance, it cannot handle the conditions with large pose variation. Therefore,

the more state-of-the-art face detection algorithms are proposed to overcome the extreme con-

ditions [211, 109]. Even provided with good region of interests under extreme conditions,

improper landmark initialization still leads to misalignment. For example, Active Appearance

Models (AAMs) [35] are very sensitive to initial positions, because complex appearance with

illumination and noise may result in local minima.

Pose variation leads to the self-occlusion by viewing from certain view-points. The miss-

ing appearance provides no evidence for the algorithms to evaluate whether the landmarks

(especially the landmarks in the missing region) are in proper positions. To alleviate the prob-

lem, Cootes and Taylor [38] imported mixture model for representing shape variation. Zhou

et al. [224] also provided a Bayesian mixture model for multi-view face alignment. Although
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multi-view face shape models partially solve the pose variation problem, they cannot cover un-

limited possibilities of view changes. Therefore, 3D shape models [183] are proposed to handle

continuous view change. There are two possible ways to explicitly project 3D shape onto 2D

images. One way is to use facial anchor points, e.g. eye corners and mouth corners, mapping

from 3D shape; The other is to leverage the view information from head pose estimators. Since

most pose estimators [31] are based on face detectors, which makes the problem recursive. A

better choice is to train fast and accurate facial anchor point detectors.

2.2 Related Work

For face detection, Viola and Jones [90] proposed a widely used framework. It is fast and ef-

fective for most near-frontal faces, but lacks flexibility dealing with large pose variations. Sivic

et al. [58] used mixture of tree structure to estimate landmarks. Uricar et al. [177] proposed a

seven-anchor point detector based on deformable part models (DPM) [62] and structure-output

SVMs which achieve fast speed and high accuracy. However, when the detection error occurs,

seven points are not sufficient to provide steady initial landmarks. Zhu and Ramanan [226]

proposed another framework based on mixture of part model. However, the size of parts pool

in their model is large, which impedes the potential for real-time landmark tracking.

Parametric models have been widely used in face alignment. Active Shape Model (AS-

M) [40, 44] and Active Appearance Model (AAM) [35, 131] have achieved good perfor-

mance in face alignment. But it is difficult to represent face shapes merely using linear shape

combination or appearance subspace in extremely varying views . Constrained Local Model

(CLM) [43, 157, 191], another successful deformable fitting model, performs exhaustive local

search and optimizes the overall likelihood of the landmarks’ alignment. To alleviate the vary-

ing view problem, multi-view shape models [38, 224] were proposed either by local search to

estimate the head pose or by incrementally combining models from different views.
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2.3 Optimized Part Mixtures

Before shape alignment or landmark tracking, robust initialization promotes the performance

and prevents the fitting process from falling into local minima. We follow a pictorial struc-

ture [63, 226] to organize the landmarks. Subsection 2.3.1 serves as preliminary background

introduced in [226]. Based on that, we aim to simplify the dense structure of TSPM. Observing

that not all dense landmarks are needed in order to localize the facial area, we introduced group

sparse constraint over all the landmarks in subsection 2.3.2. To obtain the coefficients of each

landmark, a max-margin learning framework is proposed in subsection 2.3.3. In the meanwhile,

we further introduced an iterative updating algorithm to efficiently solve the group-sparse con-

straint problem.

2.3.1 Mixtures of Part Model

Every facial landmark with predefined patch neighborhood is a part. Same landmark in different

viewpoints may be different parts. As a consequence, the landmarks of a face are a mixture of

those parts. We define the shared pool of parts as V . The connection between two parts forms

an edge in E. In connecting the landmarks, specific tree structures are superior to general

complete graphical models for not only the simplicity of representation but also the efficiency

in inference [226].

For each viewpoint i, we define a tree Ti = (Vi, Ei), i ∈ {1, 2, ...,M}. Given a facial

image IH×W , the jth landmark position sj = (xj , yj) ∈ Sj ⊂ {1, ...,H} × {1, ...,W}, j ∈

{1, 2, ..., N}. The measuring of a landmark configuration s = (s1, ..., sN ) is defined by a

scoring function f : I × S → R,S = {S1, ...,SN}.

fi(I, s) =
∑
j∈Vi

qi(I, sj) +
∑

(j,k)∈Ei

gi(sj , sk) (2.1)

The first term in (2.1) is a local patch appearance evaluation function qi : I × Si → R, i ∈

(1, N), defined as,

qi(I, sj) =
〈

wiq
j ,Φ

iq
j (I, sj)

〉
(2.2)
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indicating how likely a landmark is in an aligned position. The second term is the shape defor-

mation cost gi : Sj × Sk → R, (j, k) ∈ E, defined as,

gi(sj , sk) =
〈

wig
jk,Φ

ig
jk(sj , sk)

〉
(2.3)

balancing the relative positions of neighboring landmarks. wiq
j is the weight vector convolving

the feature descriptor of patch j, Φiq
j (I, sj). wig

jk are the weights controlling the shape dis-

placement function defined as Φig
jk(sj , sk) = (dx, dy, dx2, dy2), where (dx, dy) = sk − sj .

Such quadratic deformation cost controls the model with only four parameters and has shown

its effectiveness in face alignment [226]. Further, we formulate the two evaluation functions in

a uniform way to obtain a more compact representation

fi(I, s) =
〈

w̃i, Φ̃i

〉
(2.4)

where w̃i = [wiq
j ,w

ig
jk] and Φ̃i = [Φiq

j (I, sj),Φ
ig
jk(sj , sk)] for each viewpoint i.

Given an image I , for each possible configuration of landmark positions, we evaluate the

score of each configuration in each viewpoint. The largest score potentially provides the most

likely localization of the landmarks. Thus the landmark positions can be obtained by maximiz-

ing (2.5).

s∗ = arg max
s∈S,i∈(1,M)

fi(I, s) (2.5)

2.3.2 Group Sparse Learning for Landmark Selection

Facial landmarks are usually defined manually or human-selected without any consistent rules.

Evidence is that the annotation among different face datasets is largely different, e.g. LFP-

W [14] database has 29 points, LFW [84] database has 7 points, while AR [128] database has

22 labels. However, we observe that there are some common points defined by those different

datasets, such as eye corners, eyebrow corners, mouth corners, upper lip and lower lip points,

etc. Although one can manually select the most common landmark points for a new facial

structure, we intend to automatically select those landmarks by learning from training data to

well represent facial structures and the number of landmarks should meet real-time requirement

for inference.
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Figure 2.1: The group sparse structure illustration. The most salient boxes denoted as green

comparing to all the boxes are sparse. Each box is considered a group. At the group level, the

selection is sparse. While inside each box, the corresponding coefficient matrix denoted as the

gray patch is dense because inside the area of each box, all the pixels contribute to the score

f(sj) calculation.

The goal of sparse selection is to robustly initialize the landmark positions more than ac-

curately localize the landmark positions. In fact, the landmarks which are more salient than

others, i.e. the corner points of eyes and mouth, in some sense would be easier to detect. How-

ever, considering the harder landmarks to localize as TSPM [226] does, it is far from robust

when severe pose variation or occlusion is present. Removing the vague points decreases the

false alarms. In our framework, the learning based selection serving as initial detection and

boosting the localization accuracy is placed on the latter two-stage deformable shape fitting,

not the detection step. Based on the above observations, we intend to build an optimization

algorithm to simplify the dense structure.

Visually salient key points have a higher probability to be selected as the optimized struc-

ture. Since the saliency significance is different among the original TSPM’s landmarks, select-

ing the most salient landmarks is feasible. Technically, as shown in Figure 2.1. each landmark

is denoted as a patch which is centered at the landmark with certain square size. Each such

patch is with a weight matrix of the same size. On the landmark level, the weight matrices

should be sparse; on the matrices’ element level, the weight elements are all either non-zeros

or near zeros. The sparse constraint is on the group level while inside each group the weights

are not necessarily sparse. Such property is well characterized as group sparsity [114].
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The sparse group constraint is defined as in (2.6). assume a partition ∪mj=1Gj of β, which

is rearranging the elements inside the vector β and grouping the neighboring elements as group

Gj . The m groups are disjoint G1, G2, ..., Gm : Gi ∩ Gj = ∅ when i 6= j. In this way,

the coefficient vector becomes β = [βG1 , βG2 , ..., βGm ]. We expect inside each group, only a

subset F ⊂ {1, ...,m} of those groups are non-zero elements while those non-zero elements

are small.

β̂ = arg min
β
{ 1

n
‖Xβ − y‖22 +

m∑
j=1

‖βGj‖2} (2.6)

Notice that the constraint on β is L2,1 norm. At the inter-group level Gj , j = 1, ...,m,

the constraint is L1 regularized while at the intra-group level the coefficients are L2 regular-

ized which is considered dense but small. The L2,1 constraint is considered the group sparse

property.

2.3.3 Max-Margin Learning for Landmark Parameters

In our learning process, we collect positive samples from MultiPIE database [74], which con-

tains annotations and viewpoint information, denoted as C+. Negative samples are collected

from arbitrary natural scenes but without faces, denoted as C−. The overall training set is

C = C+ ∪ C−. For each viewpoint i, we need to train the weights w̃i. For each landmark,

we know that w̃i = [wiq
j ,w

ig
jk], which is the weight vector consists of unary weights wiq

j and

pair-wise weights wig
jk. The pair-wise weights are set according to the tree structure edge set

E. wig
jk includes all the weights that are connected to node j. Similarly, in node k, there is

such edge weight wig
kj . They are not necessarily equivalent since parent node and child node

may take each other in different importance. For simplicity, we denote w̃i as w̃ in the follow-

ing notations. Based on (2.1), considering the group sparse constraint from section 2.3.2, we

establish a max-margin framework in (2.7).

arg min
w̃,ε≥0

(∑
n∈C

εn + λ1 ‖w̃‖22 + λ2

m∑
t=1

‖w̃t‖2

)
(2.7)

s.t.∀n ∈ C+,
〈

w̃, Φ̃(In, sn)
〉
≥ 1− εn

∀n ∈ C−,∀s,
〈

w̃, Φ̃(In, s)
〉
≤ −1 + εn
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where w̃ = [w̃1, ..., w̃m]. We omit the pose angle i here because the optimization is a unified

framework to all the pose angles. Then the holistic weight vector w̃ is constructed by w̃t, each

of which is a rearranged weight vector at part t combining both the unary weights and pair-wise

weights. Φ̃ is a feature descriptor, i.e. hog feature all through the optimization. The positive

features are extracted over positive samples with ground truth and the negative features are

extracted with arbitrary configurations.

To solve the problem, a group sparse optimization method is used. We refer the readers to

[114] for details of algorithms. From the objective function 2.7, we know that:

εn ≥ 1− ynw̃T Φ̃ (2.8)

Minimizing objective function 2.7 pushes εn to 1− ynw̃T Φ̃, where yn is the class label of node

n. For simplicity, we denote w̃ as W and Φ̃ as Φ. We define the search process as:

Si+1 = Wi+1 + βi(Wi+1 −Wi) (2.9)

where sequence {Wi} are the approximate solutions and {Si} are the search points. Learn-

ing rate βi is a properly chosen coefficient. To compute Wi+1, an approximating model was

proposed in [114] as (2.10). The loss function in (2.10) is defined in (2.11). Y is a matrix vari-

able of the loss function FL,W (Y ). In (2.10), Wi+1 is achieved by minimize the loss function

FL,W (Y ) over Y .

FL,W (Y ) =
[
loss(W ) +

〈
loss′(W ), Y −W

〉]
+λ2

m∑
t=1

‖Yt‖2 +
L

2
‖Y −W‖22 (2.10)

loss(W ) = 1− yW TΦ + λ1‖W‖22 (2.11)

Combining the above two equations, Wi+1 is derived by minimizing the approximating model

FL,W (Y ) as shown in (2.12).

Wi+1 = arg min
Y

FLi,Si(Y ) (2.12)

= arg min
Y

1

2
‖Y − Si‖22 + C

m∑
t=1

‖Yt‖2
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Figure 2.2: Pose-free facial landmark initialization using Procrustes analysis on 3D reference

shape and detected optimized part mixture.

Further we notice that for each group in m groups, the optimization is independent, which is

denoted as following.

Wi+1,t = arg min
Yt

(
1

2
‖Yt − Si,t‖22 + C‖Yt‖2

)
(2.13)

The above objective function is convex and smooth, which can be solved by gradient descent

methods.

Then we can select the most salient w̃i to form a new tree. Those nodes with small weights

are eliminated. Because the tree structure is changed, we have to re-train our weights. Training

is achieved by solving the traditional max-margin problem:

arg min
w̃,ε≥0

(∑
n∈C

εn + λ1 ‖w̃‖22

)
(2.14)

s.t.∀n ∈ C+,
〈

w̃, Φ̃(In, sn)
〉
≥ 1− εn

∀n ∈ C−, ∀s,
〈

w̃, Φ̃(In, s)
〉
≤ −1 + εn

which is a classic quadratic programming problem. We use the dual coordinate descent method

proposed in [226] to obtain the optimized weights.

2.4 Cascaded Deformable Shape Fitting

With initial anchor points detection, we use general Procrustes analysis to project our 3D shape

model onto the facial image. The 3D model is trained off line based on a 3D labeled face shape

dataset [204] which serves as a prior all through our method. As head is a near-rigid object

in 3D space, the 3D to 2D mapping is unique. The process is illustrated in Figure 2.2. In

this section, we firstly formulate the problem into parametric forms. Assuming the aligning

of neighborhood landmarks conditionally independent, we apply Bayesian inference to build
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a probabilistic model. Further assuming the response map of each landmark patch mixture of

Gaussian, we propose a two-step cascaded deformable shape model to refine the locations of

landmarks.

2.4.1 Problem Formulation

In subsection 2.3.1, we have defined the landmarks as vector s = [s1, ..., sN ], each landmark

sj is formed by concatenating the x and y coordinates. Let I denote the image potentially

containing faces. The task is to infer s from I . Proposed by Coots et al. [40], ASM represents

face shapes by a mean shape and a linear combination of k selected shape basis, s = s̄ +Qu,

where s̄ is the mean shape vector, Q = [Q1, ..., Qk] contains the k shape basis, u ∈ Rk is the

coefficient vector.

The general Point Distribution Model (PDM) introduced by Cootes and Taylor [38], takes

global transformation into consideration. Considering rigid transformation in 3D space, scal-

ing, rotation and translation are the only 3 deterministic factors. Considering local deformation,

the ASM shape basis is able to depict it as long as the training set contains enough variate shapes

and the number of basis k is large enough. Hence we establish the relationship between any

two points in 3D space in (2.15).

sj = aR(s̄j +Quj) + T (2.15)

sj is one of the defined landmarks, R is a rotation matrix, a is a scaling factor and T is the shift

vector. The PDM provides us a way to depict arbitrary shape from a mean shape by deforming

the parameter P = {a,R, u, T}. The problem is to find such parameter P to map the 3D

reference shape to a fitted shape which best depicts the faces in an image.

2.4.2 The Two-step Cascaded Model

We introduce a random variable vector v = [v1, ..., vN ] to indicate the likelihood of alignment,

v = 1 means landmarks are well aligned and v = 0 means not. In this way, maximizing
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p(s|v = 1, I) demonstrates the aim that we are pursuing.

s∗ = arg max
s

p(s|{vi = 1}N1 , I) (2.16)

∝ arg max
s

p(s)p({vi = 1}ni=1|s, I) (2.17)

= arg max
P

p(P)
n∏
i=1

p(vi = 1|si, I) (2.18)

Bayesian rule allows (2.16) being derived to (2.17). From (2.17) to (2.18), we assume that the

degree of landmark i’s alignment is independent to other landmarks’ alignment given current

landmarks’ positions and the image. Since s is uniquely determined by parameter P given 3D

shape model, p(P) = p(s).

We build a logistic regressor to represent the likelihood in (2.19).

p(vi = 1|si, I) =
1

1 + exp{ϑϕ+ b}
(2.19)

which has shown its effectiveness in [191]. ϕ is the feature descriptor of landmark patch i, ϑ

and b are the regressor weights trained from collected positive and negative samples.

The parameter P are set from the PDM model which applies PCA to a set of registered

shapes. The distance in PCA subspace is measured by Mahalanobis distance, which is a kernel

l2-norm measurement. Thus, we assume that the prior conforms to Gaussian distribution.

p(P) ∝ N (µ; Λ),Λ = diag{[λ1, ..., λk]} (2.20)

where λi is the ith eigenvalue corresponding to the ith shape basis inQ from the nonrigid PCA

approach, µ is the mean parameter vector respectively.

Step 1: local patch mean-shift. Given a near-optimal landmark si, we intend to search its

neighborhood to get the optimal alignment likelihood. Naturally the possible optimal candi-

dates yi form a region Ψi. We assume yi conforms to Gaussian distributionN (si, σiI). Hence,

the alignment likelihood is modeled as a mixture of Gaussian of the candidates yi.

p(vi = 1|si, I) =
∑
yi∈Ψi

πyiN (yi, σiI) (2.21)

where πyi = p(vi = 1|yi, I). By Bayesian rule, p(yi|vi, si, I) = p(vi=1,yi|si,I)
p(vi=1|si,I) , we obtain

p(yi|vi, si, I) = βyi =
πyiN (yi, σiI)∑

zi∈Ψi
πziN (zi, σiI)

(2.22)
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An Expectation Maximization (EM) approach is raised to solve the problem of (2.18). As-

suming all the landmarks’ candidate distribution has the same deviation σ, we derive the objec-

tive function in (2.23).

arg min
P,si

||P − µ||2Λ−1 +

n∑
i=1

∑
yi∈Ψi

βyi
σ2
||si − yi||2

 (2.23)

Taking the first order approximation s = s∗ + J∆P , J = ∂s
∂P the Jacobian of shape points, we

obtain the updating function of parameter P .

∆P =
(
σ2Λ−1 + JTJ

)−1 [
JTU − σ2Λ−1(P − µ)

]
(2.24)

In (2.24), U = [U1, ..., UN ] , Ui =
∑

yi∈Ψi

βyiyi − si. Actually U is the mean-shift vector on

response map Ψ. By iteratively updating the mean-shift vectors on each local patch response

map, the parameter P is updated until converging to the global optimum.

Step 2: component-wise active contour. Local patch mean-shift performance relies heav-

ily on the response map. We found in some cases merely mean-shift strategy cannot find the

correct positions. Possibly the global constrain of P after mean-shift does not guarantee fitting

each component exactly. But the result of mean-shift is expected to fall in the convergence

basin of the global minima. We aim to take external force constrain to push the landmarks in

each component aligning to its global minimum. It is component-wise because there is sel-

dom such general external force for all the landmarks. By adding shape constrain similar as

Φig
jk(sj , sk) = (dx, dy, dx2, dy2) defined in section 2.3.1, we expect to preserve the structure

of shape.

For each landmark, we evaluate its alignment by another measurement exp(−ηei). ei is

positive energy item including shape constrain, appearance constrain and external force con-

strain. Combining with objective function (2.18), we obtain a refined objective function as

(2.25).

arg max
P

p(P)

n∏
i=1

p(vi = 1|si, I)

n∏
i=1

exp(−ηei) (2.25)

η is a regularization term. We take the linear combination of the three constraints as shown in
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(2.26).

ei = γ



ds = [∆x∆y]

ds2 = [x′′y′′]

∇I

exp(−d) + log(1 + d)


= γΓs (2.26)

where γ is the linear combination coefficients and d is a distance measure. We choose the

Mahananobis distance of pixel value as d, which is the distance between the value of current

landmark’s pixel and the average value of face skin pixels. We notice that∇I is the function of

I and s while d is the function of I and s too. Once I is known, they are just the function of s.

∆P =
(
σ2Λ−1 + JTJ

)−1 · (2.27)[
JT (U +

1

2
ηγΓ)− σ2Λ−1(P − µ)

]
Similarly we give out the overall rule for parameter update in (2.27), which can be achieved by

gradient descent method. The reason not merging the two steps together is because in step 1,

some patches’ mean-shift may deviate due to low quality of response map before global shape

constraint. If we directly raise the component-wise active contour on the deviated landmarks,

the error may propagate. But if step 1’s result is regularized by global shape constraint, the

deviation is mediated and step 2 finds the convergence point with fewer iterations. Our bi-stage

fitting procedure is summarized in Algorithm 1.

Algorithm 1 Two-stage deformable shape fitting with optimized part mixtures.

Require: facial image I .

Ensure: optimized P .

1: Initialization: given trained w̃, run landmark detection (9) to get s0.

2: run Procrust process on s0 and 3D shape model s3d to obtain initial P .

3: repeat

4: Local Patch Mean-shift: run P updating function (27), P ← P + ∆P

5: Component-wise Active Contour: run P updating function (30), P ← P + ∆P

6: until P converges
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2.5 Experiments

To evaluate our method, we introduce six main face databases used in our experiments, i.e.

MultiPIE, AR, LFPW, LFW, AFW and iBug. They are collected either under specific exper-

imental conditions or under natural conditions. All of them present challenges in different

aspects.

MultiPIE [74] contains images of 337 people with different poses, illumination and ex-

pressions. We collected 1300 images from it, which include 13 different poses and each pose

contains 100 images from different people. The training of optimized part mixtures is based on

this database.

Images in AR [128] are frontal with different facial expressions, illumination and occlusion.

We take 509 images of 126 people with different facial expressions to raise the experiment.

LFPW [14, 153], LFW [84] and AFW [226] are image databases collected in wild condi-

tions. The images contain large variations in pose, illumination, expression and occlusion. For

LFPW, we collected 801 training images and 222 testing images. For LFW, we selected 12007

of 13233 images which have valid annotations. For AFW, we collected 205 testing images.

iBug [153] is a recently published even more challenging dataset in which the head pose vari-

ation and occlusion are the extreme conditions. The test dataset consists of 135 images with

labeled ground truth.

As each of them has different number of annotation landmarks, when evaluating differ-

ent algorithms on the same database, we use the landmarks from database annotation which

are common in all the algorithms. We firstly verify the group sparse learning selection based

landmark detectors by comparing to the Tree Structure Part Model (TSPM) [226] algorith-

m. We then conduct the near-frontal face alignment comparison with Multi-view ASMs [85],

CLM [157], Oxford landmark detector [58], TSPM, Kernel Regression [150], SDM [198] and

RCPR [25]. The databases are AR and near-frontal images from MultiPIE. In evaluating the

pose robustness of our method, we introduced a more recent and challenging dataset iBug [153].

However, since not all the comparing methods can provided proper results on this dataset, i.e.

ASM performs pool on the dataset, we do not present the comparison over all the method on
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(a) TSPM Structure (b) OPM Structure (c) TSPM Sample Result (d) OPM Sample Result

Figure 2.3: Facial landmark models of TSPM and Optimized Part Mixtures. (a) TSPM land-

mark model with 68 red dots as landmark positions and blue rectangles as local patches. (b)

The Optimized Part Mixture model with only 17 red-dot landmarks and blue rectangles as local

patches.

this dataset as shown in Table 2.4. Based on LFPW, LFW and AFW, we compare the algorithm-

s on the unconstrained cases. In addition, our method is potentially capable of tracking facial

landmarks because of its fast update between two consecutive frames. We test it on talking face

video [1] and compare it with CLM and Multi-ASM algorithms.

Quantitatively, the alignment error is measured by normalizing the absolute pixel error over

the square root of face size, reflected by the rectangle hull of aligned landmarks. We uniformly

apply the face size other than inter-ocular distance as the normalization measure because there

are many cases, in which not both eyes are visible.

2.5.1 OPM vs. TSPM

Zhu and Ramanan [226] proposed a tree structure part model to simultaneously detect face

and localize landmarks. The landmarks in their model are densely distributed. We propose

a group sparse learning method to select the most representative landmarks. We conduct the

comparison of the average localization error on AR and LFPW datasets. As the code provided

by the authors is based on Matlab, we compare the running time on the same Matlab platform.

Figure 2.3 visualizes the TSPM dense model and our optimized mixture model. The TSPM

consists of 68 points surrounded with 68 black bounding boxes. Each point is a node of the

node set V. The neighboring points are connected in red lines. Each line is an element of the
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Threshold = 0.07Threshold = 0.06Threshold = 0.05Threshold = 0.03

Figure 2.4: The visualization of weight vector norms and the gray scale patch image to show

the weight distributions at various norm thresholds. The top part is the plot of weight vector

norm of each filter. The bottom part are the gray scale patch images under norm threshold 0.03,

0.05, 0.06 and 0.07

line set E. The graph T = (V, E) consists of the node set V and the edge set E. The center is

located at the center of the nose. It is expanded in an undirected and noncyclic way. Thus, the

graph is a tree structure. In Figure 2.3 (b), the structure is a simplified one from Figure 2.3 (a).

All the blue dots and surrounded black bounding boxes are the ones selected from the dense

Tree Structure Part Model, also denoted as the green rectangles in Figure 2.3 (a). We could see

that the OPM maintains a part of the original structure of TSPM but neglects the intermediate

nodes in between. Though with fewer nodes, the OPM depicts a face completely.

From the TSPM structure, how much portion that the OPM should preserve is also an

interesting point to investigate. In implementation, each landmark patch is related with several

filters. Each filter corresponds to a weight vector for one view-point. Several view points at

the same landmark may share a common filter. Different filters at the same landmark deal with

different view-points. For all the filters, we firstly calculate the Euclidean norm of the weight

vectors and plot the curve as shown at the top of Figure 2.4.

From Figure 2.4, we notice that for each of the peaks, the width of the peaks is significant,

which means that the filters in the neighborhood all have significant or insignificant weight-

s. Meanwhile, the filters with indices less than 50 and larger than 100 are more significant

weighted than the filters from 50 to 100. It again verifies that the importance of different filters
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Figure 2.5: Cumulative error distribution curves on MultiPIE comparing proposed method with

10-point baseline method. The proportion reported in the legend is under the relative error 0.05.

is different across all the landmarks. By setting threshold varying from 0.03 to 0.09, the weight

vector distribution changes shown at the bottom of Figure 2.4. When threshold is low, most

of the patches are selected. When threshold is high, only the most salient patches (shown in

brighter blocks) are selected. We could visually find the most salient patches at the bottom of

Figure 2.4 matches the simplified structure shown in Figure 2.3 (b).

An interesting and important argument is whether the group sparse selection is beneficial.

From the visual saliency map in Figure 2.4, we manually selected the most salient points,

i.e. four eye corner points, one nose tip point, one eyebrow center point, two mouth corner

points, one upper lip and one lower lip points, in total 10-point setup as the baseline model.

By independently train the baseline and our proposed 17-point model, we test the two methods

on MultiPIE. As shown in Figure 2.5, the proposed optimized part mixture performs 25%

proportion gap over the manual selection, which verifies the effectiveness of the group sparse

selection.

We present more visual comparisons between the two algorithms across different databases

as shown in Figure 2.6. In Figure 2.6, the result of TSPM (68 points) is manually selected to

match with the 17 points’ result of OPM, in which the definition of the 17 points in both TSPM

and OPM is the same. We could see from the results that the proposed OPM provides more

reasonable initial anchor points than TSPM, e.g. the red dots in Figure 2.6 distributes with less

deviation and are more consistent than the green dots.
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(a) TSPM selected anchor points in green dots to match the 17 point setup of OPM

(b) OPM detected anchor points in red dots

Figure 2.6: Visual comparison of converted TSPM with OPM. The converted TSPM is the

manual selected 17 point setup which matches the 17 point setup in OPM. The results are

evaluated on MultiPIE, AR, LFW, LFPW and AFW. The first column is from MultiPIE. The

second column is from AR. The third and fourth columns are from LFW. The fifth and sixth

columns are from LFPW and the last two columns are from AFW. (a) Result of converted

TSPM in green dots as anchor points. (b) Result of OPM in red dots as anchor points.

Quantitatively, in Table 2.1, we observe that TSPM performs slightly better than the opti-

mized mixture model on AR database, of which the gap under 5% relative error is only 2.81%.

But the running time for proposed method is 2 times less. The performance gap is because the

images in AR database are near-frontal with harmonic illumination conditions. The assump-

tion of large pose variation and partial occlusion may not hold at this database. If without pose

variation or occlusion, the landmark’s detection error is expected to be small. In this situation,

the more landmarks of detection evidence, the better of the detection result.

In contrast, the proposed method on LFPW is marginally better than TSPM and running

time is 4 times less. The case for LFPW is that pose variation or partial occlusion exists.

Each single landmark’s detection error is expected to be enlarged. If the landmarks are dense,

the error of each landmark influences its neighborhood more than the sparse structure, which

is the case of Table 2.1 on LFPW. Our main purpose designing the group sparse structure

on top of the original TSPM is to simplify the dense structure and speed up the process. In

well-constrained environments, the TSPM performs better as shown in Table 2.1 AR database.

While in unconstrained environments, the OPM shows some advantage on accuracy over TSPM
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Table 2.1: Percentage of images less than given relative error level of TSPM and the proposed

optimized mixtures on AR and LFPW datasets and average running time per image.

< 5% < 10% < 15% time(s)

AR
TSPM 69.4% 97.0% 99.3% 14.03

OPM 57.0% 85.4% 96.2% 5.81

LFPW
TSPM 71.8% 95.2% 97.7% 8.23

OPM 80.1% 96.1% 98.5% 2.25

to overcome the error propagation. We cannot guarantee the OPM as an initialization can

always provide sufficiently good result. Otherwise, there is no need for the following two-stage

deformable fitting algorithm. On the other side, low-quality initialization such as gross failures

obviously results in wrong localization. Thus, it is necessary for the OPM to provide reasonably

accurate initialization. As indicating in (2.7), our goal is to minimize the localization error

margin εn, which suggests that we require the detection to be as good as possible. From our

experimental results, the initialization from OPM provides good enough accuracy such that the

latter process achieves competitive while sometimes better results than other state-of-the-art

methods. Therefore, our OPM effectively handles challenging situations in practice, and is an

important module to improve the overall accuracy and efficiency.

2.5.2 Algorithm Component Analysis

In our framework, we have introduced Optimized Part Mixtures (OPM) to simplify TSPM’s

dense structure and initialize the landmarks. The two-step cascaded deformable shape fitting

consists of local patch mean-shift and component-wise active contours. We investigate all

modules of the framework to reveal the effectiveness of each component.

Since the TSPM’s annotation is different from the OPM’s, we manually select the landmark-

s from TSPM to match the landmark setup in our optimized part model for fair comparison,

which denoted as TSPM-convert. For active contour, we directly compare the performance of

our framework with and without such refinement. The experiment is conducted on LFPW and

AFW wild face databases. We evaluate on the proportion of image volume when relative error
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Table 2.2: Proportion of image volume less than given relative error level on LFPW and

AFW comparing with TSPM-convert, the proposed method and the proposed method without

component-wise active contour (No Snake).

< 5% < 10% < 15%

LFPW

TSPM-convert 71.8% 95.2% 97.7%

proposed 81.1% 96.1% 98.4%

No Snake 79.2% 94.3% 96.7%

AFW

TSPM-convert 60.4% 92.5% 97.9%

proposed 71.4% 95.8% 99.7%

No Snake 66.7% 93.7% 98.2%

is under 5%, 10% or 15%. Quantitative results are shown in Table 2.2.

Using converted TSPM as initialization, we see the accuracy drops significantly from the

proposed one. Thus applying group sparse selection of anchor points is a novel and key step in

our framework. Comparing to the result without active contour, the proposed method is consis-

tently and marginally better, which reveals Snake’s effectiveness in improving performance.

2.5.3 Evaluation on Pose Robustness

In our work, a major task is to align the face shape under severe pose variation. We adopt the

MultiPIE, selected images with large pose variation from LFPW (LFPW-P) and images with

large pose variation from iBug (iBug-P) for the evaluation.

For LFPW-P, 112 images out of 215 test images are manually selected with significantly

large head pose variation. The annotation is from 300-W and all the comparing methods are

tested on the sub-dataset. Though the landmark setup for the comparing methods is different,

the proportion of images well aligned against the normalized alignment error is a fair measure

for all the methods.

For iBug-P, 81 images out of 135 test images are manually selected for testing. Most of

the 135 test images are with large pose variation. However, since some of the images contain
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(b) LFPW-P
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Proposed, 55.65%, 0.2228

TSPM, 31.56%, 0.2889

CLM, 20.44%, 0.6825

SDM, 54.76%, 0.4460

RCPR, 59.05%, 0.6321

(c) iBug-P

Figure 2.7: Cumulative error distribution curves for landmark localization on large pose varia-

tion databases. (a) Error distribution tested on MultiPIE. (b) Error distribution tested on LFPW-

P. (c) Error distribution tested on iBug-P.

multiple faces, in which some comparing methods only predict one face shape, there is a mis-

match to evaluate the alignment accuracy. Thus, we remove the images in this situation for fair

comparisons.

The evaluation is conducted on the success rate of all the methods on the three databases

and the curve of proportion of database volume vs. the normalized error. The success rate is

shown in Table 2.3.

In MultiPIE, the TSPM and the proposed method achieves 100% detection rate on the test

dataset while Viola-Jones is far less. It is because the detector almost all failed on the pose

variations larger than 60 degree in MultiPIE. Even if the multi-view face detector succeeds in

the large pose variation, those localization methods cannot facilitate to the large pose situations

because their shape fitting schemes may fail in searching such large pose space. To validate

this assessment, we equally provide all the compared methods the same face bounding boxes

and evaluate their localization accuracy in Figure 2.7. The advantageous performance may

Table 2.3: The success rate of the detection, the proportion of successfully detected images

over the database volume on MultiPIE, LFPW-P and iBug-P.

succ. rate Viola-Jones TSPM Proposed

MultiPIE 0.54 1.0 1.0

LFPW-P 0.92 0.91 0.94

iBug-P 0.88 0.69 0.91
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OX, 48.11%, 0.0882
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(b) Near-frontal MultiPIE

Figure 2.8: Cumulative error distribution curves for landmark localization on near-frontal im-

ages. (a) Error distribution tested on near-frontal AR database. The numbers in legend are the

percentage of testing faces that have average error below 5% of the pupil distance. (b) Error

distribution tested on near-frontal MultiPIE database. The percentage is the ratio of error less

than 5% of ground truth face size.

result from that the TSPM and the proposed method simultaneously detect the key landmarks

and the face region utilizing a multi-view deformable part model. The multi-view DPM breaks

the entire pose search space into discrete subspaces. The propagation of part detection results

enhance the overall success rate.

A more quantitative comparison is on the cumulative error function over the relative error as

shown in Figure 2.7. The proposed method performs consistently better across the three large

pose variation datasets. On MultiPIE, our method achieves 10% better than other state-of-the-

art methods while on LFPW-P and iBug-P, the gap shrinks because the the faces in these two

datasets are more challenging in head poses and all types of occlusion. Even so, our method

manages to maintain high performance. Note that we equally provide all the compared methods

with the same face bounding boxes. The difference shows only the capability of deforming the

initial shapes to handle all kinds of pose variations. The results from Fig. 2.7 indicate that the

proposed method is advantageous in dealing with pose variation.

2.5.4 Comparison with Previous Work

We compare our approach (optimized mixtures with cascaded deformable shape model) with

the following methods. (1) Multi-view ASMs [85], (2) Constrained local model (CLM) [157],
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(c) AFW

Figure 2.9: Cumulative error distribution curves for landmark localization on face-in-the-wild

databases. (a) Error distribution tested on Life Face in the Wild (LFW) dataset. (b) Error

distribution tested on Labeled Face Parts in the Wild (LFPW). (c) Error distribution tested on

Annotated Face in the Wild (AFW).

(3) Oxford facial landmark detector (OX) [58], (4) tree structure part model (TSPM) [226], (5)

Kernel Regression (KR) [150], (6) Supervised Descent Method (SDM) [198] and (7) Robust

Cascaded Pose Regression (RCPR) [25]. For wild faces, TSPM, RCPR and SDM has reported

superior performance over many other state-of-the-art methods. For non-frontal comparison,

we hard code ground truth face rectangle to Multi-ASMs, CLM and Oxford as face detection

results because in those cases such methods may fail to locate faces merely using Viola-Jones

detector.

We firstly evaluate performance on frontal and near-frontal faces in AR and MultiPIE

database. For MultiPIE, we select the near-frontal portion of all the pose-variant images. The

near-frontal is defined as faces with yaw angle varying from −45◦ to 45◦, in which case all

landmarks are visible. For the relative error (Figure 2.8 (a)), our proposed method achieves

top performance except 1.4% gap below SDM. In Figure 2.8(b), the proposed method shows

superior performance with significant margin to other methods.

Quantitatively, we evaluate all the algorithms on percentage of database volume against the

normalized error shown in Table 2.4. In AR and MultiPIE, our method stands in the top two

performance with only 0.01 alignment gap at error 0.05 compared to SDM. While compared to

all other methods, the advantage in alignment accuracy is significant.

Further investigation is focused on the performance of all the methods on LFW, LFPW

and AFW. Figure 2.9 shows that our method consistently outperforms other methods with a
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(a) CLM

(b) TSPM full 1050 model

(c) proposed

Figure 2.10: Visual comparison of CLM, TSPM with full 1050 independent part model and

our proposed method evaluated on MultiPIE, AR, LFW, LFPW and AFW databases. The first

column is a test sample from MultiPIE. The second column is from AR database. The third and

fourth columns are from LFW database. The fifth and sixth columns are with LFPW images and

the last two columns are from AFW dataset. (a) Localization result by CLM. (b) Localization

result by Tree Structure Part Model with full independent 1050 parts model which achieves the

highest accuracy among all its models. (c) Localization result from proposed method.

significant margin. For fair comparison, we provide ideal face bounding boxes for compared

methods , CLM, Multi-ASM and Oxford, as they may fail to detect faces in side-view face

images. Although giving advantage to those methods, the proposed method achieves 71.0% of

total face volume within relative error 5% on LFW, 81.1% fraction on LFPW and 71.4% on

AFW, which consistently retains the localization accuracy in a very high level. Quantitative

percentage results in Table 2.4 also supports the conclusion. One may notice that there is a

small gap between SDM and our proposed method on LFW. One reason is that images in LFW

are with less pose variations comparing to the other two wild face databases. The other thing

is that SDM is trained based on LFW and MultiPIE. The smaller training and testing sample
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Table 2.4: Proportion of images on AR, MultiPIE, LFW, LFPW and AFW comparing with Ox-

ford detector (Ox), ASM, Kernel Regression (KR), CLM, TSPM, RCPR and SDM, at relative

error level less than or equal to 5%, 10% and 15%, respectively.

Method
AR MultiPIE LFW LFPW AFW

5% 10% 15% 5% 10% 15% 5% 10% 15% 5% 10% 15% 5% 10% 15%

Ox 0.72 0.97 0.99 0.48 0.71 0.80 0.67 0.88 0.94 0.68 0.89 0.95 0.18 0.33 0.54

ASM 0.59 0.79 0.87 0.29 0.53 0.68 0.38 0.67 0.80 0.48 0.73 0.83 0.37 0.62 0.75

KR 0.60 0.91 0.98 0.29 0.64 0.91 0.37 0.75 0.90 0.43 0.75 0.96 0.42 0.76 0.91

CLM 0.71 0.95 0.99 0.44 0.63 0.76 0.53 0.88 0.95 0.66 0.85 0.90 0.58 0.81 0.87

TSPM 0.69 0.97 0.99 0.77 0.95 0.99 0.39 0.87 0.97 0.72 0.95 0.97 0.60 0.93 0.98

RCPR 0.73 0.89 0.92 0.66 0.87 0.93 0.71 0.89 0.93 0.76 0.85 0.88 0.61 0.79 0.81

SDM 0.82 0.98 0.99 0.72 0.93 0.97 0.76 0.96 0.99 0.80 0.95 0.96 0.60 0.96 0.98

Proposed 0.81 0.97 0.99 0.85 0.98 0.99 0.71 0.96 0.99 0.81 0.96 0.98 0.71 0.96 0.99

distribution gap within the same database may also result in the advantage.

From visualization point of view, we present some localization results of TSPM (full inde-

pendent 1050 part model), CLM (implemented by the ourselves) and our proposed method in

Figure 2.10. The CLM results pertain most of the landmarks in good positions. But for pose

variation and subtle local variance, the output is not promising. TSPM can handle differen-

t kinds of head poses due to its multi-view model. However, its local shape constraint is too

strong such that the holistic face shape is not precise. In contrast, the proposed method attempts

to strike balance between the global shape constraint and the local shape constraint. Inside the

bi-step procedure, the first step emphasizes on the global shape constraining while the second

step aims at refining each facial component locally. By alternatively applying the two steps

fitting, our method achieves state-of-the-art performance.
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Figure 2.11: Average landmark tracking error in pixels of talking face video from frame 500 to

frame 1000.

2.5.5 Evaluation on Talking Face Video

We claim that the proposed method (optimized mixtures with cascaded deformable shape mod-

el) has potential to track videos and image sequences. The reason is that in our model, ini-

tialization is simplified from TSPM which is claimed real-time detection performance and the

two-step cascaded strategy is based on mean-shift and component-wise active contour. We can

directly use information from past frames as the initialization for next frames.

Table 2.5: Percentage of talking face image frames less than given relative error level and Mean

Average Pixel Error (MAPE) in pixels.

Relative error < 5% < 10% < 15% MAPE

Multi-ASM 38.07% 73.72% 95.67% 12.22

CLM 73.16% 98.01% 99.80% 8.59

proposed 79.19% 99.70% 99.98% 7.31

Since TSPM is a detection based method without any plug-in of tracking strategy, we on-

ly compare the results on talking face video with CLM and Multi-ASM, which are able to

raise video tracking. The relative error is defined as the fraction of average localization er-

ror over pupil distance. Table 2.5 shows that our method outperforms the other two methods

with distinct margin. Visualization from Figure 2.11 convinces our conclusion that the error by

proposed method is consistently smaller than the other two methods.
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Computational complexity: Our algorithm consists of three parts. (1) Optimized part

mixtures. Restricting the part model tree structure, a dynamic programming and distance trans-

form strategy [63] is used in pursuing (2.5). It achieves O(Nh) running time, where N is the

number of landmarks and h is grid size defined in distance transform bounded by image size.

(2) Local patch mean-shift. Assuming response map size ρ, the running time is O(Nρ). (3)

Component-wise active contour. The component number is a constant. For each component,

we should evaluate ds, ds2 and exp(−d) + log(1 + d). Each takes O(N). With k iterations,

the running time is O(Nk). Overall, our algorithm achieves O(N(h + ρ + k)) ≈ O(Nh),

which is because in practice, k ≤ 3 and h� ρ. Comparing TSPM running time O(Nh), CLM

with O(Nρ) and ASM with O(Nρ) (assuming the same patch size ρ for CLM and ASM), our

algorithm is at the same running time level of those real-time methods. Typically, our N is a

quarter of that in TSPM, which leads to the result that our method is at least two times faster

than TSPM as shown in Table 2.1.

2.6 Summary

This chapter has presented a two-stage cascaded deformable shape fitting method for face land-

mark localization and tracking. By introducing 3D shape model with optimized part mixtures,

we achieve pose-robust landmark initialization. The OPM has shown its advantage over TSPM

not only in computation but also in localization accuracy. The sparse structure provides less

computation volume and decreases the error propagation between neighboring landmarks dur-

ing shape fitting. The combination of OPM and two-stage deformable shape fitting takes the

advantages of both end: the OPM provides pose-aware initial landmark detection; the shape

fitting constrains the holistic landmarks in facial shape and refines the local shape variance.

The algorithm component analysis has shown the effectiveness of each module, each of which

shows the improvement from previous stage with significant margin. Extensive experiments

demonstrate the advantage of our method in aligning wild faces with large pose variation. It

also outperforms CLM and Multi-ASM in face landmark tracking.
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Chapter 3

Occlusion-robust Landmark Localization

In this chapter, we propose to overcome the difficulties of occlusion and initialization to im-

prove the regression-based approach to facial feature localization. Our approach is based on the

“consensus of experts” concept in machine learning. In our case, the “experts” are regressors

that are each trained specifically to predict facial feature locations under the precondition that

a particular region of the face is occluded. The occlusion region for each regressor is different

from, yet overlapping with others. This enables a robust consensus to be formed using Bayesian

inference. Note that regressor training requires no occlusion ground truth information because

occlusion information is not used for each specific regressor. Once the landmark locations are

determined, we employ a semi-supervised Gaussian MRF to smoothly propagate occlusion s-

tate labels from high-confident areas to the rest of the face. Finally, we propose a simple yet

robust initialization strategy to compensate for the sensitivity of the regression-based approach

to noisy initial detections.

3.1 Introduction

Early successes in facial feature localization, epitomized by the Active Shape Model(ASM) [40]

and Active Appearance Model(AAM) [35, 131], are characterized by a parametric template that

is fit to a given image by optimizing over the template’s parameter space. Although effective

for many cases, these parametric approaches tend to break down under extreme pose, lighting

and expression, due to lack of flexibility in the representation.

Recently, regression-based methods [27, 198, 37, 44] have been shown to overcome some

of these difficulties, and have achieved high accuracy, largely due to their greater flexibility as

compared to parametric methods, as well as effective sub-pixel localization capability. Despite

these successes, a major weakness of the regression-based approach is occlusion, which occurs
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Figure 3.1: Sample visual results from Helen, LFPW and COFW databases. Landmarks esti-

mated by proposed method with occlusion detection (red: occluded, green: non-occluded).

too often on faces in the wild (for example, in Figure 3.1). Regression depends heavily on local

appearance to update feature location estimates. Occluded regions produce noisy features and

result in erroneous location updates that not only affect the predicted locations of the occluded

landmarks, but result in biased estimates of the visible landmarks as well.

The weakness of the regression-based approaches is the sensitivity to initialization. If the

initial predicted feature locations are far from their true locations, the location updates predicted

by the regressor are likely to be inaccurate, and likely to result in eventual drift away from the

true locations. Most previous methods initialize with a scaled frontal face shape based on the

detection box obtained from face detectors. However, face detectors are typically noisy in their

output. Therefore robust initialization in the presence of noisy detections is a key factor to

improve regression-based methods.

3.2 Related Work

The regression methods directly build up the relationship between the coordinate displacement

and the feature difference. In the early decades, the regression is used within the parametric

methods, which is to connect the parameters’ update and the appearance difference [222]. Lat-

er, Valstar et al. [178] proposed support vector regression to predict the landmark positions

from the local patch features. Cao et al. [27] designed a two-level cascaded regression frame-

work. Between each two consecutive regression steps, a second level random fern regressors

are selected to boost a strong regressor. Xiong and De la Torre [198] simplified the structure

into a one-level cascaded linear regression. They proposed that the regression matrix could ap-

proximate the parametric update while sometimes more robust as the parametric update maybe
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singular. Martinez et al. [129] argued that all the previous steps’ regression results should also

contribute to the current shape’s update other than merely the current regression. Dantone et

al. [46] imported the regression of random forest for landmark update.

The regression-based approach seems to produce the best accuracy in many instances a-

mong the competing methods. However, most methods suffer in the presence of occlusion, and

regression methods suffer in particular since the iterative updates are driven largely by local ap-

pearance. To overcome this shortcoming, some researchers have proposed methods that in one

way or another cope with the possibility of occlusion among the landmarks. For example, Roh

et al. [151] used a large amount of facial feature detectors to provide over-sufficient landmark

candidates and a RANSAC-based hypothesis and test method to robustly determine the whole

shape. This method relies heavily on the facial feature detectors and is consequently computa-

tionally demanding. In [199], occlusion is modeled as a sparse outlier and the sparse constraint

is applied during the optimization process. The sparse error could be from either occluded

landmarks or perturbation of visible landmarks. Supervised occlusion detection methods are

also proposed [190, 208]. However, if a particular occlusion case is missing in the training set,

these methods may fail. A recent work on face alignment with occlusion [25] attempts to use

regression to predict the occlusion likelihood of landmarks. They divide the facial area into 3

by 3 blocks and use one non-occluded block per time to predict the landmark positions. The

approach shows its positive effects but the statistical prior of each block’s occlusion condition

is fixed. In contrast to [25] which considers one block of non-occluded features each time, our

approach attempts to use all the features from the non-occluded regions. Though there is no

occlusion prior, the proposed method applies Bayesian consensus over all regressors to recover

the occlusion.

3.3 Occlusion-robust Localization

Linear regression has proven its effectiveness in facial landmark localization [27, 198]. In or-

der to tackle occlusion, we design a set of regressors which are designed specific to different

occlusion conditions. For instance, a right eye regressor extracts features over all the landmarks

except the landmarks of right eye, which we denote as an occlusion-specific regressor. Then a
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Bayesian inference framework is introduced to predict the landmark positions by jointly con-

sidering all the regressor outputs and evidence of low-level appearance models. Encouraged by

the regression results, we further apply SVM and Gaussian MRF regularization to identify the

occluded landmarks.

3.3.1 Occlusion-specific Regressors

As defined in [198], feature based objective functions i.e. (4.1) are practical because at some

occasions appearance is easy to extract while ground truth landmark positions are absent.

arg min
∆s

‖h(I(s0 + ∆s))− Φ∗‖22 (3.1)

We define F (s0 + ∆s) = ‖h(I(s0 + ∆s)) − Φ∗‖22. h is the feature extraction, which is SIFT

feature here. Given the shape configuration s consisting of n landmarks, I(s) is defined as the set

of image patches which are sampled around the current n landmarks. s is a shape configuration

denoted as s = [x1, x2, , xn], consisting of n landmarks’ coordinates. s0 is an initialized shape

configuration in (3.2) and ∆s is the shape displacement which is the gap between the initialized

shape configuration and the optimal shape positions. Φ∗ is the reference feature either from

ground truth or from training template. The objective is to find the coordinate displacement ∆s

such that the feature best matches reference feature in l2-norm,which further denoted in (3.2).

∆s = −2H−1JT (Φ0 − Φ∗) (3.2)

where H is the Hessian of function F and J is the Jacobian of feature extraction function h.

From (3.2), there is a linear relationship between the coordinate displacement ∆s and feature

difference Φ0 − Φ∗. In [198], they proposed a linear regression based framework to model the

relationship as shown in (4.2).

∆s = aΦ0 + b, R = (a, b) (3.3)

a is a regression matrix to approximate −2H−1JT especially when H is singular. The ground

truth feature Φ∗ is represented by an intercept item b, which is advantageous for inference as

there is no ground truth when test case appears. Φ0 is a feature vector concatenated by n feature

vectors extracted at each fiducial point, which indicates that each fiducial point’s displacement

is related with all other fiducial points’ appearance.
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Figure 3.2: Illustration of occlusion-specific regressors. Color blocks are regression weights

for different components, i.e. left profile, mouth, etc. For different occlusion states, i.e. right

eyebrow and right eye occlusion, the regressors are designed not to use the features from oc-

cluded region. Those occlusion states are defined to have occlusion overlap with each other,

e.g. mouth occlusion and mouth chin occlusion have overlap of mouth occlusion.

Based on this observation, we propose to train an ensemble of regressors, each of which

handles one type of occlusions. The occlusions are combinations of different facial compo-

nents, i.e. eyebrow, nose, left profile etc. The illustration is shown in Figure 3.2. The training

is almost the same as supervised descent method (SDM) [198]. The difference is that here

we only extract features at those non-occluded landmarks, i.e. for training the mouth occlu-

sion regressor, we only extract features at non-mouth landmarks. For robustness, the layouts of

landmarks between different regressors overlap with each other. In this way, it is expected to

be more than one regression result approaching optimal solution, which provides potential to

conduct consensus of regressors.

Suppose there are T such regressors. We define those T regressors as right-eyebrow-eye,

right-eyebrow, right-eye, right-contour, left-eyebrow-eye, left-eyebrow, left-eye, left-contour,

chin, both-eyebrow, all-contour, both-eyes, chin-mouth, nose-mouth and mouth respectively as

shown in Figure 3.3. All of them are visually different because they are designed for different

occlusions. In the training part, the goal is to minimize the regression error over all the train-

ing faces and all initialized landmark positions skt , t = 1, ..., T, k = 1, ...,K. The superscript

k means the kth iteration of regressor Rt in the training. Advantageous to other occlusion

detection methods, our method needs no occlusion information because the occlusion-specific
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Figure 3.3: The illustration of 15 specific occlusion definitions.

regressors do not take the occlusion part into consideration. For instance, to train left-eye occlu-

sion regressor, based on general non-occluded facial images, we only consider the features from

all other areas except left eye, no matter whether the left eye is occluded or not. Thus general

face image database is sufficient for the training of our method. As in SDM, practically four to

five steps of linear regression steps are needed to reach the convergence. We learn T regressors

R1, ..., RT , each of which consists of K cascaded single regressor Rt =
{
R1
t , ..., R

K
t

}
.

3.3.2 Consensus of Occlusion-specific Regressions

Given the multiple landmark predictions resulting from the T cascaded regressors, it is nec-

essary to select which of these is uncorrupted by occluded features, and thereby determine

the optimal landmark positions. The response map provides the local appearance of a land-

mark neighborhood. Given the T regressors’ observations, updating the landmark estimations

by aggregating the T observations weighted by their likelihood is a more robust method. It

is because the likelihood indicates how similar or close it is to the optimal position which is

provided by the response map. If only applying geometric mean or weighted mean by the geo-

metric distance, it is sensitive to the observation outliers. Moreover, the geometric mean does

not necessarily approach the global optima if the number of observations is not sufficiently

large.
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Figure 3.4: Illustration of response map.

Based on the response maps M = {Mj}, j = 1...n, we propose a Bayesian inference

framework to conduct a local exhaustive search. A response map is defined as: inside the

neighborhood bounding box of the landmark, how likely each neighborhood pixel is the true

position. We assume a linear regression model for each pixel to predict the likelihood, which

is defined in (3.4). where κ and τ are the coefficients in the linear regression, which could

be efficiently achieved by SVM. x is the current landmark position. Given a patch which is

centered at the observations x̂ij , j = 1, , N, i = 1, ,M (N is the number of landmarks, M is

the number of regressors), each pixel inside the patch is evaluated using the linear regression

model above. After all the pixels’ likelihood is computed, a response map with the same size

of the patch is formed, in which the elements are the pixels’ likelihood. φ stands for Histogram

of Oriented Gradient (HOG) feature. The generation of response map Mj for a landmark is

illustrated in Figure 3.4. Firstly, a local region is cropped out as shown in Figure 3.4, which is

formed by bounding the estimated points (denoted as green dots) from all the regressors. For

each point inside the local region, its likelihood of being the true landmark is evaluated by SVM

trained off-line. After all points are calculated, the response map is formed as in Figure 3.4.

p(y|x) = κφ(x) + τ (3.4)

Given the response maps, our objective function can be probabilistically formulated as

(3.5).

arg max
s

p(s|ŝ1, ŝ2, ..., ŝT ,M) (3.5)

where ŝ1, ŝ2, ..., ŝT denote the shape predictions from the T regressors.
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To handle occlusion, we introduce vi, i = 1, ..., T , which is a binary variable that is true if

regressor Ri’s landmarks are non-occluded. Thus, the probability that the regression result ŝi

approximates the true position can be represented as p(vi = 1|ŝ1, ŝ2, ..., ŝT ). Originally, if there

are sufficient such regressors, weighted mean is a straight forward way to estimate the optimum.

But this naive method ignores the cue from the response maps. Our Bayesian framework takes

the response maps into consideration by computing p(s|vi = 1,M). Consequently, (3.5) can

be rewritten as:

p(s|ŝ1, ŝ2, ..., ŝt,M) =

T∑
i=1

p(s|vi = 1,M)p(vi = 1|ŝ1, ŝ2, ..., ŝT ) (3.6)

where the second term models the deviation of regressor Ri’s output from the majority, which

can be expressed as:

p(vi|ŝ1, ŝ2, ..., ŝT ) = exp(−η‖ŝi − ṡ‖22) (3.7)

In the above model, we define ṡ as the approximate of optimal position, which is obtained by

an iterative outlier removal and averaging algorithm based on the T observations ŝ1, ..., ŝT .

The goal is to compute a robust mean while excluding the effect of outliers caused by non-

compatible regressors. One may argue that since the overlapped occluded regions between

different occlusion-specific regressors are very few, the majority of estimate will deviate from

the true estimation. In our implementation, in order to obtain sufficient observations, for each

occlusion-specific regressor, we provide a number of different initializations. Such initializa-

tions are slightly disturbed from the mean initialization according to Gaussian distribution. If

the current occlusion-specific regressor well predicts the occlusion pattern, those different ini-

tializations should converge to the same optimum. Although those not-matching regressors are

the majority, their diverged results do not form the localization majority at least in the occlu-

sion region. Since their initializations are Gaussian disturbed, the linear regression from the

not-matching regressors do not provide the converged majority localization result.

For those not occluded landmarks, the observation majority will provide the approximate

of the true positions. For those occluded landmarks, as above discussed, the deviated results

are treated as outliers while the results from the regressors which well predict the occlusion
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pattern are the majority localization. To evaluate the outliers, we apply an online clustering

algorithm to dynamically remove the regression result, which contributes heavily in increasing

the intra-class covariance. After removing the outliers, a geometric mean of all the majority

positions is computed as the approximate of optima.

Given conditional independence assumption of individual landmarks, the shape alignment

probability (the first term) in the objective function can be modeled as:

p(s|vi,M) =
n∏
j=1

p(xj |x̂ij ,M) (3.8)

where s = (x1, x2, ..., xn) and ŝi = (x̂i1, x̂
i
2, ..., x̂

i
n), xj denotes a landmark prediction and x̂ij

denotes a landmark observation.

Each landmark’s alignment probability can be modeled as a response map update problem:

p(xj |x̂ij ,M) =
∑

y∈φ⊂M
p(xj |y)p(y|x̂ij) (3.9)

Given the current estimate x̂ij , we consider all the neighboring points y which forms neighbor-

hood φ ⊂ M of x̂ij to indicate the alignment likelihood of the next update position xj . The

posterior p(xj |y) is assumed Gaussian distribution p(xj |y) ∼ N(xj ; y, σjI).

The probability map p(y|x̂ij) is obtained from the response map which is learned from SVM

on training data. Consequently, the response map update can be achieved by fitting a Mixture

of Gaussian (MoG) model:

p(xj |x̂ij ,M) =
∑

y∈φ⊂M
γiyN(xj ; y, σjI) (3.10)

where γiy = p(y|x̂ij). The overall objective function now becomes:

arg max
s

T∑
i=1

p(vi|ŝ1, ŝ2, ..., ŝT )

n∏
j=1

∑
y∈φ⊂M

γiyN(xj ; y, σjI) (3.11)

For optimization, we take an alternating scheme: fixing p(xk|x̂ik,M) for all landmarks k 6= j,

and optimize for the jth landmark via the Expectation Maximization (EM) algorithm. We can

iterate this alternating process multiple times until convergence.

3.4 Occlusion Inference

Compared to fully visible facial images, occluded faces are with one or several facial parts

that are sheltered by obstacles. As we know, occlusion of landmarks is highly pose-dependent.
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Figure 3.5: Visualization of weights for label propagation. The size of a landmark is propor-

tional to its weight. Yellow triangle is the central landmark being processed. Red landmarks

are with positive weights which are similar to the central landmark while green landmarks are

with negative weights which are dissimilar to the central landmark.

The same landmark with different head poses may have different appearance. The head pose

can be inferred by Procrustes Analysis over the predicted landmarks and the 3D reference face

shape [206]. Then our inference work starts with classifying each landmark as occluded or non-

occluded under different poses. By extracting pyramid SIFT descriptor h(x), a standard linear

SVM framework is applied to provide the detection score, f(h(x)) = ωTh(x) + β. In the

training part, well-aligned landmark appearance and occluded appearance are collected with

respect to three head poses, left head pose (−45◦,−15◦), near-frontal head pose (−15◦, 15◦)

and right head pose (15◦, 45◦). The testing examines the head pose first and apply the pose-

dependent occlusion classifier.

Usually the classification might be sensitive and not consistent among landmarks. But we

can obtain some detections with high confidence. These highly confident detections are labeled

with occlusion state labels. We use a graph-based method to jointly infer the occlusion status

for all the landmarks. Motivated by the work from Zhu et al. [225], assuming there are m

labeled points x1, ..., xm, and n−m unlabeled points xm+1, ..., xn, which constitutes the node

set V . All those points are fully connected, which forms the edge set E. The weights between

edges are defined by (3.12).

wij = exp

(
−‖xi − xj‖2Σ−1

d,i,j

− λ‖h(xi)− h(xj)‖2Σ−1
h

)
(3.12)

The first term in the exponential represents the spatial distance, Σd is the covariance matrix

among different nodes. The second term measures the similarity of feature vectors, h denotes

the feature extractor and Σh is the covariance matrix among all the features. λ is a balancing
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factor between the two terms. The similarity between different landmarks is visualized in

Figure 3.5.

Given such graph G = (V,E), with the edges defined by the weights wij , the task becomes

a label propagation problem on Graph G. The classifying function f maps features into cat-

egory label (0, 1). Such function f is not good enough to depict all the points’ category. We

search another function f̃ to minimize the weighted score error. The boundary conditions must

satisfy f at them given labels which assume the joint probability of the graph nodes a Gaussian

distribution. The objective function is depicted in (3.13).

arg min
f̃

∑
i∼j

wij

(
f̃(i)− f̃(j)

)2
(3.13)

s.t. f̃ |i=1,...,m = f

∆f̃ = 0

Denoting D = diag(di), di =
∑

j wij , W = [wij ] and ∆ = D −W , separating W into four

blocks,W = [Wm,m,Wm,n−m;Wn−m,m,Wn−m,n−m], the top left of which corresponds to the

labeled weights Wm,m, the unlabeled landmarks are computed as in (3.14). More theoretical

representations and explanations can be found in [225].

f̃n−m = (Dn−m,n−m −Wn−m,n−m)−1Wn−m,mf̃m (3.14)

3.5 Robust Initialization with Max-margin Learning

Regression based methods are quite sensitive to initial positions because initialization deviated

from the search space of regression leads to undesirable predictions. For example, face detec-

tion may generate drifted face bounding boxes, faces are in-plane rotated, etc. Usually, faces in

the unconstrained environments are not up-frontal, which increases the complexity of the shape

searching space. If we could detect the face shape variation ahead, i.e. the in-plane rotation of

the face, the initialization of landmarks could be consistent across all the test cases.

Re-initialization by re-projecting the initial landmarks [25] alleviates the problem but is

very restricted. Because the re-projection may not locate initial landmarks close to the regres-

sion search space with any guarantee. We present a simple but very effective algorithm to

generate good initializations. Our goal is to overcome the scaling, translation and roll variation



58

Algorithm 2 Robust initialization using max-margin learning on dense sift feature.

1: Input: Facial Image I given a rough bounding box B = [xl, yl, xr, yr], reference shape s̄.

2: Output: Initialized shape s0, affine parameters, scaling A, translation T and in-plane

rotationR.

3: Extract dense SIFT descriptors, their coordinates d = [x1, y1, ..., xr, yr] on image I re-

stricted within B.

4: Calculate centroid of d as C = Centroid(d), T = C − Centroid(B).

5: Denote bounding box operation as B, A = B(d)/B(s̄).

6: Training of roll angle θ detection:

7: SIFT feature extraction: centered at C, patch scale as B(d).

8: Positive samples C+: SIFT feature with orientation of one of the angle intervals:

[−45◦,−30◦], [−30◦,−15◦], [−15◦, 0◦], [0◦, 15◦], [15◦, 30◦], [30◦, 45◦].

9: Negative samples C−: SIFT feature with orientations other than the selected angle

interval in the positive examples.

10: arg min
ψ,ε

(∑
u∈C

εu + ‖ψ‖22
)

, s.t.∀u ∈ C+, 〈ψ, u〉 ≥ 1− εu, ∀u ∈ C−, 〈ψ, u〉 ≤ −1 + εu

11: Roll angle θ detection:

12: SIFT feature extraction (u1, ..., u7): centered at C, patch scale as B(d), orientation

varies every 15◦ from −45◦ to 45◦.

13: arg max
ui

〈ψ, ui〉 → θ,R = [cos θ, sin θ;− sin θ, cos θ].

14: s0 = ARs̄+ T

(in-plane rotation) problems. As described in Algorithm 2, the detection training of roll angle

θ is an off-line stage, in which we use a max-margin learning framework to discriminate the

positive samples C+ from the negative samples C−. ε and ψ are the margin and weights for

training. C = C+
⋃
C− is the training set. s̄ is a 3D pre-calculated frontal reference shape.

For notation consistency, we list the training part in the algorithm after translation and scaling

calculation.

There are two other factors, pitch and yaw angles, to encode arbitrary head pose. These

factors are represented in the training data sufficiently and the multi-step regressions are able

to search for the variations of pitch and yaw angles.
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Figure 3.6: The flowchart of the proposed framework consisting of robust initialization, parallel

occlusion-specific regressions, consensus of regressions and explicit occlusion detection.

3.6 Proposed Framework and Computational Complexity

In summary, our proposed method consists of robust initialization, occlusion-specific regres-

sors, a robust consensus method and an explicit occlusion detection strategy. The overall

flowchart is shown in Figure 3.6.

The robust initialization automatically detects the affine transformation parameters and pro-

vide a near up-frontal facial image for further processing. Then the T occlusion-specific regres-

sors align the face independently. Given all the alignment results, we form local patch for each

landmark and apply our proposed consensus of regressions method to predict the final land-

marks. Based on the localization result, we build a graph connecting all the points with our

defined similarity measure. Assuming Gaussian MRF on the graph, a joint label propagation

scheme is conducted over all the landmarks.

Complexity of each component of our method is as follows: 1) Occlusion-specific regres-

sions, takes O(Kn2) which is the same as SDM when parallelized, where n is number of

landmarks and K is the number of cascaded regression iterations. 2) Assuming the local patch

size q and the number of iteration C, the complexity for consensus of regression for all the
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n landmarks is O(Cnq2). In our implementation, value for C and q are 3 and 20, respec-

tively. 3) Occlusion detection, SVM detection takes O(n), close-form label propagation takes

O(n2). The overall time complexity is O(n2). Merging all the steps, we achieve the same time

complexity as SDM.

3.7 Experiments

Our method is mainly focused on facial landmark localization under both non-occluded and

occluded conditions. We evaluate our method on two challenging benchmarks, Labeled Facial

Parts in the Wild (LFPW) [14] and Helen facial feature database [105]. Moreover, we select

occluded images from both LFPW and Helen databases, denoted as LFPW-O and Helen-O.

Together with Caltech Occluded Faces in the Wild (COFW) [25], we evaluate our method

on the three occlusion datasets and compare with several state-of-the-art algorithms. We also

evaluate the occlusion detection performance on COFW and compare it to [25].

3.7.1 Experimental Setup

In the experiments, we use the 66 points annotation from 300 Faces in-the-Wild challenge [153]

for both training and testing, omitting two inner mouth corner points. The annotation is con-

sistent across different databases, e.g. LFPW and Helen. Since COFW uses the 29 points

annotation same as the original annotation of LFPW, when evaluating on COFW, we use the

overlapped 19 points which are defined by both 66 points annotation and 29 points annotation.

LFPW consists of face images under wild conditions. The images vary significantly in

pose, illumination and occlusion. There are 811 training images and 224 testing images in this

database. We selected all occluded images, which is 112 out of 224 testing images to form

LFPW-O. Helen is another wild face database, consisting of faces under all kinds of natural

conditions, both indoor and outdoor. Most of the images are of high resolution. The training set

contains 2000 images and testing set contains 330 images. We randomly selected 290 occluded

face images out of 2330 images to form Helen-O. In the training of our regressors, we select

402 Helen training images which are not included in Helen-O and 468 LFPW training images.

We compare our method Consensus of Regressors (CoR) with 4 state-of-the-art methods,
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Figure 3.7: Relative error Cumulative Distribution Function curves for landmark localization

on LFPW and Helen, comparing the proposed method CoR in Red curve with other state-of-the-

art methods. (a) Error cumulative distribution tested on LFPW database. (b) Error cumulative

distribution tested on Helen database.

Supervised Descent Method (SDM) [198], Robust Cascaded Pose Regression (RCPR) [25],

Discriminative Response Map Fitting (DRMF) [5] and Optimized Part Mixture with Cascaded

Deformable Shape Model (CDSM) [206]. These methods report the top performance among

the literature. SDM and RCPR are non-parametric methods while DRMF and CDSM are para-

metric methods. The codes used for this experiments are downloaded from internet provided

by the authors. The DRMF and CDSM are 66 points annotation. RCPR’s annotation is flexible

since it provides the training code in which the annotation can be defined by users. To compare

on Helen and LFPW, we re-trained RCPR model with the same training set which we used to

train our occlusion-specific regressors. SDM only provides 49 points annotation, omitting 17

profile and jawline fiducial points. To make the comparison consistent, on LFPW and Helen,

we adopt 49 points evaluation over all the methods. On COFW, we adopt the intersected 19

fiducial points which are defined by all the methods.

3.7.2 Evaluation of Facial Feature Localization

Non-occluded face datasets: We compare the alignment accuracy on non-occluded faces,

the images complementary to LFPW-O and Helen-O in LFPW and Helen with 4 state-of-the-

art methods as shown in Figure 3.7. The measurement is Cumulative Distribution Function
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Figure 3.8: Relative error Cumulative Distribution Function curves for landmark localization

on LFPW-O, Helen-O and COFW, comparing the proposed method CoR in Red curve with

other state-of-the-art methods. (a) Error cumulative distribution tested on all occluded images

from LFPW database. (b) Error cumulative distribution tested on occluded images selected

from Helen database. (c) Error cumulative distribution tested on COFW database.

(CDF). Almost all methods encounter failure1 during testing. It may be from the failure of

face detection, improper initialization and the algorithm itself. For fairness, we compare on

the images that encounter no failure by all the methods. In Figure 3.7 (a), SDM and CoR

(the proposed method) perform almost the same, which significantly outperform other methods

with at least 10% proportion gap. In Figure 3.7 (b), the proposed CoR method achieves better

results than all other methods. Nevertheless, considering the failure cases, besides the face

detection failure, our method achieves 9.7% and 33.3% failure rate on LFPW and Helen while

SDM achieves 10.2% and 36.6% respectively. The general evaluation over LFPW and Helen

demonstrates that CoR is among the top level while marginally better than those methods.

Occluded face datasets: When evaluating on occluded faces, traditional methods may have

problems, i.e. SDM extracts every landmark’s local appearance information for regression.

The occluded landmarks’ appearance which brings in error degrades the regression results sig-

nificantly. We compare all the methods on the LFPW-O, Helen-O and COFW in Figure 3.8.

From all the plots, our method accomplishes significantly better accuracy than the rest of the

1failure is referred to no face detected by face detector or landmark alignment result with significant deviation,
i.e. average localization error larger than or equal to a proportion of inter-ocular distance.
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Table 3.1: Average Root Mean Square Error (in pixels) of CDSM, DRMF, RCPR, SDM and

proposed method CoR on LFPW, Helen, LFPW-O, Helen-O and COFW databases.

Method LFPW Helen LFPW-O Helen-O COFW

CDSM 6.33 9.57 5.81 10.28 5.17

DRMF 4.90 9.59 5.40 10.23 4.50

RCPR 5.49 8.75 6.32 10.62 3.38

SDM 3.84 8.16 4.62 8.93 3.80

CoR 3.96 7.23 3.49 7.18 3.51

methods especially on LFPW-O and Helen-O. For the COFW dataset, our method approach-

es the performance of RCPR and is significantly better than other methods. The RCPR result

on COFW is trained based on COFW. But our method is trained on part of LFPW and Helen

images. When RCPR is trained on the same training set part of LFPW and Helen, the per-

formance of RCPR on Helen, LFPW as well as Helen-O and LFPW-O is not as good as our

method. Compared to general image alignment, the margin between the proposed method and

SDM is larger when evaluating on LFPW-O and Helen-O. It is because our method is partic-

ularly designed with occlusion-specific regressors which shows the effectiveness in handling

occlusion.

Quantitative results are evaluated in terms of Average RMSE in Table 3.1. CoR provides

the most consistent and accurate performance against other methods on Helen, Helen-O and

LFPW-O. It is very competitive to the state-of-the-arts on LFPW and COFW. As we know,

the profile and jawline parts suffer the largest variance in face shape. The 49-point annotation

in SDM omits the profile and jawline, which imports less variance. While in our method, we

consider the profile and jawline and simultaneously optimize all the facial components, which

needs to overcome more regression variance than SDM. Even so, CoR achieves the same while

sometimes better performance than SDM.

Figure 3.12 and Figure 3.13 show the visual comparison of the proposed method with SDM
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and RCPR. From both the results of LFPW and Helen, SDM and RCPR encounter certain dis-

tortion on the occluded regions while our method robustly overcome the occlusion and predicts

both the occluded and non-occluded regions consistently. More specifically, Figure 3.13 shows

the cases with partially component occlusion, i.e. the first column shows partial mouth and par-

tial face profile are occluded, which is a more natural case in the wild conditions. The results

support that our method can successfully deal with the partially component occlusion problem.

It is because from the assumption that the occlusion is a small portion of the whole face area, us-

ing all the other non-occluded areas to predict the overall face shape achieves promising results.

Theoretically inside the partially occluded component, those partially non-occluded component

contributes to the regression results. Since our occlusion regressor setup is component-wise,

the regression cannot be further divided into sub-component update. Thus, either consider the

whole component in which the partial occlusion degrades the performance or not consider the

component in which the non-occluded partial component does not contribute to the shape up-

date which should be. The visual results from Figure 3.12 consistently suggests that not using

the whole component achieves better results than the other method. Figure 3.14 presents more

qualitative results showing the localization precision of our method and the robust initialization

results in blue rectangle.

3.7.3 Evaluation of Robust Initialization and CoR framework

In training, the pitch and yaw angle variations are mostly incorporated. In other words, our T

cascaded regression steps could gradually converge in the presence of different pitch and yaw

variance. Figure 3.9 provides an example of face with large yaw angle, at about −60◦.

However, if the face image is with certain roll angle variation, since our training does not

incorporate in the roll variation, the alignment procedure may fail as shown in Figure 3.9. As

a matter of fact, we would introduce a robust initialization framework as proposed in our main

submission to overcome such variation. Another way to deal with the roll angle is to incorporate

such variation into training steps as the pitch and yaw angles. However, we think it enlarges the

training space which need more cascaded steps to converge while at the same time increases

complexity for the training procedure.
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Initialization Step 1 Step 2 Step 3 Step 4 

(a) Succeeded example of cascaded regression

(b) Failed example of cascaded regression with initial roll variation

Figure 3.9: Illustration of cascaded linear regressors overcoming large yaw variation. The

procedure starts with initialized frontal landmarks put on the facial area. Step 1 until Step 4 are

4 cascaded regression steps for one occlusion-specific regressor. (a) The succeeded example of

cascaded regression. (b) a failure case with initial roll angle variation 20◦.

In this section, we investigate the effectiveness of components in our proposed method, in-

cluding the robust initialization and CoR framework. First, the face detection drift and in-plane

rotation may influence the final fitting results. In Figure 3.10 (a), since the face is clock-wise

in-plane rotated and also with some yaw angle variation, the face detection result is not as tight

as it should be compared to the detection result in Figure 3.10 (b). Because the initialization is

too loose, the CoR cannot search through the feature space and thus obtain poor results in the

second column of Figure 3.10 (a). We further evaluate the alignment accuracy on CoR with and

without the new initialization method in Table 3.2 first two rows. We denote robust initialized

CoR as CoR in all the experiments. The results demonstrate that robust initialization boosts the

accuracy with certain margin.

Finally, we compare proposed CoR with N-CoR, wm-agg and gm-agg. In Table 3.2, N-CoR

is the proposed framework without robust initialization, wm-agg represents the weighted mean

aggregation over all T regressors and gm-agg represents geometric mean over all regressors.

The table shows that CoR consistently outperforms wm-agg and gm-agg with a significant

margin, which indicates that the Bayesian consensus of regression scheme is a more robust and
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(a) Traditional method and result (b) Robust initialization and result

Figure 3.10: Visual results on traditional initialization, its fitting result, robust initialization and

its fitting results. The first and third columns are the initializations while the second and the

fourth columns are the fitting results. (a) Traditional initialization on a face with roll variation,

the detected face bounding box in blue rectangle and the fitting result with CoR. (b) Proposed

robust initialization on the same face in (a) with roll rectification, the detected face bounding

box in blue rectangle and the fitting result with CoR.

effective way in optimizing the positions.

3.7.4 Evaluation of Occlusion Detection

Among the previous methods, only RCPR detects occlusion. Thus, we compare the perfor-

mance of occlusion detection with RCPR. Since other databases do not provide occlusion

ground truth, we only focus on COFW for evaluation. For RCPR, as the code published by

the authors, we do not tune any parameter and simply use the default settings. In our method,

we also fix the parameters for testing. The parameters are tuned via 3-fold cross validation.

Figure 3.11 shows some visual results on occlusion detection. Compared to ground truth, the

RCPR results seem to miss out many occluded landmarks while our method hit more occluded

ones. Quantitatively, by holding the false alarm at the same level, our method achieves 41.44%

accuracy while RCPR is with 34.16%, which reveals that our method improves the detection

precision by 7%.
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Table 3.2: Average Root Mean Square Error (in pixels) of Robust initialized CoR (CoR), Non

robust initialization CoR (N-CoR), weighted mean aggregation (wm-agg) and geometric mean

aggregation (gm-agg) methods on LFPW, Helen, LFPW-O, Helen-O and COFW databases.

Method LFPW Helen LFPW-O Helen-O COFW

N-CoR 4.17 7.39 3.53 7.20 3.63

CoR 3.96 7.23 3.49 7.18 3.51

wm-agg 4.32 7.34 3.61 7.41 3.63

gm-agg 4.43 7.66 3.65 7.53 3.66

3.8 Summary

We proposed a new consensus of regression based approach which trains an ensemble of

occlusion-specific regressors to handle occluded faces in the wild. Due to the lack of occlusion

priors, we conduct the consensus of the occlusion-specific regressors under a Bayesian frame-

work to optimize the inference. In addition, to overcome the initialization problem in regression

based methods, we propose a max-margin learning strategy to detect the affine transformation.

A graph-based semi-supervised learning is also utilized to explicitly detect the occlusion. Our

method shows consistent improvement on facial feature localization on both non-occluded and

occluded face databases. Additionally, our method demonstrates improvement on occlusion

detection compared to the state-of-the-art.
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(a) Ground truth landmarks of COFW

 

 

 

 

 

 

 

 

 

 

 

 

(b) Localization and occlusion detection result by RCPR

(c) Localization and occlusion detection result by proposed CoR

Figure 3.11: Occlusion detection comparison of CoR and RCPR on COFW database (Red dots:

occlusion, green dots: non-occlusion). (a) The first row shows ground truth from COFW. (b)

The second row shows the results of RCPR with default parameters. (c) The third row shows

the results of proposed CoR method.
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RCPR 

CoR 

Figure 3.12: Visual comparison of SDM [198], RCPR [25] and proposed CoR on facial images

from LFPW [14] database.

Ground  
Truth 

SDM 

RCPR 

CoR 

Figure 3.13: Visual comparison of SDM [198], RCPR [25] and proposed CoR on facial images

from Helen [105] database, in which partial-component occlusions are shown.
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(a) Robust initialization and Localization result on LFPW

(b) Robust initialization and Localization result on Helen

Figure 3.14: Proposed robust initialization with roll rectification, the detected face bounding

box in blue rectangle and the fitting result with CoR in green dots. The odd columns are

initialization results and the even columns are localization results.
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Chapter 4

Pose- and Occlusion-robust Unified Framework

We have proposed two independent methods to handle the pose variation and partial occlusion

problems separately in the previous chapters. In this chapter, we aim to conceive a unified

framework which simultaneously deals with the two problems. Under the regression-based

framework, we combine the pose conditioning inspired from [46] with the cascaded regression.

Moreover, in order to depict the subtle local shape variance, we further employ the part-based

regressors to achieve the local refinement. To connect the part-based regressors with the holistic

cascaded regressors, we propose a hierarchical structure to seamlessly unify the whole process.

4.1 Introduction

Many face alignment algorithms have been proposed and have shown promising results both

in accuracy and speed [27, 198, 14, 226, 37, 153]. They aim towards not only the near-frontal

faces but also faces in the wild. However, due to large head pose variation, various types of

occlusions, unpredictable illumination and some other factors, the landmark localization task

still remains challenging.

Early representative work, such as the Active Shape Model (ASM) [40], uses a paramet-

ric model to represent a face shape and proposed an iterative framework for optimizing the

landmark positions. Following these efforts, researchers have attempted to build more robust

and sophisticated models which can be robust to different types of interfering conditions, such

as pose and expression variations exemplified in Figure 4.1. The multi-view deformable part

model [226, 69] alleviates the pose problem. However, discrete pose intervals and rigid shape

modeling make it difficult to capture all possible facial variations. Recently, regression based

methods [27, 198, 144] report accuracy approaching the human labeling level and their typical

runtime can be within several milliseconds.
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Figure 4.1: Results of our method on unconstrained face images with pose variations and oc-

clusion. Detected occlusion landmarks are denoted in red dots and non-occluded landmarks are

denoted in green dots.

However, the regression based methods may significantly suffer from uncommon part ap-

pearance due to extreme poses, lighting or expression. Noisy appearance results in bad fea-

tures and the mapped landmark displacement is disturbed. On the other hand, faces in uncon-

strained environments are often affected by occlusion as shown in Figure 4.1. Hence, occlusion

handling becomes crucial for improving these methods. An ensemble of a set of occlusion-

resistant regressors relying on the probabilistic inferring is proposed to implicitly overcome

occlusion [207]. Explicitly detecting the occlusion and incorporating the occlusion informa-

tion into landmark detection also show some satisfactory [69]. But the mutual effect between

the occlusion inference and landmark localization is still unclear.

Another important aspect for the regression-based methods is the number of iterations.

Usually there is no sophisticated rule to set the “ideal” number of iterations. An empirical

choice for the number of iterations may cause the regressor to under-fit the data or drift away

from the correct solution. Establishing an online evaluation strategy would help to indicate how

well the landmarks are localized by the current stage. Furthermore, if the occlusion information

can be simultaneously inferred with the localization process, the framework would be more

unified and efficient.
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We propose a two-stage framework consisting of a pose-dependent holistic regression mod-

el and a hierarchical part-based regression model to robustly localize facial features. Faces

with different poses are fed to different sets of pose-dependent regressors. Consequently the

shape variation inside each set is largely reduced. From the holistic regressors, the hierarchical

part regressors are automatically learned by our proposed projection optimization algorithm.

Based upon the hierarchical part-based structure, the alignment likelihood is firstly evaluated

to determine whether further local regressions are needed and also to estimate the occlusion

information simultaneously; then the hierarchical part-based regression models are applied to

corresponding parts to further refine the landmarks. Occlusion status are propagated to all the

landmarks from the previous occlusion information during the part-based regression.

4.2 Related Work

Numerous methods have been proposed in the facial feature localization literature, e.g. de-

formable part model, regression, convolutional neural network, etc. Based on the types of

the underlying models, we can categorize these methods into two groups, the parametric and

non-parametric methods.

The seminal work of ASM [40] and AAM [35, 131] are both classical parametric method-

ologies, which inspired many follow-on works. The component-wise ASM [85] breaks the

holistic shape into components and reduce the alignment error caused by the global constraint.

A nonlinear discriminative ensemble learning for the shape parameters’ update is also proposed

for AAM [154]. The rotation-invariant kernel in feature space makes the AAM parameters lin-

early predictable [80]. Recently a fast AAM [176] was proposed for real-time alignment, an

ensemble of AAM [29] was presented to align the landmarks for a image sequence and a prob-

abilistic AAM [132] was introduced to reformulate the classic AAM problem. The constrained

local model (CLM) [43, 157] investigates each landmark’s local appearance and aggregates all

the local patches by the conditional independence assumption.

In the non-parametric algorithms, a data-driven method [14] achieved top accuracy evaluat-

ed on Labeled Facial Parts in the Wild (LFPW). Zhu et al. [226] introduced a multi-view tree-

structure part model to jointly detect faces and localize landmarks. Deep learning [215, 212] is
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applied to localize the facial features as well. Recently, regression based methods receive high

interests in facial feature detection due to its high accuracy evaluated on wild face databases

and fast performance. The supervised descent method [198] achieves so far the best accura-

cy on LFPW and Ren et al. [144] claims 3000 frame per second processing speed. An early

contribution from Liang et al. [112] trains component-wise classifiers to update the landmarks.

A number of regression constructions have since been proposed, such as boosted regression-

s [44, 178, 129], regression forests [46, 201, 98], linear regressions [198, 53, 7], regression

ferns [27, 25], etc.

To overcome pose variation, multi-view shape models [38, 226] were proposed either by

local search to estimate the head pose or by combining models from different view-points. The

regression-based methods can also handle certain pose variations, which are incorporated into

the training data. However, too much pose variation increases the training complexity. Cascad-

ed pose regression [53, 25] and conditional regression forests [46] are the most similar works

to ours. The former ones take pose as an explicit factor to regress, while ours treats the pose as

a conditional hidden state. The latter one partitions the poses into subspaces before the regres-

sion fitting. Within each subspace, they aggregate many regression trees to predict landmarks,

while in our method, we allow the pose state to change during each step of regressions.

Regression-based methods are fast but are sensitive to occlusion. There have been several

works introduced for handling occlusion, for example, Artizzu et al. [25] proposed a block-wise

statistical model to approximate the occlusion. Yu et al. [207] introduced multiple regressors

which are specially designed to infer the particular occlusions. A similar work [69] also used

a hierarchical deformable part model to localize landmarks. This method is similar to [226]

in which it sets up multi-view shape models and adopts detection based strategies to vote for

the positions. To infer the occlusion status, both [69] and ours use part-based models. But

for alignment, instead of detection of facial features in a pictorial structure in [69], we model

both holistic and local landmark update as a regression based strategy and jointly learn the part

regressors from holistic regressors in a projection optimization framework.
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Figure 4.2: Graphical structure illustration of the proposed framework. (a) The input face

image. (b) Conditioned by head poses, the facial landmarks are initialized with different priors

and a cascaded regression is applied as global shape fitting. (c) The holistic shape is split into

parts hierarchically to effectively overcome the local shape variance, e.g. the shape is firstly

divided into left part (left profile, left eyebrow and left eye), middle part (nose and mouth) and

right part (right profile, right eyebrow and right eye). The second layer is derived from the first

layer by further dividing the components. (d) The geometric connections of the two layer parts

defined in (c).

4.3 Preliminary

Holistic regression based methods have shown promising results in facial landmark localiza-

tion [198]. However, the common challenges still exist, for example, head pose variation makes

the regression harder to train, holistic fitting cannot capture local shape variation and occlusion

severely degrades the alignment accuracy.

In order to overcome these challenges, we propose a hierarchical regression method with

pose-dependent and part based modeling. As shown in Figure 4.2, we first propose a condition-

al cascaded regression model to separate the regression manifold into several subspaces. Then

a hierarchical part-based model is proposed to decompose the holistic structure into a more

flexible part-based hierarchical structure. Each part represents a facial component, e.g. mouth.

By inferring the occlusion conditions for the parts, the landmarks’ update model is regularized.

Given the definition of N facial feature points, denoted as s = [x1,x2, ...,xN ], and their

starting position s0, the goal is to minimize the squared error in coordinates ‖(s0 +∆s)− s∗‖2,

where s∗ is the ground truth. The evidence we could observe is only the appearance feature.
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Thus, (4.1) minimizes the error in feature space instead of the coordinate space.

arg min
∆s

‖h(I(s0 + ∆s))− h(I(s∗))‖22 (4.1)

h is the feature descriptor, i.e. SIFT feature [121]. I(s) are the facial image patches surrounding

each fiducial point of s. h(I(s)) is the concatenated feature descriptor applied on each of the

image patches I(s). The cascaded regression based framework [198] has the shape update form

as follows:

st+1 = st + Rtφt + bt (4.2)

where Rt is the regression matrix and bt is the intercept. φt = h(I(st)) denotes a local

feature descriptor all through the work. Typically the number of iterations is fixed to 4 or 5.

The cascaded regression attempts to apply a set of linear regressions sequentially to predict

landmark positions. Given ground truth s∗, the training process is to minimize the prediction

error over all training samples T as follows:

arg min
Rt,bt

∑
z∈T
‖s∗ − (st + Rtφz,st + bt)‖22 (4.3)

4.4 Conditional Cascaded Regression

To reduce the complexity of the face shape manifold, we divide the manifold into several sub-

spaces, as shown in Figure 4.2 (b). Shapes are mainly clustered into three groups, the frontal

view, the left view and the right view. We set the threshold angles to be −22.5◦ and 22.5◦.

Then given image I , by introducing head pose parameter θ, the regression problem becomes

equivalent to solving (5.1).

arg max
∆s,θ∈Θ

p(∆s|I) =
1

Ξ
p(∆s|θ, I)p(θ|I) (4.4)

where Θ is the set of discrete head pose intervals, Ξ is the distribution normalizer and the pose

likelihood term is learned based on the logistic regression framework:

p(θ|I) =
1

Φ

exp(wθψ + cθ)

1 + exp(wθψ + cθ)
(4.5)

where ψ is a holistic appearance feature, i.e. HoG and Φ is a normalization factor to make

p(θ|I) a distribution.
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The conditional alignment likelihood p(∆s|θ, I) is modeled by the coordinate displacement

in (4.6),

p(∆s|θ, I) =
1

Γ
exp(−β‖Rt(θ)φ+ bt(θ)‖2) (4.6)

where Γ is again a normalization factor. Notice that ∆s = Rt(θ)φ + bt(θ). We assume

the alignment likelihood p(∆s|θ, I) follows the exponential distribution. At each regression

iteration, we maximize the alignment likelihood in (5.1) by conditioning on different head

poses. The corresponding holistic regressors are applied to update the landmark positions.

Such procedure largely reduces the shape complexity caused by head poses and are more likely

to converge.

4.5 Hierarchical Part-based Regression

Holistic regression is effective in aligning the face as a whole, but it may not produce perfect

fitting results at local parts due to appearance and shape deformation. For instance, assuming

the same face with eyes fully open and half open, holistic regressions localize landmarks as

a whole but may fail in the eye region due to the lack of local constraint from the holistic

regression. A part-based regression step could alleviate this problem more by deformable local

fitting.

4.5.1 Part-based Local Regression

From the holistic regression, each landmark’s update utilizes exactly one row ofR. By dividing

the facial area into parts, we partition the regression matrix R into row-wise blocks. Recall

from Figure 4.2 (c), for the first layer, we divide the shape into left, middle and right parts.

As shown in (4.7), the partition of R is denoted as R = [Rl,Rm,Rr]
T , where Rl,Rm and

Rr correspond to left, middle and right parts, respectively. Such division is recursively applied

by further partitioning the previous layer’s blocks into smaller units. Figure 4.2 (c) shows the

second layer of facial components, i.e. left profile, mouth, left eye, etc.

Notice that the partition still uses the holistic feature φ for update ∆s = [Rl,Rm,Rr]
Tφ.

In other words, inside the regressors Rl,Rm,Rr themselves, the correlation in between should
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be diminished. We aim to obtain local regressors from the holistic regressor R as shown in

(4.7).

R =


Rl

Rm

Rr

→ R̂ =


R̂l 0 0

0 R̂m 0

0 0 R̂r

 (4.7)

where each part regressor R̂i, i = l,m, r is a block-wise sub-matrix. The transformation opti-

mization from Ri to R̂i is introduced in section 4.6. After generating the local part regressors

directly from the holistic ones, the part-based regression confirms to the same update rule,

∆si = R̂iφ+ b̂i, i = l, r,m.

4.5.2 Localization Evaluation

To determine when to halt the holistic and local regressions, we set up an evaluation function

to validate the alignment. The function propagates each part’s (a.k.a component’s) alignment

score to the upper layer and finally generate the overall alignment score. Given the kth compo-

nent Gk and its landmarks si ∈ Gk, the part score function can be defined as:

E(I,Gk) =
∑
i

U(I, si) +
∑
i,j

Q(si, sj), si, sj ∈ Gk (4.8)

where U(I, si) is the unary term defined in (4.9), i.e. the inner product of the feature and its

corresponding weights. φ(I, si) is the descriptor extracted at landmark si. The relationship be-

tween φ appeared in the previous sections as descriptor and φ(I, si) is φ = [φ(I, s1), ..., φ(I, sN )].

U(I, si) =< wu
i , φ(I, si) >

Q(si, sj) =< wb
i,j ,q(si, sj) > (4.9)

The second pair-wise term Q(si, sj) is defined as the geometric smoothness term of two land-

marks in one component, i.e. q(si, sj) = [|si − sj |,∆|si − sj |], si, sj ∈ Gk, which is indepen-

dent from the image I , the landmark’s alignment likelihood and occlusion condition.

4.5.3 Occlusion Regularization

We then independently train a classifier Oi = wo,iφ(I, si) + co,i to provide the occlusion

likelihood of each landmark at each regression step. This additional classification step produces
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little overhead due to the sharing of features for both regression and occlusion detection.

Misalignment is not necessarily caused by occlusion, while occlusion can adversely affect

the alignment. Suppose landmark si is occluded. The alignment score U(I, si) is close to 0,

which does not contribute to the overall score. By detecting occlusion of si, we can equivalently

set the feature at si as φ(I, si) = 0. During the process, the landmarks’ occlusion condition is

confidently predicted by both the occlusion detector and the alignment score.

All the landmarks’ occlusion states are then modulated by the neighboring landmarks with

a Markov Random Field. Landmarks with sufficiently small and large scores of Oi and align-

ment are selected as negative and positive boundary conditions respectively. By setting up the

connection weights among the landmarks, a label propagation algorithm [225] is applied to

assign the unlabeled landmarks.

To summarize our method, firstly the conditional cascaded regression is applied with fixed

T1 iterations and the hierarchical part score is calculated evaluating the alignment. If the score

is less than confidence threshold d, the part-based regression is called. The top layer of the

hierarchical part structure is applied to refine the landmarks and alignment score is refreshed.

If the score is still less than d, the second layer regression is initialized. Such local two-layer re-

gression is conducted for T2 times or until the local refinement achieves confident score (larger

than d). The proposed method is illustrated in Algorithm 3. d is a preset alignment likelihood

threshold which is optimized by evaluating on randomly selected well-aligned training samples

and manually disturbed samples for binary classification.

4.6 Holistic and Part Regression Training

In this section we describe the training of the holistic regressors and how to derive the hierar-

chical part regressors directly from holistic regressors. We also introduce the training of the

graphical model for evaluating the alignment likelihood.

4.6.1 Holistic Regressor Training

We firstly introduce the training details for holistic regressors. In experiments, we tried the

gaussian random perturbation of each landmark, even if the perturbation step is small, the
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Algorithm 3 The two-stage regression algorithm.

1: Input: I , s0, threshold d

2: Output: s, O

3: repeat

4: run (4.2), (4.6) and (4.5), optimize (5.1).

5: evaluate Oi = wo,iφ(I, si) + co,i, i = 1, ..., N , set φ(I, sO≤0) = 0

6: until T1 times

7: fix θ, evaluate (4.8), if E(G) > d, halt.

8: repeat

9: for layers in hierarchical structure

10: run part-based (4.2)

11: evaluate Oi = wo,iφ(I, si) + co,i, i = 1, ..., N , set φ(I, sO≤0) = 0

12: evaluate (4.8), if E(G) > d, halt.

13: end

14: until T2 times

regression result returns jittering shapes. When the training samples are not sufficient, we aug-

ment the initialization by rotation and random perturbation of global translation. Meanwhile, to

prevent overfitting, denoting ∆s = s∗−s0, we modify (4.3) by adding the regularization terms,

which is (4.10). The problem can be solved by splitting R into row pieces and each piece-wise

sub-problem is convex.

min
R,b

∑
z∈T

∑
s0

‖∆s−Rφz − b‖22 +
η1

2
tr(RRT ) +

η2

2
bTb (4.10)

4.6.2 Part-based Regressor Derivation

As we have introduced in (4.7), to convert holistic regressors Ri to part regressors R̂i, we pro-

pose a projection matrixW to accomplish the transformation. The original partitioned regressor

is projected onto a new subspace in which the correlation between parts is diminished, as shown

in (4.11). Projection from holistic regressors is expected to preserve the global information for

the local regression. Directly training part regressors only contains local information, which is

sensitive to noise. Moreover, bounding the update error provides criterion for automatic update
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halting.

R̂i = RiWi, i = l, r,m (4.11)

We expect that after transforming the original R into block-wise R̂, by bounding the part

regression error, the holistic regression error becomes a supreme of the part regression error in

(4.12).

∆s = Riφ+ bi = sup
Wi

{
[Ri,bi]Wi

[
φT , 1

]T}
(4.12)

Thus, it leads to an optimization over Wi, i = l, r,m such that the local part regression further

reduces the update error based on the holistic result. The above optimization problem can be

formulated as:

arg min
Wi

‖R̃iWiφ̃‖22 + ‖Wi‖2F ,WT
i Wi = I (4.13)

We simplify the notation of Ri,bi as R̃i = [Ri,bi] and the raw feature is rephrased as φ̃ =[
φT , 1

]T . R̃i ∈ R(m,n),Wi ∈ R(n,m), m is the number of landmarks in the corresponding part

and n is the original feature dimension plus one dimension of bi. WT
i Wi = I constraints that

the projection of each part should be orthogonal.

By solving independently each part’s transformation matrix Wi, we obtain each local part’s

regressor R̂i which is guaranteed to further shrink the localization error because the optimiza-

tion of (4.13) is to find the optimal Wi such that the displacement from the ground truth is

minimized from the holistic step. For each part’s regressor, a second layer regressor can be

achieved under the same construction.

4.6.3 Localization Evaluation Model Training

The weights for score calculation of landmark localization evaluation in (4.9) are learned in the

following. We first concatenate bottom layer unary weights wu
i as wu, bottom layer pair-wise

weightswb
i,j aswb and upper layer pair-wise weightwg

i,j aswg. We denote q(s) = [q(si, sj)]

for all pairs (i, j), in which the pair-wise smoothness features for all landmarks are concate-

nated. Similarly, q(G) = [q(Gi,Gj)] denotes the upper level pair-wise feature for all the parts.

Re-arranging all the weights as w = [wu,wb,wg] and all the features as f = [φ,q(s),q(G)],
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the evaluation score is wT f . We set the loss function as hinge loss, which is the first term in

(4.14). By regularizingw with l2 norm, minimizing the loss function leads to solution ofw for

all the parts.

arg min
w

∑
fi∈C

max(0, 1− α ·wT fi) +
λ

2
‖w‖22 (4.14)

The training set C includes both positive and negative samples. The positive samples are the

facial images with ground truth landmark positions while the negative samples are non-facial

images with initialized landmarks or facial images with unaligned landmarks. α is the ground

truth label taking 1 if it is positive sample and−1 if the sample is negative. The above problem

can be efficiently solved by gradient descent approach.

4.7 Experiments

We evaluate our method on six benchmarks, i.e., Labeled Faces in the Wild (LFW) [84], La-

beled Facial Parts in the Wild (LFPW) [14], Annotated Faces-in-the-Wild (AFW) [226], He-

len [105], iBug [153] and Caltech Occluded Faces in the Wild (COFW) [25]. To evaluate the

localization performance under occlusion, subsets of LFPW and Helen are selected, which are

denoted as LFPW-O and Helen-O. During all the experiments, LFPW and Helen refer to the

whole datasets. Our occlusion detection method is evaluated on LFPW-O, Helen-O and COFW,

with comparison to the state-of-the-art.

4.7.1 Experimental Setting

The landmark definitions vary significantly across different datasets. LFPW and COFW have

a set of 29 fiducial points while Helen defines 194 landmarks and LFW includes 7 points. A

re-annotation from 300 Faces in-the-wild Challenge (300-W) [153] consistently provides the

LFPW, Helen, AFW and iBug with 68 key points annotation. In the experiments, we use the

66 points re-annotation from 300-W for training, omitting two inner mouth corner points for

the consistency of the annotation. It is for the fair comparison with SDM [198], Chehra [7] and

CoR [207], which do not include these two points. Since COFW uses 29 points annotation,

when evaluating on COFW, we use the overlapped 19 points which are defined by both our
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annotation and the COFW annotation. In the same way, LFW evaluation is conducted on the

overlapped 7 points.

Datasets: The LFW dataset is widely used for face landmark localization, face detection

and face recognition. We obtained 12007 out of 13233 images which have valid annotations,

most of which are wild faces under natural conditions. In LFPW, the images vary significantly

in pose, illumination and occlusion. From 300-W, 811 training images and 224 testing images

are provided. We selected all occluded images, which is 112 out of 224 testing images to form

LFPW-O. Helen is another wild face database containing images with large resolution from all

kinds of natural conditions. It has 2000 training images and 330 testing images. The manually

selected HELEN-O contains 290 occluded faces out of the overall 2330 images. The COFW

testing set contains 507 images which show a wide variety of faces with different head poses

and especially large portion of occlusion. AFW and iBug are the two most challenging wild

face databases, since they include complex head poses, occlusion, illumination, focal length,

etc.

Training: In the training of conditional cascaded regression, 2078 near frontal images, 428

left-view images and 516 right-view images are selected from LFPW, Helen and MultiPIE [74].

To increase the generalization, multiple sets of initial landmarks are generated for each training

image. Firstly the facial bounding box is provided by the Viola-Jones face detector [90]. Then

centering in the bounding box, the initial landmarks are parameterized by a mean shape and

affine transforms. We sampled 5 times of the parameters under Gaussian assumption. Each

iteration’s initial shapes are from the last step’s result. To train the occlusion detection model,

870 positive examples are chosen with annotations from LFPW and Helen and 870 negative

samples are randomly selected from a natural scene database [87]. The landmarks for negative

samples are put on with mean shape of which the position can be randomly selected within the

image range.

Evaluation: We compare our method, “hierarchical part-based regression” (HPR), with

five state-of-the-art methods, Supervised Descent Method (SDM) [198], Robust Cascaded Pose

Regression (RCPR) [25], Consensus of Regression (CoR) [207], Dlib [98] and Chehra [7].

These methods report the top performance among the most recent regression-based methods.

Methods with different experimental settings, e.g. Neural Network structures are currently not
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Figure 4.3: Cumulative distribution function curves of normalized error on LFW, LFPW and

Helen, comparing the proposed method HPR with other state-of-the-art methods. The horizon-

tal axis is the normalized error and the vertical axis is the image proportion of the volume of

database. (a) Error CDF on LFW database. (b) Error CDF on LFPW database. (c) Error CDF

on Helen database.

compared. The codes are provided by the authors from internet. RCPR provides its training

code in which the annotation can be defined by input data. To make the comparison consistent,

the training databases for HPR, RCPR and CoR are the same, which are LFPW and Helen.

SDM is reported to be trained with MultiPIE and LFW. Since SDM and Chehra uses 49 points

annotation for training and testing, we also select the overlapped 49 points from our 66 points

training setup for testing on LFPW, Helen, AFW and iBug, by neglecting 17 points of face

profile. For fair comparison, we use the images in which faces are successfully detected by

a third-party face detector, i.e., Viola-Jones detector [90]. The success rate for detection is

97.05% for LFW, 93.02% for LFPW, 88.24% for Helen, 82.76% for Helen-O, 96.43% for

LFPW-O and 59.17% for COFW. For AFW and iBug, since most of the images are failed on

face detection, we provide face bounding boxes according to the ground truth landmarks for

all the comparing methods for fair comparison, which largely alleviates the detection failure

problem.

4.7.2 Localization on Wild Databases

As shown in Figure 4.3, our method HPR is competitive in the top performance while some-

times slightly better, e.g. the performance on Helen database. The error is calculated by divid-

ing root mean squal pixel error over the face size. Face size is calculated as the tight bounding
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Figure 4.4: Cumulative distribution function curves of normalized error on AFW and iBug,

comparing the proposed method HPR with other state-of-the-art methods. (a) Error CDF on

AFW database. (b) Error CDF on iBug database.

box around the ground truth. The proposed method explicitly separates the landmarks into

components which is more suitable for deforming the local shape variance. The images in

Helen have large resolution, typically 2k by 2k, in which the local shape variance is enlarged

compared to other databases. That is why our method’s performance is comparatively better

than at other databases. The average runtime on a 640 by 480 image is around 0.3s in Matlab

with a dual core i7 3.4GHz CPU.

Furthermore, the AFW and iBug, two additional challenging databases, are evaluated in

Figure 4.4. They contain faces with more extreme head poses, occlusion and illumination.

Since large portion of the images fail in face detection, we provide each face in AFW and

iBug with a bounding box according to the ground truth. Even though, the performance of all

Table 4.1: Absolute mean average pixel error of CoR, SDM, RCPR, and proposed method HPR

on LFW, LFPW, Helen, LFPW-O, Helen-O and COFW databases.

LFW LFPW Helen LFPW-O Helen-O COFW

CoR 3.17 3.89 7.35 3.33 7.10 3.46

SDM 3.23 3.78 7.58 4.49 9.52 3.63

RCPR 5.51 4.65 8.64 5.73 9.37 3.03

HPR 3.12 3.69 5.79 3.17 7.03 3.56
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Figure 4.5: Qualitative localization results on some images from LFPW database. The first row

mainly shows faces with pose variations and the second row shows faces with partial occlusion.

Figure 4.6: Qualitative localization results on some images from Helen database. The first row

shows faces with pose variations and the second row shows faces with partial occlusion.

methods drop compared to the ones on other databases, which again suggests the challenge of

the two databases. The proposed method still shows its advantage among all the comparing

methods consistently.

Table. 4.1 shows the quantitative results of the absolute mean average pixel error over all

the methods. The absolute mean average pixel error is defined as: for each aligned image in a

database, all the n landmarks’ pixel errors are calculated. Each image obtain an averaged pixel

error, which is the average over the n absolute pixel errors. For all the images in the database,

the mean of the average pixel errors is calculated. The table shows that the proposed HPR

method outperforms the compared methods significantly on all the datasets except on COFW,

where RCPR is the best. Note that RCPR is expected to perform well on COFW since it is

trained on this dataset.

Qualitative results are visualized in Figure 4.5 and Figure 4.6. Figure 4.5 shows our results

on LFPW. The landmarks are localized in green dots. The first row presents facial images with

different pose variations. The second row shows examples with various occlusion, i.e. hat, sun

glasses, moustache and beard, hands, hair, etc. Same set up is applied in Figure 4.6. The visual
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Figure 4.7: Cumulative distribution function curves of normalized error on LFW, LFPW and

Helen, comparing the proposed method HPR with its module-wise methods, p-HPR and pf-

HPR. (a) Error CDF on LFW database. (b) Error CDF on LFPW database. (c) Error CDF on

Helen database.

results reveal that our method can handle unconstrained real-world cases well.

4.7.3 Component Analysis

In our framework, a pose-dependent cascaded regression is proposed as the holistic shape defor-

mation. It is essentially an integrated shape regressor. We denote the pose-dependent cascaded

regressor as p-HPR. Furthermore, the hierarchical part-based regressors are designed to divide

the searching space into subspaces, which is shown in the first layer of Figure 4.2 (c). We

denote this stage method as pf-HPR. Finally, the second layer component-wise regressors are

applied on top of the pf-HPR, which is our proposed HPR method.

To investigate the performance of each module, we run the three methods on LFW, LFPW

and Helen. The results are shown in Figure 4.7. Across all the databases, the three methods

show spaced CDF curves with HPR on top, pf-HPR in the middle and p-HPR at the bottom.

Each is with a significant margin from each other. The results indicate that each module of

our method is carefully designed and is effective to boost performance. We further notice that

the margin is increasing from LFW to LFPW and from LFPW to Helen, which may indicate

the difference of difficulty in face alignment. As we introduced, Helen contains more images

with larger shape variance because of the large image resolution and more pose variation and

occlusion.
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Figure 4.8: Synthesized occlusion samples from AFW and Helen. The occlusion is shown as

the black boxes. Localization is presented as green dots for non-occluded points, and red dots

for occluded ones.

4.7.4 Localization on Occluded Datasets

For validating accuracy, an evaluation is conducted on the selected occlusion datasets, LFPW-O

and Helen-O and the specific occlusion database COFW. Quantitative results from Table. 4.1

show that HPR achieves consistently better results on the occlusion datasets especially com-

paring the two occlusion-robust methods, CoR and RCPR. Note that RCPR is trained based on

the COFW itself while other methods including ours are not trained on this database.

To further evaluate the robustness of our method with respect to the occlusion, we synthe-

size occlusion data from Helen and AFW. We obtain the tight bounding boxes from the ground

truth for each face. Then by randomly selecting a center point, we put on a black bounding box

centered at the selected point, which is shown in Figure 4.8. The occlusion ratio is controlled

by the black bounding box area over the facial area, i.e. 5%, 10%, 15% and 20% in the ex-

periment. Samples in Figure 4.8 includes almost all types of occlusions, e.g. nose occlusion,

mouth occlusion, eye occlusion, etc. The sample localization provides not only the accurate

landmark positions but also the accurate occlusion detections.

We test our method against the other two occlusion-robust methods, RCPR and CoR on

our synthesized 5%, 10%, 15% and 20% occlusion from Helen and AFW test sets. The CDFs

is compared in Figure 4.9. Regarding the different levels of occlusion, all the methods show
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Figure 4.9: Cumulative distribution function curves of normalized error on Helen and AFW,

comparing HPR with RCPR and CoR with occlusion portion 5%, 10%, 15% and 20%, in

which the solid line, dash-dot line, dash-dash line and dot line correspond to each occlusion

level respectively. Red lines stands for HPR, black ones represents CoR and blue lines are

RCPR’s results.(a) Error CDF on Helen database. (b) Error CDF on AFW database.

accuracy decrease from the small occlusion level to the large occlusion level. RCPR is relatively

more sensitive to the occlusion conditions since the accuracy of different occlusion levels varies

largely. Our method performs better on Helen and on AFW at lower occlusion level. But it

shows sensitive trend on AFW when the occlusion portion increases. CoR is not so sensitive

to the occlusion level because it applies plenty of independent occlusion-robust regressors.

The large amount of regressors alleviates the degradation caused by the increase of occlusion

portion.

Occlusion Detection: Since only COFW provides the occlusion annotations and only R-

CPR and CoR predicts the occlusion landmarks, we compare the occlusion detection with R-

CPR and CoR, in which the default settings for RCPR and CoR are applied. In our method, by

tuning the graph connection weights, the occlusion label propagation is changed correspond-

ingly. Then the hit rate and false alarm rate can be compromised manually. By keeping the

false alarm rate at the same level, the proposed method achieves 41.7% hit rate, while CoR is

41.4% and RCPR is 34.2%.

Figure 4.10 shows some visual results of occlusion detection as well as landmark local-

ization. The occlusion patterns are various, including hands, hair, sunglasses, objects, beard,
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Figure 4.10: Visual results of localization and occlusion detection on some images from COFW.

Green dots indicate the non-occluded landmarks and red dots show the occluded landmarks.

etc. From the results, our method precisely detects the occlusion regions although there may

be false alarm due to the neighborhood gaussian constraint. At the same time, the results ver-

ify that our method accurately and robustly predict the landmark positions even when large

occlusion is present.

4.8 Summary

We proposed an unified framework of conditional cascaded regression and hierarchical part-

based regression to jointly localize the facial features. With conditioned regressions, head pose

variation is controlled within each separated subspace and the global shape is fast localized.

With hierarchical part-based regression, the alignment is evaluated and occlusion information

is fed back to the local regressions. Meanwhile, local shape variance is compensated by the

part-based regression and the occlusion information is propagated to other landmarks at the

last step. The high localization accuracy and fast performance provide potentials for more

applications such as face tracking. Our framework can be directly extended to the structured

object localization as well.
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Chapter 5

Application I: User-defined Expression Recognition for Cartoon
Animation

In this chapter, we address the user-defined expression recognition problem. As a direct appli-

cation of facial landmark localization, the expression recognition requires accurate landmark

positions for geometric feature extraction and the facial region normalization for appearance

feature extraction. The input to our algorithm is a set of 1-2 second customized expression

frames recorded by a single user. We extract a combination of handcrafted features and regu-

larized Deep Convolutional Neural Network (CNN) features for the expression classification.

We apply a Hidden Markov Model (HMM) on top of the SVM prediction to online smooth the

temporal sequence.

5.1 Background

Animating virtual characters has become a critical task in the production of movies, television

shows, computer games, and many other types of digital media. Traditional character animation

typically involves keyframing of animation parameters that define how the character moves.

While keyframe-based animation gives the user fine-grained control, it requires a large amount

of time, effort and skill to produce high quality results. More recently, advances in motion

capture technology have enabled performance-driven workflows where users control characters

by acting out the desired motions with their faces and/or bodies. This authoring modality allows

users to quickly create expressive character animations without having to explicitly define how

each individual animation parameter changes over time.

In most performance-driven systems, the continuous motion of the user is directly trans-

ferred to the virtual character. While this approach is suitable in some animation scenarios

(e.g., creating realistic motion for virtual characters in live action movies), continuous motion
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(a) Customized expressions (b) Cutout characters

Figure 5.1: Performance-driven cutout character animation. Actors perform customized ex-

pressions in (a) e.g. “disdainful” (top) and “daydreaming” (bottom) to animate the expressions

of various cutout characters in (b). Note that the large inter-person expression variations even

within the same expression category.

alone is not sufficient for all styles of animation. In particular, cutout animation is a popu-

lar style of 2.5D animation that combines continuous transformations of visual elements with

discrete replacements of artwork. These replacements allow animators to drastically alter the

appearance of certain visuals and are often used to change the expression of a character (see

Figure 5.1 and Figure 5.5). Since most existing systems do not support performance-based trig-

gering of artwork replacements, they cannot directly support the creation of cutout character

animations.

In this work, we propose a customized facial expression recognition method that enables

authoring of cutout character animations via facial performance . We focus on facial animation

since it is a critical component of most character animation scenarios. Our approach address-

es the following unique challenges of building a practical performance-driven cutout character

animation system:

Wide range of expressions. Expressive cutout animation characters exhibit many different fa-

cial expressions that help define the unique personality of the character. It is thus important for

the expression recognition algorithm to handle a wide range of expressions. Moreover, since
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animators often use different expressions for different characters, the algorithm must be flexible

enough to handle a customizable rather than predefined set of expressions.

Minimal training. One way to support customized expressions is to allow actors to train the

system online to recognize specific expressions. Training frames are recorded in a short period

and thus very few. Given the wide range of expressions used in a typical animation, it is impor-

tant to minimize the required training effort.

Real-time recognition. A key benefit of performance-driven animation is that actors can quick-

ly experiment with different timings and motions by acting out a few variations of a perfor-

mance and evaluating the resulting animations. To realize this benefit, the animation system

should be able to recognize expressions in real-time so that the user receives immediate feed-

back on the results.

Facial expression recognition is a widely explored topic in computer vision. Significant

efforts have been made to boost recognition accuracy through better feature representation-

s [216, 169, 159, 217, 18] and better strategies to discriminate expression categories [32, 13,

160]. However, most of these techniques are designed to recognize just the canonical expres-

sions, i.e. angry, disgusted, scared, happy, sad and surprised. As explained above, a practical

performance-driven cutout animation system must support a much wider range of expression-

s. Moreover, non-canonical expressions often exhibit far more inter-person variations, even

within a single expression category, which indicates the need for customized recognition. For

example, Figure 5.1 shows the non-canonical expressions “disdainful” and “daydreaming” per-

formed by three different people who have very different interpretations of these sentiments.

5.2 Related Work

From approach point of view, facial expression recognition is generally divided into two main-

streams: emphasizing feature extraction and designing classifiers. Most of the features are

handcrafted features, i.e. Gabor wavelets [216, 169], Haar feature [202, 194], Local Binary

Patterns (LBP) [159, 217, 179], which are all extracted from patch appearance. Geometric

handcrafted features are also proposed in the literature [216, 51]. In contrast to the handcrafted
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features, the learning based strategies are more and more developed recently, e.g. methods uti-

lizing sparse representations [221, 205, 113, 219]. Some learning based features directly mod-

el the dynamic sequential information such as boosted coded dynamics [202]. With powerful

representation ability, deep Neural Networks are also employed in the expression recognition

task [149, 115, 116].

Fusion of features is an important branch of feature representation. Many researchers creat-

ed a number of fusion algorithms to boost the recognition performance [168, 205, 210]. How-

ever, to the best of our knowledge, those fusion methods are based on the above mentioned

appearance features, i.e. Gabor, LBP, etc. There may be an upper bound of the performance

by combining the appearance features. If we explore the appearance feature fused with Neural

Network features, due to the CNN’s strong representability [101], an improved performance

can be expected. Moreover, our method is an embedded structural fusion, not a simple con-

catenation, which provides a new channel for feature fusion.

With finely designed expression representations, Support Vector Machines (SVMs) [13,

159, 219] is the most common and effective method for recognition. Some variants are pro-

posed to extend its applicability [30, 117]. There are some other classifier modelings, such as

laplacian ordinal regression [152]. The static image based approaches are suspicious to per-

fectly solve the problem because of the lack of utilizing the dynamic temporal information.

Thus, many dynamic models are proposed such as Hidden Markov Model (HMM) and its vari-

ants [32, 160], dynamic Bayesian network [92] and latent conditional random fields [86]. Some

other methods model the spatial-temporal cube as a longitudinal atlas [78] or as expressionlets

forming a spatial-temporal manifold [116].

5.3 Facial Expression Features

We consider three different types of features for representing facial expressions: geometric fea-

tures, which describe the spatial deformations of facial landmarks; appearance features, which

capture the appearance of the most discriminative facial regions for expression recognition; and

CNN-based features that we extract from a deep neural network trained to recognize generic

facial expressions. We also consider a concatenation of the geometric and appearance features,
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(a) (b)

Figure 5.2: Geometric feature definition. (a) Facial image with detected facial key points in

green dots from a state-of-the-art face alignment method [198]. (b) The defined geometric

parameters, left/right eyebrow height, left/right eyelid height, nose height, nose width, upper

lip height, lower lip height, left mouth corner to mouth center distance and right mouth corner

to mouth center distance.

which we refer to as our handcrafted feature vector.

5.3.1 Geometric Features

To capture deformations caused by the activation of facial muscles, we define geometric fea-

tures that capture the 2D configuration of facial landmarks (Figure 5.2). Since expressions are

mainly controlled by muscles around the mouth, eyes and eyebrows [54], we focus on features

that characterize the shape and location of these parts of the face. Specifically, our features

include the following measurements: the left/right eyebrow height (vertical distance between

top of the eyebrow and center of the eye), left/right eyelid height (vertical distance between top

of an eye and bottom of the eye), nose height (vertical distance between bottom of the nose

and center of both eyes), nose width (horizontal distance between leftmost and rightmost nose

landmarks), upper lip height (vertical distance between top and center of the mouth), lower lip

height (vertical distance between bottom and center of the mouth), left mouth corner to mouth

center distance, and right mouth corner to mouth center distance. To ensure that these measure-

ments are consistent across different images, we transform each face into a frontal view (via an
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(a) (b)

Figure 5.3: Selected region for appearance feature by the facial region selection. (a) The nor-

malized facial image with detected facial key points in green dots, 8x8 patches in blue lines and

blocks defined in red rectangles. Images are consistently normalized by aligning facial com-

ponents, i.e. eyebrows and eyes are normalized into corresponding patches. (b) The selected

regions in red. The regions are selected by evaluating on the frequency of each block’s being

selected based on multiple independent optimization processes.

affine deformation) and normalize the scale based on inter-ocular distance. Note that a similar

set of geometric features has been validated in [51].

5.3.2 Appearance Features by Facial Region Selection

While geometric features capture spatial deformations of facial landmarks, they do not consid-

er the appearance changes caused by such deformations. We define patch-based appearance

features using a method inspired by Zhong et al. [219]. First, we partition the face image into

a uniform grid of 8x8 image patches, and then we consider all 2×1, 2×2 and 1×2 blocks or

regions of patches covering the entire image (Figure 5.3) allowing overlap. We then compute

HoG features on each block and concatenate these features into an integrated feature vector.

While we could potentially use this integrated feature vector directly to represent appearance,

only a subset of the concatenated HOG features are actually meaningful for distinguishing be-

tween different expressions. We use the following data-driven approach to select the best set of

features to include.

For the training data, we assume a set of face images, each of which is labeled with one
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of T expression categories. For each expression category t, we create a set of tuples (xti, y
t
i)

where xti ∈ RM is the integrated feature vector for the ith image and yti ∈ {−1, 1} indicates

whether the image is a positive (yti = 1 ) or negative (yti = −1) example of category t. For

each category t, we define a weight vector wt that represents a separating hyperplane such that

y = (wt)Txti + bt is the classification prediction for xti. We define an overall weight matrix

W ∈ RT×M for all expression categories by setting its t-th row W (t, :) = (wt)T . Then, we

decompose the matrix into a concatenation of sub matrices W = [wC1 , ..., wCK
], where wCj

corresponds to the weights for the j-th block across all T expression categories andCj indicates

the patches that belong to j-th block.

During training, we try to minimize the classification error over all the expression categories

while requiring that W satisfies a structured group sparsity property. We can formulate this

problem as multi-task sparse learning, where recognizing each of the T independent expression

categories represents the individual tasks. Specifically, we define the problem as follows:

arg min
W∈RT×M

T∑
t=1

1

n

n∑
i=1

L(W,Xt, Y t) + λR(W ), (5.1)

where n is the number of training face images, Xt is a matrix with {xti} as columns, and

Y t is the concatenated label vector for all examples for category t. L(W,Xt, Y t) is the loss

evaluation over expression t classification and R(W ) is the regularization term selecting the

block-wise patches. We choose the loss function as logistic loss as shown in (5.2).

L(W,Xt, Y t) = log(1 + exp(−Y t � (WXt))) (5.2)

where � refers to element-wise product. For regularization, we use l1,2 to enforce group spar-

sity as shown below.

R(W ) =
K∑
j=1

‖wCj‖2. (5.3)

To solve this multi-task sparse learning problem, an accelerated algorithm can be referred

to [196]. After solving the optimization, by thresholding ‖wCj‖2, the facial components are

selected for the our classification. Independent such pursuits are conducted based on randomly

chosen training sets from the canonical facial expression datasets multiple times. The robust

selection is shown in Figure 5.3 (b) red regions. As expected, the selected regions are sur-

rounding important facial areas, such as eyes, eye brows, and mouth. Once the facial regions
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Figure 5.4: Outline of the Regularized CNN architecture. The input image is normalized as

100x100 pixels. The convolutional layers, max pooling layers and fully connected layers are

denoted as C, M and F followed by the layer number. The number of channels are illustrated

by the width of cuboid. They are also denoted as number of filters by horizontal filter size by

vertical filter size by channels. Local receptive fields of neurons are illustrated by small squares

in each layer.

are fixed, LBP and HoG features are extracted from each region and the final appearance feature

is obtained by concatenating all of them.

5.3.3 Standard and Regularized CNN Features

By combining the geometric and appearance features into a single handcrafted feature vector,

we can capture much of the relevant variation across different expressions. However, recent

results have shown that the features extracted from deep CNN can also be useful for a variety

of image understanding tasks. We experimented with two CNN structures for defining facial

expression features.

CNN. This structure consists of multiple convolutional layers followed by max-pooling

layers and several full-connected layers as in [101]. The network parameters are detailed in the

bottom path of Figure 5.4 where “C” denotes convolutional layers, “M” denotes max pooling

layers and “F” denotes fully connected layers. The softmax layer is not shown in the figure.

Regularized CNN (r-CNN). Since handcrafted features typically demonstrate good gen-

eralization behavior, we introduce the regularized CNN (r-CNN) structure in Figure 5.4. The

proposed r-CNN has two paths: the top path extracts handcrafted features followed by PCA

dimensionality reduction, and the bottom path is the standard CNN; the two paths are fused in
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the fully connect layer F7. Trained from scratch, the r-CNN learns a deep model combines the

best of both worlds; CNN-based features that perform well on constrained recognition tasks

and handcrafted features that generalize well to more categories.

Network Training. To learn deep CNN models that generalize well across a wide range

of expressions, ideally we need sufficient training data with a large number of expression cate-

gories. Unfortunately, all publicly available facial expression databases only include six canon-

ical expressions — angry, disgusted, scared, happy, sad, and surprised. A CNN trained with

these datasets would be tuned to classify these six expressions, which may hurt its ability to

generalize to customized expressions. Moreover, creating ground truth datasets with additional

expressions may be challenging, since non-canonical expressions tend to have larger inter-

person variations that make accurate labeling a difficult task. Thus, our approach is to use

existing canonical expression databases, including CK+ [93, 123], MMI [180], 3DFE [204]

and 4DFE [203], for training both the standard and regularized CNN models. As shown in

subsection 5.5.1, we indeed find that, while the standard CNN model perform extremely well

on the six canonical expressions, exceeding state-of-the-art methods significantly, they do not

generalize well to arbitrary customized expressions, especially when we use the last fully con-

nected layer output as our features. Instead, we use the outputs of C6 for standard CNN, and

the combination of C6 outputs and handcrafted features for r-CNN. Our experimental results

show that r-CNN performs the best for both canonical expression recognition and customized

expression recognition tasks.

To train our CNN models, we augment the canonical expression datasets by generating

variations of each face via cropping, horizontal flipping, and perturbing aspect ratios. In the

end, we obtain around 1 million data samples from the existing facial expression datasets men-

tioned above. We normalize the detected faces to 100x100 as the inputs to our network models.

Considering the forward propagation, the output of each layer is the linear combination of the

inputs non-linearly mapped by an activation function:

uk+1 = f((Wk+1)Tuk) (5.4)

where uk indicates the kth layer output,Wk indicates the weights that connect to each output

node and f(.) is the nonlinear activation function, for which we use rectified linear unit (ReLu)
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as in [101]. To update the weights of each layer, back propagation is applied:

δk = (Wk)T δk+1 ∂f

∂uk
, (5.5)

where δk is the increment of weights at layer k. For training the r-CNN, we split the weights

connecting F7 into two parts: weights for the handcrafted features W7
h and weights for C6

W7
c . We initializeW7

c to 0 and only update the weights connecting F7 and F8 according to the

handcrafted feature inputs. Upon convergence, we fixW7
h and update the whole CNN network.

In this way, the CNN generates features that are complementary to the handcrafted features

and improve the overall classification accuracy. As mentioned before, we then combine the

handcrafted features with the output of C6 as our r-CNN feature.

5.4 Performance-driven Cutout Character Animation

We describe a customized expression recognition framework that uses the features described

above to support performance-driven cutout character animation. In our approach, an animator

first demonstrates all the customized expressions that the system should recognize by recording

a few seconds of video for each expression. These demonstrations act as training data for a

set of SVM-based ensemble classifiers, one for each expression. To animate a character, the

animator simply performs the desired motion. The ensemble classifiers recognize the current

expression in real-time, and the system uses the detected expression to trigger the appropriate

artwork replacements in the character. We also apply continuous deformations to the character

based on the motion of the tracked facial landmarks on the actor.

5.4.1 Online Classifier Ensemble Learning

For each of the T expressions that the user demonstrates to the system, we train an ensemble

classifier as follows. We take all the ni training frames from the demonstration of expression

i as positive samples and treat the recorded frames from all the other expressions as negative

samples. Note that ni is typically far less than
∑

j 6=i nj . Thus, we randomly split all the

negative samples into N =
∑

j 6=i nj

ni
piles, each of which has approximately ni samples, and

then train N independent SVM classifiers. We repeat this procedure independently t times to
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produce tN classifiers, which we combine linearly to obtain the final ensemble classifier for

expression i:

FN (x) =
tN∑
j=1

ωjfj(x), (5.6)

where fj is the j-th SVM classifier trained using the positive samples and the j-th pile of

negative samples, and ωj is its associated weight that is initialized as 1
tN . During online testing,

among the tN classifiers, some of the classifiers may produce results that conflict to the final

classification output of FN . To give our classifier a certain amount of online adaptation ability,

we penalize those violating classifiers by decreasing their weights with a small amount of decay

β,

ωj = (1− β)ωj . (5.7)

Then all the weights of tN classifiers are normalized to unit sum for next iterations, i.e.,

ωj =
1∑
k ωk

ωj . (5.8)

By adjusting the contributions of the ensemble of classifiers, our algorithm can achieve

robustness to slight mismatches between the few recorded training samples and the same ex-

pression demonstrated in a performance. Note that the proposed ensemble of classifiers can be

regarded as a generalization of exemplar-based SVM [126] in order to gain some robustness in

case of scarce training samples.

5.4.2 Temporal Smoothing with HMM

Without considering temporal information, frame-by-frame classification using the ensemble

classifier could produce jittering artifacts (i.e., flipping rapidly between two or more expres-

sions). To smooth the classification results, we apply an online sequential Hidden Markov

Model (HMM). The HMM maximizes the joint probability of the current hidden state st and

all the previous observations x{1,2.,...,t}. Here, the hidden state st is the underlying expression

category while the data observations are the captured facial expressions. We denote the join-

t probability as α(st) = p(st, x{1,2,...,t}). By Bayesian inference, the recursion function of
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updating the joint probability is shown bellow.

α(st) = p(xt|st)
∑
st−1

p(st|st−1)α(st−1) (5.9)

where p(xt|st) is the expression recognition posterior and p(st|st−1) is the state transition

probability. In the transition matrix, for each non-neutral expression, the probability of a self-

transition (i.e., remaining in the same expression) and a transition to the neutral expression

are the same. In addition, transitions from the neutral expression to every other non-neutral

expression are equally likely. The probability of a self-transition from the neutral expression

is independent. Between one non-neutral expression and another non-neural expression, we

always assume there are neutral frames. Thus, the transition matrix contains 4 independen-

t variables. It can be obtained through cross validation with multi-dimensional line search.

For the posterior p(xt|st), according to Bayes’ rule, p(zt|st) ∝ p(st|zt) (uniform prior on all

customized expressions), where the likelihood p(st|zt) can be approximated by converting our

classifier outputs in (5.6) into probabilities with the softmax function.

5.5 Experiments

In this section, we evaluate our algorithm on both canonical expression recognition datasets

including CK+ [93, 123] and MMI [180], as well as our customized expression recognition

dataset for cutout character animation.

5.5.1 Evaluation on Canonical Expression Datasets

The CK+ dataset contains 327 labeled expression sequences, containing seven expressions, i.e.,

anger, contempt, disgust, fear, happiness, sadness and surprise. For single image based expres-

sion detection, we manually remove the first half of each sequence that appears to be neutral

or less intensive than the normal expression. In this way, a total of 1988 images from CK+ are

generated for training and testing. We randomly selected 300 images for testing and leave the

rest for training. The MMI dataset includes expressions from 30 subjects with different ages,

gender and ethnicity. Six canonical expressions are defined as anger, disgust, fear, happiness,

sadness and surprise. The entire image volume for MMI is 534. We randomly select 30 images
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Table 5.1: Expression recognition average accuracy on geometric feature (Geo), appearance

feature (App), the geometric and appearance combined handcrafted feature (HC), CNN and

regularized CNN (r-CNN) feature testing on CK+ and MMI datasets. Some state-of-the-art

methods, i.e. ITBN [192], CSPL [219] and LFEA [78] are also listed for comparison.

Method
CK+ MMI

AngryDisgustFearHappy Sad SurpriseAve.AngryDisgustFearHappy Sad SurpriseAve.

Geo 0.84 0.76 0.58 0.88 0.66 0.75 0.81 0.35 0.75 0.45 0.92 0.85 0.94 0.71

App 0.87 0.96 0.97 0.87 0.93 0.87 0.91 0.62 0.80 0.48 0.95 0.84 0.97 0.78

HC 0.96 0.97 0.95 0.96 0.99 0.90 0.96 0.62 0.97 0.67 1.00 0.96 1.00 0.87

ITBN 0.91 0.94 0.83 0.89 0.76 0.91 0.87 0.47 0.55 0.57 0.71 0.66 0.63 0.60

CSPL 0.71 0.95 0.81 0.95 0.88 0.98 0.88 0.50 0.79 0.67 0.83 0.60 0.89 0.71

LFEA 0.95 0.98 0.95 0.99 0.97 0.99 0.97 0.92 0.95 0.94 0.97 0.92 0.94 0.94

CNN 1.00 0.99 0.99 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.99 0.99 0.99 0.99

r-CNN 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 0.99 0.98 0.99

per category as testing and the rest for training. To make all comparisons consistent, we remove

the contempt category from CK+ to form the same 6 canonical expression categories.

We evaluate each component in our combined feature set on these two datasets and sum-

marize the results in Table 5.1. The combined geometric feature and appearance feature pro-

duces significant performance boosted from either geometric or appearance feature alone. Even

compared to some state-of-the-art methods listed in the table [192, 219, 78], the handcrafted

features already achieve competitive performance. Using our CNN and r-CNN features, the

performance on both CK+ and MMI approaches 100%, which demonstrates CNN’s capabili-

ty in the canonical expression recognition task. The regularized r-CNN features improve the

result of CNN marginally since both are working extremely well. However, the advantages of

r-CNN will become clearer in the following section when being evaluated on the customized

expression dataset.
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Table 5.2: Precision/Recall, F1 score and correction ratio (C-Ratio) comparison on geometric

feature (Geo), appearance feature (App), handcrafted feature (HC) combining Geo and App,

CNN feature of C6 layer (CNN-c6), CNN feature of F7 layer(CNN-f7), simple combination

HC + CNN-fc7 and HC + CNN-c6, and our regularized CNN (r-CNN) feature. The classifier

for all features is HMM.

Feature Precision Recall F1 Score C-Ratio

Geo 0.66±0.14 0.63±0.13 0.65 0.19±0.16

App 0.85±0.08 0.85±0.11 0.85 0.13±0.10

HC 0.86±0.08 0.89±0.10 0.87 0.12±0.10

CNN-f7 0.79±0.11 0.78±0.13 0.79 0.25±0.20

CNN-c6 0.82±0.08 0.79±0.17 0.80 0.15±0.15

HC+CNN-f7 0.87±0.06 0.84±0.13 0.85 0.14±0.14

HC+CNN-c6 0.89±0.05 0.85±0.11 0.87 0.12±0.11

r-CNN 0.90±0.06 0.89±0.09 0.89 0.10±0.09

5.5.2 Evaluation on Customized Expression Dataset

In order to evaluate our framework on customized facial expression task, we collect a cus-

tomized expression dataset using the following procedure. We first ask the subject to define 5

to 10 expressions they would like to act, where the expressions could be arbitrary; they do not

necessarily belong to the six canonical expressions and the expressions can be intensive or sub-

tle. For each customized expression, we record a short video (1 to 2 seconds) for training. Then

the subject is asked to record a 2-minute test video by performing their customized expressions

in arbitrary order repeatedly for 3 to 5 times. In total, we collected ten testing videos.

Comparing different features.

We first evaluate different subsets and variants of the proposed feature set on the collected

dataset with the same classification method in Section 5.4.1. We summarize the comparison

results in Table. 5.2 in terms of precision, recall, F1 score and correction ratio (C-Ratio). The
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Table 5.3: Precision/Recall, F1 score and correction ratio (C-Ratio) comparison on kNN, en-

semble of SVMs (eSVM), HMM with observation from kNN (HMM-kNN) and HMM with

observation from ensemble of SVMs (HMM-eSVM). The features for all classifiers are the

r-CNN feature.

Classifier Precision Recall F1 Score C-Ratio

kNN 0.85±0.08 0.81±0.19 0.83 0.17±0.14

eSVM 0.86±0.13 0.81±0.15 0.83 0.11±0.09

HMM-kNN 0.86±0.08 0.89±0.10 0.87 0.13±0.11

HMM-eSVM 0.90±0.06 0.89±0.09 0.89 0.10±0.09

correction ratio is defined as the number of incorrect detected expression intervals over the num-

ber of groundtruth intervals that fail to yield a higher-than-threshold overlap with a groundtruth

expression interval. For each metric, we show the mean and standard deviation across the test

dataset. Note that our handcrafted feature achieves higher precision and recall compared to the

CNN feature, which achieves almost perfect results on CK+ and MMI. This suggests that CNN

training is overfitted to the canonical facial expressions and thus generalizes poorly to the other

customized expressions. This is evident as c6 layer feature is much better than f7 layer feature,

where the latter is more tuned for recognizing the six canonical expressions. Simply combining

handcrafted feature with CNN feature, however, does not improve the performance (similar F1

scores and correction ratios). In contrast, with our r-CNN structure, we can learn features that

are complementary to handcrafted features and the fused feature outperforms both.

Comparing different classifiers.

To justify our classifier choice, we compare it to ensemble of SVMs (denoted as eSVM) as well

as a baseline classifier k-nearest neighbor (kNN). We list the comparison results in Table 5.3

for all different combinations of these techniques (eSVM, kNN, HMM-kNN and HMM-eSVM)

using r-CNN features. While kNN and eSVM show little difference in Precision/Recall, eSVM

is better in the correction ratio, which indicates that e-SVM predicts better expression occur-

rences than kNN does. After combining with HMM, significant improvements are achieved
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Figure 5.5: A cutout character animation generated by our system based on a test facial per-

formance. The output probabilities of the trained expressions (neutral, mouth right, close eye,

tongue out and mouth right up) for each selected frame are plotted in colored lines.

both from kNN to HMM-kNN and from eSVM to HMM-eSVM (more than 4% in terms of F1

score). These prove that the HMM play a positive role in boosting the performance by incorpo-

rating the temporal coherence prior. A sample sequence of customized expression recognition

for animation is shown in Figure 5.5.

5.6 Discussions

While the canonical expressions among different people exhibit large degrees of consistencies,

customized expressions can have very large inter-personal variations (Figure 5.1). This presents
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Figure 5.6: Single expression comparison of canonical expressions and customized expression-

s. The precision, recall and average correction number are listed among smile, surprise, sad,

angry, silly, close eye, mouth up, cry and tongue out 9 expressions. The first 4 are canonical

expressions and the last 5 after the vertical dash line are the customized ones.

a big challenge for collecting labeled data for a large number of expression categories in order

to learn features that are more effective to arbitrary expression recognition, even for target-

ing user-specific customized expression recognition. In our collected dataset, there are user

expressions that belong to both the canonical categories, as we did not constrain the user on

what expressions to perform, and the customized or even unnameable expressions. We select

the most common canonical expressions from the video dataset, including smile, surprise, sad

and angry, and some recognizable user-specific expressions, including silly, close eye, mount

lift up, cry and tongue out. We summarize the results on these nine expressions in Figure 5.6,

where the left four are canonical expressions and the right five are user defined expressions.

Comparing the performance between the two groups, the correction numbers in the left group

are notably smaller than the right group, meaning that the canonical expressions can be recog-

nized with better performance even when our training is totally adaptive to specific users. This

is not surprising, as our r-CNN features are trained using the canonical expression face dataset.

But it indeed suggests that coming up with facial expression dataset with more variety or a bet-

ter method that has better generalization ability is important for real-life expression recognition

and thus in general for HCI.
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In this chapter, we provide an initial investigation over the customized expression recogni-

tion for performance-driven cutout character animation. We propose several types of features

including handcrafted features by combining geometric features derived from facial landmarks

and region-based appearance features selected with sparse learning, and Deep CNN features

learned with regularization from the handcrafted features. We demonstrate that the proposed

features can achieve state-of-the-art performance on conventional canonical expression recog-

nition benchmarks. Then an online ensemble SVM classifiers is proposed to recognize cus-

tomized expressions from few samples. A sequential HMM online smoothing is applied to

further boost the recognition performance by incorporating temporal coherency. Experiments

on our collected customized expression dataset demonstrate promising results.
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Chapter 6

Application II: Visual-cue Deception Detection

A higher level application, the deception detection, is investigated in this chapter. From the

previous chapter, we know that face landmark localization boosts the performance of expres-

sion recognition. Actually it helps many other visual applications such as face tracking. The

higher level analysis is built on the visual cues extracted by the face localizer including head

movement, head posture and facial expression. The significance of different visual cues and

their combinations are explored. Higher level synchrony feature is proposed to analyze the

interactive response from the interviewer and the interviewee. The synchrony pattern is served

to the SVM classifiers for the deception recognition.

6.1 Background

Implicit in all interpersonal interactions is the need to gauge whether an interlocutor is truth-

ful and authentic in his or her presentation of self. The expectation of truthfulness, in fact,

is one of the foundations of human discourse [72]. Yet, notwithstanding the importance of

this largely outside-of-consciousness assessment process, voluminous research has shown that

humans, unaided by technology, are very poor at detecting deception [2, 20, 187]. Average

detection accuracy is estimated at 54%, or only slightly above chance, and detection of decep-

tion specifically, as opposed to detection of truthfulness, is approximately 47% [20]. Those

accuracy estimates have included both lay and professional judges, although some recent ev-

idence points to experts achieving higher accuracy rates under interviewing conditions more

characteristic of their usual professional setting and task [23].

One reason cited for humans’ poor detection in interpersonal dialogue is that deceivers

take advantage of the give-and-take of interaction to adapt to any signs of skepticism in the
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interviewer’s verbal and nonverbal feedback. Deceivers adjust their messages to make their re-

sponses more plausible and their demeanor more credible [21, 193]. That same give-and-take,

however, has the potential to offer subtle clues to deception through the disruption of interac-

tional synchrony. Interactional synchrony refers to interaction that is non-random, patterned,

and aligned in both timing and configuration of kinesic behavior (i.e., head, face, body and

limb movement) with the rhythms and forms of expression in the vocal-verbal stream. It is

considered a key marker of interaction involvement, rapport, and mutuality. Synchrony may

take the form of simultaneous synchrony, in which two or more people’s behaviors mimic or

match one another (e.g., similar postures and facial expressions) in the same time frame and

behavioral changes occur at the same junctures. This is speaker-listener synchrony. Synchrony

may also be concatenous, in which one person’s behavior is followed by similar behavior from

the next speaker (e.g., each using rapid nodding while speaking). This serial form of synchrony

captures speaker-speaker and listener-listener coordination.

Hypothesis: The current investigation explores both simultaneous and concatenous syn-

chrony. It is premised on the possibility that engaging in deception disrupts interactional syn-

chrony and may therefore be a clue to its presence. Practitioners have suggested using rapport-

building techniques or interactional synchrony as an effective method for detecting deception:

in FBI interviews with terrorists and in police investigations [96, 138, 174]. However, few

systematic studies of rapport, coordination, synchrony or reciprocity have examined the effects

of synchrony on deception or vice versa [24, 56]. The emphasis typically has been on inter-

viewers using interactional synchrony to promote more verbal disclosures and confessions by

interviewees.

Our approach is a novel perspective on the role of synchrony in revealing deception in that

we are focusing on the interaction between the interviewee and interviewer rather than only the

interviewee side of the equation. Deception has been shown to be a cognitively and emotional-

ly taxing activity, especially when the stakes are high and the consequences of being discovered

are serious [88, 186]. Interactional synchrony entails a very close linkage among behavioral,

physiological and emotional manifestations such that synchrony is positively correlated with

rapport and empathy between interlocutors; conversely, incongruent feeling states and behav-

ioral states can disrupt coordination, synchrony and perceived rapport [107]. Mimicry, named
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the chameleon effect [8, 28, 52], is a non-conscious tendency to imitate others’ verbal and non-

verbal behaviors whereas we reserve the term ”mirroring” for visually based static behaviors

and not dynamic ones. In contrast, interactional synchrony is the smooth meshing in time of

the rhythmic, patterned activity of two interlocutors and thus is a better fit for the behaviors we

are interested in here because of the temporal component. If the behaviors involved are visual

ones and are identical in form (e.g. one person’s posture is just like the partner’s), the pattern is

mirroring. If he behaviors instead reflect some temporal, rhythmic and smoothly meshed coor-

dination between interactants, the pattern is called interactional synchrony1 Because deceivers

may experience various negative emotional states (or at least emotional states that diverge from

those of an interlocutor) and because deceivers may be too preoccupied with constructing plau-

sible verbal responses to attend to or coordinate their nonverbal behaviors with another, we

expect interactional synchrony to be attenuated and disrupted when interviewees are deceptive

as compared to when they are truthful. Even skilled deceivers may be unable to counter this

decrement in interactional enmeshment because conscious efforts to produce synchronous be-

havior patterns through mirroring another’s posture or matching another’s degree of animated

gesturing and facial expressions may appear “inauthentic” and “off” [71]. Deception thus may

be one cause of poor interactional synchrony and dissynchrony may be one sign that deception

is taking place.

Our hypothesis tested this possibility. Specifically, we expected that interviews with de-

ceivers are less synchronous than interviews with truth tellers. Initial research using manual

coding to evaluate synchrony suggested that deception alters the level of synchrony between

deceivers and receivers. The modality used for the questioning and the type of questioning also

affected the outcome [209]. Our goal is to determine whether computer vision techniques can

expand on previous research by automatically detecting synchrony behavior, which can then be

used to distinguish truthful from deceptive individuals. Testing this hypothesis required devel-

oping the computer vision methods to assess simultaneous and concatenous synchrony. Those

methods are a central focus of the current work.

1This definition of synchrony is differentiated from mimicry, mirroring, and other forms of behavioral adaptation
described in [22].
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Moderators: Little is known about whether moderator variables alter the patterns of syn-

chrony. Two possible factors were investigated here: the modality of interaction (face-to-face

or video-conferencing) and sanctioning of the deception. Video-conferencing is becoming a

widespread medium for communication and sanctioning may alter how deception is behavioral-

ly expressed [57]. Few experiments have examined video-conferencing and instead compare

face-to-face interactions to those in text-only modalities [70].

In addition, few experiments directly compare the situation where the experimenter has

sanctioned the deception to unsanctioned deception [61] and instead tend to focus on one or the

other. In many experiments, participants are told by an experimenter to deceive their partner

which may result in less nervousness, guilt, and dissynchrony. In other experiments, partici-

pants are allowed to choose whether or not to lie, which results in a lack of random assignment,

such that only confident or skilled deceivers may choose to deceive.

Our experiment examines both of these moderators, modality and sanctioning. We asked

the following research questions: (1): Is the synchrony between interviewer and interviewee

affected by the modality they are using (face-to-face or video-conferencing)? (2): Does the

sanctioning of the deception (sanctioned or unsanctioned by experimenter) affect the synchrony

between interviewer and interviewee?

Method: In overview, testing data were derived from a cheating experiment in which some

subjects cheated during a trivia game with a confederate and some did not, but all were encour-

aged to appear as credible as possible when interviewed about the game by expert interview-

ers from the Department of Defense [57]. Thus cheaters were expected to be deceptive and

non-cheaters, to be truthful. This kind of deception has been considered high stakes by other

researchers [108] and the subjects in our study were reminded that they were in violation of the

University’s honor code during their interviews. They knew they could face disciplinary action

for this act and thus, were under pressure to evade detection. All interviews were videotaped.

Separate cameras captured the interviewer and the interviewee and the time-aligned videos

were rendered in split screen form. Modality and sanctioning were experimentally manipu-

lated such that some participants were interviewed face-to-face and others were interviewed

via Skype. Some were told that the experimenters were aware of their cheating but that they

were to deny it to the interviewer (sanctioned version) whereas others received no such explicit



113

approval of their cheating (unsanctioned cheating).

The videotaped interviews were analyzed using computer vision methods for automated

analysis. The autonomous tracking of interactional synchrony cues are proposed to deal with

the cases where manual codings are not available. Also, as video is increasingly available (e.g.,

video data through the internet), manual coding would not be a suitable method for synchrony

tracking because coding is time- and labor-intensive. Autonomous nonverbal cues extraction

significantly improves such situations. Moreover, it is difficult for a person to track synchrony

across multiple cues (e.g., shakes, nods, smiles, and gaze) in real time. Thus, the main consid-

erations of proposing autonomous strategies to code the synchrony feature are to (1) save the

coding process time and labor, especially when the applications are large-scale, e.g., web based

video dataset; (2) improve the deception detection accuracy by investigating different nonverbal

cues, its fusion and feature selection methods; (3) investigate the factors which may influence

the synchrony feature. For example, the modality difference, Computer-Mediated Communi-

cation (CMC) vs. Face to Face (FtF), deceiver sanctioning, the type of nonverbal cues, the

confessor groups, etc. Considering the computer vision algorithms, Constrained Local Models

are used for detailed face tracking and head gestures [42, 157]. Our focus in this article is on

the automated tracking of head gestures and expressions of both the subject and the interview-

er, extracting normalized meaningful synchrony features and learning classification models for

deception recognition.

6.2 Relevant Work

6.2.1 Deception Detection

Deception is defined as a message knowingly transmitted to create a false impression or knowl-

edge on the part of the receiver [21, 185]. Early research focused on cardiorespiratory measures

to detect evidence of lies in the form of the polygraph [104, 127]. In recent years, scholars have

also added other physiological data such as neurological activity to identify liars [103].

The other main approach of detecting deception is to investigate nonverbal and verbal be-

havioral indicators of deception. For instance, there are many speech cues, such as pauses,
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voice pitch, interruptions, delay of response and response length that are associated with de-

ceit [184, 188, 189]. Verbal content indicators have included such features as the amount of

detail, logical inconsistencies, spontaneous corrections, or other cues [50, 189]. Nonverbal be-

haviors that have been examined for indications of honesty or mendacity, have included eye

contact, blinking, head movement, posture changes, gestures and leg movements [15, 26, 81,

145, 148, 173, 182]. Two ways in which these indicators reveal veracity is through signaling

arousal and emotional states: “the emotional arousal hypothesis suggests that deception pro-

duces various emotional states which may influence nonverbal signals” [185]. Indicators may

also reflect other processes such as cognitive load. Understudied is the extent to which ob-

served behaviors reflect the social interaction between interlocutors rather than internal states

of senders. This latter aspect motivated the current study.

Measurement of nonverbal behavior can be manual, non-computational methods or auto-

matic computational methods [49]. Early research relied on trained observers’ rating, counting

or timing behaviors, which is the behavioral coding method [100]. This type of method is te-

dious and requires significant investment of labor and time. Moreover, there is no fixed rule

for those methods to segment, annotate and label observations, which may lead to confusion.

Hence, researchers have turned to automatic techniques to measure individual behaviors and

to assess the degree of similarity between the dynamic nonverbal behaviors of dyadic partners.

These methods rely on motion-tracking devices, image processing and video-based computer

algorithms [26, 148, 182].

6.2.2 Face Tracking

Face tracking is a fundamental problem in computer vision. The face is a non-rigid and pose-

variant object, which increases the difficulty in tracking. Moreover, illumination, facial expres-

sion and occlusion are other factors that make the problem even harder.

There are two types of methods dealing with face tracking problems. One is to extract

local features and use standard trackers to trace the variation of the features. The other is to

directly approximate the shift between the consecutive frames of face images where the local

features are the same. In extracting features, the Active Shape Model [40] is one of the most

successful methods so far. It sets up a series of landmarks which capture the face profile. Those
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landmarks extract gradient or pixel value and do a local search to find the proper locations

along the face profile. A linear shape space is trained to constrain those landmarks in a face

shape. The Active Appearance Model [35] is another well-known algorithm to capture face

profile. Besides the shape landmarks, it imports face appearance and attempts to minimize the

error between the reference appearance and the searched appearance. Nevertheless, the global

shape or appearance may encounter problems of local variations. The Constrained Local Model

developed by Cristinacce and Cootes [42] represents a face as a combination of shape and local

feature templates. It is fitted by optimizing the shape parameters to match the image’s local

appearances to the templates. Improved methods are proposed based on those three above

models [39, 41, 136, 206].

6.2.3 Head Movement Detection and Facial Expression Recognition

Detection of head gestures has a long tradition including work by Kapoor and Picard [94] who

proposed a method to recognize head nods and head shakes based on two Hidden Markov

Models trained and tested on a two dimensional dataset from an eye gaze tracker. Kawato et. al

developed a method using “between eyes” templates [97]. Recently, sequential analysis tools

have become more and more important in gesture recognition. For instance, a Conditional

Random Field is imported in Quattoni et. al’s work [142]. They model the head motion as

a temporal sequence and establish a graphical structure to analyze the behavior. Moreover,

due to the complexity of real problems, Hidden-state CRFs and Dynamic CRFs are gradually

employed in analyzing time series data [137, 166].

Facial expression recognition is another important topic in the communities of computer

vision. The previous work can be categorized into two classes, image based methods and video

based methods [60, 140]. Image based methods neglect the dynamic characteristics during

an expression sequence. However, video-based methods deal with the dynamics to classify

expression. Many experiments have demonstrated the importance of the facial dynamics [16,

33]. In video based expression recognition, temporal segmentation of expression action events

and the representation of the dynamics are two major problems. Torre [170] used condensation

to trace the local appearance dynamics and Cohn [34] applied key point tracker to represent the

dynamics.
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Figure 6.1: Sample snapshots from tracked facial data showing a subject (left) and an inter-

viewer (right). Red dots represent tracked facial landmarks (eyes, eyebrows, etc.), while ellipse

in top left corner depicts the estimated 3D head pose of the subject; top right corners show the

detected expressions and head gestures for subject and interviewer.

6.2.4 Interactional Synchrony

Synchrony is the dynamic and reciprocal adaptation of behaviors between interactive partner-

s [49]. It is reflected by the relevant features of the interactive motion, i.e. head motion, facial

expression, etc. Although using synchrony to evaluate the deceptiveness of statements is a

rather new technique, an initial investigation using human coding has suggested that disrup-

tions in synchrony can distinguish between deceivers and truthtellers. It is perhaps due to their

cognitive load or their violation of conversational norms [56].

To evaluate synchrony, correlation is one of the mainstream methods [3, 12, 19]. After

extracting the motion or expression features, a time-lagged cross correlation is applied over

the two sequential single-channel features with certain time slot window and thus the response

indicates the degree of synchrony. Another strategy is to use recurrence analysis [146, 162]. For

a given two time series, every vector with delay t is compared with every vector in the second

time series. A recurrence matrix is created. By thresholding the distance between the two

vectors, the degree of synchrony is provided. The third type of methods are spectral methods.

Some methods focus on dealing with the two time series’ relative phase [139, 147]. Others

focus on measuring the overlap between the movement frequencies of the two interactants [48,
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Figure 6.2: The workflow of deception detection framework consisting face tracker, head pose

detector, expression detector, synchrony feature extractor and deception detection classifier.

145].

6.3 System Overview

We have developed a framework that is capable of analyzing synchrony and detecting decep-

tion. The framework includes tracking facial movements module, facial expression recognition

module and head movement detection module. The sample interface is shown in Figure 6.1.

Based on the single-channel features extracted by those modules, i.e., head nodding, head shak-

ing, smile, etc, we designed the temporal causality like strategy to generate synchrony features.

Using the higher level features, a data-dependent learning based classifier is designed to dif-

ferentiate deceptive groups from truthful groups. The whole flowchart is shown in Figure 6.2.

Each of the modules is illustrated in detail in the following subsections.
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6.4 Multi-pose Face Tracking

Face tracking is a challenging problem. The shapes of faces change dramatically with various

identities, poses and expressions. Furthermore, poor lighting conditions may cause a low con-

trast image or cast shadows on faces, which adversely affect the performance of the tracking

system. We have developed a robust face tracker [206, 207] based on the pose-robust OPM

initialization and hierarchical part-based regression together.

The local profile models capture the local appearances around each landmark point and are

used for selecting the best candidate landmark positions. We adopt a logistic regression based

learning method [208] to obtain weights w, b for template detectors.

p(vi = 1|si, I) =
1

1 + exp(wf + b)
, f = Φ(I, si) (6.1)

In (6.1), we formulate the possibility of locating a candidate landmark position as p(vi =

1|si, I) knowing the facial image I , the ith landmark candidate position si. Here vi is a random

variable indicating whether the candidate position is in the positive location. f is feature vector

extracted by Φ, which is the feature extraction strategy. In general, Histogram of Oriented

Gradient (HOG) [45] and Local Binary Pattern (LBP) [190] are widely used feature extractors

in appearance detection. To locate the facial features in varying poses, as stated in Chapter

2, the multi-view optimized part mixtures initialize the facial key points under many different

pose assumptions.

Fitting shapes in consecutive frames is conveniently considered as given the previous align-

ment result as initialization, fitting the face shape in the current frame, which could directly

utilize the algorithms proposed in the previous chapters, i.e. a hierarchical cascaded regression

stated in Chapter 4 fast and accurately localize the key points given the well-aligned previous

tracking result. Moreover, in chapter 4 we have proposed a graphical model based evaluation

strategy (4.8). This scheme allows us to have a measure of tracking success (confidence) for

frame, so we can have early detection and correction when drifting from the target.
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Figure 6.3: The flowchart of the user-defined expression recognition.

6.5 Head Movement and Facial Expression

From the landmark positions in each frame, we are able to estimate the 3D poses (pitch, yaw,

and tilt) and detect the relevant head gestures (head shaking, nodding, head towards front and

head turning away). To estimate the face pose, a linear Partial Least Squares (PLS) regression

model [79] is built for all linear regions in the shape manifold. This regression model takes the

x and y coordinates of the 79 landmarks as input, and predicts the pitch, yaw and tilt angles.

A = XB + F ∗ (6.2)

Matrix A represents the head pose parameters pitch, yaw and tilt. Matrix X is concatenated

by all the landmarks’ coordinates. B is the mapping matrix which we pursue and F ∗ is the

residual matrix indicating the variation. The head nod is a gesture in which the head is tilted in

alternating up and down, and head shake means that the head is turned left and right, repeatedly

in quick succession. Therefore, by differentiating the pitch value and yaw angles in each frame,

we are able to detect the head nod and shake, respectively.

A facial expression classifier is also built to detect facial expressions such as smile in chap-

ter 5. The framework is defined under user-defined expressions, the range of which is much

more than the traditional six expressions. Figure 6.3 shows the flowchart of our user-specific
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expression recognition. From the structure, our framework not only handles user-defined ex-

pressions but could also naturally facilitate to the traditional expression recognition task. For

the offline training stage, the customized images are prepared. Then the Convolutional Neural

Network features as well as handcrafted features are extracted and fused. An ensemble of one-

vs.-all SVM classifiers is applied for the frame-based expression recognition. An HMM filter

is further applied to smooth the temporal sequence output. The online testing stage is much

more straight forward. The input test frame is firstly processed for the feature extraction. Then

the recognition result is provided by the SVM-HMM predictor.

6.6 Interactional Synchrony

The interaction of people in a dialogue is directly indicated by head gestures and facial expres-

sion. However, the inner property of such interaction should be depicted by more profound

features. The subtle and significant way people influence each other can be seen through their

nonverbal synchrony. Synchrony refers to similarity in rhythmic qualities and enmeshing or

coordination of the behavioral patterns of both parties in an interaction [24]. Such synchrony

can either be simultaneous or concatenous. In Dunbar et al.’s work [56], synchrony can be

indicated by nodding or shaking, facial mirroring, etc. Providing pairs of interview videos, we

can capture head nodding or shaking and facial expressions (especially smiling) in videos by

our proposed facial tracking and facial expression detection methods. Based on such single-

channel features, we intend to check the simultaneous response from both two people in an

interview.

Individual feature vectors of two interview videos from one interviewer and one intervie-

wee can be viewed as two corresponding data sequences. We can get large response while

doing correlation over two sequences if the two sequences have similar magnitude at the same

position, which may measure the simultaneous response. If two sequences have similar magni-

tude at different position, we can take a time sliding window to compensate the time delay and

then calculate their correlation. Cross correlation is a standard method of estimating the degree

to which two sequences are correlated. The cross correlation of two signals with a latency d is
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Figure 6.4: sequences cross correlation scheme

defined as:

C(d) =

∑
i

(zi −
−
z)(yi−d −

−
y)√∑

i
(zi −

−
z)2

√∑
i

(yi−d −
−
y)2

(6.3)

where zi and yi are the ith element of sequence z and sequence y,
−
z and

−
y are the mean value

of sequence z and sequence y.

In order to accommodate concatenous synchrony, we divide two sequences into overlapped

time slots, as shown in Figure 6.4. The two sequences are required to have the same length.

Then we equally divide each sequence into m time slots. Starting from either of the sequences

at current time slot, we take [−t, t] time slots to calculate their correlation with the current time

slot. The largest cross correlation response is chosen as the current time slot’s feature value.

We repeat such procedure for every time slot in a sequence. As a result we obtain a cross

correlation based synchrony feature vector with length m.

6.7 Feature Selection and Deception Detection

Once we obtained effective single-channel feature, e.g. head-nodding, smiling, looking for-

ward, a synchrony feature is formed by combining those single-channel features. The single-

channel features are normalized, and then a weighted vector concatenation is applied to gen-

eralize a uniform feature vector. The weights for different single-channel features can either

be tuned by k-fold cross validation or empirical setting. Such combination may not lead to

optimal feature representation. Moreover, in the single-channel feature extraction step, noise

may be introduced. Inside the combined feature, different feature elements may be correlated.
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Algorithm 4 Genetic Algorithm for feature selection.
1: Input: Initialized random feature selectors

2: Output: Optimized feature selectors.

3: repeat

4: Crossover on parent selectors

5: Mutate on parent selectors

6: Test performance on whole population, choose the top N candidates

7: set the top N candidates as parent selectors

8: until accuracy can not increase or iteration number exceeds

9: set top parent candidates as optimized feature selectors

Therefore, we chose the most effective feature elements out of the original synchrony feature

vector to remove noise and redundancy.

This feature selection was achieved by Genetic Algorithm (GA). In this process, we ran-

domly set the initial feature selectors consisting of 0/1 elements, in which 0 indicates not select-

ing and 1 means selecting. In each generation, such random feature selectors would crossover

and mutate to generate new descendants. Then among the whole population, the algorithm

will choose the top candidates which achieves the best performance in the classification task.

Such iteration repeats until the accuracy cannot be increased or the maximum iteration limit is

reached. Algorithm 4 illustrates this procedure in detail.

Obtaining the effective and precise selected synchrony features, we formulate the deception

detection problem as a classification problem. We intend to differentiate the truthful group from

the deceptive group, which is a two-class classification problem. Since the training volume is

not large and the aim is to minimize the misclassification rate, we maximize the margin of those

two groups and thus choose support vector machine (SVM) [181] as our first layer classifier.

In addition, inside the deceptive group, it can be further classified as the sanctioned cheating

group in which people are allowed to lie before they take the examination dialogue, and the

unsanctioned cheating group in which people are not provided with any information about

deceiving. Similarly, we adopt SVM as our second layer classifier. In such way, we designed a

multi-layer SVM classifier for the deception detection task.
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As a summary, in this section we have introduced a face tracking module to trace the head

movement. Based on the head movement, we further set up the head pose detection module and

facial expression detection module to obtain gesture and emotion features. Such single-channel

features are not efficient enough for deception detection. We built a causal relationship based

synchrony feature as higher level feature. After feature selection, we designed a two-layer

SVM classifier to achieve the deception detection task.

6.8 Experiments

In this section, we first introduce the experimental protocols, and then show the tracking, ges-

ture and expression detection results as the input for the deception detection. Further, differ-

ent single-channel features are examined and the feature selection algorithm is investigated to

improve the recognition accuracy. Finally two-class and three-class classification output is il-

lustrated, which reveals the advantages of our framework for analyzing synchrony and hence

discriminating truth.

6.8.1 Experimental Settings

The analysis began with creating a database of 242 videotaped interviews of 121 interviewer-

interviewee pairs. Interviewees were students who participated in a trivia game and in some

cases were induced by a confederate to cheat. All participants were then interviewed by expert

interviewers about the game interaction and whether they cheated during the game. Approx-

imately half of the interviews were conducted over Skype and the other half were conducted

face-to-face to produce two modality conditions, CMC and FtF. Since a few of the pairs are

incompletely recorded, we selected 100 out of 121 pairs of videos as our training and testing

data. These video pairs vary from 4500 frames to 15000 frames. Although video pairs’ lengths

are different, we ensure inside each video pair, the interviewer sequence and interviewee se-

quence keep the same length, which allows using a fixed number of time slots to analyze the

video sequences.

To generate the synchrony feature, we set up certain width of time window. Each window

has the same size, which are 180 frames comprised of 6 seconds prior to the current frame
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Figure 6.5: Face tracking and expression, head pose estimation visual result. Left Top: Initial

face detection and landmark initialization. Left Bottom: Score plot of expression (smile or not

smile) recognition. Right: Facial landmark tracking result and head pose estimation(depicted

by pitch, yaw and tilt).

and 6 seconds following the current frame. Such window is tunable in practice. However,

since too large window size may mediate the synchrony pattern and too small window size

cannot capture significant pattern in synchrony, such window size is tuned according to the

experimental performance. In our case, we modified the window size, generated the synchrony

feature, and tested it on randomly chosen video segments. If the performance improved, we

modified the the window size again. This process was repeated until the window size reached

it optimum value. As our video pairs have length above 4500 frames, we set the window size

to overlap a half in consecutive manner so that the procedure lasts for the entire sequence and

generate a holistic synchrony feature.

6.8.2 Tracking, Gesture and Expression Detection

In the synchrony detection step, we extracted head nodding, head shaking, smiling and head

direction(looking forward or looking away). The visual result is shown in Figure 6.5. More

tracking results are shown in Figure 6.6. Head motion can be detected by analyzing pitch, yaw
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Figure 6.6: More visual results of the multi-pose tracking system. The first row are results from

one interviewer. The second row are results from the corresponding interviewee.

and tilt as demonstrated in section 2.2. Pitch depicts nodding action and yaw reveals shak-

ing action. The nodding and shaking synchrony patterns are shown in Figure 6.7. Based on

such single-channel features, we further combine the interviewer’s feature vector with inter-

viewee’s feature vector to form higher level features. A correlation-based method is adopted

to identify synchrony. Then a two-layer classification scheme is designed to separate 3 classes

(truthful group, sanctioned cheating group and unsanctioned cheating group). We first classify

the truthful group from the cheating group using non-linear SVM classifier, which is a two

class classification task. Then based on the result of the first step, we continue to classify the

cheating group into sanctioned cheating group and unsanctioned cheating group by another

non-linear SVM classifier. During the feature selection part, at each step we separately train a

feature selector using Genetic Algorithms. The feature selector is an efficient way to promote

the performance in recognition task because the raw features may have noise or redundancy.

6.8.3 Evaluation of Synchrony Features

Before using all features, different types of features should be investigated to find the effective

ones for classification. Our strategy is to leave each single feature out of the whole feature

vector and then test the recognition accuracy. We also identify the single feature’s recognition

accuracy and visualize the feature vector in plots to see the separability of each of the four types

of features (head nodding, head shaking, smiling or not smiling and look forward or look away).

During this step, we examine the average precision of classifying three classes, i.e., truthful,

sanctioned cheating and unsanctioned cheating classes, to evaluate each feature. Table 1 shows
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Figure 6.7: Synchrony pattern illustration in pitch and yaw angle curves. Left: Pitch curve of a

pair of interviewer and interviewee; Right: Yaw curve of a pair of interviewer and interviewee.

X axis stands for frame number and y axis represents angle degree (pitch or yaw).

the average precision of different feature combinations over the three-class classification.

Table 6.1 shows that in CMC, when the feature “Nod” or “Shake” is excluded from the

whole feature vector, the performance is higher than the rest. When the feature “Smile” or

“Look forward” is excluded, the performance drops. For FtF, the trend is opposite: “Nod” and

“Shake” are more significant in classification. When testing each single feature’s accuracy, it

appears that “Look forward” and “Smile” are more accurate than “Nod” and “Shake” for CMC.

And again, for FtF modality, “Nod” and “Shake” achieves higher accuracy than “Smile”, where

“Look forward” is not applicable in the FtF dataset. The reason is for FtF data, interviewer and

interviewee sit face to face. The look-forward feature should be defined by their local head

coordinates. But only one camera was capturing the scene, only allowing the global camera

Table 6.1: Detection accuracy evaluation of four features, “Nod”, “Shake”, “Smile” and “Look

forward”. “All but one” means that all features are used except the one of that column. “Single”

means using only the feature of that column.

Nod Shake Smile Look forward

CMC
All but one 0.422 0.437 0.356 0.311

Single 0.35 0.33 0.38 0.43

FtF
All but one 0.442 0.473 0.554 -

Single 0.513 0.464 0.435 -
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Figure 6.8: Mean feature vector patterns of three groups. Left: truthful group’s mean feature

vector pattern. Middle: unsanctioned cheating group’s mean feature vector. Right: sanctioned

cheating group’s mean feature vector.

coordinate. Thus the frontal face cannot be obtained by the camera coordinate.

In Figure 6.8, the vertical dotted lines separate the plot into 4 regions representing the four

separate features. The first column indicates the feature “Nod”, the second one is the feature

“Shake”, the third is the feature “Smile” and the last one is the feature “Look forward”. We

plot the average feature vector of each group in the subplots. The feature vector is 800 numbers

long, of which each region is with length 200 numbers. With the black line showing the trends

in the figure, we see that in region three, the pattern of the feature vector is obviously different.

In the subplot for the truthful condition, it is going down; in the subplot for unsanctioned

cheating, it is flat; in subplot of sanctioned cheating, it is going up. In region four, the average

value of those numbers is going down from above 0.9 to less than 0.9 until around 0.8.

In practice, we have applied nod, shake, smile, looking forward and hit-miss rate proposed

in [134] for the single-channel features. Besides the “all-but-one” evaluation, we would like to

investigate each single-channel feature comparing to features proposed in [134] and our fused

synchrony feature. The comparison may reveal whether the proposed synchrony feature is

a valid one for deception detection and whether it is more advantageous other than features

proposed in [134] or single-channel features.

The feature proposed in [134] is mainly the hit-miss rate. The problem in that paper is to

detect deception from truth, which is a two-class classification problem. The proposed method

deals with three-class categorization problem, which is to classify truthful, sanctioned cheating

and unsanctioned cheating groups.

In Table 6.2, we listed the comparison of true positive rate, false positive rate and precision.
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Table 6.2: The accuracy of proposed synchrony feature, feature in [134] and each single channel

feature. “TP” and “FP” stand for true positive and false positive.

TP FP Precision Recall

CMC

Proposed 0.667 0.167 0.668 0.667

[134] 0.420 0.289 0.429 0.420

Nod 0.370 0.314 0.374 0.370

Shake 0.370 0.316 0.360 0.370

Smile 0.437 0.282 0.432 0.437

Look forward 0.462 0.261 0.478 0.462

FtF

Proposed 0.651 0.187 0.668 0.651

[134] 0.442 0.280 0.442 0.442

Nod 0.372 0.338 0.394 0.372

Shake 0.395 0.319 0.395 0.395

Smile 0.349 0.349 0.339 0.349

For the CMC database, the fusion feature achieves largest true positive and precision rate, with

smallest false positive rate. In contrast, the feature proposed in [134] shows limited advantages

over other single-channel features. The reason may be that our proposed fusion feature includes

the feature proposed in [134] and we applied efficient feature selection method to improve the

accuracy. The same observation appears to the FtF database, which consistently reveals that

the synchrony feature is a more efficient higher level feature in detecting deception.

6.8.4 Evaluation of Feature Selection

We applied Genetic Algorithm (GA) for feature selection in our framework. In GAs, there are

several parameters to influence the recognition rate. Basically, they are the length of selected

elements, crossover segment number, mutation ratio, the amount of population for each genera-

tion, etc. The length of selected feature elements are decided by other factors such as crossover

segment number, mutation ratio, the amount of population, etc. Since all other factors are fi-

nally reflected to the length of elements, for simplicity, we investigate how the recognition rate
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Figure 6.9: The relationship between proportion of feature length and classification accuracy.

varies with the selected feature length.

To experiment with the parameters in the Genetic Algorithm, we set the crossover segment

number to vary from 2 to 100, the crossover time varied from 1 to 3 and the mutation ratio varied

from 0.005 to 0.05. For each set of parameters, we independently ran the Genetic Algorithm 5

times. Each time we got the recognition rate together with the selected feature length. When all

the sets of parameters were listed, we analyzed the relationship between recognition rate and

the feature length. Then the curve is plotted in Figure 6.9.

In the plot, the horizontal axis means the proportion of the original feature length and the

vertical axis stands for the recognition rate. From Figure 6.9, we observe that as the proportion

decreases from 1 to 0.8, the recognition rate is increasing until it reaches 0.75, when the accura-

cy reaches maximum. And as the proportion goes down from 0.7 to 0.4, the accuracy decreases

almost monotonically. We think that the feature vector with full length may contain redundan-

cy and noise. After feature selection, the useful feature elements are selected, by which the

redundancy and noise are removed. As a result, the accuracy is expected to increase. When the

feature length is continuously shortened, some of the useful information in the feature vector

may be eliminated. In this case, the accuracy may decrease as the figure shows. As a conse-

quence, in this experiment, 0.75 is considered optimal proportion of feature length to achieve

the best accuracy.

With optimal chosen parameters, comparing the accuracy of features with and without fea-

ture selection, for two-class classification, the original accuracy is 54.2% and the accuracy with
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Table 6.3: The accuracy of classifying the truthful and deceptive cases. “TP” and “FP” stand

for true positive and false positive.

TP FP Precision Recall

CMC

Truthful 0.667 0.200 0.625 0.667

Deceptive 0.800 0.333 0.828 0.800

Average 0.734 0.267 0.727 0.734

FtF

Truthful 0.750 0.259 0.632 0.750

Deceptive 0.741 0.250 0.833 0.741

Average 0.744 0.253 0.758 0.744

feature selection is 74.2%; for three-class classification, the original accuracy is 46.9% while

the accuracy after feature selection is 66.8%. The accuracy with feature selection is more than

10% higher than that without feature selection, which indicates that the feature selection is a

key step of accuracy improvement.

6.8.5 Evaluation of the Classification Accuracy

Two-Class Classification: Even with feature selection’s promotion, it is still possible to im-

prove the accuracy since proper classifier design could enhance performance. The initial three-

class classification using non-linear SVM scheme may not be perfect because it contains at

least three intersections of misclassification, which are intersections of truthful and unsanc-

tioned cheating groups, truthful and sanctioned cheating groups, unsanctioned cheating and

sanctioned cheating groups. Although the problem is to divide the data into truthful, unsanc-

tioned cheating and sanctioned cheating groups, it is at least a two-class’ classification problem,

which is truthful and cheating groups’ classification. We could continue to solve a two-class’

classification problem on the unsanctioned cheating and sanctioned cheating groups in the same

way. Hence, we get only 2 intersections of misclassification, misclassification of truthful and

cheating groups and misclassification of unsanctioned cheating and sanctioned cheating group-

s, which is expected to decrease the error recognition rate. We set both 15 test samples for

truthful group and cheating group. Thus 70 samples are the training samples, 16 in the truthful
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Table 6.4: The confusion matrix of classifying truthful and deceptive cases of CMC and FtF

modalities.

Truthful Deceptive

CMC
Truthful 10 5

Deceptive 6 24

FtF
Truthful 12 4

Deceptive 7 20

Table 6.5: The accuracy of classifying the truthful, unsanctioned and sanctioned cheating cases.

“TP” and “FP” stand for true positive and false positive.

TP FP Precision Recall

CMC

Truthful 0.667 0.200 0.625 0.667

Unsanctioned 0.600 0.133 0.692 0.600

Sanctioned 0.733 0.167 0.688 0.733

Average 0.667 0.167 0.668 0.667

FtF

Truthful 0.750 0.259 0.632 0.750

Unsanctioned 0.538 0.067 0.778 0.538

Sanctioned 0.714 0.172 0.667 0.714

Average 0.651 0.187 0.668 0.651

group and 54 in the cheating group. The performance is shown in Table 6.3.

The confusion matrix in Table 6.4 show that for the CMC dataset in the truthful group, 10

samples are correctly classified while 5 are not; in the cheating group, which is the combination

of unsanctioned cheating and sanctioned cheating groups, 24 samples are correctly classified

and only 6 are not. Table 3 shows the classification accuracy details. In CMC, “truth” precision

is 62.5% and “deception” precision is 82.8%, for an overall average of 72.7%. In FtF, the

precision values are 63.2% for “truth” and 83.3% for “deception” for an overall precision of

75.8%, which is roughly at the same level as CMC.

Three-Class Classification: After the classification of truthful and cheating groups, based
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Table 6.6: The confusion matrix of classifying truthful, unsanctioned and sanctioned cheating

cases of CMC and FtF.

Truthful Unsanctioned Sanctioned

CMC

Truthful 10 5 3

Unsanctioned 4 9 2

Sanctioned 2 2 11

FtF

Truthful 11 1 4

Unsanctioned 5 7 1

Sanctioned 2 2 10

on the cheating categorization result, we continue to classify the cheating group into unsanc-

tioned cheating and sanctioned cheating groups. The classification scheme is the same as first

step. However, the training and classification is data-dependent, especially in feature selection

and non-linear SVM classifier training.

Table 6.6 shows our final confusion matrices over all the three categories. In each category,

the number of correctly recognized samples dominates misclassified numbers. Further Table

6.5 illustrates that the precisions of all classes are above 60%, two of which are approaching

70%. The average accuracy is 66.8%, which is clearly a significant improvement over 47% [20].

6.8.6 Evaluation of confessors in deception detection

In the experiment, some of the interviewees confessed to deception during the interview. Before

they confess to the interviewer, the pattern may appear the same as cheating mode. After the

confession, they may have felt relieved and then performed in a similar fashion to truth-tellers.

The confessor group inside the cheating group may have influenced detection. We aim to

determine if the confessors were more synchronous than the non-confessors by evaluating the

dataset excluding the confessor group. Comparing to the results in section 3.3, we expect to

find the degree of synchrony by including and excluding such confession group.

Table 6.7 reports the confusion matrices of the three-class classification result on both CMC

and FtF databases. The diagonal elements of the two matrices dominate all the other elements
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Table 6.7: The confusion matrix of classifying truthful, unsanctioned and sanctioned cheating

cases of CMC and FtF in confession group excluded condition.

Truthful Unsanctioned Sanctioned

CMC

Truthful 27 3 1

Unsanctioned 10 18 2

Sanctioned 4 6 7

FtF

Truthful 14 2 0

Unsanctioned 2 2 1

Sanctioned 2 1 3

which reflect that our classification scheme groups most of the samples correctly. Further,

comparing Table 6.8 with Table 6.5, the excluding confessor classification achieves at least as

good as the including confessor scheme. Moreover, it shows that in “Truthful” group of both

CMC and FtF, the excluding scheme achieves 80.6% accuracy for CMC and 87.5% for FtF,

while the including scheme achieves 66.7% for CMC and 68.8% for FtF. Nevertheless, the

average precision of excluding confessor cases is slightly higher than including cases in both

CMC and FtF datasets.

To test the differences between the confessor group and non-confessor group, we set up

Hypothesis-Test experiments both for CMC and FtF databases. For the CMC database, we

have 109 valid video pairs and consequently 109 valid synchrony feature vectors. Among

the whole dataset, there are 78 non-confessors and 31 confessors. We propose the following

hypotheses:

H0: the confessor group has no difference with the non-confessor group.

H1: the confessor group has difference with certain significance level, which is to reject

H0.

Our experiment is set up under the Monte-Carlo framework. The first experiment is to

randomly divide the 109 feature vectors into two sets, one for training and the other for testing.

Generally the training and testing volume is equal. Then we record the test accuracy of a

one-time experiment and repeat this experiment 100 times. Each time the training and testing
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Table 6.8: The accuracy of classifying the truthful, unsanctioned and sanctioned cheating cas-

es in confession group excluded condition. “TP” and “FP” stand for true positive and false

positive.

TP FP Precision Recall

CMC

Truthful 0.871 0.298 0.659 0.871

Unsanctioned 0.600 0.188 0.667 0.600

Sanctioned 0.412 0.049 0.700 0.412

Average 0.667 0.201 0.671 0.667

FtF

Truthful 0.875 0.364 0.778 0.875

Unsanctioned 0.400 0.136 0.400 0.400

Sanctioned 0.500 0.048 0.750 0.500

Average 0.704 0.251 0.702 0.704

datasets are partitioned again. Thus, we independently conduct the experiment 100 times and

obtain 100 classification accuracy records for the 109 feature vectors. The second experiment

was to remove the 31 confessors from the whole 109 feature vector group. With only 78 non-

confessors, we conduct the same experiment as before. We independently repeat the training

and testing process 100 times. Each time the training and testing datasets are re-partitioned.

The final classification accuracy is recorded for comparison.

After the two separate experiments, we obtain two accuracy vectors, each of which is with

100 elements. Then we apply t-test over the two vectors under the null hypothesis with sig-

nificance level 0.05, which is acceptable for most hypothesis-test experiments. For CMC ex-

periment, the t value is 5.87 and the threshold from t-table is 1.66. Since 5.87 is larger than

1.66, we reject the null hypothesis with probability 0.95. For FtF experiment, the t value is 8.55

and the threshold from t-table is 1.66. Since 8.55 is larger than 1.66, we again reject the null

hypothesis with probability 0.95.

The accuracy histogram is visualized for comparison in Figure 6.10. The blue columns

represent the overall group accuracy and the red columns stand for non-confessor group accu-

racy. The vertical axis is the accuracy interval. Each interval calculates the accuracy below that
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Figure 6.10: Accuracy histogram of overall and non-confessor groups. Left: Accuracy his-

togram of CMC database. Right: Accuracy histogram of FtF database.

threshold. The horizontal axis means how many times the accuracy appears inside the interval

of vertical axis. Clearly, we observe that the distribution for the two groups is different. This

supports the idea that the confessor groups undermine classification accuracy.

6.9 Discussions

In this investigation, we hypothesized that the introduction of deception into an interview would

disrupt the synchrony of a dyad. We also examined whether the modality of the interview (CM-

C vs FtF) and the sanctioning of deception by the interviewee would affect the diagnosticity

of synchrony. The analysis of the CMC and FtF conditions were proposed in parallel fashion,

but the four features (head nod, head shake, smile and look forward) had different signifi-

cance in the two modality conditions, possibly due to the physical location of the camera or

individuals in each. Both in two-class and three-class classification, the performance of CM-

C and FtF datasets achieved the same degree of accuracy, which suggests that the degree of

synchrony was not influenced much by the modality of communication. This finding is con-

sistent with other synchrony research based on manual coding [55]. Nevertheless, from the

three-class classification result, the sanctioned cheating group is well separated from the un-

sanctioned cheating group, which indicates sanctioning is a key factor to influence synchrony
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and as a result discriminates unsanctioned cheating from sanctioned cheating. This finding

does not contradict findings from synchrony research using manual coding which found the

unsanctioned deceivers most distinguishable. We state that sanctioning is a key factor for de-

ception detection but no judgment is made whether sanctioning group or unsanctioning group

is easier to detect. Moreover, the manual assessment of synchrony was at a gestalt level, not

at the level of detail presented here. Those deceivers who confessed during the interview also

influenced the classification process. Once the confessor group is removed, the truth-tellers are

much better separated from the deception groups than before.

Automatic methods can often detect events of synchrony which are missed by the human

coders for whatever reason. In particular, we found that while the human coders in the Dunbar

et al. study [56] would label a given video as having no synchrony in it, our software did de-

tect a number of synchrony events, producing disagreement between the results of the manual

analysis and the results of the automatic analysis. Despite a small percentage of false negatives

in detecting the events of interest (i.e., nodding, shaking, smiling), the results of the automatic

analysis are supportive of the initial hypothesis of synchrony being detectable and discrimi-

nating among conditions. This means that monitoring synchrony events, while establishing

implicit models of deception, may be useful for automatic deception detection.

False negatives (for shaking and nodding) are attributed to the poor resolution of the input

video and to the fact that the camera was not frontal to the faces. In particular, the face was

quite small, and although it was correctly tracked, the displacement of the facial landmarks was

sometimes not large enough to register as a nodding or shaking event. We believe that using

videos of better quality, with facial close-ups, will improve our results and confirm our findings.

In this chapter, we investigated how the degree of interactional synchrony can signal whether

deceit is present or absent. An automated framework has been introduced to analyze videos ef-

fectively, and a new group of features has been proposed that not only register synchrony but

also can detect deception at a reasonable accuracy. Future analysis will consider if the trend dis-

covered thus far by our computerized methods generalizes to the greater sample population and

also to other scenarios in which deception may be present. Furthermore, we will improve our

face tracking system by incorporating 3D deformable models [133, 47, 200] and sparsity-based

shape priors [213, 214].
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Chapter 7

Conclusions

In this thesis, we analyzed two most challenging situations, head pose variation and partial

occlusion, in the wild face landmark localization problem. Two specific algorithms towards

robustness in the wild conditions are proposed to deal with each of the problems. Moreover, we

proposed a unified framework to simultaneously deal with the two problems while preserving

the real-time efficiency. The extended user-specific expression recognition benefits from our

robust face alignment methods. Moreover, a visual deception detection framework is designed

based on all the previous proposed modules, i.e. expression recognition and robust landmark

localization, which is further extended to face tracking. The main contributions of this thesis

are summarized as follows:

• We proposed a fast multi-view cascaded face alignment algorithm to deal with the arbi-

trary head pose problem in the unconstrained face environment. An optimized part mix-

ture model is novelly designed to both simplify the landmark structure and increase the

localization accuracy. The bi-stage local search refines the local shape variance. Never-

theless, the simplified initial structure with the bi-stage local search approaches real-time

performance, which extends the applicability of the method.

• A new regression-based facial feature localization method using a consensus of occlusion-

specific regressors is presented. Those specific regressors are carefully designed to effec-

tively resist occlusion, which can be trained on standard image datasets without occlusion

labels. The consensus of sufficiently many independent regressors largely increases both

the robustness and the accuracy of the method. A semi-supervised label propagation

method is further introduced to provide the occlusion status of each landmark. In ad-

dition, to overcome the sensitivity problem of regression-based methods, we propose a

robust initialization strategy, a max-margin learning on the variations of the head poses.
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• A unified regression framework is proposed: A conditional holistic regression model is

proposed to address severe pose variation and a hierarchical parts regression model is in-

troduced to simultaneously search for optimal landmark configurations locally and infer

occlusion. A projection optimization method is proposed to directly derive the hierar-

chical part regressors from the holistic regressors, which further improves the alignment

accuracy while saving the training complexity. A graphical model is applied on the hier-

archical structure to evaluate the alignment likelihood, which provides potential for early

halting.

• As an immediate application of landmark localization, we proposed a user-specific ex-

pression recognition, which is a more general task other than the traditional six typical

expressions’ task. Under such framework, we explored a novel set of effective features to

enable accurate and robust recognition of a variety of customized expressions. To solve

the few training sample problem, an online few-shot SVM ensemble with an HMM-

based temporal filtering algorithm is introduced, which improves the temporal coherence

of expression prediction.

• Combining our developed face alignment and tracking, head gesture detection and ex-

pression recognition modules, a fully automatic visual cue extraction system is intro-

duced and synchrony information is modeled to detect deception. Insights are put into

investigating how synchrony influences the interaction of the two participants. Single-

channel visual cue features are examined to show how they contribute to the classification

of truth or deception. In-depth analysis are conducted for designing deception detection

systems. The deception detection problem is formulated as a classification problem.

Feature selection towards synchrony features and two-layer classifier design significant-

ly improve the detection accuracy from 54%, which is what a typical unaided individual

can expect, to 74%.

Our work also reveals the opportunity for some possible improvements and new directions

to expand the research in computer vision, computer graphics and machine learning. There are

some interesting points listed:

1) 3D face landmark localization and tracking
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Traditional 2D face landmark localization has encountered a set of bottlenecks. For exam-

ple, the head pose calculated by mapping 3D reference shape to 2D localization result is not

always accurate. It is because, the 3D reference shape or the 2D localization may be sparse,

which cannot guarantee the best match using the optimization methods. 2D dense landmarks

are hard to define, e.g. the points in the textureless area cannot be uniquely identified. However,

if the face landmarks are directly localized in 3D, many problems are easily solved, i.e. the head

pose is uniquely determined as the 3D dense shape is fixed. There are several ways to directly

localize the 3D face landmarks.

• 3D localization from face videos. The monocular view face videos must contain the

faces under different view points. Firstly applying 2D localization methods to provide

the 2D landmarks, a shape from motion scheme is applied to recover the 3D dense shape.

As the video plays on, the 3D shape could be refined from more and more frames’ 2D

localizations. The challenge with monocular 3D reconstruction is the lack of sufficien-

t 3D information. By obtaining the 2D information from different view points, such

information gap is gradually filled up.

• 3D localization from RGBD images or videos. With the development of hardware de-

vices, many instruments are convenient to provide the depth information, i.e. kinect. If

faces are set within proper distance, the devices could provide the depth of faces with

good granularity, e.g. the depth of checks and nose can be significantly differentiated.

Though noise exists in the capturing, there are many good smoothing algorithms to re-

trieve the 3D face shapes. In this direction, especially in the computer graphics, there are

already several pioneering work with quite good performance.

• Cooperative 3D localization. This direction is a more traditional one assuming there are

multiple calibrated cameras capturing the same face. The 3D shape can be well retrieved

by the canonical stereo matching. Some variation is that there is only one camera, which

is similar to the 3D localization from face videos. The images for different head poses

can be equivalently mapped to the images from different view-point cameras. In this

way, we could still apply the stereo matching to obtain the 3D face shape.

2) General rigid object localization and tracking
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The localization problem is essentially a detection problem. Face is approximately a rigid

object. Thus, our method could seamlessly applied to many rigid object localizations, i.e. in-

door scene desks, chairs, sofas and out-door scene cars, ships, etc. These applications are also

able to be extended to 3D situations, such as retrieving 3D objects in a room. These applications

lead to a higher level scene understanding, which is critical in robotics vision, autonomous

driving, video surveillance, etc. The 3D vision has shown its significance in approaching the

artificial intelligence.

3) Extended applications based on face landmark localization

As we have shown in chapter 5 and chapter 6, there are many extended applications which

are directly built on top of the face landmark localization. They are as listed below but not

limited to them.

• Face recognition. The preprocessing or registration of faces is a prerequisite for face

recognition. Faces without registration bring in large spatial noise and significantly in-

fluences the recognition rate. Recently, the 3D face alignment has shown the significance

in the top performance face recognition [167].

• Expression recognition. We have proposed a user-defined expression recognition frame-

work in chapter 5. Due to the data limitation, the CNN is overfitted to the traditional six

typical expressions, which lacks the generalization ability to other user-defined expres-

sions. The unsupervised or semi-supervised distribution transfer may also alleviate the

problem other than increasing the training data.

• Face animation. In chapter 5, with the expression recognition, we achieve the performance-

driven cutout character animation. More complex application could be directly achieving

face animation by rigging. The rigging information is obtained from the 2D or 3D face

landmark localization or tracking.

• Psychological analysis. In chapter 6, we conducted a video-based deception detection

analysis. The modules such as face tracking and expression recognition can be applied to

other similar applications, such as American Sign Language (ASL) and autism analysis.
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