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Abstract of the Dissertation  
 

Amygdala Mechanism s of Fear Suppression  

By Alon Amir 

Dissertation Director: 
 Prof. Denis Pare 

 

The amygdala plays a critical role in mediating fear responses to a cue 

(CS) that was previously associated with danger (US) or to species-specific 

stimuli such as predators. However, for proper behavioral functioning, these 

defensive behavioral tendencies must, at times, be suppressed. For example, 

animals have to suppress fear responses elicited by the CS when the CS is 

presented repeatedly in the absence of the US, a process called extinction of 

conditioned fear responses. In addition, animals have evolved defensive 

strategies that minimize the likelihood of encounters with predators. However, in 

order to attain food, these defensive strategies must be suppressed.  

Intercalated (ITC) amygdala neurons are thought to play a critical role in 

the extinction of conditioned fear. However, we lack criteria to identify ITC cells in 

vivo and as a result, it has been impossible to test key predictions of ITC 

extinction models.  Among these, it was predicted that ITC cells are strongly 

excited by infralimbic inputs, explaining why infralimbic inhibition interferes with 

extinction. In the first chapter, I found ITC cells are strongly responsive to 

infralimbic stimuli and their unique responses to infralimbic inputs constitute a 

reliable criterion to identify them in behaving animals.  
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In addition, the amygdala regulates innate fear in a foraging task. In this 

task, rats had to leave a safe nest to retrieve food positioned at various distances 

from a robot predator. Intra-amygdala infusions of drugs that reduced or 

enhanced the activity of amygdala neurons respectively led to increases or 

decreases in risk-taking. While these findings indicate that the amygdala 

regulates innate fear responses, how it does so is unclear. To address this 

question, I recorded neurons in the basolateral nucleus while rats engaged in the 

foraging task. I found that the vast majority of projection cells became silent upon 

initiation of foraging. Last, by comparing the activity of BL cells during the 

foraging task with tasks that did not include explicit threats or rewards, we found 

that BL activity is best understood as reflecting a continuous evaluative process 

where internal states, reward availability, and threat determine whether rats will 

engage in a situation. 

  

 

 



iv 
 

Acknowledgements  
 

 

  

First, I express my deepest gratitude to Denis Pare, my thesis advisor for 

his outstanding mentorship. Denisô scientific knowledge, insight, enthusiastic and 

dedication have inspired me throughout my studies, and will remain with me as 

inspiration for the years to come. I also would like to thank the members of my 

thesis committee, James Tepper, Bart Krekelberg, Tibor Koós and Gregory Quirk 

for their time, effort, guidance and valuable input.  

I would like to thank all former and current members of the Denisô lab for 

their friendship, help, support and stimulating discussions throughout my PhD. I 

would like to especially thank a number of lab mates with whom I have 

collaborated with over the years. First, I would like to thank Taiju Amano for his 

contributions to the in vitro electrophysiology study. In addition, I would like to 

thank Cagri Temucin Unal for teaching me in vitro electrophysiology. I would like 

to thank Seung-Chan Lee, Drew Headly and Darrell Haufler for their contribution 

to the in vivo studies. Moreover, I would like to thank Jagdish Patel for teaching 

me building and implanting silicon probes in rodents. I would like to thank Shuzo 

Sakata for teaching me Juxtacellular labeling.  

I would like to thanks to Alfonso Renart, Liad Hollender, Jaime de la 

Rocha, Paul Chadderton, and Artur Luczak for their support and friendship during 

the early stage of my PhD. I would like to thank all my friends and colleagues at 

the Center For Molecular and Behavioral Neuroscience for their support and 

http://neurotree.org/neurotree/peopleinfo.php?pid=20999
http://neurotree.org/neurotree/peopleinfo.php?pid=20999
http://neurotree.org/neurotree/peopleinfo.php?pid=28879
http://neurotree.org/neurotree/peopleinfo.php?pid=28878
http://neurotree.org/neurotree/peopleinfo.php?pid=28878
http://neurotree.org/neurotree/peopleinfo.php?pid=3675
http://neurotree.org/neurotree/peopleinfo.php?pid=9428


v 
 

friendship throughout my PhD, with special thanks to Temucin, Bengi and Manas 

Unal and to Jagdish Patel for being there for me in all the good and bad times. 

You made my life in the USA much nicer and easier. Last, I want to thank my 

parents and family and to Alice Segal, who supported me throughout these 

years. 

 



vi 
 

Preface  
 

 

The study presented in chapters 3 was a collaborative effort between 

myself and Taiju Amao. This work was published (Amir et al., 2011). The studies 

presented in chapters 4 and 5 were a collaborative effort between myself, Seung-

Chan Lee, Drew Headly and Mohammad Herzallah. This work is currently under 

preparation for publication. 

 
 
 

 

 

 

  



vii 
 

 

Table of Contents  

 

 

Abstract  ................................................................................................................ ii 

Acknowledgements  ............................................................................................ iv 

Preface  ................................................................................................................ vi 

List of figures  ...................................................................................................... x 

List of abbreviations  ........................................................................................ xiii 

 

1.     INTRODUCTION .......................................................................................... 1 

1.1      Anatomical and physiological organization of the amygdala ........... 4 

1.2      Amygdala roles in fear acquisition, expression and extinction  ..... 15 

1.3 Overview of the experiments presented in this thesis  .................. 27 

 

2.     MATERIALS AND METHODS  ................................................................... 30 

2.1 Materials and methods for chapter 3  ............................................ 30 

Whole-cell patch recording of ITCm cells in vitro  ......................... 30 

Juxtacellular recording of ITC cells in vivo  ................................... 32 

2.2 Materials and methods for chapter 4 and 5  .................................. 39 

Behavioral protocol ....................................................................... 40 

Unit recording, clustering, and analysis ......................................... 43 



viii 
 

 

 

Statistical analyses ........................................................................ 44 

Histology ....................................................................................... 46 

 

3.      CONNECTIVITY AND INFRALIMBIC CONTROL OF ITC CELLS   .......... 47 

3.1 Introduction  .................................................................................. 47 

3.2 Results .......................................................................................... 49 

3.3 Discussion ..................................................................................... 68 

 

4. SUPRESSION OF AMYGDALA SIGNALING DURING FORAGING IN   

A HAZARDOUS ENVIOROMENT  ........................................................... 70 

4.1 Introduction  .................................................................................. 70 

4.2 Results .......................................................................................... 71 

4.3 Discussion ..................................................................................... 95 

 

5. FACTORS UNDERLYING BL ACTIVITY IN THE FORAGING TASK  .... 96 

5.1 Introduction  .................................................................................. 96 

5.2 Results .......................................................................................... 97 

5.3 Discussion ................................................................................... 106 

 

6. GENERAL DISCUSSION AND FUTURE DIRECTIONS  ....................... 108 

6.1 Connectivity and infralimbic control of ITC cells  ......................... 108 



ix 
 

6.2 Suppression of amygdala signaling during foraging in a hazardous 

environment and during control tasks devoid explicit threats or 

rewards ....................................................................................... 119 

 

7. REFERENCES ...................................................................................... 129 

 

 

 

 

 

 

 

 

 

 

 

 

  



x 
 

List o f Figures  

 

 

Figure 1.1. Summary of internuclear amygdala connections in 

Guinea pig éééééééééééééééééééé 15 

Figure 1.2. Summary of main internuclear amygdala connections in 

rat ééééééééééééééééééééééé... 15 

Figure 3.1. Identification of ITC cell clusters éééééééééé... 50 

Figure 3.2. Morphological properties of ITC neurons ééééééé 52 

Figure 3.3. Axonal projection patterns of ITC cells located in the 

cluster adjacent to CeL or to CeM éééééééééé 54 

Figure 3.4. Contrasting responsiveness of BL, Ce, and ITC cells to 

electrical stimuli delivered in the infralimbic cortex and 

brainstem éééééééééééééééééééé.. 56 

Figure 3.5. Examples of unit responses elicited by electrical stimuli 

delivered in infralimbic cortex or brainstem éééééé.  59 

Figure 3.6. In spontaneously active CeM neurons that could be 

backfired from the BS, IL stimuli elicit a marked inhibition 

of baseline activity éééééééééééééééé... 61 

Figure 3.7. 
The position of the BLA-Ce border can be identified 

based on the contrasting pattern of antidromic 

 

 



xi 
 

responsiveness of Ce and BLA neurons to brainstem and 

IL stimuli, respectively ééééééééééééééé.   

 

62 

Figure 3.8. ITC cells can be identified during extracellular recordings 

on the basis of their unusual IL responsiveness éééé 

 

65 

Figure 3.9. Overlapping distributions of action potential properties 

and firing rates in ITC, BL, and Ce neurons éééééé  67 

Figure 4.1. Experimental paradigm, apparatus, and behavioral 

results éééééééééééééééééééééé  72 

Figure 4.2. Behavior of a representative rat on individual trials 

carried out in the absence and presence of Robogatoré. 75 

Figure 4.3. Representative examples clustering ééééééééé 76 

Figure 4.4. Criteria used for classification of BLA cells éééééé. 77 

Figure 4.5. Examples of Type 1 PNs éééééééééééééé 80 

Figure 4.6. Examples of Type 2 PNs éééééééééééééé 81 

Figure 4.7. Population analyses éééééééééééééééé 82 

Figure 4.8. Comparison between firing rates of Type 1 and 2 PNs as 

a function of trial type ééééééééééééééé.. 86 

Figure 4.9. Activity of significantly modulated presumed ITNs during 

the foraging task ééééééééééééééééé.. 91 

Figure 4.10. Activity of presumed ITNs during the foraging task éé... 92 



xii 
 

Figure 4.11. Histological verification of recording sites ééééééé 94 

Figure 5.1. Activity variations of Type-1 and 2 PNs during QW, SWS  98 

Figure 5.2. Shuttle task éééééééééééééééééé...... 99 

Figure 5.3. Variations in the activity of Type-1 and 2 PNs during the 

foraging and shuttle tasks ééééééééééééé.. 100 

Figure 5.4. Activity variations of presumed Type-1 and 2 PNs during 

open field task éééééééééééééééééé.. 102 

Figure 5.5. Relation between the firing rate of PNs and movement 

speed in the Robogator and shuttle tasks éééééé... 104 

Figure 5.6. Relation between the firing rate of PNs and movement 

speed and position in the Robogator tasks éééééé. 106 

Figure 6.1 Interactions supporting fear expression and extinction é. 118 

Figure 6.2 BL activity levels correlate with the animalôs current 

position along behavioral-inhibition/approach continuum . 126 

 

 

 

  



xiii 
 

 

List of Abbreviations  

 

AB accessory nucleus of the amygdala 

aCSF artificial cerebrospinal fluid 

Ast amygdalostriatal transition area 

BL basal nucleus of the amygdala 

BLA basolateral complex of the amygdala 

BNST bed nucleus of stria terminalis 

BOLD blood oxygen level dependent  

BS brain stem 

CB calbindin 

CCK cholecystokinin 

Ce central nuclear group of the amygdala 

CeL central lateral nucleus of the amygdala 

CeM central medial nucleus of the amygdala 

CRH cotricotropin releasing hormone 

CRs conditioned fear responses 

CS conditioned stimuli 



xiv 
 

D1R dopamine type 1 receptor 

FRs firing rates 

IL Infralimbic cortex 

ISI inter-trial interval 

ITC Intercalated 

ITCd dorsal intercalated clusters 

ITCl 
lateral clusters located along the external 

capsule 

ITCm 
medial clusters located along the internal 

capsule 

ITCv ventral intercalated clusters 

ITN interneuron 

LA lateral nucleus of the amygdala 

LFP local field potential 

LTP long-term potentiation 

MEA medial amygdala nucleus 

MGm medial geniculate body 

µOR µ-opioid receptor 

mPFC medial prefrontal cortex 



xv 
 

nAc nucleus accumbens 

PAG periaqueductal gray 

PB phosphate buffer 

PBS phosphate buffer saline 

PIN posterior internuclear nuclei 

PKC-ŭ protein kinase C-ŭ  

PL prelimbic cortex 

PNs projection cells 

PV calcium binding protein parvalbumin 

QW quiet waking 

SO spontaneously occurring slow oscillation 

SOM somatostatin  

SWS slow-wave sleep 

US unconditioned stimuli 

VIP vasoactive intestinal peptide 

 

 

 

 

 



1 
 

 
 

 

 

 

 

 

 

 

 

CHAPTER 1:  

INTRODUCTION 

 

 

 

 

 

 

 

 

 

 

 

 



2 
 

 
 

Fear, including its endocrine, autonomic, cognitive and behavioral 

correlates is elicited by unconditioned stimuli (US) such as electrical shocks or 

predators or by conditioned stimuli (CS) that were previously associated with 

adverse outcomes. Fear responses elicited by CSs are called conditioned fear 

responses (CRs). Fear responses enable animals to predict and avoid or 

appropriately respond to danger in the wild, thereby promoting survival and 

eventually increasing reproductive success. Therefore, the neural circuits that 

mediate fear responses have been retained by natural selection. As such, these 

neural circuits are expected to be conserved across species, including humans. 

Indeed, while the majority of studies on the neural circuits mediating fear 

responses have been conducted in rodents, it has been confirmed that the same 

neural circuits are present in primates, including humans (Buchel et al., 1998; 

LaBar et al., 1998; Kalin et al., 2004; Phelps et al., 2004; Phelps and LeDoux, 

2005).  

In search for the neural circuits that mediate fear responses, early studies 

focused on the role of the medial temporal lobe (Papez, 1937; Kluver and Bucy, 

1937). When the medial temporal lobe (including the amygdala) of monkeys was 

lesioned bilaterally, monkeys showed reduced fear responses. Afterwards, it was 

found that the impairment was due to the amygdala (Weiskrantz, 1956). Later, 

many studies demonstrated the important role of the amygdala in fear learning 

and expression. 

In animals, fear is studied using observable defensive behaviors such as 

freezing or flight responses. Unfortunately, subjective feelings of fear cannot be 
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measured and may not exist in animals and therefore cannot be studied. 

However, in humans, it has been shown that subjective or conscious feelings of 

fear and non-conscious implicit fear responses can be dissociated. Indeed, 

unconditioned or conditioned fear stimuli presented to healthy humans could 

elicit fear responses without the subjectsô awareness of the presented stimuli or 

their feeling fear (Lazarus and McCleary, 1951; Ohman and Soares, 1994; 

Anderson and Phelps, 2002; Olsson and Phelps, 2004; Bornemann et al., 2012). 

In addition, humans with focal amygdala damage exhibit impaired fear responses 

to a CS previously associated with a US. However, these subjects form an 

explicit memory of the association between the CS and the US. In contrast, 

humans with hippocampal damage cannot recall the CS/US association. 

However, they exhibit normal fear responses to the CS (Bechara et al., 1995; 

Feinstein, 2013). In sum, fear responses and their neural substrates are different 

from the neural circuits generating subjective feelings of fear, and from those 

allowing humans to form explicit memories of the feared stimuli. Therefore, fear 

responses should be viewed as parts of a generalized defensive system that help 

animals appropriately respond to threats.  

  The subsequent sections of this chapter will discuss current knowledge 

on the neural circuits that mediate implicit fear learning and responses. First, I 

will provide an overview of their anatomical and physiological organization. 

Second, I will summarize the role of these structures, including their involvement 

in fear learning, expression, extinction, and suppression. Below, note that for 

simplicity, I will use the term fear when in fact referring to defensive behaviors. 
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1.1      Anatomical and physiological organization of the amygdala  

The amygdala is a key structure for fear learning and expression (Davis 

and Whalen, 2001; LeDoux, 2000). The amygdala is a heterogeneous collection 

of twelve or so nuclei located in the medial temporal lobe. I will focus throughout 

this introduction on amygdala nuclei involved in the acquisition, expression and 

extinction of conditioned fear responses. These nuclei can be divided into two 

main groups: the first is the basolateral complex (BLA) which is a cortex-like 

structure that consists of the lateral, basal and accessory nuclei (LA, BL and AB, 

respectively); the second group is the central nuclear group (Ce) which is a 

striatal-like structure that consists of the central lateral and central medial nuclei 

(CeL and CeM, respectively) (McDonald, 1998).  In addition, the amygdala also 

contains cell clusters called the intercalated (ITC) cell masses (Sah et al., 2003). 

ITC neurons, a population of GABAergic cells, tend to aggregate in small densely 

packed clusters located in the main fiber bundles that surround the BLA laterally 

(external capsule) and medially (intermediate capsule) (Nitecka and Ben-Ari, 

1987; Pare and Smith, 1993b).  

 

 

Intr insic connections and physiological  properties  

 I will provide a short overview of the morphology, intrinsic connectivity and 

electrophysiological properties of BLA, Ce and ITC cells. 

 



5 
 

 
 

BLA: 

 The neural makeup of the BLA is similar to that of the cerebral cortex, 

except for the fact that BLA cells are randomly oriented (McDonald, 1992; 

Washburn and Moises, 1992; Pare et al., 1995b; Faber el al., 2001; Sah et al., 

2003). As in the cortex, most BLA cells (~80%) are glutamatergic projection cells 

(Kamal and Tombol, 1975; McDonald, 1992; Pape and Pare, 2010). Typical BLA 

glutamatergic projection cells exhibit multipolar dendritic trees covered with 

spines and axons that contribute collaterals within the vicinity of the cell before 

projecting outside the nucleus (Kamal and Tombol, 1975; McDonald, 1992; Pape 

and Pare, 2010). The majority of these cells exhibit regular spiking properties, 

with marked differences between cells with respect to the amount of spike 

frequency adaptation. This is due to variations in the expression of voltage and 

calcium dependent potassium conductances (Washburn and Moises, 1992; 

Rainnie et al., 1993; Pare el al., 1995b; Lang and Pare, 1998; Pape el al., 1998; 

Faber et al., 2001; Faber and Sah, 2002; Faber and Sah, 2003). There is no 

clear difference in the morphology of principal cells between the different BLA 

nuclei, except that cells in LA generally have a smaller soma diameter (10-15 

µm) compared to cells in BL and AB (15-20 µm) (Sah et al., 2003).  

The second group of cells (~20%) consists of local GABAergic 

interneurons. As in the cortex, interneurons in the BLA have non-spiny or 

sparsely spiny dendrites with local axons and they express a wide variety of 

markers (Kamal and Tombol, 1975; McDonald, 1992).  About half of the BLA 

interneurons express the calcium binding protein parvalbumin (PV). The second 
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biggest class of interneurons is the somatostatin positive (SOM) cell group. Other 

local interneurons are:  (1) small cells expressing vasoactive intestinal peptide 

(VIP) and cholecystokinin (CCK), (2) large CCK cells and (3) cells expressing 5-

HT-3A receptors (Kemppainen and Pitkänen, 2000; McDonald and Betette, 2001; 

McDonald and Mascagni, 2001; McDonald and Mascagni, 2002). Calbindin (CB) 

is usually coexpressed with PV, SOM and large CCK interneurons (Pitkänen 

and Amaral, 1993).  

 As in the cortex, PV interneurons target the soma, initial axon segment, 

and proximal dendrites of BLA projection cells (Smith et al., 2000). In contrast, 

SOM cells target the distal dendrites of BLA projection cells (Muller et al., 2007). 

Moreover, PV interneurons receive excitatory inputs from local BLA projection 

cells but very few from the cortex, and therefore are involved in feedback 

inhibition (Smith et al., 2000). In contrast, SOM cells receive excitatory inputs 

from the cortex and therefore participate in feedforward inhibition (Pitkänen 

and Amaral, 1993; McDonald and Betette, 2001; Unal et al., 2014). 

In terms of electrophysiological properties, most BLA interneurons are 

characterized by fast spiking patterns with narrow spike width and little or no 

spike frequency adaptation (Spampanato et al., 2011). Lastly, similar to cortical 

interneurons, many types of electrophysiological responses have been 

described, even among neurochemically homogenous interneurons (Rainnie et 

al., 2006; Woodruff and Sah, 2007; Jasnow et al., 2009).   
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Ce: 

 CeL and CeM each contain one main cell type (Cassell et al., 1986; Kamal 

and Tombol, 1975; McDonald, 1982; Pape and Pare, 2010). In CeL, the main cell 

type shows similar morphological and physiological properties as medium spiny 

striatal neurons. These cells have multiple dendrites densely covered with 

spines, and their axons make local collaterals before leaving the nucleus. In 

contrast, CeM cells have a larger soma, lower spine density, and dendrites that 

branch more sparingly (McDonald, 1982; Martina et al., 1999; Schiess et al., 

1999). Cells in CeL and CeM express a variety of peptides, such as protein 

kinase C-ŭ (PKC-ŭ), enkephalin, neurotensin and cotricotropin releasing 

hormone (CRH) (Day et al., 1999; Sah et al., 2003; Haubensak et al., 2010).  It 

has been shown that cells expressing different peptides mediate different 

components of defensive responses. For example, in CeL, it has been shown 

that PKC-ŭ+ positive cells have an anxiolytic effect, whereas PKC-ŭ- negative 

cells are anxiogenic (Haubensak et al., 2010). I will return to the PKC-ŭ pathway 

later in my introduction. CeM and CeL, additionally, contain a low number of local 

circuit aspiny GABAergic cells (Pape and Pare, 2010). 

In terms of physiological properties, most cells in CeL and CeM express a 

regular spiking firing pattern with some degree of spike frequency adaptation and 

hyperpolarization activated cation current (Dumont et al., 2002; Lopez de 

Armentia and Sah, 2004).  A low proportion of Ce cells additionally express T-

type calcium channels that are responsible for low threshold bursts of action 

potentials (Dumont et al., 2002).  
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ITC: 

 As I mentioned earlier, ITC neurons tend to aggregate in small densely 

packed clusters. These clusters are located in the external capsule lateral to the 

BLA as well as in the intermediate capsule that separates the BLA from Ce, 

effectively forming a sheet of GABAergic neurons around the BLA. The clusters 

located along the external capsule will be termed ITCl (lateral) and the medially 

located ones ITCm (medial) (Nitecka and Ben-Ari, 1987; Pare and Smith, 1993b).  

There are two classes of ITC neurons. The first class, which comprises 

the majority of ITC cells, is characterized by a small soma (8-19 µm, diameter), a 

flattened dendritic tree, and moderate to high density of dendritic spines 

(Millhouse, 1986). This class of cells expresses µ-opioid (µOR) and dopamine 

type 1 receptors (D1R) (Jacobsen et al., 2006). The second class, which 

comprises a minority of ITC cells, is characterized by a large soma (>40 µm, 

diameter) and aspiny dendrites (Millhouse, 1986; Jacobsen et al., 2006; Busti et 

al., 2011). In addition, these large ITC cells express metabotropic glutamate 

receptors 1Ŭ and form a sheet of cells surrounding the small packed ITC cell 

clusters (Busti et al., 2011). The functions of these large ITC cells are unknown 

and will not discussed further. 

In terms of electrophysiological properties, the small ITC cells have a high 

input resistance (500-900 Mɋ) compared to cells in neighboring nuclei 

(Garacitano et al., 2007; Marowsky et al., 2005; Royer et al., 2000a).  ITC cells 

exhibit little spike frequency adaptation and can sustain high firing rates 

(Garacitano et al., 2007; Marowsky et al., 2005; Royer et al., 2000a). 
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Tracing and cell labeling studies performed in guinea pigs revealed that 

ITC cells located in the intermediate capsule project toward other more medially 

located ITC cell clusters (Figure 1.1; Royer et al., 2000b). In addition, ITC cells 

inhibit other ITC cells located in the same cluster (Garacitano et al., 2007). 

 

Extrinsic connections  

The amygdala has direct connections with diverse brain structures 

including the cortex, hippocampus, thalamus, striatum, hypothalamus, basal 

forbrain, and brainstem nuclei (Pitkanen et al., 2000; Sah et al., 2003). As a 

result, the amygdala is in a position to receive complex sensory and internal 

information and influence a wide variety of processes.  

 

Afferent connections: 

The amygdala receives information about all sensory modalities: 

gustatory, visceral, auditory, visual, olfactory, and somatosensory (Sah et al., 

2003). I will describe how auditory, visual, somatosensory and polymodal inputs 

reach the amygdala since these connections are playing a role in the behavioral 

tasks used in this thesis. 

Auditory and visual inputs to the amygdala originate from association 

cortices but not primary cortical areas. The LA is the main recipient of these 

inputs (LeDoux et al., 1991). LA receives additional auditory information from a 

subcortical area, specifically the thalamic medial geniculate nucleus.  Visual 
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information from high order visual cortices and from the posterior thalamus 

terminates in LA, BL and CeL (McDonald, 1998; Shi and Davis, 2001).  

Cortical somatosensory information reaches the amygdala mainly from the 

parietal insular cortex (Shi and Cassell, 1998a). In similar fashion to the auditory 

and visual modality, the primary somatosensory cortex sends only sparse 

projections to the amygdala (Shi and Cassell, 1998a). Cortical somatosensory 

projections terminate in the LA, BL and CeL (Shi and Cassell, 1998a, Shi and 

Cassell, 1998b).  Subcortical somatosensory information originates from the 

following structures: (1) the parabrachial nucleus, (2) the medial portion of the 

medial geniculate, and (3) the posterior internuclear nuclei (PIN), which all 

terminate in LA, BL, AB and CeM (Bernard et al., 1993; Linke et al., 2000). Inputs 

that originate from the PIN also relay nociceptive information (Bernard et al., 

1989; Bordi and LeDoux, 1994; LeDoux et al., 1987). 

Polymodal inputs from the prefrontal cortex, entorhinal cortex, perirhinal 

cortex and hippocampus end in all nuclei of the amygdala. However, the BLA 

receives the majority of these inputs (Sah et al., 2003). The prefrontal cortex 

receives convergent information related to all sensory modalities. In addition, it 

plays an important role in behavior control and reward processing (McDonald, 

1998; Sah et al., 2003). The perirhinal cortex, entorihinal cortex and 

hippocampus participate in declarative memory, and relay spatial information 

about the environment to the amygdala (Milner et al., 1998). 

Input to ITC cells have received less attention than afferents to BLA and 

Ce nuclei. One of the main reasons is that the retrograde tracing methods that 



11 
 

 
 

are used widely to study connectivity between brain structures cannot be applied 

to such small structures as ITC cell clusters. However, as I mentioned earlier, 

ITC cells express D1R and indeed receive dopaminergic input from the midbrain 

dopaminergic system (Marowsky et al., 2005; Marcellino et al., 2012). In addition, 

the ITCm cells receive dense inputs from the medial prefrontal cortex (McDonald, 

1998; Pinard et al., 2012; Cho et al., 2013). These inputs play a major rule in the 

acquisition and extinction of conditioning fear.  

 

Efferent connections:  

 Amygdala nuclei project to a diverse array of cortical and subcortical 

structures. In contrast to amygdala afferent connections discussed above, there 

is a clear segregation of the targeted areas depending on the amygdala nucleus 

contributing the projection. Indeed, the BLA sends projections to the striatum and 

to the cortex, but does not send projections to the brainstem (Krettek and price, 

1977a; Krettek and price, 1977b; Krettek and price, 1978b). In contrast to the 

BLA, Ce sends dense projections to the brainstem, but not to the cortex and the 

striatum.  

The following high order cortical areas receive inputs from the BLA: the 

medial prefrontal cortex (mPFC), insula, hippocampus and rhinal cortices. The 

BLA sends only light projections to primary cortical areas (Pape and Pare, 2010). 

In addition, BLA projections to the striatum are strongest to nucleus accumbens, 

although some parts of the caudate nucleus also receive a significant BLA inputs 

(McDonald, 1991a; McDonald, 1991b).  In addition, the BLA and high order 

http://www.ncbi.nlm.nih.gov/pubmed?term=Marcellino%20D%5BAuthor%5D&cauthor=true&cauthor_uid=22986165
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cortical areas are reciprocally connected (Pape and Pare, 2010). Lastly, all BLA 

efferents originate from principal glutamatergic neurons (Sah et al., 2003).   

The CeM sends projections to the hypothalamus and different nuclei in the 

midbrain, pons and medulla (Sah el al., 2003). These subcortical structures are 

responsible for mediating fear responses such as freezing, potentiated startle, 

release of stress hormones, as well as changes in blood pressure and heart rate 

(Davis et al., 1994; LeDoux, 2000). Indeed, Ce stimulation elicits autonomic 

responses by directly activating neurons in brainstem autonomic system and by 

indirectly activating hypothalamic neurons that in turn modulate the brainstem 

autonomic system (Kapp et al., 1982; LeDoux et al., 1988). CeM sends 

projections to three main brainstem areas: (1) the periaqueductal gray (PAG) that 

mediates freezing, startling, analgesia and cardiovascular changes (Behbehani, 

1995; Rizvi et al., 1991); (2) the nucleus of solitary tract-vagal system; (3) the 

parabrachial nucleus that modulates pain (Gauriau and Bernard, 2002; Moga et 

al., 1990). CeM and CeL send projections to the dorsolateral and caudolateral 

areas of the hypothalamus, areas involved in mediating autonomic responses 

(Petrovich et al., 2001). Furthermore, the Ce makes reciprocal connections with 

the bed nucleus of stria terminalis (BNST) and their brainstem target areas 

overlap extensively (Dong et al., 2000; Dong and Swanson, 2004; Dong and 

Swanson, 2006). For instance, both Ce and BNST send strong projections to 

neuromodulatory systems: the basal forebrain cholinergic system, noradrenergic 

locus coeruleus, dopaminergic substantia nigra and ventral tegmental area, as 

well as to the serotonergic dorsal raphe nucleus (Davis and Whalen, 2001). By 
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means of these projections to modulatory systems, the amygdala is in a position 

to influence the excitability and synaptic plasticity of much of the brain (Hasselmo 

and Giocomo, 2006; Pape and Pare, 2010).  

 The ITC cells are local amygdala interneurons and their projections are 

mainly confined to the amygdala. One exception is that ITCm cells located in the 

dorsal cluster send projections to the amygdalostriatal transition area (Busti et 

al., 2011). In addition, in many biocytin-filled ITC cells obtained in slices, some 

axonal collaterals extend beyond the boundaries of the amygdala. However, 

where these axons end is unknown (Busti et al., 2011). 

 

Internuclear connections  

 Connections between amygdala nuclei are extensive and organized in a 

specific direction (Pitkanen et al., 1997). Within BLA, LA sends dense 

glutamatergic projections ventrally, toward the basal nuclei, BL and AB. In 

contrast, the basal nuclei send only sparse projections back to LA (Pare et al., 

1995a; Savander et al., 1995). Additionally, all BLA nuclei project to Ce, but Ce 

does not project back to BLA. More specifically, LA projects to CeL, but not to 

CeM, whereas the basal nuclei project to both, CeL and CeM (Krettek and Price, 

1978a; Pare et al., 1995a; Savander et al., 1997; Smith and Pare, 1994). 

 In addition to the direct excitatory connections from BLA to Ce, indirect 

inhibitory connections from BLA through ITCm to Ce also exist (Pare et al., 

2004). Tracing and cell labeling studies performed in guinea pigs revealed that 

ITCm cells along the intermediate capsule project to the adjacent sector of Ce. 
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Specifically, ITCm clusters located adjacent to CeL project to CeL, while clusters 

located adjacent to CeM project to CeM (Figure 1.1) (Pare and Smith, 1993a; 

Royer et al., 1999). Furthermore, as I mentioned earlier, ITCm clusters project 

toward other more medially located ITCm cell clusters but not laterally (Figure 

1.1). Related to this, Royer and Pare (2000b) showed that ITC neurons receive 

glutamatergic inputs from the adjacent region of the BLA (Figure 1.1) (Royer et 

al., 2000b). Thus, the results in guinea pigs indicate that there is a lateromedial 

correspondence between the position of ITC cells, where they derive 

glutamatergic inputs from BLA and where they project in Ce. One of my aims is 

to find out whether ITC connectivity in rats is the same as the ITC connectivity in 

guinea pigs. In contrast to ITCm, ITCl cells located along the external capsule 

send axonal projections toward the BLA (Marowsky et al., 2005).  

Within Ce, CeL sends dense GABAergic projections toward CeM, but 

CeM does not project back to CeL. Instead most projections that originate from 

CeM target downstream hypothalamus and brainstem structures mediating fear 

responses. Figure 1.2 summarizes the internuclear connections between the 

different amygdala nuclei (Pape and Pare, 2010).  

In conclusion, the internuclear connectivity of the amygdala, starting from 

the BLA and ending in CeM suggests that the BLA is the input station of the 

amygdala where the sensory information related to the CS and US converge, 

whereas CeM is the output station of the amygdala where projections to 

downstream structures mediating fear responses originate. 
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Figure1. 1 Summary of internuclear amygdala connections in Guinea pig; 
focusing on the ITC (adapted from Royer et al., 2000b).  

 

 

 

 

Figure 1. 2 Summary of main internuclear amygdala connections in rat (adapted 
from Pape and Pare, 2010). 
 
 
 
 
 

1.2      Amygdala roles in fear acquisition , expression and extinction  

 

In this section, I will provide a summary of the role of the amygdala in the 

acquisition and expression of conditioned fear responses, and then summarize 
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the amygdalaôs role in fear extinction.  Lastly, I will provide a summary of the role 

of the amygdala in innate fear.  

 

Fear learning:  

Learned fear represents an advantageous evolutionary adaptation 

because the ability to learn and appropriately respond to a stimulus that predicts 

a threat, or was previously associated with a threat, is key to survival. Classical 

fear conditioning is a laboratory model for studying the acquisition and 

expression of learned fear responses. In this model, repeated presentations of a 

stimulus such as a tone (conditioned stimulus, CS) paired with an aversive 

stimulus such as a footshock (unconditioned stimulus, US) leads to the formation 

of a CS-US association such that later presentation of the CS alone elicits 

conditioned fear responses. This experimental model has been very useful in 

identifying key brain structures involved in fear learning.  It has been found that 

the amygdaloid complex is necessary for the acquisition and expression of 

conditioned fear responses (LeDoux, 2000). 

 Since most of the available data regarding fear conditioning were 

obtained using an auditory cue as a CS, and by using foot shock as a US, my 

discussion on the acquisition, expression, and extinction of learned fear in the 

amygdala will focus on these sensory modalities.  

As I mentioned earlier, the LA receives auditory information (CS) from the 

medial geniculate body (MGm) and posterior intralaminar nucleus (PIN) of the 

thalamus as well as from the auditory cortex (LeDoux, 2000). In addition, LA 
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receives nociceptive information (US) through the PIN (LeDoux, 2000). In turn, 

LA neurons project to BL, AB and CeL, which send projections to CeM. CeM, a 

major output station of the amygdala, sends projections to brain areas that 

mediate components of fear responses (LeDoux et al., 1988; Davis and Shi, 

1999). 

The LA, which receives both CS and US information, is thought to be the 

site where the CS-US association is formed. Indeed, it was found that LA 

neurons show associative plasticity during fear conditioning, namely that the 

responses of LA cells to the CS increase after US-CS parings (Quirk et al., 1995; 

Collins and Pare, 2000). Moreover, an ex vivo study demonstrated that fear 

conditioning was associated with long-term potentiation (LTP) of thalamic and 

cortical synapses conveying CS information to LA neurons (McKernan and 

Shinnick-Gallagher, 1997; Tsvetkov et al., 2002). Also, Tsvetkov et al. (2002) 

showed that LTP of thalamic inputs induced by fear conditioning occludes 

electrically-induced LTP in LA (Tsvetkov et al., 2002). These results suggest that 

formation of the CS-US association depends on the potantiation of thalamic 

and/or cortical synapses to LA neurons. In agreement with this, lesion or 

temporary inactivation of LA during fear conditioning blocks the acquisition of 

conditioned fear responses (LeDoux et al., 1990; Wilensky et al., 1999; Maren et 

al., 2001). In addition, acquisition of fear memory is NMDA-dependent since 

administration of NMDA antagonists in LA during fear conditioning blocks fear 

learning (Fanselow et al., 1994). Lastly, LA neurons increase their firing rate to a 

presentation of CS after conditioning, and the activity of LA neurons is correlated 
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with fear behavior (Quirk et al., 1995). Altogether, these results suggest that LA 

plays a critical role in the formation of the tone-shock association.  

In order for the CS to induce fear responses, the CS information that is 

present in LA must be transferred to brainstem-projecting CeM cells. However, 

LA does not project to CeM. Instead, CS information from LA reaches CeM 

indirectly, via the basal nuclei, via the CeL, and via the ITC cell clusters.  Indeed, 

lesion studies suggest that CS information can be transferred using multiple 

pathways. Lesions of the basal nuclei before conditioning do not interfere with 

the acquisition of conditioned fear responses (Amorapanth et al., 2000; Nader et 

al., 2001; Holahan and White, 2002). However, post-conditioning lesions do 

(Anglada-Figueroa and Quirk, 2005). These results suggest that, in the intact 

brain, the basal nuclei participate in fear learning. However, when the basal 

nuclei are damaged, CS information can be transferred to CeM cells using other 

pathways. In agreement with the role of the basal nuclei in fear learning, many 

BL and AB neurons increase their responses to the CS as a result of fear 

conditioning (Herry et al., 2008; Amano et al., 2011). 

 As I mentioned above, pre-training lesions of the basal nuclei have no 

effect on the acquisition and expression of conditioned fear responses. 

Therefore, CS information reaches CeM output cells via a parallel route, namely 

through the CeL. Indeed, temporary inactivation of, or inhibition of protein 

synthesis in Ce block fear acquisition, suggesting that Ce is critically involved in 

the acquisition of conditioned fear responses (Goosens and Maren, 2003; 

Wilensky et al., 2006). However, in these studies, both CeM and CeL were 
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affected. A more recent study relying on selective inactivation of CeM or CeL 

revealed a different role of these nuclei regarding the acquisition and expression 

of conditioned fear responses (Ciocchi et al., 2010). As expected from 

connectivity studies, CeM but not CeL is required for the expression of 

conditioned fear responses (Ciocchi et al., 2010). In agreement with that, 

optogenetic activation of CeM by itself induces strong unconditioned freezing 

(Ciocchi et al., 2010). In contrast, inactivation of CeL but not CeM during the 

acquisition phase results in a memory deficit a day later. In sum, CeL is required 

for fear acquisition whereas CeM is required for fear expression (Ciocchi et al., 

2010). 

 In agreement with the above, CeM neurons exhibit one type of response 

to the CS: an increase in firing rate to CS presentation that positively correlated 

with freezing (Ciocchi et al., 2010; Duvarci et al., 2011). In contrast, CeL neurons 

exhibit two types of responses:  CeL-On cells that are excited during the CS, and 

CeL-Off cells that are inhibited during CS presentations (Ciocchi et al., 2010; 

Duvarci et al., 2011). It was further shown that CeL-Off cells express PKC-ŭ+ and 

CeL-On cells do not (PKC-ŭ-) (Ciocchi et al., 2010; Haubensak et al., 2010). 

These findings suggest that CeM projection cells are under tonic inhibition from 

CeL-Off cells. After fear conditioning, CS presentation excites CeL-On cells 

which in turn inhibit CeL-Off cells, and indirectly disinhibit CeM projecting cells.  

This hypothesis is supported by a more recent study. Li et al. (2013) found 

that fear learning results in the potentiation of LA synapses onto SOM+ positive 

CeL neurons, while those onto SOM- negative CeL neurons are weakened (Li et 
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al., 2013). It was further found that SOM+ neurons inhibit SOM- neurons, and 

that SOM- but not SOM+ neurons inhibit CeM projection neurons (Li et al., 2013). 

Therefore, after conditioning, SOM+ neurons are excited by LA input, while SOM- 

neurons are inhibited by SOM+ neurons. This results in disinhibition of CeM 

projection cells (Li et al., 2013). Furthermore, the acquisition of conditioned fear 

responses is abolished when the potentiation of LA synapses onto SOM+ cells is 

blocked (Li et al., 2013).  This result is consistent with the study cited above 

(Ciocchi et al., 2010) that CeL inactivation causes a deficit of learned fear. As 

expected, the vast majority of SOM+ neurons correspond to PKC-ŭ-, CeL-On 

neurons, while most SOM- neurons correspond to PKC-ŭ+, CeL-Off neurons (Li 

et al., 2013).  

Lastly, CS information reaches CeM via the ITC cells clusters. As I 

mentioned earlier, in guinea pigs, ITCm clusters located ventral to CeL receive 

LA inputs, and project to more medially-located ITCm clusters. The more 

medially-located ITCm clusters inhibit CeM projection cells.  The current 

hypothesis is that activation of LA neurons by the CS excites laterally-located 

ITCm clusters located dorsal to LA, which results in inhibition of more medially-

located ITCm clusters, and eventually disinhibit CeM projection cells (Pare et al., 

2004). A study in mice supports this hypothesis (Busti et al., 2011). However, 

one must take into account the differing orientation of the amygdala in these 

species. In the rat and mouse amygdala, Ce is medial to BL, whereas in guinea 

pigs, Ce is dorsal to BL.  Thus, the dorsoventral axis of the rat and mouse 

amygdala corresponds to the lateromedial axis of the guinea pig amygdala. As a 
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result, the laterally-located ITCm cluster in guinea pigs corresponds to the ITCm 

dorsal cluster (ITCd) in rats and mice. Whereas, the medially-located ITCm 

cluster in guinea pigs corresponds to the ITCm ventral cluster (ITCv) in rats and 

mice (Figure 1.1 and Figure 1.2).  Thus, fear conditioning is associated with an 

increased expression of the Zif268 protein (a marker for neural activity) in the 

dorsal ITCm cluster (ITCd) but not in the ventral cluster (ITCv) (Busti et al., 

2011). Further investigation is required to test these predictions.  

 

Fear extinction learning:  

In fear extinction, rats are repeatedly exposed with the feared object (CS) 

in the absence of negative consequences (US). This results in a reduction of fear 

responses to the CS. Three behavioral properties suggest that fear extinction 

depends on a new type of learning and does not simply result from erasure of the 

original CS-US association. First, whereas the original memory can last the 

lifetime of a rat (McAllister et al., 1986), expression of fear extinction decays with 

time, a phenomenon termed spontaneous recovery (Quirk, 2002). Second, 

expression of conditioned fear responses is context independent, meaning that 

they are expressed irrespective of the context where the CS is presented. In 

contrast, the expression of extinction is context dependent, meaning that testing 

in a context different than where extinction training took place results in a much 

weaker expression of extinction, a phenomenon termed renewal (Bouton and 

Bolles, 1979). Last, expression of fear extinction is abolished after unsignaled 

presentation of the US, a phenomenon termed reinstatement (Rescorla and 
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Heth, 1975).  These three behavioral observations do not support the idea that 

fear extinction results from erasing the original CS-US association but from the 

formation of a new context-dependent inhibitory memory that competes with the 

original fear memory. Below, I will review the neural circuits involved in the 

extinction of conditioned fear responses.  

Studies suggests that a distributed neural network including the amygdala, 

hippocampus, and mPFC participate in the acquisition and expression of fear 

extinction (Pape and Pare, 2010; Milad and Quirk, 2002). I will mainly focus on 

the role of the amygdala in fear extinction.  

Many studies indicate that synaptic plasticity in the BLA is required for 

acquisition of fear extinction. For example, intra-BLA infusion of NMDA receptor 

antagonists and ERK/MAPK inhibitors prevent the acquisition of fear extinction 

(Lu et al., 2001; Herry et al., 2006; Kim et al., 2007; Sotres-Bayon et al., 2007). In 

agreement with these observations, many BL neurons that show no responses to 

the CS during fear learning become CS responsive after extinction training. 

These cells are called extinction neurons (Herry et al., 2008; Amano et al., 2011). 

In contrast, another group of cells in the BL develop CS responses as a result of 

fear conditioning, but lose their responses after extinction training. These cells 

are called fear neurons (Herry et al., 2008; Amano et al., 2011). The last group of 

BL cells responds similarly to the fear neurons, but continues to be CS 

responsive after extinction learning. These cells are called extinction-resistant 

neurons (Herry et al., 2008; Amano et al., 2011). Duvarci and Pare (2014) 

suggest that extinction-resistant neurons might account for the maintenance of 
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the original CS-US association after extinction. Not only do fear and extinction 

neurons exhibit contrasting responses to CS presentation, but they are also part 

of distinct neural networks (Herry et al., 2008; Senn et al., 2014). For example, 

extinction neurons project to the infralimbic (IL) subdivision of the mPFC, a key 

structure participating in extinction learning (Sotres-Bayon and Quirk, 2010), 

whereas fear neurons project to prelimbic (PL) subdivision of the mPFC, a key 

structure participating in fear learning (Sotres-Bayon and Quirk, 2010; Senn et 

al., 2014). In sum, the existence of fear and extinction cells within the basal 

nucleus suggests that fear and extinction memory coexist in the amygdala.  

In contrast to BL neurons, CeM cells do not exhibit activity similar to 

extinction-resistance or extinction BL neurons. Instead, CeM neurons that were 

responsive to the CS after fear learning gradually lose their CS responsiveness 

during extinction learning, similar to fear neurons in the BL. Moreover, this 

decrease in firing rate is accompanied by a parallel decrease of fear responses 

elicited by the CS (Duvarci et al., 2011). The fact that CeM neurons lose their CS 

responsiveness during extinction training, while many BL neurons maintain it 

(extinction-resistance neurons), suggests that an inhibitory circuit prevents the 

activation of CeM neurons by BL neurons. Indeed, many studies suggest that 

ITCm cells prevent CeM cells from being activated following extinction. 

Supporting this idea, ITCm cells receive inputs from a sub-region of the 

mPFC, the infralimbic region. Using anterograde tract-tracing and electron 

microscopic techniques, it was shown that ITCm neurons are the recipients of 

dense inputs from infralimbic cortex (McDonald et al., 1999; Pinto and Sesack, 
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2008), a structure critical for the consolidation of extinction memory (Milad et al., 

2004; Quirk and Mueller, 2008; Laurent and Westbrook, 2009). These results 

suggest that the infralimbic cortex may mediate extinction learning via the 

activation of ITCm cells. 

In keeping with this idea, selective lesions of ITCm cells caused an 

extinction deficit that was negatively correlated to the number of surviving ITC 

cells (Likhtik et al., 2008).  Also, an ex vivo study revealed that extinction training 

causes a potentiation of BL input to ITCv cells, an effect dependent on infralimbic 

activity for its induction, and on postsynaptic mechanisms for its expression 

(Amano et al., 2010).  In agreement with this finding, pharmacological inhibition 

of BL inputs to ITCm cells using neuropeptide S interfered with extinction 

(Jungling et al., 2008). Lastly, extinction is associated with increased expression 

of the immediate early genes Zif268 and c-fos in ITCv, but not ITCd (Busti et al., 

2011; Knapska and Maren, 2009). Thus, these results suggest that, following 

extinction, CS-related BL and infralimbic inputs trigger, via ITCv cells, feed-

forward inhibition in CeM neurons, leading to a reduction in conditioned fear 

responses.  

 

Innate fear suppression : 

 Before reviewing the amygdalaôs role in innate fear suppression, I will 

review evidence that the amygdala is critically involved in innate fear responses. 

Indeed, in addition to its role in conditioned fear, the amygdala is also involved in 

the generation of innate fear responses elicited by species-specific stimuli such 
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as predators. Kluver and Bucy showed that after bilateral temporal lobectomy, 

monkeys showed a marked suppression of fear in response to stimuli like snakes 

(Kluver and Bucy, 1937). It was subsequently shown that amygdala lesions are 

responsible for this effect (Weiskrantz, 1956). More recently, it was reported that 

macaque monkeys with ibotenic lesions of the amygdala retrieved a reward 

placed near a rubber snake more quickly than unlesioned monkeys (Amaral, 

2002). Moreover, lesioned monkeys did not hesitate to handle the rubber snake 

(Amaral, 2002). Similarly, amygdala lesioned rats were seen to approach 

sedated cats (Blanchard and Blanchard, 1972). 

 Consistent with the lesion data, rats exposed to a live cat exhibit an 

increase in c-Fos expression in the medial amygdala nucleus (MEA), LA and 

posterior AB (Martinez et al., 2011). Furthermore, lesions of the MEA abolished 

defensive responses, while lesions of the LA, posterior AB, and Ce reduced 

defensive responses such as freezing during cat exposure (Martinez et al., 

2011). Similarly, rats exposed to ferret odor showed elevated c-Fos in the BLA, 

Ce and MEA (Butler et al., 2011).  

The amygdala regulates other types of innate fear responses such as 

avoidance of open and elevated spaces. Surprisingly however, mice spent more 

time in the open arms of an elevated plus maze, and in the center in an open 

field,  when BLA inputs to CeL were excited or BLA inputs to the ventral 

hippocampus were inhibited (Tye et al., 2011; Felix-Ortiz et al., 2013). 

Conversely, mice avoided the open arm and the center of an open field when 

BLA inputs to CeL were inhibited or BLA inputs to the ventral hippocampus were 
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excited (Tye et al., 2011; Felix-Ortiz et al., 2013). These results suggest that 

different populations of cells within the BLA increase or decrease innate fear 

responses. 

 Although, the above results may seem paradoxical, suppression of innate 

fear responses can be advantageous, even necessary. Often, survival requires 

reconciling opposite behavioral tendencies. For instance, rodents have acquired 

defensive behavioral strategies (Blanchard and Blanchard, 1990) that minimize 

the likelihood of encounters with predators (e.g. staying in small enclosed 

spaces) and maximize the chance of survival if such encounters occur (e.g. 

freezing). Yet, in order to attain food, these defensive behavioral tendencies must 

be suppressed or overcome. Consistent with the large body of evidence 

implicating the amygdala in the control defensive behaviors (Blanchard and 

Blanchard, 1972; LeDoux, 2000), evidence obtained by Choi and Kim shows that 

the amygdala regulates risk-taking in a foraging task (Choi and Kim, 2010). In 

this specific task, rats were confronted with a mechanical predator-like figure 

(called Robogator) programmed to surge forward when a rat approached. Rats 

had to leave a safe nest-like area to retrieve food pellets positioned at various 

distances from the Robogator. In this task, intra-amygdala infusions of drugs that 

presumably reduced (muscimol) or enhanced (picrotoxin) the firing rates of 

amygdala neurons respectively led to increases or decreases in risk-taking (Choi 

and Kim, 2010). In a similar task that requires suppression of innate fear, human 

subjects who fear snakes had to bring snakes closer to them. In each trial, the 

subjects choose whether to move the snake closer or further away while being 
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scanned using a functional magnetic resonance imaging scanner. Consistent 

with Choi and Kimôs results, when subjects overcame fear by choosing to bring 

the snake closer, the blood oxygen level dependent (BOLD) signal was 

attenuated in the amygdala (Nili et al., 2010). In conclusion, inhibition of the 

amygdala in rats using muscimol causes them to overcome fear; while 

suppression of amygdala activity in human subjects is associated with 

successfully overcoming fear.  

 We used a similar behavioral task to the one introduced by Choi and Kim 

(2010) to study innate fear suppression. In our study rats faced two opposite 

behavioral tendencies: avoidance of the robogator and approach of food pellets.  

 

1.3     Overview  of the experiments presented in this thesis  

In the above introduction I summarized the anatomical and physiological 

organization of the amygdala. Then, I reviewed the evidence implicating the 

amygdala in the extinction of conditioned fear responses and in the suppression 

of innate fear. I will now explain the experiments I performed to further our 

understanding of these two functions. 

 

Connectivity and infralimbic control of ITC cells : 

 As I mentioned earlier, it was suggested by Royer and Pare (2002) that, 

based on the connectivity of ITCm cells and their ability to control the output 

station of the amygdala, ITCm clusters are in a perfect position to gate BL inputs 

that relay information about the CS to CeM neurons (Royer and Pare, 2002). 
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Thus, ITCm are thought to play a critical role in the extinction of conditioned fear 

responses. Currently, several factors hinder progress in understanding how 

ITCm cells regulate fear. First, although extinction is usually studied in rats and 

mice, most studies on ITCm cells including their connectivity have been 

performed in guinea pigs and cats. Thus, it is currently unclear whether the 

connectivity of ITCm cells is similar in these various species. Second, we lack 

criteria to identify ITCm cells on the basis of their discharge pattern.  As a result, 

we cannot test key predictions of ITCm extinction models. Among these, it was 

predicted that in light of the heavy projections they receive from the infralimbic 

(IL), ITCm cells should be ortodromically activated by IL stimulation. Thus, the 

experiments discussed in Chapter 3 address these questions as follows. First, 

we will examine whether the internuclear connectivity of ITCm cells in rats are 

consistent with the findings obtained in cats and guinea pigs. Second, we will test 

whether ITCm cells are ortodromically responsive to IL inputs. We will also 

examine whether their responses are distinct from that of other types of 

amygdala neurons. 

 

Regulation of innate fear by the amygdala : 

The experiments described in chapter 4 examine the role of the amygdala 

in the regulation of innate fear. Previously, Choi and Kim (2010) obtained 

evidence that the amygdala regulates risky foraging decision in the presence of a 

predator. In particular, they found that local inactivation of the amygdala seemed 

to abolish the ratsô cautious behavior. My experiment will investigate how the 
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amygdala regulates risky foraging decision. Are amygdala neurons suddenly 

inhibited when rats initiate foraging? Or do they continue to signal threat? The 

latter possibility implies a form of quantitative competition between neuronal 

systems that signal threat vs. drive food seeking. The former implies a qualitative 

system-level shift in the balance of activity between competing neuronal systems. 

To address these questions, we recorded BL neurons with multishank silicon 

probes in rats engaged in the foraging task. 

As I mentioned earlier, in the foraging task, rats are faced with two 

opposite behavioral tendencies: avoidance of the robogator versus approach of 

the food. However, the semi-naturalistic character of this task complicates 

analysis of the factors that drive neuronal activity. Are predator risk, reward 

availability, both, or neither required? Also, this task features uncontrolled 

behavioral variables such as the ratsô movements and speed. Therefore in 

chapter 5, to shed light on the factors determining BL activity, we studied the 

activity of BL cells in two additional tasks that did not include explicit threats or 

rewards. 
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CHAPTER 2 

MATERIALS AND METHODS  

 

2.1     Materials and methods for chapter 3 

 Experiments were performed in Sprague-Dawley rats, in accordance with 

the National Institutes of Health Guide for the Care and Use of Laboratory 

Animals and with the approval of the Institutional Animal Care and Use 

Committee of Rutgers University (Newark, NJ).  

The experiments described in chapter 3 relied on two different 

approaches.  To study the connections of ITCm cells with each other and other 

amygdala nuclei, coronal slices of the amygdala were prepared and ITCm cells 

were labeled with neurobiotin during whole-cell patch recordings in brain slices 

kept in vitro.  To study the firing pattern and infralimbic (IL) responsiveness of 

ITCm cells, we performed juxtacellular recording of ITCm cells in urethane-

anesthetized rats. We describe these two approaches in turn below. 

 

Whole -cell patch recording of ITC m cells in vitro  

Slice preparation 

These experiments were performed using coronal brain slices obtained 

from 30 Sprague-Dawley rats (100-150 g). The rats were anesthetized with 
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ketamine, pentobarbital, and xylazine (respectively 80 mg/kg, 60 mg/kg, and 12 

mg/kg, i.p.). After abolition of all reflexes, they were perfused through the heart 

with a cold (4 C̄) modified artificial cerebrospinal fluid (aCSF) that contained (in 

mM): 126 choline chloride, 2.5 KCl, 1.25 NaH2PO4, 1 MgCl2, 2 CaCl2, 26 

NaHCO3, and 10 glucose. The brains were then extracted and cut in 400 µm-

thick slices with a vibrating microtome while submerged in the same solution as 

for the transcardial perfusion. After cutting, slices were transferred to an 

incubating chamber where they were allowed to recover for at least one hour at 

20 C̄ in a control aCSF with the same composition as that used above with the 

exception that NaCl was substituted for choline chloride (pH 7.3, 300 mOsm). 

The slices were then transferred one at a time to a recording chamber perfused 

with the same solution (7 ml/min). Before the recordings began, the temperature 

of the chamber was gradually increased to 32 C̄.  

 

Electrophysiology 

Under visual guidance with differential interference contrast and infrared 

video-microscopy, we obtained whole-cell patch recordings of ITCm neurons 

using pipettes (7-10 MÝ) pulled from borosilicate glass capillaries and filled with 

a solution containing (in mM): 130 K-gluconate, 10 N-2-hydroxyethylpiperazine-

N'-2-ethanesulfonic acid, 10 KCl, 2 MgCl2, 2 ATP-Mg, and 0.2 GTP-tris (hydroxy-

methyl) aminomethane (pH 7.2, 280 mOsm) and 0.5% neurobiotin. The liquid 

junction potential was 10 mV with this solution and the membrane potential was 

corrected accordingly. Current-clamp recordings were obtained with an 
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Axoclamp 2B amplifier and digitized at 10 kHz with a Digidata 1200 interface 

(Axon Instruments, Foster City, CA).  

To characterize the electroresponsive properties of recorded cells, graded 

series of depolarizing and hyperpolarizing current pulses (20 pA, 500 ms in 

duration) were applied from rest and other pre-pulse potentials. The input 

resistance (Rin) of the cells was estimated in the linear portion of current-voltage 

plots.  

No special current injection protocol had to be used to label ITC cells with 

neurobiotin.  It diffused into the cells as we studied their electroresponsive 

properties. At the conclusion of the recordings, the slices were removed from the 

chamber and fixed for 1 to 3 days in 0.1 M phosphate buffer saline (pH 7.4) 

containing 4% paraformaldehyde. Slices were then embedded in agar (3%) and 

sectioned on a vibrating microtome at a thickness of 100 µm. Neurobiotin-filled 

cells were visualized by incubating the sections in the avidin-biotin-horseradish 

peroxidase solution (ABC Elite Kit, Vector Labs) and processed to reveal the 

horseradish peroxidase staining (Horikawa and Armstrong 1988). 

 

Juxtacellular recording of ITC cells in vivo  

Surgery 

A total of 150 Sprague-Dawley rats (250-350 g) were anesthetized with 

urethane (1.8 g/kg) and administered atropine sulfate (0.05 mg/kg, i.m.) to 

reduce salivation. Throughout the experiment, body temperature was kept at 

37 C̄ with a heating pad.  After placing the rats in a stereotaxic frame and 



33 
 

 
 

shaving their scalp, we made numerous, evenly spaced, small injections of the 

analgesic bupivacaine (0.125% solution, s.c.) around the sites to be incised. Ten 

minutes later, the scalp was incised above the amygdala, IL cortex, and upper 

brainstem and small openings were drilled into the skull.  Then, after opening the 

dura mater, pairs of stimulating electrodes were stereotaxically inserted in the IL 

cortex and just dorsal to the substantia nigra, where Ce axons en route to the 

brainstem form a compact bundle (Hopkins and Holstege, 1978), all in the same 

hemisphere. These stimulating electrodes were used to antidromically activate 

BL cells projecting to the IL cortex and Ce cells projecting to the brainstem, 

respectively (Krettek and Price, 1977b; Hopkins and Holstege, 1978; McDonald, 

1991b). In a subset of experiments, IL stimulating electrodes were inserted ipsi- 

and contralaterally to the recording site in the amygdala. It should be noted that 

because CeL neurons send strong projections to the parabrachial nucleus 

(Petrovich and Swanson, 1997) and their axons initially course through the same 

region as CeM axons en route to their brainstem targets (Hopkins and Holstege, 

1978), the brainstem stimuli we delivered, just dorsal to the substantia nigra, 

could elicit antidromic responses in both CeL and CeM cells. 

 

Recording, stimulation, and labeling with neurobiotin 

 Juxtacellular ITCm recordings were obtained with pipettes (0.5 µm tip; 20-

30 MÝ) pulled from borosilicate glass capillaries and filled with a solution 

containing 1M NaCl plus 1.5% neurobiotin. The pipettes were aimed to Ce with a 

slight (18 )̄ mediolateral angle and gradually lowered with a micromanipulator. 
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Every 25 µm, electrical stimuli were delivered at a low frequency (0.3 Hz) to the 

brainstem and IL cortex, alternating between the two sites.  Although we used a 

range of stimulation intensities (0.2-1.5 mA, 100 µs), the results section in 

chapter 3 reports the response patterns obtained with the same stimulation 

intensity at the two stimulated sites (1 mA).  Each time a responsive cell was 

encountered, we recorded its spontaneous activity for Ó 3min and their 

responsiveness to IL and brainstem stimuli.  The term spike burst in chapter 3 

refers to a cluster of spikes with relatively stereotyped features (comprised of two 

or more spikes occurring at a frequency Ó 150 Hz). 

 Extracellular data was amplified 1000 times with Multiclamp700B, 

(Molecular Devices, Sunnyvale, CA) using a bandwidth of 0.1 to 6 kHz. The data 

was sampled at 20 kHz, stored on a hard drive, and analyzed off-line with 

custom-made programs written in Matlab (Natick, MA) and Igor (Wavemetrics, 

Lake Oswego, OR).  Analyses of spike shapes were performed in Matlab. 

Because Ce and BL neurons have differential projections to the brainstem 

and IL cortex (Krettek and Price, 1977b; Hopkins and Holstege, 1978; McDonald, 

1991b), at some point during a proportion of electrode tracks, we observed an 

abrupt transition in the stimulating sites effective in backfiring recorded neurons 

(from brainstem to IL stimuli). The region located between the last Ce cell 

antidromically responsive to brainstem stimuli and the first BL cell backfired from 

the IL cortex therefore corresponded to the Ce-BL border where ITCm cells are 

known to be located.  Thus, we then moved the electrode back to the position of 

the last antidromically responsive Ce cell and, without withdrawing the pipette 
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from the brain, moved the pipette 20-40 µm laterally or medially. After a delay of 

20 min, the pipette was moved ventrally again and the first juxtacellularly-

recorded neuron that was spontaneously active and/or orthodormically 

responsive to stimulation of any of our stimulation sites (IL, brainstem) was 

labeled with neurobition. This was achieved by applying positive current pulses 

(100 ms) at 5 Hz for 1-5 minutes via the recording pipette. The current amplitude 

was adjusted to the minimum required to make the cell discharge at each current 

injection cycle. During this period, if prior to current injection the cell was 

responsive to IL stimulation, electrical stimuli were delivered at the same site 

every 30 sec to make sure the firing properties of the cell remained constant. We 

attempted to label only one cell per experiment. 

 After labeling, the rats were given an overdose of pentobarbital (80 

mg/kg), perfused with 150 ml of saline (0.9%) followed by 150 ml of a fixative 

containing paraformaldehyde (4%) and glutaraldehyde (0.5%) in 0.1 M 

phosphate buffer (pH 7.4).  The brain was then removed from the skull and 

sectioned at 100 µm on a vibrating microtome.  

 

Neurobiotin revelation 

 Slices from in vitro recordings were embedded in agar (3%) and re-

sectioned at 100 µm.  Following this, the same approach was used to reveal 

neurobiotin-labeled neurons recorded in vitro and in vivo. Sections were washed 

several times in phosphate buffer (PB, 0.1 M, pH 7.4) and then transferred to a 

H2O2 solution (0.5%) in PB for 15 min. After numerous washes in PB, sections 
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were incubated for 12 h at 20oC in a solution containing 0.5% triton, 1% solutions 

A and B of an ABC kit (Vector, Burlingame, CA) in PB. The next day, they were 

washed in PB (5 x 10 min). Neurobiotin was visualized by incubating the sections 

in a 0.1 M PB solution that contained diaminobenzidine tetrahydrochloride 

(0.05%, Sigma), 2.5mM nickel ammonium sulfate (Fisher) and H2O2 (0.003%) for 

5-10 min. Then, the sections were washed in PB (5 X 10 min), mounted on 

gelatin-coated slides, and air-dried.  The sections were then counterstained with 

cresyl violet and coverslipped with permount for later reconstruction. 

 All visible processes of the labeled neurons were observed in a 

microscope using a 40X objective and photographed.  Typically, their processes 

extended over several sections.  To align the sections, we layered the 

photographs in Photoshop (Adobe Systems Incorporated, CA) and used blood 

vessels or other obvious landmarks present in the various sections to align them. 

The layers were then collapsed and the entire neuron drawn. Below, note that in 

order for a neuron to be considered as projecting to a particular nucleus, it had to 

meet two conditions. First, it had to contribute an axon to this nucleus.  Second, 

the axonal segment seen in this nucleus had to bear axonal varicosities.  

 

Processing for µ-opioid receptor (µOR) immunohistochemistry 

The transcardial perfusion was as for the in vivo experiments described 

above with the exception that the fixative also contained picric acid (0.2%) but no 

glutaraldehyde. After extraction of the brain, overnight post-fixation, and cutting 

(all steps done as for the in vivo experiments described above), half the sections 
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(100 µm) were stained with cresyl violet and the other half processed to reveal 

ɛOR immunoreactivity. The ÕOR antibody was obtained from DiaSorin, Inc. 

(Stillwater, MN). This antibody was previously characterized for specificity and 

cross-reactivity (Kalyuzhny et al., 1996; Wilson et al., 2002).  For instance, 

absorption of the µOR antibody with its antigen (35 mg/ml) abolished all 

immunostaining. Furthermore, in our experiments, omission of the antibody from 

the following protocol abolished all differentiated staining.  The sections were 

washed in phosphate buffer saline (PBS; 4 X 5 min) and then incubated in H2O2 

(0.5%) in PBS for 15 min, washed in PBS (4 X 5 min), pre-incubated in a 

blocking solution (10% normal goat serum, 1% BSA, Triton-X100, 0.3%), and 

incubated overnight in the primary antibody solution containing a µOR antibody 

from ImmunoStar (Hudson, WI; 1:4000), 1% normal goat serum, 1% BSA, and 

Triton-X100 (0.3%) in PBS. Then, sections were incubated in the secondary 

antibody solution (Jackson, West Grove, PA, 1:200), followed by the avidin-

biotin-complex (Vector, Burlingame, CA). After several washes in PBS, the 

immunoreactivity was then revealed by incubating the sections in a 0.1 M PB 

solution that contained diaminobenzidine tetrahydrochloride (0.05%, Sigma), 2.5 

mM nickel ammonium sulfate (Fisher) and H2O2 (0.003%) for 5-10 min. Then, the 

sections were washed in PB (5 X 10 min), mounted on gelatin-coated slides, and 

air-dried.  We then compared the position of ITCm cell clusters on adjacent 

sections processed to reveal µOR or stained with cresyl violet. 
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Histological identification of ITCm cell clusters 

 Below, we considered that a neurobiotin-labeled neuron was an ITCm cell 

when counterstaining with cresyl violet revealed that it was located in a densely 

packed cluster of darkly stained neurons at the BL-Ce border.  This approach 

was selected on the basis of earlier work and additional tests, as described 

below. Previously, it was reported that in amygdala sections processed to reveal 

GABA immunoreactivity or counterstained with cresyl violet, ITCm cells are 

conspicuous because they occur as densely packed and darkly stained clusters 

of small neurons (Pare and Smith, 1993a; Pare and Smith, 1993b; Pare and 

Smith, 1994). Moreover, in adjacent sections of the rat amygdala, a close 

correspondence was found between the positions of the ITCm cell clusters 

labeled with these two methods (see Figure 1 in Pape and Pare, 2010).    

Since earlier work had revealed that ITC cell clusters exhibit high levels of 

µOR, (Wilson et al., 2002; Jacobsen et al., 2006), we further tested whether the 

ITC cell clusters identified with cresyl violet corresponded to patches of dense µ-

OR immunoreactivity.  As shown in chapter 3, a close correspondence was found 

between the position of ITC cell clusters in adjacent sections stained with cresyl 

violet or processed to reveal µ-OR immunoreactivity.  However, pilot tests 

revealed that the intensity of the µOR immunoreaction was so high that it 

interfered with visualization of neurobiotin-labeled neurons. In order to prevent 

the µOR staining from interfering with the visualization of the neurobiotin-labeled 

cells, the revelation time had to be reduced.  However, we found that at a lower 

intensity, the µOR staining became no more useful than the cresyl violet to 
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identify ITC cell clusters yet required much more processing.  Given that counter-

staining with cresyl violet yielded highly reproducible results, we opted for this 

approach to identify ITC cell clusters for both in vitro and in vivo experiments.   

 

2.2     Materials an d methods for chapter 4 and 5  

Procedures were approved by the Institutional Animal Care and Use 

Committee of Rutgers University, in compliance with the Guide for the Care and 

Use of Laboratory Animals (DHHS). We used male Sprague-Dawley rats (310-

360g, Charles River Laboratories, New Field, NJ). We used 6 rats for the 

foraging task described in chapter 4 and 2 additional rats for the open field task 

described in chapter 5. Three of the rats that were used in the foraging task were 

also used for the shuttle task described in chapter 5. Prior to the experiments, all 

rats were habituated to the animal facility and handling for one week.  

 

Surgery  

Rats were anesthetized with a mixture of isoflurane and O2, and 

administered atropine sulfate (0.05 mg/kg, i.m.) to aid breathing. In aseptic 

conditions, rats were mounted in a stereotaxic apparatus with non-puncture ear 

bars. A local anaesthetic (bupivacaine, sc) was injected in the scalp. Fifteen 

minutes later, the scalp was incised and a craniotomy was performed above the 

amygdala. Then, silicon probes (Neuronexus, City, State) were stereotaxically 

aimed at the BL. Four shanks silicon probes were used for 3 rats described in 

chapter 4 (foraging task), while 8 shanks silicon probes were used for 3 rats 
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described in chapters 4,5 (foraging task and shuttle task) and 2 rats described in 

chapter 5 (open field task). Inter-shank distance was 200 µm. Each shank 

consisted of 8 recording leads (de-insulated area of 144 µm2) separated by ~20 

µm dorsoventrally. In a subset of three rats in chapter 4, a craniotomy was also 

performed above nucleus accumbens (nAc) and mPFC. Then, pairs of tungsten 

stimulating electrodes (inter-tip spacing of 1-1.7 mm) were stereotaxically 

inserted in these two structures. Rats were allowed two to three weeks to recover 

from the surgery.  

  

Behavioral protocol  

After recovery from the surgery, rats were housed individually with ad 

libitum access to water. To ensure proper motivation in the foraging task, daily 

access to food was restricted in time so that the ratsô bodyweight was maintained 

at about 90% of age-matched subjects with continuous access to food.  

 

Foraging task  

Foraging apparatus. The foraging apparatus was a long rectangular alley 

(245 cm in length by 60 cm in width) with high walls (60 cm) but no ceiling. It was 

divided into two compartments by a door (height, 50 cm; width, 10 cm). At one 

end of the apparatus was a small (length 30 cm), dimly lit (10 Lux) nesting area 

with a water bottle. The rest of the apparatus was a much longer (215 cm) and 

brighter (200 Lux) foraging arena. An overhead digital videocamera (frame rate 

29.97/sec) recorded the ratsô behavior in the two compartments. 
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Mechanical predator. (Robogator): On a proportion of trials in the foraging 

task, a mechanical predator (length, 34 cm; width, 17 cm; height, 14 cm) on 

wheels was positioned at the end of the foraging arena, facing the nesting arena. 

This Robogator (Mindstorms, LEGO systems) was equipped with a sensor that 

detected the ratsô approach and triggered a sudden forward movement (80 cm at 

60 cm/sec) and repeated opening and closing of the jaws (9 times) followed, after 

2 sec, by return to its original position. 

Habituation to nesting area (Days 0-1). Rats were first habituated to the 

nesting area for 2 daily consecutive sessions of 7 hours. During this period, they 

could consume up to 6 g of food (sweet cereal pellets). However, the gateway to 

the foraging arena remained shut at all times.  

Foraging in the absence of Robogator (Days 2-3). On the following day, in 

the absence of the Robogator, rats were given the opportunity to retrieve 

sweetened food pellets (80-100 mg) in the foraging arena. No food was available 

in the nesting area in this case. Sixty trials were conducted, each beginning with 

a period of 30 min in the nesting area with the gateway shut. This was repeated 

the next day. A single food pellet was placed at various distances from the door. 

The gateway was then opened. After a period of hesitation at the doorway, rats 

retrieved the food pellet and returned to the nesting area to consume it. Upon 

reentry in the nesting arena, the gateway was closed. The distance between the 

nesting area and food pellet was gradually increased in steps of 25 cm (from 25 

to150 cm), after three successful trials at each distance. Later on, the distance 

was varied randomly from trial to trial.  
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Foraging in the presence of Robogator (Days 4-5). On the following day, 

rats were again given the opportunity to retrieve food pellets in the foraging 

arena. However, 60% of trials were conducted with the Robogator present. 

Blocks of trials with (n = 10-20) or without (n = 10-15) the Robogator were 

conducted, for a total of 100-120 trials. 

  

Analysis of behavior 

 The ratsô behavior was recorded by an overhead videocamera at a frame 

rate of 29.97 Hz. To analyze the ratsô behavior, we used two approaches. First, a 

matlab script was written to determine the position of the rats based on the 

shifting distribution of light intensity across frames. This also allowed us to 

determine the ratôs velocity. In the thesis, speed is expressed in pixels/sec. With 

our camera and distance to the apparatus, 315 pixels correspond to one meter. 

However, while this approach could reliably track the ratôs position and speed, it 

did not have sufficient resolution to identify the exact video frame when they 

started waiting at the door threshold (defined as when the ratôs snout extended 

beyond the door into the foraging arena), when he initiated foraging (defined as 

the last frame of immobility prior to completely moving out of the nest), retrieval 

of food pellet, and retreat into the nest. These task events were identified by a 

trained observer who performed a frame-by-frame analysis of the video file. The 

observer also noted whether rats failed or succeeded each trial.  
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Shuttle task  

 In this task, rats ran back and forth between two nest-like compartments 

(50 cm long by 20 cm wide) through a central compartment (50 cm long) to 

retrieve food pallets at the end of the other nest. The walls were 45 cm high. The 

apparatus was made of black Plexiglas and dimly illuminated (10 Lux). The nests 

and corridor were separated by retractable doors. Rats received extensive 

habituation to the apparatus with the doors open. During the recordings, rats 

were positioned in one of the nests and a food pellet in the other. After opening 

the doors, rats immediately ran to the other nest to consume the food. While rats 

consumed the food, the door was closed. The inter-trial interval was Ó 1min. 

Analysis of behavior was as described for the foraging task. 

 

Open field  

 The open field was rectangular (60 cm wide by 180 cm long with walls 60 

cm high) and made of black Plexiglas. Ambient light levels were very low (7 Lux). 

Prior to the recordings, rats received extensive habituation to the apparatus. 

Analysis of behavior was as described for the foraging task. 

 

Unit recording, clustering, and analysis  

 BLA unit recordings were performed during all phases of the behavioral 

protocol described above with the exception of habituation. In rats that had been 

implanted with stimulating electrodes, at the end of each behavioral session, 
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electrical stimuli (300-600 µA, 0.1 ms) were delivered at 1 Hz to determine 

whether recorded cells could be antidromically invaded from one or more of the 

stimulated sites. Then, the silicon probes were lowered 30 Õm, Ó 8 hours ahead 

of the next recording session, to ensure mechanical stability.  

The signals were sampled at 25 kHz and stored on a hard drive. The data 

was first high-pass filtered using a median-based filter, then thresholded to 

extract spikes. We then ran PCA on the spikes and the first three components 

were clustered using KlustaKwik (http://klustakwik.sourceforge.net/). Spike 

clusters were then refined manually using Klusters (Hazan et al., 2006). The 

reliability of cluster separation was verified by inspecting auto- and cross-

correlograms. Units with unstable spike shapes during a given recording session 

were excluded.  

 To determine spike duration, we first selected the channel where, for a 

given cell, action potentials had the largest peak to trough amplitude. We then 

measured the spikes-duration as the time between spike through and peak (see 

Bartho et al., 2004). Antidromic action potentials were identified as such when 

they had a fixed latency (Ò 0.1 ms jitter) and collided with spontaneously 

occurring spikes.  

 

Statistical analyses  

 All grouped data are reported as average ± SEM. When firing rates (FRs) 

are expressed logarithmically, we used natural logarithms. All statistical tests 

were two-sided. No subjects were excluded. Before using parametric tests, we 
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verified that the assumptions of the test (e.g. normality of distribution) were met. 

Whenever possible, in every instance where we used a parametric test, we also 

ran a non-parametric test as a precaution. We obtain congruent results in all 

cases. 

When analyzing the evolution of the food retrieval interval over time, we 

used a mixed effect ANOVA with subject as a random effect. When analyzing 

time to food retrieval, we did not use trials (Ó 300/rat) but averages of trials 

obtained in each rat (n = 6) for all statistical comparisons (paired t-tests). While 

this approach reduces statistical power, using trials as the unit of analysis would 

have caused an excessive risk of Type 1 error (Aarts et al., 2014). When 

analyzing percent successful trials, behavior was analyzed with two-way 

ANOVAs followed by Tukey-Kramer tests.  

 In the foraging task, to determine whether neurons showed significant 

task-related variations in firing rates, we computed Kruskal-Wallis one-way 

ANOVAs during four distinct periods: (1) in the nest with the door closed 

(ñbaselineò), (2) during the waiting period at the door threshold (ñwaitingò), (3) 

during foraging, and (4) during escape (when rats turned around and ran toward 

the nest). 

For within cell comparisons of unit activity as a function of trial types, we 

performed Wilcoxon signed-rank tests across the firing rates of all available cells 

in the two compared conditions. To assess significance of correlations between 

firing rates and speed of movement, we computed Spearmanôs r and used a 

significance threshold of 0.05. Finally, when comparing proportions of cells in two 
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or more conditions we used the Fisher exact test or Chi-Square test, as 

appropriate.  

States of vigilance were distinguished using spectral analyses of LFPs 

and behavioral observations. Spontaneous LFP activity was segmented in five 

second windows and frequency distributions of LFP power in different frequency 

bands computed. Active waking could be distinguished from all other states 

because it was associated with a broadband increase in the power of high 

frequencies (200-240 Hz), reflecting electromyographic activity. After eliminating 

active waking, we could easily distinguish slow-wave sleep from quiet waking 

because total power at frequencies <20 Hz was distributed bimodally between 

the two states: epochs of high power at low frequencies corresponded to periods 

of slow-wave sleep.  

 

Histology  

 At the end of the experiments, the animals were deeply anesthetized. On 

each shank, one of the recording sites was marked with a small electrolytic lesion 

(10 ÕA between a channel and the animalsô tail for 10 sec). One day later, rats 

were perfused-fixed through the heart, their brains extracted, cut on a vibrating 

microtome and the sections counterstained with cresyl violet.  
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CHAPTER 3 

CONNECTIVITY AND INFRALIMBIC CONTROL OF ITC CELLS  

 

 

3.1      Introduction  

Systematic desensitization, the approach clinicians often depend on to 

treat anxiety disorders, has much in common with the procedure used to 

extinguish conditioned fear in the laboratory.  In both cases, the feared object or 

situation (CS) is presented repeatedly in the absence of danger (US).  These 

similarities, coupled to the realization that human anxiety disorders are 

associated with an extinction deficit (Blechert et al., 2007; Milad et al., 2008), 

have led to an explosion of interest for the mechanisms underlying extinction 

(Myers and Davis, 2007; Quirk and Mueller, 2008).   

Although extinction likely engages multiple parallel mechanisms, 

accumulating data suggest that ITCm amygdala neurons play a critical role in 

extinction (Nitecka and Ben-Ari, 1987; Pare and Smith, 1993a; McDonald and 

Augustine, 1993). Indeed, as I reviewed earlier, selective lesions (Likhtik et al., 

2008) and pharmacological inhibition of basolateral (BL) inputs to ITC cells that 

are located in the fiber bundle between the BL and Ce (the ITCm cells) interfere 

with extinction (Jungling et al., 2008).  Moreover, an ex vivo study revealed that 
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extinction causes a potentiation of BL inputs to ITCm cells, an effect dependent 

on IL activity (Amano et al., 2010).  Thus, these results suggest that following 

extinction, CS-related BL inputs trigger, via ITCm cells, more feedforward 

inhibition in the CeM, leading to a reduction in conditioned fear. 

Currently, several factors prevent progress in our understanding of how 

ITCm cells regulate fear learning and extinction. First, although experimental 

studies on extinction are typically performed in rats and mice, the majority of 

studies on ITCm cells were performed in guinea pigs and cats (Pare and Smith, 

1993a; Pare and Smith, 1993b; Collins and Pare, 1999; Royer et al., 1999). As a 

result, it is currently unclear whether critical aspects of ITCm connectivity also 

characterize commonly used rodent species. For instance, whereas studies in 

cats and guinea pigs suggested that ITCm cells contribute a strong projection to 

Ce (Pape and Pare, 2010), the only available study in rats questioned the 

existence of this projection (Shammah-Lagnado et al., 1999). 

Second, we lack criteria to identify ITCm cells on the basis of their 

discharge pattern and as a result, it has been impossible to test key predictions 

of ITCm extinction models (Pare et al., 2004).  Among these, it was predicted 

that ITCm cells are strongly excited by IL inputs, explaining why IL inhibition 

interferes with the acquisition of extinction (Sierra-Mercado et al., 2006) and 

prevents the potentiation of BL inputs to ITCm cells (Amano et al., 2010). 

Thus, this chapter was undertaken to address these critical gaps in our 

knowledge focusing on (1) the connections formed by ITCm cells in the 
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amygdala, (2) the identification of ITCm cells on the basis of their extracellularly 

recorded activity, and characterizing the impact of IL inputs on rat ITCm neurons.  

 

3.2      Results  

Nomenclature used to describe ITC cell clusters at the BL -Ce border  

As previously reported (Millhouse, 1986), ITC cell clusters are found along 

the external capsule as well as in and around the fiber bundle located between 

the BL and Ce.  This thesis focuses on the latter groups of ITC cells, the ITCm 

cells. For simplicity, I will refer to ITCm as ITC.  In sections counterstained with 

cresyl violet (Figure 3.1A) or processed to reveal µOR immunoreactivity (Figure 

3.1B), several ITC cell clusters can be seen at the BL-Ce border. Dorsally, there 

is a rather wide cluster close the dorsolateral edge of the central lateral nucleus 

(CeL).  Below, we will use the abbreviation ITCd to refer to this dorsal cluster 

(Figure 3.1). More ventrally, one can usually see one or more thinner and 

elongated ITC clusters immediately lateral or ventrolateral to CeM.  Below, we 

will use the abbreviation ITCv to designate these more ventral clusters (Figure 

3.1). Finally, ventral to CeM, especially at rostral levels of the amygdala, one can 

see a large ITC cluster.  Its size varies depending on the rostrocaudal level, but it 

can be as wide as 1 mm. Below, we will use the abbreviation ITCmain to refer to 

this cluster (Figure 3.1).  Besides of its larger size and position, ITCmain can be 

easily distinguished from ITCv. 
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Figure 3.1 Identification of ITC cell clusters. Adjacent coronal sections of the rat 
amygdala (100 µm thickness).  (A) Counterstaining with cresyl violet. (B) 
Distribution of immunoreactivity for µ-opioid receptors.  Note that darkly stained 
clusters of cells on the Nissl sections (arrows in A) correspond to patches of 
dense immunolabeling for µ-opioid receptors (arrows in B). Abbreviations: BL 
basolateral complex of the amygdala, Ce central nucleus of the amygdale, LA 
lateral nucleus of the amygdala, OT optic tract. 

 

 

In vitro experiments: connectivity of ITC neurons  

 During patch recordings in coronal slices of the amygdala, a total of 30 

ITC cells were labeled with neurobiotin and recovered: 19 were ITCd cells and 11 

were ITCv neurons.  The physiological properties of these ITC cells matched the 

descriptions found in previous reports (Royer et al., 1999; Royer and Pare, 2002; 

Royer and Pare, 2003; Marowsky et al., 2005; Geracitano et al., 2007), including 

a very negative membrane potential (-86.7 ± 1.2 mV), a high input resistance 

(552.0 Ñ 35.2 Mɋ), action potentials of intermediate durations (1.1 Ñ 0.05 msec at 

half amplitude), and limited spike frequency adaptation during prolonged 

depolarizing current pulses (34.2 ± 3.9% increase in interspike interval duration 

from the first to the last interval in current pulses eliciting 6 to 10 spikes). 
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 Figure 3.2 shows representative examples of morphologically identified 

ITCd (Figure 3.2A) and ITCv (Figure 3.2B,C) neurons at low (panels 1) or high 

magnifications (panels 2-4).  Irrespective of their position, ITC cells displayed a 

moderate to high density of dendritic spines (Figure 3.2A4,B4) and contributed 

varicose axons (Figure 3.2A3,B3) that ramified in various ways (see below).  The 

appearance of their dendritic trees matched the shape of the clusters where their 

somata were located. Indeed, ITC cells located in the larger dorsal clusters 

tended to have radial and multipolar dendritic trees (Figure 3.2A2) whereas those 

located in the thinner ventral clusters cells typically had flattened and bipolar 

dendritic arborizations (Figure 3.2B2).  
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Figure 3. 2 Morphological properties of ITC neurons. Whole-cell patch 
recordings of ITC cells were obtained in brain slices kept in vitro. ITC cells were 
labeled with neurobiotin present in the pipette solution.  (A-C) Three different 
ITC cells.  Panels 1 are low power photomicrographs showing the position of 
the cells on coronal sections counterstained with cresyl violet. Panels 2-4 are 
higher power photomicrographs of the same ITC cells. The dendritic trees of 
ITC cells ranged from stellate (A2) to flattened (B2).  They had varicose axons 
(A3, B3 ) that contributed two or more collaterals. ITC cells displayed a 
moderate to high density of dendritic spines (A4, B4 ). 


