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ABSTRACT OF THE DISSERTATION

Assessment of CFD Capability for Hypersonic Shock
Wave Laminar Boundary Layer Interactions Using Perfect

Gas Navier-Stokes Equations

by MEHRNAZ ROUHI YOUSSEFI
Dissertation Director:

Doyle D. Knight

The goal of this study is to assess CFD capability for prediction of laminar shock wave/
boundary layer interactions at hypersonic velocities. More specifically, the flowfield over
a double cone configuration is simulated using perfect gas assumptions and Navier-
Stokes equations. Computations are compared with experimental data obtained from
measurements conducted in the LENS XX shock tunnel at CUBRC. Four separate
cases of freestream conditions are simulated to examine the numerical methods in a
wide range of enthalpies. The results of this investigation can provide factors for design

optimization of hypersonic air vehicles.
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Chapter 1

Introduction

1.1 Motivations

In modern aerodynamics, there are a large number of circumstances where shock waves
are generated; when the flow passes a supersonic or hypersonic vehicle, shock waves are
formed by either a change in the slope of a surface, a downstream obstacle or a back
pressure constraining the flow to become subsonic.The interaction of a shock wave with
a boundary layer results in complex phenomena because of the rapid retardation of
the flow in the boundary layer, generation of separation bubbles, and the propagation
of the shock in a multi layered structure. The consequences of shock wave/boundary
layer interaction (SWBLI) are critical for the hypersonic vehicle performance. The ad-
verse pressure gradients in the boundary layer and formation of the recirculation zones
can result in adverse aerodynamic loading, drag rise, and high aerothermal heating.
Hence, accurate modeling of the flowfield and heat transfer is crucial to overcome the

aforementioned problems.

1.2 Review of Related Work

The problem of shock wave boundary layer interaction has received much attention
[39, 32, 16, 17, 4, 23, 21, 15, 14]. In this introduction we first summarize the most
important experimental studies conducted to date to measure the aerothermal loads
generated in laminar hypersonic shock wave/ boundary layer interactions. Then we
will review the numerical investigations performed to simulate those experiments.

A study of laminar shock wave/boundary layer interaction with separation has been

executed in the R5Ch wind tunnel with a hollow cylinder flare [10, 12]. The upstream



flow Mach number was equal to 9.9. Visualizations by Electron Beam Fluorescence
(EBF) and wall visualizations by oil flow have been done. Pressure and heat-flux have
been measured along the cylinder flare. They could visualize the attached shock wave
at the sharp leading edge and the separation shock wave. These two shocks converge
above the end of the flare. The pressure coefficient decreased slowly on the upstream
part of the cylinder. This decrease was followed by a two step compression. A first
compression was due to the separation process and a second compression, far more
important, occurred during reattachment. The heat flux decreased along the cylinder
in the upstream part, where the flow was governed by the viscous interaction effects
emanating from the leading edge. Further downstream, the evolution was characteristic
of a laminar interaction with a large boundary layer separation.

A series of experiments was conducted in the Princeton University Mach 8 Wind
Tunnel to study shock interactions on axisymmetric double-cone geometries. Two mod-
els, under low, and high Reynolds number conditions, were tested. The models were in-
strumented with pressure taps and thermocouples, and Schlieren images were taken. [55]
The 25-35 degree doublecone generated a type VI shock interference as classified by Ed-
ney. [20]. As the second cone half angle was increased to 50 in the second model, a type
VI interaction was no longer possible and a type V interference was visualized.

Holden et al. conducted experimental studies [29] over axisymmetric hollow cylin-
der/flare configurations and cone/cone models in LENS I facility at CUBRC in 2001.
These experimental studies were conducted over a Mach number range from 9 to 11
for low Reynolds numbers to ensure that the flows remained fully laminar throughout
the interaction regions. Detailed measurements of the distributions of heat transfer
and pressure, as well as Schlieren photographs of the flow fields were obtained. Later
in 2002, they performed an additional set of experiments [31] to evaluate the effects
of vibrational nonequilibrium of nitrogen in the freestreem, thereby providing a more
accurate definition of the freestreem properties.

Jagadeesh et al. investigated the unsteady laminar flow around double cones in the
Shock Wave Research Center (SWRC) free piston driven shock tunnel at a nominal

Mach number of 6.99 using multiple optical techniques [22]. The time resolved shock



structure oscillations in the flow field around double cones have been visualized at
a nominal stagnation enthalpy of 4.8 MJ/kg. In addition flow visualization studies
was also carried out using Schlieren and double exposure holographic interferometry in
order to precisely locate the separation point and measure the separation length. Their
results for 65, 68, and 70 degree second cone angles revealed severe shock oscillation
and later movement of the transmitted shock impingement on the second cone surface.
The non-linear behavior behavior of the shock interaction process was observed in their
measurements. On the other hand, when the second cone angle was decreased to 50
degree, the flow field around the cone became steadier and the type V shock interference
was observed.

In order to compare measurements in low and high enthalpy flows, Chanetz con-
ducted experiments [11] in the R5Ch wind tunnel at ONERA Meudon [5] at cold and
hot hypersonic flow. The test cases were a purely laminar low enthalpy interaction per-
formed at Mach number 9.92; and a high enthalpy interaction performed at Mach 9.4
over a hollow cylinder flare model. The flow was visualized using EBF [26] and the wall
pressure measurements were executed with variable reluctance differential transducers
and the heat fluxes determined from the surface temperature rise using platinum films.
In addition, density and specific mass measurements were performed using electron
beam X-ray techniques [26]

Swantek and Austin investigated heat transfer and flowfield structure of hypersonic
flows of air and nitrogen over a 30 — 55° double wedge [50]. An expansion tube at
the University of Illinois hypersonic facility was used to generate air and nitrogen flows
with stagnation enthalpies ranging from 2.1-8 MJ/kg and Mach numbers from 4 to
7. Measurements were made using fast response coaxial thermocouples and Schlieren
images were obtained.

In more recent experimental studies [40] conducted in LENS XX expansion tun-
nel [3], Holden et al. obtained detailed heat flux and pressure measurements in lam-
inar separated regions of shock wave/boundary layer interaction for a range of total
enthalpies from 5.44 MJ/kg to 21.77 MJ/kg in air, nitrogen, and oxygen using two

models - the 25°/55° double cone and 30° hollow cylinder. In both geometries, shock



induced pressure rise caused by a corner compression produced separation and interac-
tion between shocks and the laminar boundary layer.

Comparisons of the DSMC and Navier-Stokes codes [44] for the hollow cylinder
flare configuration were made with the results of experimental measurements [10, 12]
conducted in the ONERA R5Ch wind tunnel for heating, pressure, and extent of sepa-
ration. Agreement between computations and measurements for various quantities were
good except for pressure. Also results from the Navier-Stokes calculations suggested
that the flow for the highest density double cone case may be unsteady; however, the
DSMC solution did not show evidence of unsteadiness.

The comparisons between the experiments and the computations performed by
Wright et al. [55] was in good agreement for the Type VI shock interaction, although the
computations slightly over predicted the location of the reattachment point for Type
V shock interactions.

A CFD code validation exercise [33, 25, 35, 24, 13, 9] was conducted as part of
the activity of the RTO/AVT Working Group No 10 and with AFOSR support in
which the two hypersonic flow configurations measured in previous experimental in-
vestigations [28, 29] were studied. Generally the DSMC method did not yield results
that were as good as Navier-Stokes methods. This was in part because the flows were
very dense. Also for complex dense flows there were doubts about how well converged
the solutions were. Additionally, it was evident that the Navier-Stokes methods consis-
tently over predicted the heat transfer on the forebody ahead of separation point. Later
Nompelis et al. investigated the source of this discrepancy by including the effects of
vibrational nonequilibrium, slip at the model surface, and weak flow nonuniformity in
the test section [46, 45]. These simulations showed an improvement in the size of the
separation zone and the heat transfer, but their further grid refinement did not agree
well with the experimental results. A detailed and careful effort was made by Gallis et
al. to address the numerical accuracy of their Navier-Stokes, and DSMC simulations [8].
The results obtained indicated that the failure of their earlier DSMC simulations was
due to insufficient grid refinement within the recirculation zone. Furthermore, it was

concluded that accurate simulations of the double cone experimental conditions with



the DSMC methods was not possible due to extreme computational cost. A system-
atic study of the effects of the numerics on the simulation of a steady hypersonic flow
past a sharp double cone was performed by Druguet et al. [18]. They showed that the
computed flowfield is very sensitive to the numerical flux evaluation method and slope
limiter used. They found that, when the grid is fine enough, all of the flux evaluation
schemes give the same results, though this might require a very large number of points
for the most dissipative schemes.

A combined numerical and experimental analysis of hypersonic flow over heated
compression ramps and double wedge configurations with various nose radii was con-
ducted in [47, 7]. Different surface temperatures were specified to investigate the effect
of an entropy layer behind a blunt leading edge on the structure of the flowfield. Their
results indicated an ambiguous effect of the leading edge bluntness on the size of sepa-
ration.

Kirk et al. simulated the wind tunnel experiments for the hollow cylinder flare and
double cone configurations [30, 53] as a CFD validation exercise [34]. While in both
cases the model and numerical method were found to be in general agreement, there was
discrepancy in the experimentally measured separation location in the case of hollow
cylinder flare.

Bibin et al. developed a two dimensional finite volume based CFD solver and
implemented it to study the effect of various flow and geometric parameters on the
ramp induced SWBLI in laminar hypersonic flows [6]. They studied the effect of ramp
angle on shock induced boundary layer separation and enumerated the observations on
Marini [43] to find that the correlation for predicting incipient separation works well only
for well separated flows. The effect of leading edge bluntness on separation dynamics
showed that the flow is laminar only up to the point of separation and supported the
the experimental observations of possible turbulent reattachment.

A series of independent computations [37] were performed by researchers in the US
and Europe for two generic configurations (a double cone in Ny and a cylinder in air
with significant freestream atomic O) and compared with experimental data for surface

pressure and heat transfer. For the higher enthalpy double cone configuration (Run



42), the computations and experiment displayed close agreement. Moreover, both the
experiment and all computations indicated that the flowfield was steady for this case.
Surprisingly, all simulations predict a dramatically unsteady flow for the low enthalpy
double cone configuration (Run 40) in direct contrast to the experiment where the
flowfield was observed to achieve steady state. Consequently, an additional experiment
(Run 80) was performed at nearly the same enthalpy but the Reynolds number was
reduced by an approximate factor of two. The computed flowfield for this case was
observed to be steady in agreement with experiment, and the computed surface pres-
sure and heat transfer displayed close agreement with experiment. The predicted heat
transfer and surface pressure for the low enthalpy cylinder were in good agreement with
experiment. For the high enthalpy cylinder case, the predicted pressure profiles showed
close agreement with experiment while the predicted heat transfer underpredicted the
experiment, thus indicating the need for accurate modeling of the effects of surface
catalycity.

Komives et al. simulated selected cases of Swantek double wedge experiments [50]
using US3D [38]. Their two dimensional simulations predicted an unsteady separation
and shock-shock interaction under both reacting and non-reacting conditions. Their
three dimensional simulations also showed nonuniformities in the wedge boundary layer

during flow development.

1.3 Scope of the Thesis

In spite of the decades of research into hypersonic flow, there are still many challenges
to analyzing and designing high speed vehicles. Recent failures such as the Columbia
accident are clear evidence that there are still many unknown parameters in the field
of hypersonic flight that even our best experimental or numerical capabilities can not
adequately predict. Specifically, for high enthalpy states of flight vehicles, there is
tremendous uncertainty in CFD ability to model chemical reactions, as well as pre-
dicting flow features. Moreover, there is additional work left to be done before CFD
predictions of hypersonic shock/ boundary layer interaction will be fully grid indepen-

dent. The objective of this thesis is to fill this gap by assessing CFD capability for



prediction of heat transfer and pressure in laminar shock wave-boundary layer interac-
tion using the perfect gas Navier-Stokes equations for a series of hypersonic shock-wave
boundary layer experiments performed at the Calspan University of Buffalo Research

Center (CUBRC).



Chapter 2

Description of Experiment

2.1 Introduction

In this chapter we present the experiments performed in the LENS XX expansion tunnel
at the Calspan University of Buffalo Research Center (CUBRC). Detailed surface heat
flux and pressure measurements have been made in laminar separated regions of shock
wave/boundary layer interaction in high-enthalpy flows over double cone and hollow
cylinder/flare configurations. The major objective of the experimental program was to
study real gas effects on the scale and distribution of heat flux and pressure to assess the
models of gas chemistry and thermodynamic interactions employed in CFD simulations.
The experimental dataset and comparisons with blind submissions using a number of
popular hypersonic Navier-Stokes CFD codes were presented [41] at the ATAA Aviation

2014 Fluid Dynamics meeting in Atlanta, GA on June 2014.

2.2 LENS XX Facility

Hypervelocity ground test facilities are essential to the development and advancement of
hypersonic reentry vehicles. There is a serious lack of well-characterized, clean flow, truly
high-enthalpy facilities capable of generating reentry type velocity flows. LENS XX was
designed to fill in this gap and provide a capability for larger scale hypervelocity testing.
LENS XX is a large-scale expansion tunnel that can be operated over a large range of
conditions with little or no test gas dissociation. Figure 2.1 is a schematic of LENS XX
along with a representative x — ¢t diagram. As can be seen in Figure 2.1, LENS XX
consists of three sections (a driver, driven and expansion section) separated by two

diaphragms. A full description of the gas dynamics processes involved in expansion
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Figure 2.1: Representative = — ¢t diagram and schematic of LENS XX [19]

tunnel operation can be found in [2, 51, 49]. There are several key features that make
LENS XX stand apart from other high enthalpy facilities. First of all, the driver section
is electrically heated with hydrogen as the driver gas. This feature doubles the sound
speed of the driver which allows testing at higher enthalpy conditions. Free piston
tunnels and combustion driven tunnels generate soot and have some uncertainty in exact
driver gas conditions. The quiescent driver gas in LENS XX is ideal for generating well
understood clean flow conditions. The primary diaphragm uses a double diaphragm
system for test condition repeatability. The long length greatly increases test time
compared with other facilities of this type, and the large diameter generates a much
larger coreflow with minimal viscous/boundary layer effects. The secondary diaphragm
station is movable for tailoring of the test condition to obtain the longest possible test
time. Characterization of the facility is done by using shock speed measurements, pitot
probe profiles, freestream pressure probes, and Schlieren analysis along with numerical

codes.
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2.3 DoubleCone Experiments

The experimental program was conducted principally in LENS XX expansion tunnel
using dry air as a test gas (assumed to consist of 76.5% Ny and 23.5% O by mass)
at total enthalpies from 5 MJ/kg to 21 MJ/kg to evaluate real gas effects on the
characteristics of the interaction regions.

Two new models were constructed and instrumented for the test program conducted
principally in LENS XX. These models incorporated new high frequency pressure in-
strumentation required to accurately follow the establishment of the separated inter-
action region at the junction between the forebody and the flare on the models in the
approximately 1 ms run time of LENS XX. A photograph and schematic diagram of
the double cone configuration is shown in Figure 2.2. Pressure and heat transfer in-
strumentation Figure 2.2(a) were incorporated in the model to accurately record the
flowfield development over the double cone configuration with semi-angles of 25° and

55° Figure 2.2(b).

| 7625 [193.68] |=—

6.051 [153.69] —] e

3.625 [92.08] = o

10.309 [261.85]

’ \
3.381 [85.88]
25
a5

(a) Double cone model installed in LENS (b) Dimensions in inches (mm)
XX tunnel

Figure 2.2: Double cone configuration

During the preparation for the program, calibration studies was performed in LENS
XX involving rake surveys and measurements on hemispherical and cylindrical nose
shapes in air under conditions similar to those used for hollow cylinder flare and double

cone models. Based on these surveys, run conditions were selected to give well-defined
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separated regions on the models and variations in the separated region lengths as func-
tions of Reynolds number and total enthalpy. The measurement conditions for double
cone selected cases are listed in Table. 2.1. These test conditions were generated using
the CHEETA code [42], where it may be assumed that the gas is in thermal equilib-
rium in the freestream, e.g. all thermal modes are in equilibrium with temperature and
the test gas is in chemical equilibrium. Because of the short runtime of the facility, the
wall surface temperature is assumed constant at 300 K.

The flowfield for all four experimental cases was judged to be laminar and steady [41].

Run Total Mach Pitot Unit Velocity Density Temperature
No. Enthalpy Number Pressure Reynolds (km/s) (g/m?) (K)
(MJ/kg) (kPa) Number
/10°(1/m)

1 5.44 12.2 5.1 0.14 3.246 0.499 175

2 9.65 10.90 17.5 0.19 4.303 0.984 389

4 21.77 12.82 39.5 0.20 6.497 0.964 652

6 15.23 11.46 59.0 0.39 5.466 2.045 573

Table 2.1: Freestream conditions for double cone experiments
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Mathematical Formulation
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In this chapter, we review the set of partial differential equations that are chosen de-

scribe the dynamics of the flow field. The basic assumption is that the flowfield is fully

laminar and compressible, and the gas is perfect.

3.1 Perfect Gas Laminar Navier-Stokes

The governing equations are the laminar Navier-Stokes equations for a perfect gas.

Using the Einstein summation notation,

Op  Opu;
ot + axj

0 PU; 0 PUU;
ot Ox i

ope 0
o T oz, (e +p) u

b

8%1‘
94
ox 5

pRT

0Tij

&cj

8T¢jui
81‘]'

(3.1)
(3.2)

(3.3)

(3.4)

where u; are the Cartesian velocity components, p is the density, and the total energy

per unit mass € is

E=e+ %Uju]'

where the internal energy per unit mass e is

e=c,T

and the heat flux vector and laminar viscous stress tensor are

oT
g = - .
J 8.73j
ou

= —glu,a—xk(sij +u <

8’LLZ'

4 8uj
ox 7 813

(3.5)

(3.6)
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The molecular viscosity p is defined by Sutherland’s Law and the molecular Prandtl

number Pr = uc,/k is 0.72. The gas constant R = 287 J/kg-K for air.

3.1.1 Boundary Conditions

For viscous cases, the double cone boundary type is no slip with isothermal surface
at 300 (K). Inflow and upper boundaries are fixed at freestream conditions, while the

outflow has been set to zero gradient boundary condition.

3.2 The Numerical Method

The commercial flow solver GASPex [1] was used. Run 1, and 2 were computed using
Van Leer’s flux-vector splitting [52] and second order upwind reconstruction [36] with
Min-Mod limiter. Run 4, and 6 were computed using Roe [48] with Harten modifi-
cation and the same reconstruction and limiter as the former. For all the Runs, time

integration was performed using implicit dual time stepping [54].

3.3 Grid Generation

Two structured multiblock grids were generated using Matlab. The grid which was
used for Run 1 and 2 of Table 2.1 consisted of 4,530,330 cells, and the grid used for
Run 4 and 6 of Table 2.1 consisted of 1,332,320 cells. Very fine mesh was incorporated
near the surface of the doublecone in order to capture the details of the shock-boundary

layer interaction. Grid sequencing information is shown in Table 3.1.



Run Number Sequence Grid Total Number of Cells
1 1 Coarse 291,600
1 2 Medium 1,233,630
1 3 Fine 4,530,330
2 1 Coarse 291,600
2 2 Medium 1,233,630
2 3 Fine 4,530,330
4 1 Coarse 333,080
4 2 Medium 1,332,320
6 1 Coarse 333,080
6 2 Medium 1,332,320

Table 3.1: Grid Sequences

14
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3.4 Solution Schemes

The computations for Run 1, and 2 were performed using Van Leer flux splitting. Calcu-
lations for Run 4, and Run 6 were performed using Roe’s method. Run 1 was computed
using steady state analysis, and the rest were computed using transient schemes. The

temporal integration for transient analysis is implicit double precision [36].

3.4.1 Finite Volume Method

The perfect gas Navier-Stokes equations can be written in vector form as

0Q OFE OF 090G OR 0SS 0T

E+%+87y+@_87x+87y+% (3.9)
where
e \ ¢ \ ¢ ¢
P pu pu pw
pu puu +p puv puw
Q= pv E= puv . F=¢ powtp ¢, G= pow
pw puw pLW pwWW + p
pPE PEU + pU | pEV +pv PEW + pw
(3.10)
and
0 \ ' 0 0
Tex Ty Tez
R= Tay , S= Tyy , T'= Tyz (3.11)
Txz Tyz Tzz
Bo =z | [ By —ay B — 4
where
Bz = Tuzlh + TpyV + Tpw
By = Tyt + TyyV + Ty w (3.12)

B2 = Teu+ TyzU + T W
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and ¢ and 7 are defined as in Egs. 3.7 and 3.8.
Using a coordinate transformation (z,y,z) — (£, 7,() the governing equations be-

come
0Q"  OE'  OF 0G'" OR 05 0T’

ot T ag "oy Tac T e Tag Tac

(3.13)

Denote a finite volume cell by indices ¢, j and k, respectively in the &, n and( directions.

integrating the above equations over a cell yields

A(Qj 1, Vijk)

/! / / /! / / _
i I R U e T
/ / ! ! ! !
Fiy =R 4 Gy =55+ Ty = T y)

where Q;;1 is the volume-averaged value of the vector () and V;j;, is the volume of the
cell (i,7,k). It is assumed that A = Anp = A = 1 without loss of generality. The

term E; L1 indicates evaluation of the flux E’ on the positive £-face of the cell identified

2
by its indices (4,7, k). Similarly, term E;_l indicates evaluation of the flux E’ on the
2

negative {-face of the cell identified by its indices (i, 7, k). A similar notation applies to

the fluxes on the positive and negative 7- and (- faces. Here

/ / ( / )
ou pv pw
pu + Exp puv’ + np puw’ + Cup
_ 1 1 1

E'=359 oo/ +&p ¢ F'=39 po'+mp o0 G =39 pow +(p
pwu’ +E.p pwv’ +n.p pww’ + C.p

(pe +p)u" | (pe+p) (pe +p)w'

(3.15)

and
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0
EaTaz + &yTay + &eTaz
EaTay + EyTyy + E2Tyz )
§aToz + &yTyz + &7z

€afa + EyBy + &0
0

Rl

<=

NaToz + MyTzy + N2Taz

S =

o=

NaToy + MyTyy + M2Tyz ) (3'16)
NeTrz T NyTyz + NaTzz

NeBe + nyﬁy + 1.0 )
0

CoTaz + CyTay + C2Taz

CaTay + CyTyy + C:Tyz

CaTaz + CyTyz + Tz
Gz + CyBy + (8-

T =

<l

and defining

= &u+&u+ Lw

v = Nz + My + Nw

(3.17)
w' = Caut + Cyv + Cw
_ 9nQ)
J = aws)
where
(o = g—i, etc (3.18)

The inviscid fluxes E’, F’ and G’ are represented by either Roe’s method or Van Leer’s
method as discussed in the next section. The viscous and heat flux terms are represented

by central differences.
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3.4.2 Van Leer’s Method

Calculations for run 1, and run 2 was performed using Van Leer’s method. Van Leer
[52] developed a flux-vector splitting algorithm based on Mach number. Here we explain
Van Leer’s method by considering a flux F' across a cell face of unit area, where for
simplicity the face is assumed perpendicular to the z-direction. The flux vector can be

written as:

paM
2 (yM? 4 1)
F= puw (3.19)

puw

3 1 1372
L pra M [ﬁ + §M :|
The basic idea behind flux-vector splitting is to split the inviscid flux vector into
two contributions based upon the eigenvalues of the flux Jacobian. For example, the

inviscid flux vector is split as

Fit172 = Fz‘iuz T (3.20)

where all the eigenvalues of F'* are positive and those of F'~ are negative. Each of these
parts can be evaluated using Q' or Q" as appropriate, where Q' is the reconstructed

value of @) to the left face of the cell, etc.

P;il/Q = F+(Qé+1/2)
Fz'jrl/Q = Fﬁ(Q;+1/2)

By design the flux-vector splitting sets the interface flux equal to the full flux for

(3.21)

supersonic flow. That is:

F+(Q1+1/2) - F(Qi+1/2) M>1
F=(QF =0
(Qivy2) (3.22)
FHQl, ) =0 M < -1
F_(QZ+1/2) = :+1/2)
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3.4.3 Roe’s Method with Harten Modification

Calculations for run 4, and run 6 was performed using Roe’s method. Roe developed an
algorithm based on an exact solution to an approximation of the generalized Riemann
problem. Here we explain Roe’s methodology considering a flux F' across a cell face

of unit area, where for simplicity the face is assumed perpendicular to the z-direction.

The flux is:
2 ) \
pu® +p
F = puv (3.23)
puw
PEU + PU
and the Jacobian is
( 0 1 0 0 0
(v~ 1)g —u? (3 —7)u l=vv  (I=-7yw (y-1)
A(Q) = —uv v U 0 0
—uw w 0 U 0
—Hu+(y—-lug H-(y-1)u* —(y-luww —(y-luw ~u

(3.24)
where H = ¢ + L is the total enthalpy and ¢ = L(u? + 02+ w?)

The flux is defined by

1 L
F=g {Fl + Fr + RIA|L(F, - Fr)} (3.25)

Defining Roe variables as
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i = \/,Flul+muT
= i or
6 _ \/F’TW“F\/PT“'W”
= e
~ \/ﬁwl+\/p7wr 2
W= e (3.26)
Er _ \/P7Hl+\/p7Hr
= e
= (y = D - (@ +9° + @)
R is the matrix of right eigenvectors of A using Roe variables.
0 0 O 1 1
0 0 a ua+a U—a
R=¢ 5 0 & @ 7 (3.27)
0 w w w w
2 w? ¢ H+aa H-—ua

A is the diagonal matrix of absolute value of eigenvalues of A using Roe variables.

=

L is the matrix of left eigenvectors of A using Roe variables.
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(3.28)

(3.29)

The Roe’s flux-difference splitting scheme has been known to exhibit the carbuncle

problem for blunt body flows, The Harten entropy fix corrects the lack of dissipation
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at sonic points and at stagnation lines to prevent the carbuncle phenomena. The

eigenvalues in Roe’s scheme | )| are substituted by approximate values |\;]

2 . v .

R i +eq for |\| < 2ea

A =4 . (3.30)
’)\z| for ’)\z| Z 2ea

where 0 < e < % is a positive value and a is a proper velocity scale,e.g.d = a [27]

3.5 The Limiter

The spatial discretization is second-order accurate with minimum modulus (min-mod)
limiter. The min-mod function chooses the smaller of the two gradients (forward and
backward) by magnitude if they have the same sign and zero otherwise. The function

can be written as

x |z <yl
and zy > 0
minmod(z,y) = ¢ y ly| < |z| (3.31)
and zy > 0
0 zy <0

3.6 Reconstruction

We need to know the primitive variables at the cell faces so that we can evaluate the
fluxes. Reconstruction provides the link between the cell averages and the cell-face
data. The reconstruction process simply converts known cell-average data into a point-
wise field of data. The accuracy of reconstructing the primitive-variable field at the
cell faces determines the spatial accuracy of the solution. A one-parameter family of
interpolated values for the left state at the ¢ + % face and right state at the i — % face

can be represented as

QL% = Qi+ 1[(1 = K)VQi + (1 + ) AQ]
Q_=0@i- i1+ £)VQ; + (1 — k)AQ]

)

(3.32)
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where the value for k determines the spatial accuracy of the reconstruction. The forward

and backward difference operators are

A=Qi1 —Q;
i+1 [ (333)
V=0Qi—Qi1
We have used second order, fully upwind scheme. For this scheme x = —1 and the

linear reconstruction’s slope equals the fully upwind gradient, Q; — Q;_1.

3.7 Temporal Quadrature

Computations for run 1 was performed using steady state assumptions. The time
integration of fluxes for run 2,3 and 4 was performed by dual-time-stepping. Withington
et al [54] proposed an implicit formulation referred to as dual-time-stepping which
attains arbitrary time accuracy while allowing implicit treatment of the fluxes and
source terms. This method incorporates a second temporal derivative (a pseudo-time
derivative) for converging the root of a time accurate discretization. Because time
accuracy is maintained on the outer loop, popular implicit time-integration techniques
which do not maintain temporal accuracy can be applied to the inner loop in pseudo-

time. The implicit governing equations with a pseudo-time derivative become

ol s (G oo (r-r)os) o

where m represents a discrete solution in pseudo-time,r7. The dual-time-stepping pro-
cedure iterates in pseudo-time to find the solution at the n+1 time level in real time,
t. As the inner problem converges, the solution at level m approaches the solution at

time level n + 1.



23

Chapter 4

Results and Discussions

In this chapter we present simulations of the doublecone experiments, and show com-

parisons between experimental measurements and numerical predictions.

4.1 Results

Computational results for Run 1 in Table 2.1 are presented in Fig. 4.1. The z axis is
the horizontal distance measured from the edge of the first cone. Fig. 4.1(a) shows a
surface pressure peak of 9 (kPa) at z = 11 cm, and a separation point at z = 6.5 cm.
Fig. 4.1(b) shows a surface heat flux peak of 110 Watt/em? at x = 11 cm , and a
separation point at = 6.5 cm. The points of peak heat transfer and pressure coincide.
Figs. 4.1(a), and 4.1(b) show that perfect gas simulations of surface pressure and heat
transfer agree well with the experimental data. The general trend and level of pressure
and heat flux fluctuation after reattachment are also reproduced, but are not exactly
matched.

The flowfield structure for Run 1 in Table 2.1 is illustrated in Fig. 4.2. Fig. 4.2(a)
shows the entire flowfield. The oblique shock generated by the first cone strongly
interacts with the detached shock generated by the second cone, and a transmitted
shock is formed, which impinges on the surface downstream of the cone-cone juncture.
The adverse pressure gradient at the cone-cone juncture causes the boundary layer to
separate. The separated region that forms at the corner creates its own shock, which
interacts with the bow shock. As can be observed from Fig. 4.2(c), a supersonic jet
is formed along the surface of the second cone downstream of the impingement point,
and it undergoes a series of compressions and expansions as can be seen in Fig. 4.2(b).

The flow behind the strong bow shock is subsonic, and therefore the shape of the jet
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influences the shock structure.

Computational results for Run 2 in Table 2.1 are presented in Fig. 4.3. Fig. 4.3(a)
shows a surface pressure peak of 37 (kPa) at © = 12¢m, and a separation point at x =
4.5 cm. Fig. 4.3(b) shows a surface heat flux peak of 380 Watt/cm? at x = 12 cm, and a
separation point at x = 4.5 cm. The points of peak heat transfer and pressure coincide.
The total size of separation bubble is overpredicted by the perfect gas simulations. The
inconsistency between the perfect gas computations and experimental data necessitates
further real gas simulations for more accurate prediction of the flow field for this case.

The flowfield structure for Run 2 is shown in Fig. 4.4 and suggests that the type of
the interaction is very similar to type IV of Edney classification of shock/shock interfer-
ences [20]. Essentially, the compression/expansion waves are completely distinguishable
from Fig. 4.4(b).

Computational results for Run 6 in Table 2.1 are presented in Fig. 4.5. Fig. 4.5(a)
shows a surface pressure peak of 175 (kPa) at x = 11 cm, and a separation point at
r = 4.8 cm. Fig. 4.5(b) shows a surface heat flux peak of 1900 Watt/cm? at x = 11 cm,
and a separation point at £ = 4.8 cm. The points of peak heat transfer and pressure
coincide. The total size of the separation bubble is overpredicted by the perfect gas
simulations. The inconsistency between the perfect gas computations and experimental
data necessitates further real gas simulations for more accurate prediction of the flow
field for this case.

Again type IV of Edney classification of shock/shock interferences [20] can be in-
terpreted from flowfield structure for Run 6 in Fig. 4.6. Specifically, the existence of a
supersonic jet embedded between two subsonic regions as shown in Fig. 4.6(c) highlights
the characteristic feature of the type IV interaction.

Computational results for Run 4 in Table 2.1 are presented in Fig. 4.7. Fig. 4.7(a)
shows a surface pressure peak of 81 (kPa) at z = 11 cm, and a separation point at
r = 4.8 cm. Fig. 4.7(b) shows a surface heat flux peak of 1600 Watt/cm? at z = 11 cm,
and a separation point at £ = 4.8 cm. The points of peak heat transfer and pressure
coincide. The total size of the separation bubble is overpredicted by the perfect gas

simulations. The inconsistency between the perfect gas computations and experimental
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data necessitates further real gas simulations for more accurate prediction of the flow
field for this case.

A closer look in the flowfield structure in Fig. 4.8 reveals that the type of interaction
is still much like type IV. Here again the impingement of the supersonic jet bounded
by two slip lines on the surface of doublecone as indicated in Fig. 4.8(c) results in the
formation of a region of large pressure and heat transfer peaks observed in Fig. 4.8(b).
For this case the shocks remain closer to the doublecone surface and the high pressure

regions gets nearer to the wall.

4.1.1 Grid Refinement

Additional perfect gas simulations were performed for Run 1,Table 2.1 using different
sequences from Table 3.1. As it can be seen from Fig. 4.9, the difference in the computed
surface pressure and heat transfer between the two grid levels is less than 5% which

further confirms the grid independence of our simulations.

4.2 Discussions

In general, the size of the separation zone for Run 2, 4, and 6 is overpredicted. For
these high enthalpy cases, the chemical processes that take place in the flow are tightly
coupled with the fluid motion through energy exchange mechanisms. In these high
enthalpy flows, dissociation takes place both in the high temperature region behind
the bow shock, and inside the separation zone. In these regions, the highly energetic
particles undergo collisions and lose some of their energy by causing dissociation of
polyatomic species. By this process, energy is removed from the bulk flow and stored in
the form of chemical energy. The rate at which this process takes place greatly impacts
the mean flow. Thus, the size of the embedded region of separation is very sensitive to
chemical effects in the flow. Therefore, a perfect gas model can not predict the size of
separation zone, and subsequently the heat flux, and pressure profiles, for these high

enthalpy cases since it completely neglects the existence of chemical processes.
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Chapter 5

Conclusion

The objective of this study is the assessment of CFD capability for prediction of hyper-
sonic shock wave/ boundary layer interaction at medium to high range of freestream
enthalpy using the perfect gas laminar Navier-Stokes equations. The flow structure
over a double cone configuration is modeled using the commercial GASPex software
for four different cases. The results are compared with the experimental data. The
comparisons suggest that for the low enthalpy case, the perfect gas assumption is valid.
However, for higher enthalpy cases real gas effects should be taken into account in order

to accurately predict the flowfield features.
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