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ABSTRACT OF THE DISSERTATION

Integrating Security and Privacy Protection into a
Mobility-Centric Internet Architecture

By XIRUO LIU

Dissertation Director:

Wade Trappe

The Internet is a well-noted technological success that has significantly impacted the dissemi-

nation of information and brought human society closer together than it ever had been. While

many of the initial design choices associated with the Internet led to its successful rise to promi-

nence, the Internet was not designed to face many of the challenges that have emerged in the

modern era in which people access information while on the move from anywhere, at any time.

Notably, one of the primary hurdles challenging the continued success of the Internet is the

security of the communications crossing the Internet.

In order to address the challenges facing the evolution of the Internet, several clean-slate

future Internet architectures have been proposed, each attempting to address certain aspects in

which the Internet needs to evolve, and each with varying advantages. Across all of these dif-

ferent architectures, there remains a need to examine and address fundamental aspects related

to ensuring the security of these architectures. This thesis examines several of the key security

challenges facing several of the emerging future Internet designs, and specifically explores as-

pects related to securing the MobilityFirst future Internet design. In particular, one of the core

contributions of this thesis is a thorough exploration of aspects related to securing new naming

services intended to support more dynamic associations between users, their names and their

ii



network addresses. This thesis provides a thorough exploration of the protocol-level security

challenges facing the administration of new name resolution services that separate names from

network addresses, and further examines the possibility of using such a name resolution ser-

vice as a mechanism to apply access control in the future Internet. A further contribution of

this thesis is the exploration of security services for mobile ad hoc networks and the Internet of

Things, which represent two important and emerging network modalities that will become part

of the future Internet.
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Chapter 1

Introduction

1.1 Motivation

The Internet was initially launched almost fifty years ago and has since evolved from a small-

scale academic testbed to a large-scale commercial network that spans the world. Since the late

1990s, the Internet has been growing at an explosive rate. In the early 1990s, only 1% of the

data being transmitted through telecommunication channels was carried over the Internet. Now

the Internet carries more than 97% of all telecommunication information [67]. The Internet has

revolutionized the way people live as it provides rich and abundant services to facilitate people’s

daily activities, as well as enabling interactions between the virtual world and the reality. In

2005, only 16% of the world’s population was using the Internet. This number climbed to 40%

in 2015, with 78% of the population in the developed world using the Internet and 32% of the

population in the developing world using the Internet [124].

The core of the current Internet - the Internet Protocol Suite - was standardized in 1982.

This protocol stack underpins the current Internet and involves several communication proto-

cols that are widely used today such as the Transmission Control Protocol (TCP), the Internet

Protocol (IP) and the User Datagram Protocol (UDP). Only a few core protocols such as TCP,

IP and UDP, form the foundation of the network service layer to provide routing and data deliv-

ery in a reliable, connection-oriented, end-to-end fashion or unreliable connectionless fashion.

This design gives the Internet a narrow waist such that the simple and efficient network service

layer connects heterogeneous hardware devices in the lower layer and a large variety of appli-

cations and services in the upper layers. The end-to-end TCP/IP protocol stack serves the fixed

host/server model well, which has dominated the Internet since its inception.

However, today’s Internet is quite different from its early stages, when the Internet Protocol
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Suite was developed. We are facing a historic, large-scale shift from PC’s to mobile computing

and embedded devices. With the proliferation of mobile devices, e.g. smartphones, tablets,

wearable devices, and vehicles, the amount of mobile data traffic is increasing rapidly at a

remarkable rate. According to [40], global mobile data will increase 10-fold between 2014 and

2019 at a speed three times faster than how fixed IP traffic grows. Looking ahead another five

years, the number of mobile devices and their traffic will inevitably surpass the fixed devices

and all other Internet traffic. As most of the end hosts are switching from fixed hosts to mobile

end points, the characteristics of mobility pose many architectural challenges to the current

Internet, including scalability, performance, robustness and security. As billions of wireless

end-points become “first class” Internet devices and move across the Internet, mobility and

wireless access issues (link bandwidth/quality fluctuation, multiple radios, disconnections, etc)

will exacerbate to a large scale.

In addition, technology has also changed significantly since TCP/IP was designed. Im-

provements in computing and storage, fiber infrastructure and radio techniques enable a lot of

new services and applications, which in turn stimulate the Internet’s development and tune the

underlying network infrastructure. For example, over the past few decades, Internet usage has

been evolving to be dominated by content distribution. Content delivery networks are expect-

ing to carry over half of Internet traffic by 2019 [40]. However, the original Internet was not

customized for content delivery and retrieval, and hence the classic end-to-end model is unable

to meet the requirements from emerging content services. Particularly, mobile content sharing

- a increasingly popular application category - is facing technical difficulties as the existing

Internet architecture cannot provide enough support either for mobility or for content delivery.

The Internet of Things (IoT) is another representative example of new services that need

to be supported. As the result of the recent trend of extending the boundary of the Internet to

include a wide array of untraditional computing devices, the Internet of Things makes the con-

nection of the real world with the virtual world tighter than ever before. However, connecting

many stand-alone IoT systems through the Internet brings many challenges, such as mobility,

scalability, naming, resource constraints, inter-operability, security and privacy. Further, in-

formation collected by the IoT may be exposed to much wider audience through the Internet,

which raises the severe concerns about the security and privacy.
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Last but not least, as mentioned previously, a severe concern of today’s Internet is security

and privacy. One critical issue facing the Internet is that its security and privacy were not

taken into consideration when it was designed and thus are not the core of the current Internet

infrastructure. People have now realized the importance of security after paying a high price

for various cyber attacks, such as XcodeGhost [135], Solar Sunrise [60], Morris Worm [104],

OpenSSL Heartbleed [91], Melissa Virus [55] and Moonlight Maze [111]. On the other hand,

the rise of social media has brought people’s attention to the privacy issue. While sharing

personal life with friends on the social networks, user privacy may also be violated and exposed

to the unintended public. Not limited to the application level, the privacy leakage may span all

layers of the Internet. As a user moves across networks, his location information and mobility

pattern may be collected by malicious adversaries.

All of the challenges brought by various emerging services/applications/techniques require

a fundamental change to the current Internet. The research community has suggested several

clean-slate architectures to build the future Internet [106, 118]. MobilityFirst [7], XIA [1] and

NDN [8] are representatives of those efforts. In this thesis, I will focus on MobilityFirst, whose

main objective is to support large-scale mobility and wireless access through an identifier-

based network architecture as well as provide new services needed for emerging mobile Internet

application scenarios.

1.2 MobilityFirst: A Mobility-Centric Architecture for the Future Internet

MobilityFirst is a future Internet architecture that aims at providing fundamental solutions to

the predicament the current Internet is facing. The prime design goals that drive the Mobility-

First are mobility and trustworthiness, the two major trends of the Internet. In order to achieve

these two design goals, MobilityFirst breaks down them into a list of specific design goals, in-

cluding seamless host and mobility, no single root of trust, intentional data receipt, proportional

robustness, content addressability and evolvability. These design goals come together to solve

the challenges faced by the current Internet.

The MobilityFirst architecture, shown in Figure 1.1, includes a set of system concepts and
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Figure 1.1: Major architecture features of the MobilityFirst network.

a suite of protocol elements. The major design features of this future Internet paradigm in-

cludes separation of names from addresses, security based on verifiable Globally Unique Iden-

tifier (GUID), name-based network service API, hybrid name/address based routing, storage-

aware intra-domain routing and edge-aware inter-domain routing, mobile end-point with multi-

homing, network Mobility/ad-hoc/disconnected modes, hop-by-hop transport and optional in-

network computing services [110]. These architectural features can support or directly provide

rich, efficient, reliable and trustworthy network services to network participants, such as end

users, ISPs and services providers, as well as leave enough flexibility and evolvability to future

service paradigms and demands.

Figure 1.2 shows that MobilityFirst introducs a new protocol stack and replaces the original

“narrow waist” of the current Internet (i.e., TCP/IP) with a new name-based service layer,

which consists of the Name Certificate & Resolution Service (NCRS) and the Global Name

Resolution Service (GNRS). This new service layer is centered on the concept of “flat” security-

based GUIDs for network objects, a single abstraction that serves as both the network object’s

identity and the public key. Various types of network entities, e.g., a smartphone, a person, a

group of IoT devices, a piece of content or context, can obtain their globally unique identifiers
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Figure 1.2: The protocol stack of the MobilityFirst architecture.

from the NCRS, which provides translation services between the human readable names and

the public-key based globally unique identifiers. The GNRS provides a clean separation of the

identifiers and the dynamic network address locators and supports on-the-fly binding of names

to network addresses as needed for dynamic mobility. Therefore, the use of the GUID at the

name-based service layer enables mobility-centric services at scale and builds up the foundation

of a trustworthy network.

With the name-based service layer, the MobilityFirst architecture is able to relieve or at

least mitigate many pains today’s Internet is suffering. In the MobilityFirst network, due to

the separation of the name and the network locator, users may request content by the content

name directly, without bothering with the current network address. The routers handle the

content request by querying the GNRS for a list of the up-to-date content storage locations in

a timely fashion and then fetching the content from the nearest storage location [138]. This

approach also handles content mobility well with support from the on-the-fly/late binding of

names to addresses and the hop-by-hop storage-aware transport protocol MFTP [123]. The

GUID, which is a public key, allows MobilityFirst to integrate trustworthiness as one of the

basic properties of the architecture. Deriving the identifiers in a cryptographic approach makes
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many security measures, e.g., authentication, accountability and encryption, intrinsic to the

MobilityFirst network thus facilitating further protection against various attacks.

1.3 Problem Statement

Different from the current Internet, MobilityFirst has taken security into consideration and

treats it as one of the fundamental building blocks of the network’s infrastructure. Specifi-

cally, the security mechanisms in the MobilityFirst networks are centered on the GUID and its

associated name-based services (NCRS and GNRS), which provide the essential name reso-

lution service and facilitate other network services and solutions, including routing, transport

layer protocol, multi-homing, IoT solution, etc. Although the design of the GUID and the

name-based service layer establishes a foundation for the MobilityFirst architecture to deploy

its protocol stack with security properties, adopting the GUID alone cannot provide security

and privacy with acceptable strength. The security measures that have been developed in this

thesis take full advantage of the cryptographic characteristics of the GUID need to be designed

and integrated into the MobilityFirst protocol suite and services.

Due to the importance of the GNRS in the context of MobilityFirst, the first and foremost

important task is to secure the GNRS itself. Then, through the secured GNRS, security protec-

tions may be extended to other components of the network by integrating security guarantees

provided by the GNRS and the specific security measures of individual network components.

Therefore, starting from the GNRS, the work in this thesis first examines the GNRS protocol

and integrates security measures to protect the GNRS against malicious attacks and exploits.

Then, integration of regulation, in the form of access control at the GNRS, is also investigated

and explored so that the GNRS can provide privacy-enhanced and fine-grained name resolution

service to facilitate end users as well as other network components.

Today’s Internet is much more complicated than it was back in the 1980s, when the tran-

sition from the ARPANET to the modern Internet began. At the inception of the Internet, it

was purely a packet switching network. But now the Internet becomes a broad concept and is

a huge mixture of many types of networks, e.g., cellular networks, vehicular networks, Wi-Fi
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networks, mobile ad hoc networks, wireless sensor networks, fiber networks, etc. As a fu-

ture Internet architecture, the MobilityFirst architecture should take the characteristics of these

heterogeneous networks into consideration and be able to accommodate their special needs.

Hence, it is essential to understand those special networks and make sure the MobilityFirst

infrastructure can also provide secure support to them. Therefore, we investigated two spe-

cial networks, mobile ad hoc networks (MANET) and the Internet of things (IoT) systems.

In MANETs, security concerns and network failures caused by the dynamics of the network

topology become big obstacles for the MANET applications. Thus, we explored an overlay

tunneling technique to improve the network resilience and robustness. On the other hand, we

paid special attention to the Internet of Things because its applications, such as smart vehi-

cles, smart home, smart city, etc, have been becoming more and more popular and reshaping

people’s daily lives. However, we still lack a unified solution to seamlessly connect the IoT

to the MobilityFirst infrastructure. Hence, we also studied how to integrate IoT seamlessly

and securely into the MobilityFirst architecture with the focus on bridging the gap of naming

requirements between the global MobilityFirst network and the local IoT system.

1.4 Thesis Organization

This thesis explores security and privacy issues in the MobilityFirst network with the focus on

the GNRS. It will also introduce future work on two specific scenarios. Overall, the thesis will

be organized as follows:

Chapter 2 first introduces the GNRS and the NCRS. As the GNRS is one of the fundamen-

tals for MobilityFirst, I take a deep look into the GNRS protocol suite, including the update

protocol, the query protocol and the IP hole protocol. The security concerns and potential

security weaknesses are investigated. Five attacks are identified and corresponding solutions

are proposed. With the GNRS being secured, other network services/protocols may take full

advantage of the naming service to enhance their performance and functionalities.

Chapter 3 explores the integration of more advanced functionalities into the GNRS. Access

control as one of the most basic regulation method is examined. With access control, end users
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may be able to define their own policies at the GNRS to protect their privacy by only allow-

ing desired network entities to contact them. In this chapter, a general access control scheme

is introduced. As an example, I will focus on spatio-temporal access control mechanisms,

where the access control policy is specified for particular location and time. There are some

previous research results in this area but none of them consider verifying the spatio-temporal

information, which thus could open a door for exploits. Our work fills this gap and provides se-

cure spatio-temporal access control solutions to the GNRS. Moreover, a previously untouched

special spatio-temporal access control scenario involving state transition is investigated and

integrated into the GNRS. With our rich and fine-grained access control schemes, the GNRS

empower end-users to express their needs and concerns in terms of access control policies.

Chapter 4 first investigates the challenges MANETs are facing, especially the security prob-

lems and network failures caused by the highly dynamic network topology. Then we presented

and compared the related work, most of which struggle with the trade off between security

protection and the overhead. Hence, we introduced an overlay tunneling scheme operating at

the IP layer as a policy tool to mitigate the security threats as well as network failures in ad

hoc networks. Our approach is a light weight touch since it does not change any underlying

network protocol. Therefore it is flexible and applicable in a wide variety of network topologies

and settings. Also, two optimizations are proposed to improve the performance if additional

information is available. For example, if real time end-to-end traffic information is available,

periodic re-evaluation technique is introduced to allow the scheme restore network operations

in a timely fashion. Moreover, we present a trust assessment mechanism as another optional op-

timization, which may facilitate not only our overlay tunneling scheme but also other network

protocols/functionalities, such as the routing protocol and access control.

Chapter 5 focuses on integrating the Internet of Things to the global MobilityFirst Infras-

tructure. In this chapter, we first compare two legacy IoT architectures and explain they cannot

satisfy the current demands well. Then we define a unified framework supporting the Inter-

net of Things based on the MobilityFirst infrastructure, featuring a IoT middleware design to

bridge the gaps among heterogeneous IoT hardware, underlying network infrastructure and

IoT applications. Naming and security challenges special to the IoT are discussed in Section

5.5.1. To resolve those challenges, we introduce a customized IoT Name Resolution Service
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(IoT-NRS) at the IoT middleware. Moreover, to be consistent with the concept of GUID in the

global Internett context, which serves as both the identifier and the public key, we explore a

delegation-based key provision protocol in the local IoT context which establishes a symmetric

membership key shared between a IoT device and a local group authority as the membership

enrolment credential. Such a membership key identifies the unique IoT device in the local

group as well as enables security protections, where functional keys (e.g., session key, attesta-

tion key, etc) may be derived from this membership key. With our unified MobilityFirst-based

IoT architecture, various IoT applications can work independently or together seamlessly at

scale, with proper security and privacy protection provided by the underlying MobilityFirst

network and the IoT middleware.

Finally, the thesis concludes by summarizing the contributions of the research conducted,

and identifies several security challenges associated with the future of the Internet, particularly

as we move towards an increasingly connected Internet involving many heterogeneous devices

and many different network modalities.
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Chapter 2

GNRS security

2.1 Overview

A recent trend in clean-slate network design has been to separate the role of identifiers from

network locators. An essential component to such a separation is the ability to resolve names

into network addresses. One challenge facing name resolution is securing the name resolution

service. This chapter examines the security of a clean-slate name resolution service suitable

for mobile networking. We begin with a high-level threat analysis, and identify several types

of attacks that may be used against name resolution services. We then present secure protocols

that together form a secure GNRS. Specifically, we present a secure update protocol that allows

users to update their network addresses as they migrate and that includes several checkpoints

that prevents spoofing, collusion, stale identifiers and false identifier announcements. Since the

primary function behind the GNRS is to respond to address-lookup queries, we also present a

secure query protocol. Finally, we address the security risks associated with IP holes that can

arise in the GNRS.

2.2 Background

The separation of identifiers from network locators is an important aspect underlying many

future Internet architectures. By separating identifiers from the underlying addresses needed

to locate and route to a network object, identifier-based networking [33, 98, 105, 113] supports

simplified session management, multi-homing and device/user mobility. The separation be-

tween these two attributes makes it possible to avoid implicit or explicit binding of sources

and destinations to the network’s actual topology. In particular, the use of identifiers allows

programmers to route to mobile devices based on an identifier like the International Mobile
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Subscriber Identity (IMSI) number rather than on an IP address, and this simple architectural

change leads to simpler networking primitives that allows for easier development when there is

a high level of dynamism in the underlying network, as occurs in mobile services.

One challenge in designing an identifier-based protocol stack is the task of translating an

identifier into a network address. When a user or application contacts the networking subsystem

with an identifier that names a communicating entity (e.g. an intended recipient), this identifier

must be translated into a network address that is then provided to the user/application and

which could subsequently be used by various network services, such as routing. As part of the

MobilityFirst [7] clean-slate architecture, a two-tier approach to name resolution was outlined

(as shown in Figure 2.1).

Each network entity in MobilityFirst has at least three attributes: a user-level descriptor

(i.e. a human readable name, such as Jim Smith’s laptop), a network-level identifier (called a

globally unique identifier, or GUID for short) and a route-able topological address (referred to

as a network address, or NA for short). In MobilityFirst’s two-tier approach to name resolution,

a Name Certificate & Resolution Service (NCRS) is used to translate user-level descriptors

into GUIDs, while a Global Name Resolution Service (GNRS) provides the mapping between

GUIDs and the corresponding NAs.

Recently, as part of the MobilityFirst project, the design of a fast global name resolution

service was presented [131]. The work in [131], however, focused on the balance between scal-

ability and latency, with the goal of mitigating update/query latency, while also ensuring system

consistency and supporting incremental deployment. The benefits of such a resolution service,

however, are undermined when subjected to security threats, and consequently any clean-slate

name resolution service should have security in mind as one of its founding principles. In this

chapter we revisit the name resolution service presented in [131], and examine the security

risks that name resolution services might face in an adversarial setting. We begin the chapter

in Section 2.3 by presenting an overview of the two-tier approach to name resolution employed

in MobilityFirst. We then proceed with a high-level threat analysis in Section 2.4, and then

use this threat analysis to motivate the design of several secure protocols in Section 2.5 that

ensure the secure operation of a global name resolution service. Throughout the chapter, our

presentation is IP-centric to facilitate seamless transition from the current Internet architecture,
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Figure 2.1: Overview of the two-tier name resolution involved in MobilityFirst.

and we provide a detailed walk-through behind each step, explaining why specific details were

included with an emphasis on addressing potential security exploits. Finally, we conclude the

chapter in Section 2.6.

2.3 Two-tier Name Resolution

The motivation behind the separation of human readable names from GUIDs in the Mobili-

tyFirst project is that the NCRS and GNRS operate at different time-scales: the translation

between a human-readable name and a GUID is not likely to change as rapidly as the trans-

lation between a GUID and a corresponding network attachment point (particularly in highly

mobile settings). Further, MobilityFirst employs a flat, location-independent identifier space

where public keys are used as GUIDs (as in AIP [26], HIP [98], and ROFL [34]), and each

end host, such as laptops, mobile phones, servers and virtual machines, can have a GUID. Each

GUID can associate with one or more network addresses (NAs) that it attaches to. As an exam-

ple, the NAs of a multi-homed laptop might include the NA of its 3G service provider as well

as the NA of its WiFi network. The roles of the NCRS and GNRS are depicted in Figure 2.2.

The NCRS is involved in two main functions: (1) it provides a translation between a

human-readable name and the corresponding GUID; and (2) it acts as a certificate authority
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in distributing the GUIDs, which are themselves public keys and hence must be appropriately

packaged for use. In short, the NCRS must provide services analogous to those provided by a

Public Key Infrastructure (PKI). In MobilityFirst, users may either generate their own public

keys (for use as GUIDs) and submit these to the NCRS for registration, or may contact the

NCRS to acquire public keys (for use as GUIDs). Consequently, the NCRS publishes approved

cryptographic suites, object categories and object description formats, as well as allows users

to self-certify themselves. Following standard certificate formats such as those discussed in

[120, 127], users may generate their own certificates and then submit them to the NCRS, who

engages in a challenge-response protocol to verify that the submitter possesses the correspond-

ing private key. In the context of MobilityFirst, the NCRS certificates follow the general format

of X.509 certificates, and include the following fields: version, serial number, signature algo-

rithm, validity, public key, object category code, object description (human readable keywords)

and appropriate signatures. The object description field is useful in the context of global net-

working, as it allows for the description of network roles/functions (such as whether a device

is a border gateway router for a particular Autonomous System (AS)). In this chapter, we make

a generic assumption that a network entity’s locator consists of an AS number as its network

address, as well as a local address within that network/AS. Hence we use AS number and NA

interchangeably in this chapter.

Since the GUID’s correspondence to public keys, we propose the use of elliptic curve cryp-

tography (ECC) [64] and note that the curve P-256 of FIPS PUB 186-3 DSS is appropriate for

our purposes [85]. In particular, when choosing a cryptographic suite, both security strength

and efficiency need to be considered. According to the National Security Agency (NSA), ellip-

tic curve public key cryptography using the 256-bit prime modulus elliptic curve, as specified

in FIPS 186-3, and the SHA-256 hash function provide adequate protection for classified infor-

mation up to the SECRET level [15]. Moreover, ECC P-256 has cryptanalytic security strength

comparable to RSA with a key size of 3072 bits, yet ECC P-256 requires a key size of only 256

bits, which translates into lower computational costs and higher efficiency [129]. Lastly, it is

widely accepted that ECC is a strong and more efficient approach to public key cryptography

that is suitable for resource-constrained environments, such as the mobile networks that we are

concerned in this chapter. Finally, we note the NCRS performs conventional tasks associated
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Figure 2.2: The MobilityFirst approach to name resolution involves the Name Certificate &

Resolution Service (NCRS) and the Global Name Resolution Service (GNRS). The NCRS

serves the role of a certificate registration service that associates human-readable names to

GUIDs, while the GNRS translates GUIDs into network addresses

with a certificate authority, such as the insertion, update and revocation of the GUID/digital

certificates. Since these mechanisms are a straight-forward application of well-known PKI

techniques, we will not focus on their specification in the remainder of the chapter.

We now provide a high-level description of the functions performed by the GNRS. To per-

form the mapping service for a given GUID, the GNRS applies K(K > 1) hashing functions

onto it to produce a list of K locators, which are IP addresses in today’s Internet, and stores

the GUID→NA mapping in the ASs that announce those network addresses. By doing so, the

GNRS spreads the GUID→NA mappings amongst ASs, such that an AS will host mappings

of other ASs, as well as have its mappings hosted by others. This design leverages the routing

infrastructure to reach the hosting AS in a single overlay hop; it does not require a home agent,

unlike mobile IP and existing cellular networks. There are three types of events in GNRS: in-

sert, update and query. When a user A (with a GUID) joins a network for the first time, it sends

an insert message to the GNRS (a distributed system) reporting mapping information of its

GUID and network address. When A moves to another network, it sends an update message to
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the GNRS to report the new mapping. If another user B wants to communicate with A, it sends

a query message to the GNRS asking for A’s network address before their communication, and

the GNRS will return A’s mapping to B [131].

2.4 GNRS Security Concerns

Although the design of the NCRS and GNRS are effective in managing translations between

different identifiers, these two separate systems may themselves be the target for attacks and

exploits. Securing the design of a certificate authority, which is essentially the role played

by the NCRS, involves well-known techniques and we consequently refer the reader to [23,

128, 130] for a survey of such mechanisms. The GNRS, however, is a new network service

that manages very dynamic GUID-to-NA mappings. In particular, the lack of hierarchies in

GNRS implies that techniques used to secure the inherently hierarchical Domain Name System

(DNS) [37] cannot be leveraged to secure GNRS. GNRS is fundamentally distributed and tied

to the functioning of the underlying network, and hence warrants its own security investigation.

Identifying and understanding potential security threats is a necessary starting point for

designing a secure network architecture. We now present a security analysis for GNRS, and

highlight a collection of threats and risks that may be faced. The threats that GNRS might face

include:

• Unauthorized Access: an intruder gains access or gathers information from a resource it

is not entitled to. As a consequence, an adversary may examine, remove or even modify

confidential information.

• Masquerading: an intruder is able to mimic an authorized user or network process. As a

result, the intruder may forge signatures, or impersonate a source address.

• Information Modification: unauthorized or malicious information is injected into the

network or its resources. This threat can cause service failures, false information trans-

missions or network operations, etc.

• Message Manipulation: an adversary manipulates the message exchange process be-

tween network entities. Such manipulation may involve replay, rerouting, misrouting
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and deletion of messages.

• False Traffic Insertion: Insertion of false traffic into the network can place an additional

burden upon the network and consume precious network resources. The consequence

might be an increase in delay and performance degradation for network services and

applications.

Consequently, major risks associated with these security threats are identified as below:

• Illegitimate Resource Consumption: an unauthorized user gains access to resources it is

not allowed to and consumes networks resources. Threats such as unauthorized access,

masquerading, information modification, message manipulation can lead to this risk.

• Pilfering of Service: an adversary is able to use service that it does not have the privilege

of usage. This risk might be a result of unauthorized access, masquerading, information

modification or message manipulation.

• Denial of Service: this risk makes network service or resource unavailable to its intended

users. This is a serious risk that may result from unauthorized access, masquerading or

message manipulation.

As summarized earlier, GNRS has three basic operations: insert, update and query. Among

them, GNRS insert and update are quite similar, with insert being a first-time update. Therefore,

in examining security, our attention will be restricted to the update and query operations in the

remainder of this chapter.

The basic process involved in GNRS update is shown in Figure 2.3. Suppose user A belongs

to network NA1 and needs to update its mapping (GUIDA, NA1). A sends an update message

to its local router who will then forward the message to the border gateway router. The border

gateway router hashes A’s GUIDA to get the mapping’s storage location X in network NA2,

which is an IP address, and then sends the mapping contained in the update message to X.

X stores the mapping and waits for other users in the (global) network to query. In GNRS’s

design, to improve performance and efficiency, the border gateway router performs K different

predefined hash functions to find K different mapping storage locations. As a result, there are

K mapping replicas in the global network. When another user B queries A’s mapping, it can
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Figure 2.3: GNRS Update Scheme.

receive the mapping from the nearest replica and therefore lower the query delay. A benefit of

distributing multiple mapping replicas is that it prevents single-point-of-failure risks, and thus

enhances the reliability and robustness of GNRS.

Unfortunately, if the user sends the mapping message (GUID,NA) to the local router

and follows the simple procedure just outlined, the update procedure cannot be guaranteed to

proceed correctly. In particular, attackers might come from anywhere in the network and attack

cooperatively. We now outline five possible attacks against GNRS.

1. The GUID spoofing attack is a masquerading threat, where a malicious user A claims another

user B’s GUID and attempts to associate it with A’s own network addressNAA, by announcing

the mapping (GUIDB, NAA). The consequence of this attack is a denial of service as it can

cause traffic directed for B to be directed to A’s network address.

2. The stale mapping attack is a message manipulation attack involving a malicious GNRS

server. In this attack, if a device moves and issues an update, the malicious GNRS server can

purposely ignore the update and claim it still has the most recent mapping. Perhaps worse, a

GNRS server can selectively choose which (possibly stale) mapping to give out during queries.

The result is a denial of service.

3. The third potential attack, false announcement attack, is an information modification attack

that results in illegitimate resource consumption. User A, which is in network NA1, claims

its GUIDA binds to a different network address, (GUIDA, NA2). Thus A can direct its

traffic to network NA2, which causes NA2 network resources to be consumed. To protect

against the third type of attack, one can let the network, such as the local router and/or border

gateway router, sign update messages to the GNRS after it verifies whether the user belongs to
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Figure 2.4: GNRS Query Scheme.

it. However, this is not enough because it cannot prevent the fourth attack, the collusion attack.

4. The collusion attack is an example of an information modification attack in which a mali-

cious user, its network and the location where the mapping is stored collude with each other.

The objective behind the malicious collusion is to allow for a fake mapping involving a false

network address to pass the verification and become stored in the storage place.

In the GNRS query scheme, assume user B is in network NA3 and wants to query A’s

mapping. B first sends out the query request message to its border gateway router. The router

runs the K predefined hash functions on A’s GUID as used in A’s update process to find the

nearest replica storage location X (found by examining theK hash results). The border gateway

router forwards the query request message to X. X returns the mapping to B’s border gateway

router, who will then reply to B’s query with the mapping information. Figure 2.4 shows the

query scheme. Interestingly, we note that by securing the update scheme, GNRS query itself

becomes less-open to exploitation since all of the mappings would have been correctly verified

prior to insertion into GNRS.

5. The final attack we mention is a family of information manipulation attacks that we collec-

tively label as BGP churn exploits. Problems may also arise due to network topology changes,

such as BGP churn [51]. Although hashing is used to find the mapping storage location in

GNRS, the hash result might fall into an IP hole (i.e. an IP address that is not announced by

any AS). For this reason, the IP hole protocol was proposed to solve this problem in [131]. The

scheme involves rehashing the hash result if the result falls into IP hole until a valid IP address

is found. If it still falls into an IP hole after M attempts at rehashing, then the scheme chooses

a deputy AS who announces the IP address that has the minimum IP distance to the current

hash value. In this scheme, BGP churn, such as announcing a new IP prefix or withdrawing an
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IP prefix, might cause security weaknesses. Take withdrawing the IP prefix for example, and

suppose network NA2 wants to withdraw its IP prefix. This will make the IP prefix of NA2 be-

come an IP hole and the mappings stored in NA2 become orphan mappings. Therefore, before

withdrawing IP prefix, NA2 runs IP hole protocol to find locations to insert orphan mappings

and moves the mappings there. Without a secure scheme, a malicious user can insert many

fake orphan mappings to a target network to exhaust that network’s storage resources, while

also causing the GNRS to report false mappings to queries. We will specifically address this

issue in section 2.5.3.

2.5 Secure GNRS Protocol

We now explore a secure GNRS service that is targeted at addressing the security concerns

outlined in Section 2.4. As a starting point, we assume that the NCRS plays the role of a

PKI and a clock synchronization system is available. In our design, the public keys used are

equivalent to the user’s identifier the GUID, and thus we use these terms interchangeably. A

256-bit long GUID is sufficient to keep birthday attacks infeasible. If the desired probability of

random collision is kept as low as 10−6, the pool of available GUID will be about 4.8 × 1035

[127], which is more than large enough for GUID assignment for the foreseeable future.

2.5.1 Securing GNRS Update

The objective behind GNRS update is to allow users to update their network address as they mi-

grate across the global network. The main network components involved in the GNRS update

scheme are the user, the local router, the border gateway router and the DHCP server. Here,

the DHCP server provides verification of a user’s IP address [49]. The update protocol details

are shown in Figure 2.5. Within network NA1, A is a user who wants to inform GNRS of its

new mapping (GUIDA, NA1), L is A’s local router, G is the border gateway router for NA1,

D is the DHCP server with which G can verify A’s network address, and X is the storage loca-

tion in network NA2 responsible for keeping track of the mapping. There are eight messages

exchanged during the update process:

1. A→ L: {GUIDA, [Na, GUIDL, (GUIDA, NA1, TA, EA)A−1 ]L}
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There are two timestamps involved in the message exchange: the mapping generation

time TA (corresponds to when the new mapping was instantiated) and the expiration

time EA (which corresponds to when this new mapping will expire). These timestamps

are included with the GUID and network address, and necessitates that A must update

or renew its mapping before expiration. This protects against stale mapping attacks,

which were mentioned in Section 2.4. Since the mapping has an expiration time, the

freshness of the mapping is guaranteed: users who query A’s mapping can check these

timestamps to ensure the mapping is not stale. The use of timestamps for freshness,

however, introduces a tradeoff between security and efficiency. If EA is too large, then it

is possible that a prior mapping will still be valid after user A moves to another network

and updates its new mapping with a new generation time and expiration time. This is

problematic in the case of a malicious mapping storage location X. An untrustworthy X

may give users an old mapping (that has not expired) instead of the up-to-date mapping.

On the other hand, if EA is too small, then the likelihood of a successful attack is low,

the impact minimal, but the overhead will be large because A must renew its mapping

frequently.

In this step, (GUIDA, NA1, TA, EA) is signed by A’s private keyA−1 to protect against

a GUID spoofing attack. An adversary cannot claim to be A and launch a GUID spoofing

attack because only A knows its private key. Other users can verify the signature since

they know A’s public key GUIDA. Also a nonce Na is added in the update message to

prevent replays. GUIDL is added for receiver verification, and the message is encrypted

by L’s public key so that only L can read the message. The update message also contains

GUIDA so that the receiver L can verify the sender.

2. L→ G: {GUIDL, [Nl, GUIDA, GUIDG, (GUIDA, NA1, TA, EA)A−1 ]L−1}G

L first verifies whether the mapping (GUIDA, NA1) is correct. This is the first check-

point to protect against the false announcement attack mentioned in Section 2.4. If the

mapping is correct, then L forwards A’s mapping to the border gateway router G for NA1.

Similar to message 1, a nonceNl is added and message 2 is signed by L’s private key and

subsequently encrypted by receiver G’s public key.
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3. G→ D: {GUIDG, [Ng, GUIDA, (GUIDA, NA1, TA, EA)A−1 ]D}

The border gateway router G is the second checkpoint to prevent the false announcement

attack. In particular, this step is intended to handle cases where A and L collude with

each other. To do this, G sends message 3 to the DHCP server D to verify A’s network

address.

4. D→ G: {Ng + 1, (GUIDA, NA1, T
′
A, E

′
A)D−1}G

After receiving G’s query, D replies with A’s current network address and its valid time

period (T ′A, E
′
A). Also, Ng + 1 is included and serves as the ACK corresponding to the

nonce Ng.

5. G→ L: {Nl + 1}G−1

If the reply from D matches A’s update, G will return an ACK (Nl + 1) to L implying

the acceptance of A’s update, which has been forwarded by L.

6. L→ A: {Na + 1}L−1

L returns (Na + 1) to A, informing A of the successful update to A’s mapping.

7. G→ X: {GUIDG, {[GUIDA, N
′
g, (GUIDA, NA1, TA, EA)A−1,G−1 ]G−1}x}

G hashes A’s GUID by usingK predefined hash functions to obtain the IP addresses ofK

different storage locations responsible for storing A’s mapping. Before sending A’s map-

ping to any storage location X, both G and A sign the mapping (GUIDA, NA1, TA, EA)

so that other users can verify whether this mapping has been checked by network NA1.

This prevents a collusion involving A, L, G, and X working together to create a fake

mapping, such as (GUIDA, NA3, TA, EA)A−1 , which would have otherwise passed the

verification and been stored in X. Since G signs the mapping, and since a border gateway

router is only responsible for its own domain, any user who would have queriedGUIDA

can check whether G is actually NA3’s border gateway router by querying the NCRS,

which provides the user a description of G’s responsibilities.

8. X→ G: {N ′g + 1}X−1
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Figure 2.5: GNRS Update Protocol.

X returns an ACK to G indicating the mapping is accepted and the update process is fin-

ished. Finally, A’s mapping is stored at X as {GUIDG, (GUIDA, NA1, TA, EA)A−1,G−1}.

2.5.2 Securing GNRS Query

GNRS query provides a means by which a user can acquire the network address corresponding

to a known GUID. In the GNRS query, the involved network components are the user making

the query, the border gateway router, and the mapping storage location. The query protocol

is shown in Figure 2.6. To start, assume user B, who is in network NA3, wants to query the

GNRS to find A’s mapping. Suppose that S is the border gateway router for NA3, NA2 is

mapping storage location that is the closet to NA3 among the K replicas identified by the K

hash functions, and in NA2 the mapping is stored at X. In our secure GNRS query protocol,

there are only four messages exchanged during the query process:

1. B→ S: {GUIDB, [GUIDS , Nb, (GUIDA, GUIDB, TB)B−1 ]S}

B sends S the query for A’s GUID, GUIDA, together with its own identifier GUIDB

and timestamp TB . The request is first signed by B’s private key B−1, then the receiver

S’s GUID is added for verification purposes and a nonce Nb is added to prevent replay
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Figure 2.6: GNRS Query Protocol.

attacks. The message is finally encrypted by S’s public key.

2. S→ X: {GUIDS , [GUIDX , GUIDB, Ns, (GUIDA, GUIDB, TB)B−1,S−1 ]x}

S verifies the request and then performs the same K predefined hash functions (as used

in the GNRS update process) on GUIDA. S chooses the nearest one from the K hash

results, which is X in NA2 for this example, and forwards the query request to X.

3. X→ S: {[GUIDX , GUIDS , GUIDB, Ns + 1, GUIDG,

(GUIDA, NA1, TA, EA)A−1,G−1 ]X−1}S

X verifies the request and returns A’s mapping {GUIDG, (GUIDA, NA1, TA, EA)A−1,G−1}

to S.

4. S→B: {GUIDS , GUIDB, [Nb+1, GUIDG, (GUIDA, NA1, TA, EA)A−1,G−1 ]S−1}B

S forwards A’s mapping to B. B can check the mapping by verifying the timestamps and

the signatures of A and G. Now the query process is finished.

2.5.3 Securing IP Hole Protocol

Hashing is used in the GNRS update and query process to find mapping storage locations. Due

to the fragmentation of IP address space, the hashing result could possibly fall into an IP hole,

which is not announced by any AS. As a result, in such an event, a valid IP address cannot be

found to store the mapping. In this case, the IP hole protocol [131] is performed to find the
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mapping storage location. Basically, the IP hole protocol involves continuous hashing until a

valid mapping storage address is found. The high-level details are summarized below:

1. If the hash result falls into an IP hole, rehash (up to M times) the hashing result until a

valid IP address IPx is found. IPx is the mapping storage location.

2. If it still falls into an IP hole afterM rehash attempts, choose a deputy AS who announces

the IP address IPx that has the minimum IP distance to the current hashing value. As-

sume A and B are two n-bits IP addresses, the IP distance between A and B is defined

as:

IPdist(A,B) =

n−1∑
i=0

|Ai −Bi|×2i

The IP hole protocol can be used to handle changes in prefixes (analogous to the changes

in prefixes associated with BGP churn), which directly influences GNRS update and queries.

Prefix change announcements either can be due to an AS withdrawing a previously announced

prefix, or due to an AS announcing a new prefix.

Orphan Mapping Insert

The Orphan mapping insert step addresses the problem of a prefix being withdrawn by an AS.

In Figure 2.7, user A’s GNRS mapping (GUIDA, NA1) is stored at X in NA2, while Y is in

network NA4. Suppose NA2 wants to withdraw its IP prefix, which will make its current IP

prefix become an IP hole, and hence A’s GNRS mapping will become an orphan mapping since

others will not be able to reach storage location X associated with this mapping. To solve this

problem, before withdrawing its IP prefix, NA2 must run the IP hole protocol and move A’s

mapping to another storage location. Orphan Mapping Insert, involves:

1. X→Y: {GUIDX , [R,GUIDY , (NX , GUIDG, (GUIDA, NA1, TA, EA)A−1,G−1)X−1 ]Y }

The IP hole protocol is called to find a place to insert A’s mapping. First, X applies the

appropriate hash function to GUIDA. If this hash result falls into an IP hole or NA2

itself, X will hash the hash result again (following the IP hole protocol) until it finds

a valid IP address or a deputy IPx. For the sake of discussion, let us assume that this

new location corresponds to Y, which is located in network NA4, in Figure 2.7. Suppose
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Figure 2.7: Orphan Mapping Insert.

the amount of times needed to rehash GUIDA is R (we note R ≤ M , where M is the

maximum number of rehashes allowed in the IP hole protocol). After finding Y, X signs

A’s mapping {GUIDG, (GUIDA, NA1, TA, EA)A−1,G−1} together with the nonceNX .

Then X includes R and the receiver Y’s identifier GUIDY , and sends the message to Y

after encrypting with Y’s public key. R is added for the convenience of Y’s verification

in the next step.

2. Y→ X: {NX + 1}Y −1

Y should not simply accept the orphan mapping insert message from X without verifica-

tion – otherwise, attackers may take advantage of the lack of verification to insert fake

mappings. For example, a malicious user E in network NA5 may create fake mappings

and claim it is the original legitimate storage place for these mappings. The attack would

proceed by E then asking NA4 to accept these mappings under the pretense that NA5 is

withdrawing its IP prefix. If NA4 accepts all those fake mappings blindly, its own net-

work resources might be exhausted and become victim to a false announcement attack,

with the consequence being resource consumption and denial of service. Thus, before

accepting the mapping, Y also runs the IP hole protocol on the GUID in the mapping to

verify whether the sender X was a legitimate storage location for this mapping. If the

insert message passes the verification, Y stores the mapping and replies with an ACK

(NX + 1) to X. Otherwise, Y will reject the insert.

Mapping Migration

The Mapping Migration process happens when an AS claims a new IP prefix. The newly an-

nounced prefix might have previously been an IP hole that is now being claimed by the AS.
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As a result, during the process of GNRS update or insert, yet before the prefix announcement,

users in the global network will have called the IP hole protocol and avoided storing GNRS

mappings at locations with this particular IP prefix. However, after the prefix announcement,

this IP prefix is no longer an IP hole and therefore will receive queries from other users for map-

pings that it does not have. The Mapping Migration scheme, shown in Figure 2.8, is designed

to solve this problem.

Assume A’s GNRS mapping is currently stored in X within NA2 after performing the IP

hole protocol. Now assume that network NA6 announces a new IP prefix and that storage

location Z is in NA6. Later Z receives a GNRS query for A’s mapping, but it does not have the

requested mapping due to the original IP hole status prior to the new prefix announcement. To

remedy this, Z performs the following procedures to fulfill the query service request:

1. Z→ X: {GUIDZ , [GUIDX , (NZ , GUIDA)Z−1 ]X}

After receiving a query for A’s mapping, which it does not have, Z checks whether it

should have the mapping by hashing GUIDA or calling the IP hole protocol. During the

continuous hashing (up to M times), if the hash result falls into Z’s newly announced

prefix before it falls into another valid IP address, which should be the current mapping

storage location X for A’s mapping, then Z is responsible for A’s mapping and should

start the mapping migration process immediately. Consequently, Z sends out a migration

request to X. The request contains A’s GUID and a nonce NZ , which are signed by Z’s

private key and encrypted by X’s public key. Z can determine X by following through

with the IP Hole Protocol, and querying the NCRS for X’s certificate.

2. X→ Z: {GUIDX , [NZ + 1, GUIDZ ,

(GUIDG, (GUIDA, NA1, TA, EA)A−1,G−1 , NX)X−1 ]Z}

X performs the IP hole protocol to verify whether the migration request is legitimate. If

one of the hashing results matches Z and the number of required hashes needed to arrive

at Z’s address is less than the number of hashing attempts needed to arrive at X’s address,

then X will accept the request and send A’s mapping to Z.

3. Z→ X: {NX + 1}Z−1
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Figure 2.8: Mapping Migration.

Z returns an ACK (NX + 1) to inform X that it received the mapping successfully. This

indicates the end of the mapping migration process.

2.6 Conclusion

Many clean-slate network architectures promote the separation of identifiers from routable ad-

dresses. Such a separation promises to better facilitate mobile networking if a fast global name

resolution service can be developed. Although preliminary evidence suggests that fast global

name resolution is possible for flat (non-hierarchical) addresses, one critical challenge facing

such a service is the assurance that this name resolution service operates in a trustworthy man-

ner in presence of a variety of security threats. This chapter has examined the security of such

a name resolution service. We started by presenting a high-level threat analysis, where several

attack categories were identified. Using the threat analysis as a foundation, we presented the

design of several secure protocols that would constitute a secure global name resolution service.

A secure update protocol that allows users to update their network addresses as they migrate

was presented and includes several checkpoints that allows the protocol to prevent spoofing,

collusion, stale identifiers and false identifier announcements. Since the primary function be-

hind a name resolution service is to respond to address-lookup queries, we also presented a

secure query protocol. Finally, we noted that IP holes represent a possible attack vector, and

consequently devised a protocol that addresses security risks associated with IP holes that arise

in a global name resolution service.
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Chapter 3

GNRS access control

3.1 Overview

The lack of access control and regulation in the current Internet has resulted in many security

and privacy problems. To prevent unauthorized access to protected information, integrating

access control into future Internet design is crucial. In this chapter, a suite of access control

mechanisms that are well-suited for the mobile Internet are introduced into the MobilityFirst

infrastructure. The emphasis of the proposed methods is on supporting new spatio-temporal

access control, which can be a powerful new paradigm for security in mobile systems. We

choose to enforce the proposed access control schemes at the GNRS due to its importance to

the MobilityFirst network: it is the first line of defence as one first needs to contact the GNRS

for target’s network address before it can reach the target.

3.2 Background

The current Internet was not developed with security and regulation as its core principals and

as a result there have been many security and privacy breaches throughout the Internet’s his-

tory. Many of these security flaws resulted from a lack of regulation to important information.

Due to the lack of access regulations, anyone in the network can query various network ser-

vices to lookup a wide variety of information, which may be exploited to conduct malicious

attacks. A typical case where the improper exposure of user information leads to an attack is

the email-bomb style of Denial-of-Service (DoS) attack. In this attack, the attacker first obtains

the victim’s email address and then abuses the network by sending a huge volume of email

(spam) to the victim’s email address in an attempt to exhaust the resources of the host victim’s
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email server. This attack succeeds as a result of the adversary having easy access to the vic-

tim’s email address, and because the server is unable to refuse incoming traffic. If the Internet,

instead, had regulated access to the user’s relevant information (such as name, organization,

email and address) in the first place, then this attack would have been less likely to occur.

With the increased need to improve security, there has been an effort to fix the security

design flaws in the Internet. However, the solutions developed so far are basically patches

added to the Internet protocol stack, and only target specific network components. For example,

firewalls and filters are designed for application layer (layer 7 in the OSI model) services to

prevent illegitimate access to the user data; the Internet Protocol Security (IPsec) suite secures

Internet Protocol (IP) communication at the Internet Layer (layer 3 in the OSI model) while the

Transport Layer Security (TLS) suite operates at the transport layer to protect communication

traffic. The fragmented security and regulation solutions make the Internet architecture chaotic

and do not provide a complete and consistent protection against a wide variety of attacks. The

inconsistency of current security methods and lack of a system-wide solution that regulates

access to certain information causes the Internet to be open to attacks regardless of the patches

applied. As a result, developing clean-slate future Internet architectures that apply regulation

is desirable. [1,7,8] are representative future Internet architecture projects that include security

in their design principles, and are integrating security as an essential functionality of the future

Internet. In this chapter, we have the philosophical viewpoint that if we can restrict adversarial

access to information needed to launch an attack, whatever that attack may be, then we increase

the difficulty for attacks to be launched. Thus, we complement existing security methods and

will ultimately arrive at a better and more trustworthy future Internet architecture.

Another trend for improving the future Internet is how mobility is handled. In the tradi-

tional Internet architecture, which was originally designed for communications between static

end hosts, the IP address has a dual-role, serving as both the identifier and the locator of a net-

work entity. This conflating usage of the IP address in the current TCP/IP stack makes it unable

to reflect the actual network attachment point or the physical location of a mobile device while

also keeping the identity of the mobile device unchanged. Some efforts, such as [107, 119],

have attempted to address this issue in the TCP/IP stack. Unfortunately, these patches to the In-

ternet architecture are inefficient and suffer from scalability, complexity and security concerns.



30

Introducing an independent name space to separate the identifiers of network objects and the

locators is an alternative Internet mobility solution as proposed in [1,7,26,34,98]. For example,

in the MobilityFirst future Internet architecture [7], a network entity is allowed to self-certify

its identifier, the globally unique identifier (GUID), and the Global Name Resolution Service

(GNRS) provides a mapping between GUIDs and network addresses. In addition to supporting

mobility, the approach of separating the identifier and the locator also facilitates multi-homing,

multicast and authentication. However, the shortcoming of the current identity-based commu-

nication is that it lacks any enforcement of how the GNRS responds to queries. The end user

is unable to protect its information (the mapping of identifier and locator) from unfavourable

access and therefore cannot prevent unwanted incoming traffic.

The goal of our work is to eliminate open access to a wide array of information useful for

launching attacks and prevent unauthorized access to data/services by the future Internet archi-

tecture without incorporating additional patches. We aim to maintain support for large-scale

mobility, and thus we have chosen the MobilityFirst architecture [7] as the basis for our access

control design. The MobilityFirst architecture adopts identifier and locator separation [131]

to support mobility and has already integrated several security features in its core design as

discussed in the previous chapter. As a complement to the current security enforcement mech-

anisms [94] in MobilityFirst, we have developed a suite of access regulations that operate at the

GNRS. Our regulation mechanisms support spatio-temporal access control (STAC), in which

the accessibility to the protected resource/object depends on the location and time characteris-

tics of the subject. Though our access control (AC) scheme is designed in the context of the

GNRS service of the MobilityFirst architecture, it is general and can be applied to other similar

network services, such as the name resolution of TorIP in Nebula [9, 92] and in XIA [1, 63].

This chapter is organized as follows: the complete access control scheme is presented in

Section 3.3. I focus on spatio-temporal access control in Section 3.4, and define a token that

supports implementation of flexible regulation policies. Finally, the chapter is concluded in

Section 3.5.
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figure/basic-eps-converted-to.pdf

Figure 3.1: Basic GNRS Access Control Scheme.

3.3 Access Control at the Name Resolution Service

The GNRS supports mobility by enabling a host to inform others the change of its location as

well as to query others’ locators. However, this service currently does not protect the mapping

from being queried by illegitimate users. The fact that neither the GNRS nor the mapping

owner have control over the querier may result in information/privacy leakage as well as many

severe consequences. For example, malicious users can obtain the mapping and use it to launch

DoS attacks, or may frequently query a specific user to track his/her behavior. Therefore,

enforcing access control at the query would be a powerful tool as it can provide the mapping

owner the ability of choosing who it is willing to communicate with. With AC incorporated

into the GNRS, users can protect their location information contained in the GNRS mappings

against unauthorized disclosure, while at the same time ensure the mapping’s accessibility to

legitimate users. In addition, integration of access control can support advanced services and

fine-grained functionalities, such as allowing the mapping owner to decide when and where it

is reachable.

As a starting point for AC, the GNRS mapping owner first defines a policy of who will be

allowed to obtain its mapping and then submits the policy to the GNRS. In our AC scheme, au-

thorized users can be identified by their identities directly, or the attributes obtained from Name

Certificate & Resolution Service (NCRS), or via spatio-temporal attributes in special applica-

tion scenarios. The GNRS server controls the distribution of the GNRS mapping according to

the mapping policy’s restrictions. The scheme is shown in Figure 3.1.

By allowing the policy to be flexibly specified, the GNRS AC design can support a variety

of different access control schemes so as to cover a variety of applications. In a basic case,

where we want only a single host to access the mapping, the policy has the simple format of

(GUIDB, TB, EB)A−1 . GUIDB is the GUID of user B, to whom the mapping owner A is

only willing to grant its mapping. Two timestamps, policy start time TB (the time when the
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policy begins) and policy expiration time EB (the time when the policy will expire), define

the policy validity period. Lastly, the policy is signed by A’s private key A−1. In the identity-

based case, the policy can be a whitelist or a blacklist, or even a combination. A defines its

whitelist/blacklist following the format

{(W,GUID1, T1, E1), (B,GUID2, T2, E2), · · · }

and submits it to the GNRS server. In each cell, W stands for the whitelist component and B

for blacklist. The GUID is the identifier of the user to whom the policy applies, and policy start

time T and policy expiration timeE are also included. For a more complicated situation, where

the subjects of the regulation are not defined by identifiers but by attributes, an attribute-based

AC scheme would utilize the NCRS to map between attributes and GUIDs [94].

In order to incorporate the small pieces of regulation designs stated above into a single well-

organized AC scheme, we propose the use of eXtensible Access Control Markup Language

(XACML) as the policy language and processing model. XACML is flexible and suitable for a

variety of application environments. The XACML context handler insulates the core language

from the application environment [17] and provides conversion for the access requests and

authorization decisions between the native format in the application environment (e.g. the

GNRS API in our scheme) and the XACML canonical form. Although XACML is primarily

an Attribute Based Access Control system (ABAC), both the basic GNRS AC and the identity-

based GNRS AC can be considered as a specialization of the attribute-based GNRS AC and

therefore able to be implemented by XACML. Here we provide a simple example of a policy

rule where only users belonging to the Rutgers University domain can read the GNRS mapping.

The expression of the Target AttributeValue is

<AttributeValue DataType="urn:oasis:names:tc:

xacml:1.0:data-type:x500Name">OU=Rutgers

University,OU=ECE,O=RU,C=US</AttributeValue>

The Resource is defined as

"http://www.w3.org/2001/XMLSchema#anyURI">

urn:gnrs:schemas:mapping
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while the ”Read” action is expressed as

"http://www.w3.org/2001/XMLSchema#string">Read

3.4 Spatio-temporal Access Control via GNRS Regulation

Mobility and location information is supporting many new types of applications, and it is pos-

sible to use location as a means to define new security services. Following this trend, we have

outline two spatio-temporal access control (STAC) schemes in the GNRS that support security

by regulating a mapping query based on the querier’s location and time characteristics.

3.4.1 General STAC

The first scenario we discuss is where the GNRS mapping is only open to users in a designated

location during a specific time period. As an example of this AC application, one could grant

access permission to certain information/services only to users in an office building during

normal office hours. Previous research work [36,38,109] has outlined solutions for this type of

STAC, yet these works do not have any security mechanisms to ensure the correctness of spatio-

temporal (ST) information in terms of ST verification, or to securely submit ST information to

the appropriate entities. We have defined a secure STAC scheme that fills this gap and provides

secure and efficient STAC for the GNRS service. Figure 3.2 shows a typical network setting

for our scheme.

1. A→S: {(GUIDA, NA1, TA, EA)A−1 , (L, TP , EP )A−1 , Pflag}

User A in network NA1 sends a GNRS update message to the GNRS server S following

the standard GNRS protocols defined in [94]. The message carries the original GNRS

update, {(GUIDA, NA1, TA, EA)A−1}, as well as a ST policy (L, TP , EP )A−1 , which

contains a location constraint L (such as GPS coordinates) and two time constraints (pol-

icy start time TP and policy expiration time EP ). With this policy, only users at location

L during time interval < TP , EP > are eligible to obtain this GNRS mapping. Both the

mapping and the policy are signed by A’s private key to protect against a GUID spoofing

attack [94]. The policy flag Pflag indicates the mapping status after the policy expires
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Figure 3.2: Spatio-temporal Access Control Topology: user A updates its GNRS mapping to

the distributed GNRS system and then a mobile user B in a different network queries the GNRS

for A’s mapping.

and before the mapping expires. If Pflag is set to 1, then the mapping will become avail-

able to all other users after the policy expires; otherwise, no one can access the mapping

after the policy expiration.

2. B→S: {GUIDB, [GUIDS , N1, (GUIDA, GUIDB)B−1 ]S}

User B (represented by the triangle in Figure 3.2), who is currently in network NA2,

wants to communicate with A so that it sends a query request to the GNRS server S

following the standard GNRS query protocol.

3. S→B: {GUIDS , (GUIDB, N2, LQ, TQ)S−1}B

Before evaluating the query request, S sends a ST information request to B asking for

its current location. In the request message, GUIDB , flag LQ and TQ indicate that B’s

location and time information is being requested. N2 is a nonce to prevent a replay

attack. The message is first signed by S’s private key to ensure information integrity and

to express the sender’s identity. ThenGUIDS is added for sender verification and finally
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the message is encrypted by B’s public key to guarantee information confidentiality.

4. B→AP1:

{GUIDB, [GUIDAP1, (GUIDB, N2 + 1, LB, TB)B−1 ]AP1}

B can obtain its ST information from a proper localization algorithm/service, such as

Global Positioning System (GPS), and generate a ST response for S in the format of

(GUIDB, N2 + 1, LB, TB)B−1 , in which LB is B’s current location information, TB

is the current timestamp. In order to prevent B from lying about its ST information,

we propose a ST verification mechanism where B’s response is verified by its access

point (AP). Assume B’s AP is AP1 in figure 3.2, B sends its ST response to AP1 for

verification.

5. AP1→S: {GUIDAP1, [GUIDS , GUIDB, (GUIDB, N2 + 1, LB, TB)B−1,AP1−1 ]S}

Here we assume there is a trustworthy localization service accepted by all network enti-

ties so that AP1 can verify B’s ST information. If the information is correct, AP1 also

signs the ST response and then forwards it to the GNRS server S.

6. S→B: {(GUIDA, NA1, TA, EA)A−1,NA1−1 , (N1 + 1)}B

After receiving message 5 from AP1, S submits the ST information for evaluation. If the

access decision is ”permit”, S sends A’s mapping to B.

3.4.2 STAC with State Transitions

Another STAC scenario we are interested in is where accessibility to the mapping does not only

depend on the current location and time, but also on the mobile user’s previous spatio-temporal

characteristics. In other words, we want a stateful form of access control, where state is de-

fined as being at a specific location in a specific time interval. To the best of our knowledge,

none of the current STAC schemes, e.g. [36, 38, 109], support AC based on state transitions in

a large-scale mobile network very well because there is a large burden for distributed servers

to maintain state records for a large number of users. In order to achieve scalability and effi-

ciency, we examined the problem from a security point of view and have devised a token-based

approach that is scalable and handles the state verification process:
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1. A→S: {(GUIDA, NA1, TA, EA)A−1 , [(L1, TP1, EP1), (L2, TP2, EP2)]A−1 , Pflag}

The difference between this application scenario and the previous one in section 3.4.1 is

that now the policy involves two states: the current state and the previous state. Each

state is represented by a location L and a time interval (T,E) as < L, T,E >. Note that

the timestamps for the two states should satisfy the relation of TP1 < EP1 < TP2 <

EP2. Both the current state and the previous state should be satisfied to gain the access

to A’s mapping. The policy flag Pflag is the same as in section 3.4.1.

2. B→S: {GUIDB, [GUIDS , N1, (GUIDA, GUIDB)B−1 ]S}

A mobile user B in network NA2, who wants to communicate with A, sends a GNRS

query request to the GNRS server S.

3. S→B: {GUIDS , (GUIDB, N2, LQ, TQ, TKQ)S}B−1

After receiving a query request, S sends a ST attribute query to B, in which LQ and TQ

indicates that the current location and time information are being requested ,and TKQ is

a flag informing B that it needs to present a valid token that contains B’s verified previous

and current states. The token serves as a proof of the user’s previous state. The details of

the token definition and use rules are specified in Section 3.4.3.

4. B→AP1: {GUIDB, [GUIDAP1, (GUIDB, N2 + 1, LB, TB, TKB)B−1 ]AP1}

As B is a mobile user, it presents its current valid token to its access point AP1 for

ST authentication. LB and TB are B’s current ST attributes while TKB is the token B

current holds. The authentication procedures are similar to that in section 3.4.1.

5. AP1→S: {GUIDAP1, [GUIDS , GUIDB, (GUIDB, N2+1, LB, TB, TKB)B−1,AP1−1 ]S}

AP1 verifies the token TKB and the ST attributes submitted by B through the same

localization algorithm that B used. If B’s submission is correct, AP1 also signs the

attribute query response and forwards it to S.

6. S→B: {(GUIDA, NA1, TA, EA)A−1,NA1−1 , (N1 + 1), TK ′B}B

When S receives B’s attribute response (forwarded by AP1), it verifies the signatures of B

and AP1, and at the same time may also need to verify the token TKB either through the
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NCRS or a chain of keys depending on which method is used to generate the ST token.

The token generation will be discussed in section 3.4.3. After verification, S submits B’s

ST attributes and the token for evaluation. If the access request is approved, S sends A’s

mapping to B together with a new token TK ′B for B’s future use. B stores TK ′B as a

proof of its moving path represented by the states in this token.

3.4.3 Token Format

The token is an object that carries security information and the privileges to perform certain

operations. The ST token used in Section 3.4.2 contains the users’ identifiers, states involved,

token timestamps, all of which should be properly encrypted to allow relevant objects to be

verified. In our GNRS service, as the user may move between the networks and therefore

contact a different GNRS server (the one that is nearest to the user’s current location), in order

to query for a GNRS mapping the token issued by one GNRS server needs to be verifiable by

all other GNRS servers.

Intuitively, following the methology used in [101, 133], we first considered a token format

{GUIDS , (GUIDB, SP , SC , TT , ET )S−1}.

(GUIDB, SP , SC , TT , ET ) carries the information about the ST states for user B whose iden-

tifier is GUIDB . SP and SC are B’s previous state and current state respectively, both of

which should contain ST information. TT and ET are two token timestamps: token genera-

tion time TT and token expiration time ET . The token is encrypted by the private key of the

issuer, GNRS server S, whose identifier GUIDS is also added for issuer verification. When B

presents this token to other network entities, the verifier can check whether the token is issued

by a legitimate GNRS server from the NCRS by query S’s object attributes with GUIDS .

However, this token generation method places additional traffic burden onto both the NCRS

and the GNRS because GNRS servers, who want to verify the token, must make NCRS queries

to check the token issuer’s identity. To reduce the overhead, we devised a different token format:

{Seq,GUIDB, SP , SC , TT , ET }K . In this format, Seq is a sequence number for the token,

which is encrypted by a shared key K submitted by the GNRS mapping owner. However, this

key shared by the mapping owner and all the relevant GNRS servers should be chosen carefully
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to avoid key manipulation attacks while keeping overhead minimal. First, the key is updated

periodically to prevent staleness. Second, in order to reduce the overhead of updating the shared

key, we use a hash chain to generate a sequence of keys from a seed for one-time use [86]. In

addition to the mapping and the policy, user A’s GNRS update also contains a hash function

and a seed for the shared keys’ generation: {(GUIDA, NA1, TA, EA)A−1 , (L, TP , EP )A−1 ,

(H,Kn, TK , N)A−1}. Here H is a hash function, Kn is the seed, N is the number of shared

keys that are to be generated and TK is the period for updating a new key. The chain of

one-time keys generated by the hash function is Kn → Kn−1 → · · · → K1 → K0, where

Ki = H(Ki+1) for 0 ≤ i ≤ n − 1 and K0 is the first key to use. Because of the one-way

property of the hashing, it is not possible for an attacker to figure out the current key Ki,

even if he is able to obtain the previous key Ki−1. With the hash function and the seed, all

GNRS servers involved can calculate the subsequent keys themselves without synchronizing

and communicating with each other. As a result, it is unnecessary to exchange and update the

shared keys except when delivering the key initialization information at the beginning, and this

fact reduces the potential for spoofing threats and the communication overhead.

Compared to the first token generation method, the second one does not need any extra

communications to verify the shared keys. Once the GNRS mapping owner decides the hash

function and the seed, the GNRS servers who receive the update can calculate all the following

keys.

3.4.4 Token Usage Discussion

Containing both the previous state and the current state in the token can prevent malicious

token manipulation, and further allows for inferring the complete state transition path. Thus,

our ST token design is quite flexiable and can accommodate many special policies and provide

fine-grained functionalities. The features of the ST token design includes the following:

. Satisfy the requirement for multiple previous states.

. Robust to potential attacks, e.g. token reuse attack.

. Be able to express some special policies.
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Figure 3.3: A policy that requires having been in previous state (S0) in order to access to the

next state (S3).

We now present four policy examples in the following section to show the advantage of the

token approach.

• Policy Example 1

In the first example, there are two initial states S0 and S1, both of which can reach state S2.

The policy requires that state S3 can only be reached from state S0 through state S2, as shown

in Figure 3.3.

This policy is represented using the second token generation method. The involved tokens

for GUID1 and GUID2 are listed below.

• Current state S0: TK0 = (Seq1, GUID1, S0, S0, T0, E0)

• Current state S1: TK1 = (Seq2, GUID2, S1, S1, T1, E1)

• Current state S2, previous state S0:

TK2 = (Seq3, GUID1, S0, S2, T2, E2)

• Current state S2, previous state S1:

TK ′2 = (Seq4, GUID2, S1, S2, T
′
2, E

′
2)

According to the policy, in order to transit to state S3, the user must present token TK2 at

state S2, which indicates its current state is S2 and previous state is S0. So only GUID1 with

TK2 can enter S3. This example shows how the token method accommodates a policy that

requires both a previous state and the current state. Along with all the previous tokens a user

has, since history information is carried in the token, the complete state transition path can be
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Figure 3.4: A policy with the requirement of being at S0 and then S1 before transiting from S4

to S5 is accepted.

Figure 3.5: A policy that only allows one to enter S3 from S0 but not from the paths S0 →

S1 → S2 → S3 or S0 → S1 → S3, which pose a weakness that could lead to a token reuse

attack.

determined so that it is possible to express a policy involving two or more previous states as in

the second example.

• Policy Example 2

In Figure 3.4, this policy requires subjects to satisfy the requirements for the current state

and two previous states.

There are two possible transition paths in Figure 3.4: S0 → S1 → S4 and S2 → S3 → S4.

The policy only allows the first path to enter state S5. Users who are at state S4 and transited

from S2 and S3 cannot access S5. Under this policy, a user needs to present two tokens to enter

S5: (Seq1, GUID, S0, S1, T1, E1) and (Seq2, GUID, S1, S4, T4, E4). A problem may arise if

we allow a single user to have multiple valid tokens simultaneously. The system may be open

to a token reuse attack in which an attacker uses a previous token, which has not expired yet, to

enter a state which he is not allowed to enter. The token reuse attack against the second policy

example is shown in the next example in Figure 3.5.

• Policy Example 3

Assume token TK0, TK1 and TK2 correspond to current states S0, S1 and S2 respectively.

The third policy example states that S3 can only be entered from S0 but not from S1 or S2.
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In other words, this policy only allows transition from state S0 to S3, but neither the path

S0 → S1 → S2 → S3 nor S0 → S1 → S3 are allowed. However, if the user is allowed to

have multiple valid tokens at the same time, an evil attacker may obtain TK0, TK1 and TK2,

all of which are valid tokens, if he starts from S0, goes through S1 and reaches S2. Then the

attacker requests to enter S3 at state S2 by only presenting TK0 and hiding TK1 and TK2 from

the system. As the token TK0 has not expired yet, the system may fail because it is unable to

differentiate the real current state of the attacker.

In order to protect against the token reuse attack mentioned above, we propose and com-

pare two solutions. One easy solution uses a key associated with each state and updates the

key frequently. More specifically, the way of obtaining the key is restricted to the designated

location and time interval and the valid duration of the key is very small. For example, in Fig-

ure 3.5 the user needs to be in a specific ST state S0 to obtain the key promptly before entering

S3. However, this method will fail if the malicious user has a colluding partner that obtains the

key at the specific location during the specific time and then immediately sends the key to the

attacker, who then uses the key together with the token TK0 to enter S3.

The failure of the previous method leads us to a solution where token records are kept at

GNRS servers as shown in Figure 3.6. The basic idea is to keep track of the querier’s states by

maintaining a log so that once the user leaves a state and enters a new state, it cannot lie about

its current state by presenting the token of the old state and hiding the token of the new state.

In this scheme, for each GNRS querier, if the GNRS revokes a previous old token or issues

a new token, it needs to update the querier’s log to keep track of its state transition path. As

the token is a per-mapping use, the GNRS server who initiates the token change should inform

other GNRS servers, who also hold the GNRS mapping that the token is meant for, about the

log update. For efficiency, the log only needs to contain the token’s sequence number.

Comparing the two solutions against the token reuse attack, the first solution is open to a

collusion attack and is therefore unreliable. The second solution is more robust, though this is

at the cost of having an increased overhead of maintaining and updating the token log. Since

the number of mapping storage locations is usually not large (e.g. roughly 3 to 5 copies per

mapping) and the log only keeps the token’s sequence number, the cost is acceptable.

• Policy Example 4
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Figure 3.6: A solution to the token reuse attack uses a log to keep track of the issued tokens.

Figure 3.7: A policy that restricts the number of times one may enter S2 from S1 to one, thus

avoiding reusing a one-time ticket.

The last policy example is shown in Figure 3.7. Here, our token scheme can prevent

falling into a two-state loop. In practice, this policy can describe a one-time use ticket ef-

ficiently as re-entry into a specific state is restricted. Assume the policy allows the state

transition in step 1 from state S1 to S2 and then in step 2 from S2 back to S1, but does

not allow entering S2 from S1 again. When the user first enters S1 from S0, it holds token

TK1 = (Seq,GUID, S0, S1, T1, E1) and presents TK1 when it wants to transit to S2. Then

in state S2, the current token this user holds becomes TK2 = (Seq,GUID, S1, S2, T2, E2),

which can be used to return to S1. However, once the user returns back to S1, it can no longer

enter S2 because its current token becomes (Seq,GUID, S2, S1, T3, E3), which indicates the

previous state before S1 is S2. Therefore, our scheme is able to express the policy of avoiding

a two-state loop.

3.5 Conclusion

Many future Internet architectures are being designed to include new forms of name resolution,

and the associated name resolution servers represent a powerful architectural component that

can support security. In particular, it is possible to deploy access control mechanisms at a
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name resolution service so as to regulate access to network address information, which could

otherwise be used by an adversary to launch network attacks or could be queried to glean

information useful for subverting privacy. As the best of our knowledge, the access control

scheme suite discussed in this chapter is the first one to explore the deployment of access

control within a name resolution service for large-scale mobile networks, and especially explore

two example STAC schemes that ensure the correctness and freshness of the ST information

through verification, authentication and the use of tokens.
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Chapter 4

Overlay Tunneling as a Policy Tool

4.1 Introduction

Ad hoc networks and mobile ad hoc networks (MANET) have found applications in many

areas, ranging from environmental monitoring, personal area and home networking, animal

tracking, disaster recovery, and tactical operations. As an example, ad hoc networks built from

small sensors deployed in a target area have been successfully used for remote sensing and

monitoring environmental parameters, such as temperature, humidity and pollution indicators.

Mobile ad hoc networks have also found application in tactical scenarios, and more recently

in the form of vehicular networks in which devices installed on vehicles form ad hoc networks

to deliver important driving and safety information. Therefore, mobile ad hoc networks are an

important component of the global Internet and the MobilityFirst architecture should provide

sufficient support for the MANET.

Unfortunately, the requirements that the ad hoc network be highly adaptive, as well as se-

curity vulnerabilities brought on by the intrinsic characteristics of the MANET, are still among

the biggest concerns regarding ad hoc networks. As ad hoc networks involve a collection of

wireless nodes without any support from a fixed infrastructure or centralized management, it

is usually hard and expensive to maintain the MANET, causing it to be less reliable than fixed

networks. Generally, the MANET networks work in an unattended fashion with very little or

even no maintenance, and thus if there is a failure or a network topology change, it is often in-

feasible to repair failed devices and/or reconfigure the network– in spite of this being a primary

objective behind ad hoc protocol design! Also, for large-scale systems, maintenance becomes

too expensive to perform. Even worse, the high rate of topological changes due to mobility

and device failures in a MANET makes these systems inherently less stable. The underlying
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network-layer protocols may be unable to accommodate the dynamic changes associated with

mobility, and thus might not be able to adequately adjust the network configuration at the time

of deployment to a suitable new network topology that can sustain user demands.

Further, in most of the MANET use cases, the devices are resource constrained in terms of

bandwidth, computation capability, storage, and power. This characteristic not only contributes

to the high rate of network topology changes (as devices stop working due to power exhaus-

tion) but also opens doors for exploits and attacks. Those devices with limited resources are

vulnerable to attacks because it is often impossible to equip them with strong security measures,

such as access to certificate authorities and the associated asymmetric cryptographic algorithms

and sophisticated security protocols. Further, the unattended nature of the network’s manage-

ment makes protecting the network more challenging because devices can be easily captured

or compromised. With the increasingly broad usages of MANET, weaknesses associated with

the network’s stability and security aspects may lead to severe consequences.

To improve adaptability and security in a MANET, there has been an extensive effort by

the research community, ranging from the physical layer all the way up to the application layer.

For example, many efforts have been focused on the network layer as most of the popular ad

hoc routing protocols, such as OLSR [41], AODV [108] and DSR [76], lack security mea-

sures. Attacks targeted at routing protocols have been identified, such as routing table overflow

attack, routing cache poisoning attacks, wormhole attack, blackhole attack and Byzantine at-

tacks [45, 95, 134]. To defend the MANET against these attacks, a variety of protocols with

security measured integrated into the protocol have been proposed. Security-aware ad hoc

routing protocol (SAR) [136] protects against blackhole attacks. Packet leash protocol [70] is

designed to prevent wormhole attack. ARAN [114] defends against impersonation and repudi-

ation attacks. SEAD [69] prevents modification attacks. SEAR [88] provides routing message

authenticity to protect against attacks targeting at the AODV protocol.

Unfortunately, there is no panacea for MANETs that protects them against all of the rec-

ognized threats without introducing significant overhead or sacrificing performance. Those

security-enhanced protocols integrate security measures to basic ad hoc routing schemes to
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prevent varying attacks at the cost of efficiency and/or complexity. As for improving the adapt-

ability to highly dynamic topology changes, a few previous research works examine the prob-

lem at different levels of the network protocol stack, mainly in the MAC layer and network

layer. As an example, [75] improves the adaptability of DSR routing protocol by predicting

link status used by the link caching scheme. Unfortunately, because of the dynamism and het-

erogeneity of MANET networks, there is no optimum network protocol stack solution for all.

A good choice of the protocol stack and well-tuned network configurations for one particular

MANET scenario may not work in other scenarios, or even as the network evolves over time or

experiences attacks against its topological configuration.

In this chapter, we propose an alternate view for protecting ad hoc networks. Specifically,

we propose a communication planning approach, involving the use of overlay tunneling in

this chapter, as a backup/complementary tool for rescuing a network as it experiences network

topology changes and attacks. Our approach provides a policy tool that has situational aware-

ness and takes actions correspondingly to mitigate severe consequences of network failures and

attacks. Through the use of monitoring, our overlay approach continually monitors the network

status and if it detects a change (such as an attack, a failure or a topology change) that causes

performance degradation, our tool tunnels the traffic following a predefined (policy) strategy to

mitigate the situation. Our mechanism has the following features:

• Lightweight: it applies a lightweight touch that complements the existing MANET net-

work protocol stack without altering or redesigning the underlying protocols. As it does

not add any additional security measures to the protocol stack and is only adopted when

necessary, protocol overhead can be reduced significantly.

• Flexible: the overlay approach sits on top of the network layer and does not place any

specific requirements on the underlying network architecture or the routing protocol.

Hence, it can work with arbitrary network layer protocols, and its utility is not restricted

to any particular type of attack.

• Fast Response: when a part of the network fails, the overlay tunneling can react faster

than the underlying routing protocol, which needs time to converge.

• Extensible: this approach can serve as a policy tool, which has a basic version and two
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optional optimizations if additional information is available. Here we define the policy

tool as that all nodes in a network will follow a security policy that dictates how they

respond to different network conditions/threats.

• Tunable: the parameters of the tunneling tool are tunable so that the tool is able to adapt

to the dynamics of the network.

We note that our use of overlay tunneling has promising applications. For example, in a

tactical MANET, once the devices are deployed in the battlefield, it is impossible to repair

the network when there is a failure or a device is compromised. Normally, the performance

of the network at this time will degrade and may even cause the network to cease to meet

minimal working conditions. With our tunneling method, the traffic can be tunneled to other

parts of the network to avoid the source of the performance degradation. As a result, with only

a minimal overhead, performance can be improved. Another use case for our tunneling tool

is mesh networks that provide private peer-to-peer communications without support from an

Internet connection or cellular coverage, such as Firechat [2]. Users may take advantage of our

tunneling technique to avoid the government supervision and achieve private communications.

For example, if users have certain knowledge about the supervision checkpoints, which can be

considered as attack zones in the context of this chapter, they may use our tunneling tool to

avoid the undesired traffic checking.

4.2 Related Work

Overlays and tunnels are widely used in both the Internet and in MANETs. Overlays are use-

ful for deploying virtual networks without altering the underlying network infrastructure, and

tunneling is a powerful tool to build overlay networks or set up customized virtual paths over

existing networks. A wide variety of tunneling protocols and overlay networks have been devel-

oped to provide advanced features and services on top of the traditional Internet. For example,

the Generic Routing Encapsulation (GRE) protocol [53] runs on top of IP and encapsulates

several network layer protocols within virtual point-to-point links. Secure Shell (SSH) [137]

is another widely used protocol which initiates and maintains shell sessions on remote ma-

chines with encrypted tunnels. The two-layer IP-in-IP overlay network X-Bone [126] provides
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network management, including dynamic resource discovery, automated deployment as well

as network monitoring. Other well-known overlay systems include commercial virtual private

networks (VPN) [115], Mbone [52] and 6bone [54].

Beyond providing advanced functionalities to the Internet and applications, the overlay

philosophy has also been employed to handle network failures and defend against security

threats. For example, Resilient Overlay Networks (RON) [25] focuses on network robustness

and provides an overlay architecture for distributed Internet applications that supports rapid

detection and recovery from path outages and performance degradation. CenterTrack [122]

is an overlay scheme to identify and track flood-type denial-of-service (DoS) attacks in high-

speed IP-based networks. SOS [79] is another overlay tunneling architecture, which aims at

preventing DoS attacks proactively by intensive filtering, randomness and anonymization.

In MANETs, overlay tunneling is also frequently employed both on the attack and defense

side. For example, two colluding attackers can launch wormholes attack [71, 80], one of the

most severe threats to routing protocols in MANETs, by employing tunnels. On the other

hand, overlay tunneling also enables performance improvement and advanced functionalities

in MANET. Many efficient multicast schemes in MANET are proposed using overlays, such

as [61,62,81]. As another example, in [132], bi-directional tunneling allows a vehicle network

design involving network mobility management.

Our work introduces a tunneling technique over IP as a light-weight touch for benevolent

nodes in a MANET to address network threats. The basic idea is to create a new “phantom

source” to replace the real source, and therefore make it difficult for an adversary to target a

specific source-destination path. With tunneling, it is possible for messages from a source to be

sent out on a directed route for a certain amount of hops before being multicast flooded or sent

via a unicast shortest path to the destination.

4.3 Overview of Our Tunneling Scheme

4.3.1 Tunneling Methology

Our tunneling scheme is designed as a policy tool for MANETs that serves as a map between

situational awareness and deciding which security tools to apply. That being said, all nodes
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in a network will follow a security policy that dictates how they respond to different network

conditions/threats. Our policy tool enforcement operates as an overlay. In that context, overlay

tunneling sits on top of the IP layer and can provide an alternative path to avoid potential

threats. With dynamic information being obtained from real-time traffic monitoring or other

resources (e.g., trust assessment, as discussed in Section 4.3.4), communication sources may

be able to detect an on-going attack and then engage in overlay tunneling to protect against the

attack. Within a policy framework for protecting a network, nodes may use overlay tunneling

reactively or proactively based on the needs and their network situational awarenesses.

In our tunneling approach, the source of a communication chooses a node, known as the

tunnel agent, to detour the traffic flow when it believes there might be an attack or network

abnormality. Assuming there is an attacker who has some knowledge of the flow path between

the source and destination or even just happens to be on the shortest path from the source to the

destination, tunneling the traffic to a tunnel agent which is unknown to the attacker may allow

the traffic to avoid the attack and therefore benefit the performance. Or, if there is a failure in a

part of the network, tunneling the traffic appropriately can send the data flow through unaffected

areas and hence avoid the consequences of a failure.

In the following discussion, we will focus on the situation where there is an attack in the

network. The scheme is illustrated in Figure 4.1. Suppose there is traffic between the source

node src and the destination node dest along the shortest path src → 1 → 2 → dest high-

lighted in green. After the network has been in operation for a while, a compromised node 2

engages in a blackhole attack that involves dropping data packets that pass through it. When

this attack is detected (discussed in Section 4.3.2), the source node src starts tunneling the

flow to a selected tunnel agent (for example, node 5 depicted by an orange circle) to avoid the

attacker. Though there are certain costs with tunneling, such as increased delay, or increased

hops for the routing path, the benefits of avoiding attacks outweigh the risks of running near an

adversary. If the tunnel agent is properly chosen, the performance, such as packet delivery rate,

will be much better compared to hitting an attacker. However, if the chosen tunnel agent still

directs the traffic toward an attacker, then the tunneling fails and yields essentially no benefit.

The tunneling is only turned on at the source node when necessary, such as when sufficient

performance degradation is observed, and hence the costs of using the tunnel is mitigated.
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Figure 4.1: Example of a single tunnel scheme in a wireless ad hoc network in the presence of

one attacker (node 2).

In order to choose a good tunnel agent, certain knowledge is needed to evaluate the tunnel

agent candidates. For example, knowing the behavior of other nodes is very useful for differ-

entiating between malicious nodes and benevolent nodes. The knowledge of the topology and

nodes’ mobility pattern helps the source in choosing a shorter tunnel path. If we have all the

information aforementioned, it is trivial to determine the tunnel agent. Unfortunately, more of-

ten than not, not all the information is available and hence it is difficult for the source to clearly

identify attackers and their locations. As a result, we adopt a best effort approach: if there is any

side information differentiating between the benevolence of nodes in the network, we can use

it as a reference to assist in choosing the tunnel agent; otherwise, we choose the tunnel agent

randomly from the candidate set of tunnel agent (excluding the source and the destination) for

simplicity. How to evaluate the trustworthiness of the nodes and provide additional information

for determining the tunnel agent will be discussed in detail in section 4.3.4.

4.3.2 Network Anomaly Detection

As a network anomaly event initiates the starting of the tunneling procedure at the source, it is

necessary to define what constitutes a network anomaly and then monitor network operations

so that any relevant network anomaly event can be detected and fed back to the source in a

timely fashion to launch tunneling. Generally, a network anomaly [73, 125] refers to a dra-

matic change of network performance (usually means a performance degradation rather than

an improvement) or disruption of normal network operations.
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Detecting the interruption of network operations is specified and handled by the corre-

sponding network protocols, and therefore is out of the scope of this work. With respect to

the network performance, it is tied closely to the type of the network and specific applications.

The network performance analysis and evaluation are usually complicated as the network is

a dynamic system influenced by a large number of aspects, such as traffic pattern, mobility

pattern, network size, network connectivity, topological rate of change, link capacity, frac-

tion of unidirectional links, fraction and frequency of sleeping nodes [27, 43, 66]. End-to-end

delay, throughput, packet delivery rate, overhead, energy consumption, error rate, jitter, out

of order delivery as well as security attributes, such as confidentiality, authenticity, integrity,

availability and robustness, are the typical factors to consider when evaluating network perfor-

mance [32, 44]. Different applications may weight these factors in different ways according

to their own interests. For example, delay sensitive applications, e.g. video conferencing and

streaming, may focus on delay and jitter more than energy consumption and overhead. Tactical

networks may care more about error and security attributes. As a result, the definition of net-

work performance is application-oriented and specific for the network type and functionalities.

With a specification for network performance in place, the corresponding interested net-

work statistics are monitored and the source of the data flow is informed once an abnormal

event is observed. Typically, the network anomaly might be either due to network failures or

security-related issues. Network failure detection and analysis have been widely studied and

many approaches, such as artificial intelligence, state machine modeling and machine learning,

have been proposed [125]. As to security threats in MANETs, many efforts have analyzed the

attacks [45, 95, 134] and a large variety of methods to detect various attacks are now avail-

able [72, 84, 103]. There are several different ways to classify the attacks. Based on attack

means, attacks can be classified as passive attacks and active attacks. Passive attacks, such as

eavesdropping, traffic monitoring and analysis, generally do not disrupt the normal operations

of the communication so that they are hard to notice. On the other hand, active attacks, such as

blackhole attack, routing cache poisoning attack and Byzantine attack, actually destroy either

data packets delivery or control message transmission and hence are more likely to be identified.

Another threat classification can be based on attack domain and categorizes attacks as external

attacks (launched by nodes not belonging to the network) and internal attacks (launched by
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compromised nodes) [134].

For our purpose, any appropriate approach can be adopted individually or collectively to

detect the anomalous events in the MANET that affect the end-to-end traffic performance and

thereby emit a signaling for the tunneling tool. No matter whether the network anomaly is due

to a failure or an attack, as long as the occurrence causing performance degradation can be

detected and the source node is informed correspondingly, the tunneling mode can be turned

on at the source to improve the performance.

4.3.3 Re-evaluation Technique

A re-evaluation technique is integrated into the tunneling tool for performance optimization. In

the case where the real-time traffic information is available, the single tunnel with re-evaluation

can benefit from the dynamic monitoring and tune the tunnel to adapt to the environment. The

goal behind this is to tunnel the traffic to another tunnel agent if the performance degrada-

tion does not exhibit sufficient improvement, or if it experiences subsequent degradation. For

example, the delivery performance of network traffic is evaluated periodically to provide an

end-to-end feedback to the source, who will then make a tunnel decision if the performance

does not meet its expectation (e.g. as specified by a policy at the source node). Similar ap-

proaches have also been employed in other works, such as [84], where the training data is

updated at regular time intervals.

One challenge for choosing the tunnel agent is the lack of sufficient information, which

may suggest that choosing a random choice is the best solution. As a result of the random-

ness, though, the tunnel agent chosen might be unable to direct the traffic away from attackers.

Therefore, we must be able to adapt and choose another tunnel agent. In our work, we adopt a

try-and-see fashion to choose the tunnel agent at the source side. The evaluation and tunneling

process will be performed periodically to prevent attacks promptly and improve the traffic de-

livery. More specifically, the network performance evaluation result, specifically the end-to-end

feedback of the on-going traffic, is sent to the source periodically so that the source node may

evaluate the choice of the tunnel agent. If the performance meets the expectation, the source

continues to use the same tunnel agent; otherwise, the source node repeats the random process

to choose another node as the new tunnel agent. As in figure 4.1, the first random choice of
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a tunnel agent might be node 3 (marked with a purple circle), which fails as it still leads the

traffic toward the compromised node 2. Then after a short period of time, the re-evaluation

process repeats and informs the source node the failure in the first stage so that the source node

src chooses another node 5 highlighted by orange color as the new tunnel agent in the second

stage, detouring the traffic successfully away from the attacker.

This re-evaluation can help to detect new anomalous events in the network promptly, as

well as remedy poor tunnel agent choices. The frequency of re-evaluation also influences the

effectiveness of tunneling scheme. The more frequent this re-evaluation process is performed,

the faster the source reacts to attacks and network fluctuation.

4.3.4 Trust Assessment

As another optimization besides re-evaluation, trust assessment provides an optional extension

to further improve the tunneling performance. It collects information about the trustworthi-

ness of the nodes in the network and provides side information to the source for refining the

candidate set of tunnel agent. Trust plays an essential role in the networking and is becoming

increasingly important as it is relevant to security and privacy issues due to the proliferation

of ubiquitous networks (include Internet, wireless sensor networks, Internet of Things, etc.),

which bridges virtual world and real physical world as well as connect people and various

devices. For example, to enjoy a video streaming service, the user needs to trust the content

provider to provide legitimate content as well as the ISP to deliver the video. In peer-to-peer

(P2P) systems, the crucial premise of a successful operation is the trust between two peers.

Recent research explores applications of trust assessment in many different fields. [21]

investigates trust management in P2P networks and presents a scalable decentralized trust

model. [30] provides an honesty checking algorithm to build the reputation systems for filter-

ing out the inconsistent recommender’s behaviors in P2P systems. SourceRank [31] explores

searching challenges in web databases and proposes a trust-aware approach to facilitate the

search. In MANETs, security-aware adaptive DSR (SADSR) [56] protects against source route

modification and route cache poisoning by introducing trust comparison into route selection.

However, how to evaluate trust and assign trust score to each node, which is then used to cal-

culate the route trust value, is not discussed in SADSR. As a summary, though the importance
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of trust has been recognized and trust assessment has a promising future of improving net-

works and applications performance, how to evaluate trust and building proper trust model are

challenging because of the subjectivity and reciprocity associated with trust quantification.

Here we propose a trust assessment scheme to evaluate the trustworthiness of nodes in the

MANET. The scheme calculates trust score for each node in the network and distributes the

trust scores across the network to build a trust graph, which may be used by many network

entities, policies and protocols. The definition of a node’s trust score contains four basic trust

aspects as follows:

• Integrity: consists of integrity in both the control plane and data plane. In the control

plane, integrity refers to securing routing protocols to avoid misrouting, replay, black

hole, etc; in data plane, integrity means preventing message manipulation and tampering.

• Capability: refers to the ability to handle packets and indicators may include router

process speed and available storage.

• Link quality: usually refers to bandwidth fluctuations and packet delivery ratios.

• Confidentiality: indicates whether a proper cryptographic scheme is used to protect

against spoofing.

The aspects of the trust definition outlined above may be adjusted according to specific net-

work topology and application requirements. Every node in the network observes behaviours

of every direct neighbours and gives a score for each trust aspect, known as the aspect score

si,j,k(t), (i.e. the score of kth aspect for node i’s neighbour j at time t). The transient score

si,j(t) for node i’s neighbour node j at time t is the weighted average of all the four aspect

score as shown in Equation 4.1. Depending on the application requirements, different trust

aspects may have varying significance, and therefore are assigned different weights αk. The

transient score will be updated and distributed throughout the network periodically. Then each

node in the network will receive trust reports about other nodes in terms of the transient score.

With respect to all the received transient trust scores associated with a target node, the highest

M scores and lowest M scores are excluded in order to prevent malicious score manipulation.

M should be set appropriately according to the network size and density. Then the transient
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overall score sj(t) of a target node j at time t is the average of all the received transient score

after removing M highest and M lowest scores. A node may simply use the transient overall

score of the current time period as a reference while communicating with other nodes or per-

forming network operations. Further, as building trust is an accumulative process over time,

exponential moving average (EMA) [74] would be a more accurate method to calculate the

trust score for a particular node over time. Hence, we define trust score Sj(t) as the EMA of

current and previous transient overall score for node j as in Equation 4.2. β is the coefficient

representing the degree of weighting decrease and is a constant between 0 and 1.

si,j(t) =
k=3∑
k=0

αksi,j,k(t) (4.1)

Sj(t) = βsj(t) + (1− β)sj(t− 1) (4.2)

Basically, each node monitors and rates its neighbors’ behaviors and then distributes the

ratings throughout the network periodically. The ratings may be carried by the routing con-

trol messages (e.g., in a reserved field) or flooded to the whole network independently. After

receiving the rating reports from other nodes, each node can compute the trust score and thus

build a trust graph of the whole network. The trust graph may be provided to other applications

as reference or assist network protocols to obtain better performance. For example, a node can

adopt a policy of “drop all the packets from nodes with trust score lower than a threshold”.

Access control may be specified in terms of a trust score: “do not allow nodes with trust score

lower than a threshold to contact me”. Ad hoc routing protocols may be improved by consid-

ering the node’s trustworthiness when calculating the routing table. The simplest application

is to exclude nodes with trust score lower than a threshold from the routing graph so that the

node can avoid routing through the suspicious nodes. Another more sophisticated method is

to use a weighted summation of the link weight and the trust score instead of only link weight

while computing the routing table. In this way, those paths that are more trustworthy will be

preferred when choosing the “shortest” routing path.

In the context of our tunneling scheme, the trust assessment results can be used to refine the

candidate set of tunnel agents. The source node may simply exclude all suspicious nodes with
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trust score lower than a threshold from the candidate set and therefore do not choose them as

the tunnel agent, though the actual routes might still go through suspicious nodes. Furthermore,

those suspicious nodes can be completely avoided by removing them from the routing graph

with the cost of modifying underlying routing algorithm as aforementioned.

4.4 Tunnel algorithm

As a starting point, we assume an ideal network anomaly detection algorithm exists, whereby

packet delivery rates are monitored for all network flows and trust scores (obtained from trust

assessment in the improved case) for all nodes in the network. An end-to-end traffic feedback

information is assumed to be available so that we can make tunneling decisions by comparing

real-time packet delivery rates with a threshold. Every flow transmission is divided into several

sessions, each of which sends M packets. The source evaluates the performance in terms of

end-to-end packet delivery rate provided at the beginning of a new session. If the performance

in the previous transmission session meets the expectation (a pre-defined threshold), the source

continues to send the next M packets without any adjustment. However, if the performance

falls below the threshold, it indicates that the transmission path is being attacked in the previous

session, and therefore the source chooses another tunnel agent to send the next M packets in

the new session.

Features: The distinguishing features of this algorithm are single tunneling and re-evaluation.

Only one tunnel agent is chosen to build a tunneling path each time the source decides to tun-

nel traffic. The comparison between the packet delivery rate and the pre-defined threshold

repeats at the beginning of each session that involves transmitting M packets. This periodic

re-evaluation allows the source to detect abnormal situations and restore the traffic in time. The

smaller the parameter M is, the faster the source reacts to attacks, though at the expense of

having information that is potentially less stable.

Packet Manipulation: The tunneling algorithm operates at the IP layer. When the source

decides to tunnel the flow, it encapsulates the original IP packet as the payload of an IP-within-

IP packet and adds a new IP header with the IP protocol number set to 4 and the destination

address set to the tunnel agent. When the wrapped IP-within-IP packet arrives at the tunnel
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agent, the agent checks the IP protocol number. If the IP protocol number is 4, meaning the

packet is a tunnel packet, the tunnel agent removes the IP-within-IP header and checks the

original IP header wrapped inside the IP-within-IP packet. Then the agent forwards the unen-

capsulated packet to the designated destination.

Choice of Tunnel Agent: Choosing a good tunnel agent is important as it affects the perfor-

mance in the next session ofM packets. We employ a try-and-see fashion that the re-evaluation

technique is used to tune the traffic. The source randomly chooses a node from the candidate

set as the tunnel agent. Introducing randomness into choosing the tunnel agent makes it more

difficult for an attacker to track a specific traffic flow and launch an attack against the flow.

However, on the other hand, the randomly chosen tunnel agent may still lead to traffic going

through the attacker or its vicinity. So at the beginning of the next session, when the compari-

son repeats, if it turns out that the choice of the agent is not good (i.e. the packet delivery rate

still does not meet an expected target level), the source repeats the random selection process

again to choose the tunnel agent.

Algorithm 1 and algorithm 2 describe how to set up a single tunnel with re-evaluation at the

source side and how to handle the tunneling packet at the tunnel agent. Algorithm 1 shows the

pseudo code at the source side.

The pseudo code for how the tunnel agent handles the encapsulated packets is shown in

algorithm 2.

Employing Trust Assessment: Since the trust scores of all nodes are available from trust

assessment, the source first sets a trust threshold and filters out itself and the destination as well

as suspicious nodes, whose trust score is below the threshold, from the set containing all the

nodes in the network. Here we assume that the lower the trust score is, the worse the node is in

terms of trust attributes defined in section 4.3.4. This filtering results in a refined set of tunnel

agent candidates. Furthermore, we may even expose the routing table for the refining process

of the candidate set so that only nodes on the path which does not go through suspicious nodes

will be included in the candidate set.

By adopting this algorithm, once an attacker comes in, the source will be able to detect

the attack at the beginning of the next session of M packets by observing a drop of the packet
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Algorithm 1 Algorithm of single tunnel with re-evaluation at the source node
. %comment: initialize packet delivery rate to 1%

deliveryrate← 1

while ( there is an IP packet to send ) do

. %comment: evaluate the performance of previous session (M packets) at the beginning

of each new session%

if (a new session) then

if (packet delivery rate in previous session ≤ Threshold) then

choose a new TunnelAgent randomly from the candidate set

end if

end if

encapsulate the IP packet into an IP-within-IP packet

send the IP-within-IP packet to the TunnelAgent

end while

delivery rate. Then the source starts by choosing a tunnel agent and tunneling the traffic im-

mediately. If the choice of the tunnel agent is good, the routing path of the flow can avoid

the attacker and the packet delivery rate will increase. However, if the randomly chosen tunnel

agent still unfortunately leads to the routing path going through the attacker, the packet delivery

rate in this session will remain low and result in changing the tunnel agent at the beginning of

the next session. After several tries, the traffic may eventually be able to avoid the attacker with

a good probability.

4.5 Simulation results and analysis

4.5.1 Simulation and attack setup

Our simulation uses the discrete-event network simulator NS-3 [10], which is a popular, free

software package primarily for research and educational use. We choose OLSR [41] as the

underlying routing protocol for the ad hoc network. We use attacks as anomaly events that

destroy the normal network traffic. An attack module was introduced into NS-3 for generating

internal attacks, and involves choreographing compromised nodes in the simulation that launch
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Algorithm 2 Algorithm of single tunnel with re-evaluation at the tunnel agent

while ( receive an IP packet ) do

if ( my address == destination address ) then

. %comment: if the destination of the packet is self, check whether it is a IP-within-IP

packet%

if ( protocol number == 4 ) then

. %comment: remove the IP-within-IP header and forward the packet to original

destination%

remove the IP-within-IP header

check IP header and send the IP packet to destination address

else

handle the packet as normal IP packet

end if

else

continue to forward the packet

end if

end while
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the attack.

In our simulation, we choose to launch a black hole attack as it can directly influence the

packet delivery rate, which acts as the instigator for turning on single tunneling mechanism.

Strictly speaking, there are two types blackhole attacks: one exploits the routing protocol by

advertising a forged route to a destination in order to intercept packets; the other one directly

drops the intercepted control and/or data packets entirely or selectively without any forwarding.

In order to simplify the network anomaly detection as it is not the focus of this work, per-flow

based information of end-to-end packet delivery rate is used as the indicator of whether an

attack is on-going. Therefore, we set the black hole attack to only drops data packets because

it can be reflected directly by the packet delivery rate. Our particular black hole attack does not

drop control packets as it is normally easy to detect if the compromised node only drops control

packets. For example, the malicious node will be automatically excluded from other nodes’

routing table if it drops all the control packets. In such a case, the negative impacts from the

compromised nodes on the benevolent nodes will be reduced to a minimum. However, because

the underlying network is assumed to be an IP network, where the IP protocol transmits packets

in a best-effort manner without any quality guarantee, it is hard to discover the misbehaviour if

the malicious node drops the packets selectively, namely only drops data packets but not control

packet. Then, in this case the end-to-end packet delivery rate is able to identify the attacks as

well as path quality.

In the rest of the chapter, we present simulation results for two different network topologies.

Section 4.5.2 presents how the single tunnel scheme works in a static scenario, while section

4.5.3 introduces randomness and mobility to the network deployment and provides comparison

between three different schemes (i.e., no tunnel, single tunnel with re-evaluation, single tunnel

with re-evaluation and trust assessment).

4.5.2 Static scenario

We built a static, grid-based wireless network containing 36 nodes as shown in figure 4.2. Also,

the packet delivery rate in each session is measured in the simulation to provide a real-time

feedback to the source.

In the first test, the source node, node 7, begins to send a UDP flow of 2000 packets to
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Figure 4.2: Grid network topology of single tunnel with re-evaluation simulation.

the destination node 28 with interval 0.1 seconds from time 20s, while an attacker, node 14, is

present and drops all of the UDP packets during the whole simulation period. The re-evaluation

parameter M set at the source represents how many packets each session transmits. We com-

pare the performance when M is set to 100 and 200 respectively. The original OLSR routing

path from the source to the destination is 7 → 14 → 21 → 28. Because the attacker node 14

drops all the UDP packets, the packet delivery rate in the first session is 0 as shown in figure

4.4. At the beginning of the second session, the source node compares the packet delivery rate

in the first session with a threshold 0.8, which results in launching tunneling traffic. The first

tunnel agent is chosen randomly, e.g., node 29. This choice avoids the attacker with the tunnel-

ing path 7 → 8 → 15 → 22 → 29 → 28. As a result, the packet delivery rate in the second

session increases to 0.99 and then keeps higher than the threshold in the following sessions.

Note that the first try of choosing tunnel agent in both simulations succeeds as it drives the

traffic away from the attacker and pulls up the packet delivery rate, so the source node keeps

using the same agent to tunnel the flow. Also, from the comparison of the two different settings

of re-evaluation parameter M , we can see that the smaller M is, the faster the source reacts to

the attack. Therefore, whenM = 100, the performance is better than the case whereM = 200.

The second simulation shows how the source adapts to an attacker coming in after the flow

starts, as shown in figure 4.3. The source node 7 sends 2000 UDP packets to destination node
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Figure 4.3: Single tunnel with re-evaluation in a grid network topology with one attacker:

source node is 7, destination node is 28, attacker is node 14.

28 from time 20s to time 220s with a packet interval of 0.1s along the path 7→ 14→ 21→ 28.

We also compare two different settings of the re-evaluation parameter M : M = 200 so that

there are 10 sessions and M = 100 so that there are 20 sessions. Node 14 with a red circle

in figure 4.3 launches a blackhole attack, which involves dropping all UDP packets from time

56s to time 100s. In the case of M = 200, as a result of the attack beginning, the packet

delivery rate in the third session drops to 0 as shown in figure 4.5. Then, at the beginning of the

fourth session, the source finds that the packet delivery rate of the previous session falls below

the threshold 0.8 and therefore chooses node 29 as the tunnel agent for this session, which

successfully avoids the attacker and pulls the packet delivery rate above the threshold 0.8. In

the following session, the source will not change the tunnel agent as the current one works well.

In the case of M = 100, the source detects the attack faster than the previous case and start the

tunneling sooner.
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Figure 4.4: Single tunnel with re-evaluation while the attacker presents all the time: the source

node turns on tunnel mode at time 30s and 40 when M is 100 and 200 respectively.

4.5.3 Mobile scenario

Section 4.5.2 illustrates the mechanism of the single tunnel in a static scenario. Next we conduct

simulations in a network setting which introduces randomness and mobility. 36 nodes are de-

ployed in a square area randomly and move according to the “RandomWalk2dMobilityModel”,

which is a 2D random walk mobility model in NS-3. The mobility pattern of this model is

often recognized as a Brownian motion model. Each node moves towards a random direction

at a random speed over a specified distance or a fixed amount of time. If a node hits one of the

predefined boundaries of a rectangle, it rebounds on the boundary with a reflexive angle and

speed. [10]

Three data flows were transmitted concurrently and each sends 2000 UDP packets. These

three source-destination pairs, as well as attackers, were chosen randomly. Thus, we send

6000 packets in total and will calculate the number of received packets by three flows in total

to evaluate our tunnel schemes. We compare three schemes discussed so far: transmission

without tunneling, the single tunnel with re-evaluation and the single tunnel with re-evaluation

& trust assessment. For the transmission without tunneling, we simply send the data flow

in the presence of attackers. The single tunnel with re-evaluation begins to send three data

flows as normal, i.e. without tunneling, and monitors the packet delivery rate for each flow.

Once the packet delivery rate of a flow falls below the threshold, it turns on the single tunnel
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Figure 4.5: Single tunnel with re-evaluation: the data flow starts at time 20s, the attacker comes

in at time 56s and leaves at time 100s.

with re-evaluation mode. The re-evaluation parameter M is also set to 100. As for the single

tunnel with re-evaluation & trust assessment, every setting is same as the single tunnel with

re-evaluation except the candidate set of tunnel agents. Here the trust assessment mechanism

is implemented by introducing a trust module to NS-3 to refine the candidate set such that

compromised nodes who have trust score lower than a threshold will be removed.

We conducted simulations under different attacker settings and used the

“RandomWalk2dMobilityModel” with different speed settings. Namely, the simulations were

performed in the presence of one attacker, two attackers, three attackers and four attackers re-

spectively. Also, in NS-3, users may specify “Speed” attribute as a random/fixed variable used

to decide the speed (m/s) in “RandomWalk2dMobilityModel” model. We tuned the “Speed”

attribute and performed simulations with different speed settings. Also, as randomness plays

a significant role in choosing source, destination, attackers and tunnel agents, the result might

also deviate from the theoretical derivation in a single run of the simulation. Hence, we con-

ducted five runs for each attacker and speed combination to remove undesirable randomness.

The simulation results of the number of packets received are shown in figure 4.6, while figure

4.7 shows the average end-to-end delay for the packets received successfully.
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Figure 4.6: Packet delivery performance comparison: comparing the number of received pack-

ets between no tunnel (NT), single tunnel with re-evaluation (STR) and single tunnel with

re-evaluation & trust assessment (STRTA).

4.5.4 Analysis

The simulation results of static network topology in section 4.5.2 proves that the tunnel scheme

works as the design intended. The single tunnel with re-evaluation method allows the source to

adapt to the attacks with a small amount of delay. The source is able to detect the attack from

the observed drop in the packet delivery rate with a predictable delay relating to the session

length. However, as randomness is introduced in the process of choosing tunnel agent, how

fast the source can restore the traffic is not deterministic – it may be the case that the underlay

beneath tunnel will go through attacking node, resulting in tunnel agent change in the next

session. Therefore, this tunneling method can be considered as a best effort and light-weight

resolution to mitigate attacks.

In the wireless mobile scenarios examined in section 4.5.3, randomness and mobility are

introduced to evaluate the proposed tunnel schemes from a more general perspective. Three

data transmission schemes are compared: transmission without tunneling (NT), the single tun-

nel with re-evaluation (STR) and single tunnel with re-evaluation & trust assessment (STRTA).

In figure 4.6 and figure 4.7, the solid lines are the average of five runs for a particular scheme,

while the symbols (blue star, red cross and green circle) are the number of packets received
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Figure 4.7: Delay comparison: comparing average end-to-end delay between no tunnel (NT),

single tunnel with re-evaluation (STR) and single tunnel with re-evaluation & trust assessment

(STRTA).

by three flows in total with respect to a combination of attacker and speed setting. The results

show that, in general, the single tunnel with re-evaluation out performs transmission without

tunneling, though in some specific cases it might be worse than without tunneling due to a poor

choice of the tunnel agent. Introducing trust assessment can improve the performance in most

simulation settings since it reduces the chance of hitting a compromised node. One observa-

tion is that introducing random movement may sometimes allow the traffic avoid the attacker

automatically when the attacker moves away from the routing path. However, when the speed

increases, the dynamic changes in the topology may also cause link failures and routing ta-

ble re-computation. Also, when more attackers are present, the benefit of adopting tunneling

technique also increases in terms of a higher packet delivery rate because it is harder for the

source-destination pair to get rid of attackers by simply moving around randomly. However,

the trade-off for more packets received successfully is increasing delay, as shown in figure

4.7. In most cases, both of the tunnel schemes (STR and STRTA) have a larger end-to-end

delay than using no tunnel (NT). Hence, our overlay tunnel is a proper choice for delay tolerant

applications but not necessarily delay-sensitive applications as it sacrifices a small amount of

end-to-end delay for a better packet delivery rate.
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As a summary, our approaches can mitigate the negative influence of network anomaly

events, such as attacks and network failures, as long as the abnormality is detected.

4.6 Conclusion

As security is an essential feature that affects the successful operation of a MANET, there have

been many studies devoted to security for MANETs at different layers. Most research done so

far has focused on securing network protocols. Unfortunately, many of them struggled with

the trade off between security protections and the overhead introduced to network protocols.

Moreover, in those work, securing MANET requires protocol modification or even re-design.

In this chapter, we proposed an alternative overlay approach, which can be used as a com-

plement to other MANET security mechanisms, and involves the use of a policy tool at the

source to enhance the network robustness and mitigate the performance degradation caused by

attacks or network failures. Our approach is a lightweight tool that does not require any mod-

ification for the underlying network protocol. Furthermore, two optimizations, re-evaluation

and trust assessment, are introduced to improve the effectiveness of the overlay tunneling. The

three techniques we present are very flexible so that overlay tunneling, re-evaluation and trust

assessment may be combined together or adopted independently to work with other network

protocols/functionalities.
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Chapter 5

MobilityFirst-based Internet of Things

5.1 Introduction

The initial concept and implementation of the Internet of Things (IoT) appeared as early as the

1980s and became popular in late 1990s [28]. Recent development in many relevant areas, in-

cluding automation, wireless sensor networks, embedded systems and micro-electromechanical

systems (MEMS), has accelerated the evolution of the Internet of Things (IoT) [29,57]. Strong

demand has led to the recent proliferation of IoT systems as IoT applications now exist in

nearly every field and are playing an increasingly important role in our daily life [16], e.g.,

healthcare systems, building and home automation, environmental monitoring, infrastructure

management, energy management and transportation systems. According to the Federal Trade

Commission (FTC), the number of IoT devices outnumbered of the number of people in the

workplace already [42], and the number of wireless devices connected to the Internet of Things

will be about 26 billion by 2020 and will greatly outnumber hub devices (smartphones, tablets

and PCs) [18].

As a result of the recent trend of extending the boundary of the Internet to include a wide

array of untraditional computing devices, the Internet of Things makes the connection between

the real world and the virtual world tighter than ever before. However, connecting various

stand-alone IoT systems through the Internet brings many challenges, such as scalability, nam-

ing, resource constraints, mobility, inter-operability, security and privacy. To address these

challenges, new IoT solutions have been proposed that utilize clean slate future Internet ar-

chitectures, such as XIA [1], NDN [8], Nebula [9], and MobilityFirst [7]. These approaches

solve important problems such as scalability, mobility, naming, context, robustness, content

retrieval, and evolvability. However, one major hurdle facing IoT is security and privacy. As
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defined in [42], “IoT” refers to the connectivity between everyday objects and the Internet and

the ability to exchange data between them. As a result, potential security and privacy risks exist

in a broad scope, ranging from the physical world to the Internet, and can be exploited to harm

people. For example, a compromised IoT device may facilitate attacks on other systems. Unau-

thorized access may result in the leakage and misuse of personal information. A breach in the

Internet may feed back to the physical world and create risks and threats to people’s physical

safety.

Although conventional security will address many problems, there are unique aspects as-

sociated with IoT security that necessitate a broad and holistic approach to secure IoT. The

deployment of IoT devices is typically in an unattended manner, which facilitates the possibil-

ity of physical attacks. Low-end IoT devices are incapable of performing heavier, conventional

cryptographic algorithms due to their constrained resources. A large quantity of IoT devices

adopt wireless as a means to communicate, which is open to eavesdropping and jamming. In

this chapter, we first investigate the current IoT solutions and their security and privacy threats.

Then, we present a design for an IoT platform based on the MobilityFirst infrastructure. Specif-

ically, we introduce an IoT middleware to manage IoT devices and data. Based upon our

security and privacy analysis, security countermeasures are proposed to protect against those

challenges.

5.2 Survey of the Evolution of IoT Architectures

Though the IoT has a promising future, many current IoT infrastructures do not support appli-

cations seamlessly. Historically, a large quantity of stand-alone IoT systems were proprietary

implementations, such as DF-1 [14], MelsecNet [6], Smart Distributed System (SDS) [12],

BACnet [102], etc. These fragmented solutions were typically integrated vertically and charac-

terized as “silo” solutions, as shown in Figure 5.1(a). A large amount of independent legacy IoT

systems co-exist across the Internet. However, their “silo” nature conflicts with the open spirit

of the Internet and hence introduces problems of inter-operability and service-level interaction,

which limits the benefits of IoT systems and could impede large-scale IoT deployment.

As the traditional approach has many fundamental issues, overlay-based IoT architectures
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Figure 5.1: Legacy IoT architectures: (a) Silo architecture of standalone IoT systems. (b) The

overlay-based IoT architecture connects standalone IoT systems with the IoT server through

standardized APIs on the IoT gateways.

were proposed in an attempt to unify IoT solutions. Figure 5.1(b) shows this approach, where

an overlay IoT forms a network on top of the current Internet. Standard control and data

APIs were adopted to connect IoT devices and the Internet. Data from various devices in

different IoT deployments is pushed to central IoT servers through IoT gateways across the

Internet. IoT applications then directly subscribe to the IoT server. Low Throughput Networks

(LTN) [19], Global Sensor Networks (GSN) [3, 22] and Constrained RESTful Environments

(CORE) [116,117] are representatives of the standardization efforts involving the overlay-based

IoT approach. This overlay approach, however, has several weaknesses that makes it not ideal

for wide deployment. First of all, the merging of control and data forwarding at the central

server is a bottleneck and causes scalability concerns. Secondly, the central IoT server is a

single point failure and represents an ideal point of attack. Further, this solution does not

seamlessly support mobility, which is a major requirement of the future Internet and a desirable
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characteristic for IoT applications.

Because of the increasing importance of the IoT, future Internet designs need to take IoT

into consideration and support it effectively and efficiently. NDN-based IoT and MobilityFirst-

based IoT are two representatives of future Internet based IoT systems as they capture the

key features of the IoT as well as follow the current trends of the Internet. As data plays a

pivotal role in the IoT, the NDN-based IoT is proposed to better support content retrieval. On

the otherhand, MobilityFirst-based IoT builds upon the MobilityFirst network [87, 89], whose

major goal is to support large scale mobility, and therefore is better able to handle mobile

scenarios where the IoT devices are moving. One typical mobile IoT application scenario is

vehicular networks, where sensors installed in the moving vehicles collect data and provide

the data to the relevant applications through the underlying IoT infrastructure. In this chapter,

we use the MobilityFirst network to support the IoT and present our IoT design in section 5.4.

We note, though, that some of our security approaches are general and can be applied to other

future Interent architecture based IoT system.

5.3 General Security Analysis of IoT Systems

The IoT extends the Internet to the physical world and thus poses many new security and

privacy challenges. Some of the problems are due to the intrinsic characteristics of the IoT and

its differences compared to traditional networks, while others arise as a result of the integration

of the IoT and the Internet. As shown in Figure 5.2, various adversaries may come in at different

points to attack IoT systems. To protect against those attacks, it is important to examine the

security problems according to the information flows and potential adversarial points of control.

Below, we outline four security and privacy problems:

• Authentication and physical threats: with a highly distributed nature, a large number

of IoT devices, such as RFID tags and wireless sensors, are generally deployed in public

areas without any protection, which makes it difficult to manage the devices and causes

the devices to be vulnerable to physical attacks. For example, an illegitimate sensor

may register itself claiming that it is at one location while it is actually at a different

location. Or a sensor installed in a room monitoring the room temperature is moved
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Figure 5.2: Potential threats for the IoT systems.

to another room by a malicious person. This introduces the challenge of authenticating

IoT devices, which involves recognizing the device and verifying its association with a

correct topological address.

• Integrity: the unattended environment for IoT devices also makes data integrity a con-

cern. Once deployed, most of these devices, if not all, operate in a self-supported manner.

As with very limited maintenance or even no maintenance, tampering data is much easier

of a task than in a supervised wired network. Besides, as a result of a natural loss of cal-

ibration or a deliberate perturbation of the measurement environment by an attacker, the

data collected by IoT devices is quite likely to have low quality and might be corrupted

at the environmental level. In short, IoT data may be noisy and easy to spoof and forge.

• Confidentiality: the communication method between devices and the gateway is pri-

marily wireless, which results in confidentiality risks. For example, eavesdropping is a

major concern in the wireless networks. Unfortunately, unlike many other wireless envi-

ronments such as cellular networks and Wi-Fi networks, it is much more difficult for IoT

networks to provide confidentiality for data transmission due to the resource-constrained

nature of low-end devices, which are a large fraction of IoT devices. Different from

typical devices in traditional wired and wireless networks, such as smartphones, tablets,

PCs and routers, most of the devices in IoT networks are active sensors or passive RFID
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tags, which have very limited resources and capabilities. Constraints on power, compu-

tational capability, storage and other aspects of an IoT device introduce a high barrier

for it to perform the necessary operations to achieve data confidentiality, such as through

encryption and key management.

• Privacy: as an existing public concern for monitoring and interacting with the real

world, the consequence of information leakage in local IoT networks becomes exac-

erbated when integrated into the global Internet. By connecting real world objects and

information through the Internet, data may become accessible to various organizations

and domains across the Internet, instead of only being revealed to a small group, which

makes it more likely to be exposed to sophisticated malicious parties and therefore in-

creases the probability of being exploited and attacked.

Conventional security and privacy techniques are not necessarily appropriate for the IoT

due to the special characteristics of the IoT. The attractive prospect of IoT applications, as

well as the strong needs of increasing public confidence about security and privacy issues,

requires new and comprehensive solutions to not only protect local IoT devices but also the

broader Internet aspect of the IoT. In the following sections, we will examine the problems

aforementioned and explore security and privacy techniques to support the IoT infrastructure

based on the MobilityFirst network.

5.4 MobilityFirst-based IoT Architecture

5.4.1 IoT Architecture Design based on MobilityFirst Infrastructure

As a robust and trustworthy mobility-centric architecture with abundant in-network services for

the future Internet, MobilityFirst can address many challenges that today’s IoT is facing, such

as scalability, mobility, content retrieval, inter-operability, security and privacy, etc. Therefore,

we propose a unified solution to support IoT based on MobilityFirst network architecture [90].

Our IoT platform consists of four basic components shown in Figure 5.3:

• Devices: a wide variety of devices, such as sensors, actuators and tags, that use embedded

techniques to sense, communicate and/or interact with the external environments.
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Figure 5.3: There are four basic components in the architecture of IoT in MobilityFirst: de-

vices, IoT middleware, MobilityFirst network and applications.

• MobilityFirst network: MobilityFirst provides connectivity for different distributed IoT

devices and applications. Due to the seamless mobility support of MobilityFirst, besides

well-established IoT system, more dynamic IoT applications and systems can be devel-

oped on top of it.

• IoT middleware: MobilityFirst-based IoT middleware integrates three functional layers—

Aggregator, Local Service Gateway (LSG), and the IoT server. The aggregator supports

sensor abstraction to hide the hardware specifics for sensors and presents a single inter-

face to query and subscribe to the sensor data. LSG connects the local IoT system to the

global Internet and provides necessary management, including naming resolution, key

management and context processing services. The IoT server is a logically centralized

server in the control plane that manages subscription memberships as well as provides a

lookup service so that subscribers may query for the IoT data/services.

• Applications: end users who consume the IoT data and may feed back to the external

environment through actuators.

Figure 5.4 explains how the IoT architecture works with the support of the MobilityFirst

infrastructure. The aggregator collects data and then the LSG sends the aggregated data to the

storage location. The raw data might be processed by the LSG for context refining/aggregating
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Figure 5.4: Unified IoT architecture based on MobilityFirst infrastructure.

purposes. Meanwhile, the LSG publishes the data information, which contains a data GUID,

the access control policy and the storage location information (e.g., human readable names or

network address), to the IoT server so that end users may query the IoT server about where to

fetch the data. The IoT server may decide how to enforce the access control policy: either at

itself or push it to the NCRS/GNRS. The data consumer, typically an application, first makes

a query at the IoT server for data information through its edge router and then fetches the data

from the storage location or the aggregator directly.

5.4.2 Protect IoT through Existing MobilityFirst Network Services

As shown in Figure 5.3, the MobilityFirst-based IoT architecture consists of four basic build-

ing blocks: Devices, IoT middleware, MobilityFirst network and Applications. Our goal is

to provide clean and secure data to various applications/services in the upper layer and make

their development/management easy. Thus, as illustrated in Figure 5.5, we integrate the secu-

rity/privacy mechanisms into the network, the IoT middleware and the lower layer “devices”,

but not the application layer.

We have discussed security and privacy aspects of the MobilityFirst network in Chapter 2

and Chapter 3, with a focus on the name-based service layer. Those rich in-network services of

MobilityFirst enable many powerful functionalities to protect against a wide variety of attacks.
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Figure 5.5: Security/privacy mechanisms are introduced into devices, IoT middleware and

MobilityFirst network.

For example, the NCRS serves the role of a certificate registration center that associates human-

readable names to certificates. This enables various security methods, such as encryption and

authentication, to secure the data transmission above the IoT device layer. Together with the

security schemes at the device level, which provide secure communication channels between

IoT devices and the Internet, the confidentiality of the data flow from the bottom ( IoT devices

) to the top ( applications ) can be achieved.

The security mechanisms enabled by network services, i.e. the GNRS and the NCRS, build

a shield against many attacks, such as false registration attacks and device misplacement at-

tacks, which were mentioned in section 5.3. False registration attack refers to an adversary

registering a device with a fake location. For example, in an IoT system (shown in Figure 5.6)

crossing two domains (e.g. the Winlab domain and CoRE building domain), an adversary in-

stalls a temperature sensor S? in Winlab room A103 and then tries to register it as a temperature

sensor in CoRE building room 530. As the registration is fulfilled by the IoT name resolution

service (IoT-NRS), discussed in section 5.5.1, the adversary provides a fake location attribute

together with other information, such as manufacturer, brand, serial number, to the IoT name

resolution service, which might sit in another domain. Misplacement attack is another form

of attack involving manipulating device location by moving a device to another location (e.g.,

move sensor S3 in Winlab room A102 to CoRE building room 531 in Figure 5.6) without up-

dating the new location. The common characteristic of these two attacks is location forgery and
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Figure 5.6: An example of false registration attack: a malicious sensor “S?” in Winlab room

A103 claims that it is in CoRE building room 530.

is similar to GNRS false announcement attack, which is defined as a network object with iden-

tifier GUID1 in network NA1 inserting or updating a GNRS mapping < GUID1, NA2 >

with wrong network address to the GNRS. Therefore, we can apply the same philosophy of

preventing GNRS false announcement attacks to location forgery attacks in the context of the

IoT.

The local service gateway (LSG) plays an essential role in protecting against attacks as-

sociated with location forgery. As for the false registration attack, before the LSG forwards

the registration request, it signs the request with its private key. The digital signature has two

functions here: (1) guarantee the data integrity so that others can not forge the message; (2)

provide a proof of the origin of the message. When the IoT-NRS receives the registration re-

quest, it checks the signature and the request content. If the location attribute contradicts with

the origin proved by the LSG’s signature, the registration request will be rejected; otherwise,

the IoT-NRS will then proceed to register the sensor and assign a GUID. The functionalities of

the IoT-NRS will be discussed in section 5.5.1. Take the IoT system in Figure 5.6 for example:

1. S?→ G1: {[GUIDM1, (GUIDM1, Request, T1)S?]M1}

The malicious sensor S? launches a false registration attack by sending a registration

request to the IoT-NRS M1. The request claims that S? is in CoRE building domain,

while it is actually in Winlab domain.

2. G1→M1: {GUIDG1, [GUIDM1, (GUIDM1, Request, T1)S?]M1}G1−1
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The Winlab LSG G1 also signs the request with its private key to assure the origin of the

request. When M1 receives the request forwarded by G1, it will reject the request since

the request is not signed by G2.

The methodology to prevent misplacement attack is similar to the method discussed above.

Not only the registration request but also other messages, including data message and member-

ship renewal message, need to be signed properly by the LSG. Hence the error can be detected

once the information of the origin sensor does not match its LSG’s signature, such as changing

the location without updating with the IoT-NRS.

Another significant contribution provided by network services is privacy protection, such

as GNRS access control discussed in Chapter 3. The access control in the GNRS protects the

data privacy, and also increases the difficulty of launching attacks by restricting adversarial

access to information that is essential for launching an attack, whatever that attack might be.

Access control enforced at the GNRS query is a powerful tool as it can provide the GNRS

mapping owner, who is typically the data owner or a surrogate in the context of IoT, the ability

of choosing who it is willing to communicate with. With the support of access control in the

GNRS, IoT devices or data owners can protect the IoT data’s location information contained

in the GNRS mappings against unauthorized disclosure, while at the same time ensure the

mapping’s accessibility to legitimate subscribers or applications. In addition, GNRS access

control can support advanced services, such as allowing the mapping owner to decide when

and where it is reachable. These fine-grained functionalities provided by GNRS access control

make it possible to specify detailed policies/regulations while distributing the data collected by

the IoT devices.

Our MobilityFirst-based IoT architecture provides a unified solution to solve issues of inter-

operability as well as support mobility. Our design also can benefit from many built-in security

features of the MobilityFirst network infrastructure. However, this architecture still has some

unique security concerns that arise and are related to general security concerns aforementioned

in section 5.3. Specifically, most of the security properties and advanced services are based on

the concept of a GUID, which is essentially a public key. Unfortunately, low-end IoT devices,
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which account for a majority of IoT devices, cannot afford to perform expensive asymmet-

ric cryptographic operations. This leads to key management challenges for our IoT solution.

Therefore, the following sections will address these unique security concerns with the focus on

key management.

5.5 IoT Middleware Security

The IoT platform in MobilityFirst introduces a new essential component, IoT middleware to

handle the data processing and distribution in the data plane as well as system management in

the control plane. The IoT middleware consists of three layers, aggregator, local service gate-

way (LSG) and IoT server, so that it can support a variety of functionalities, including managing

the IoT devices, processing the raw data collected by the devices and then distributing the pro-

cessed data through MobilityFirst network. This approach allows a clean separation of IoT

systems from the underlying network so that the network is only responsible for transmitting

the IoT data, just as it handles other network traffic. Therefore, integrating our IoT platform

into MobilityFirst architecture has a lightweight touch that is easy to deploy.

In the IoT middleware architecture described in Figure 5.3 and Figure 5.4, the aggrega-

tor sitting at the bottom level is usually located near or at the gateway of the local network.

This is the first stage of data processing as the aggregator collects raw data directly from a

variety of heterogeneous IoT devices and filters out the redundant data. The introduction of

the aggregator hides the complex heterogeneous hardware from upper layer applications and

facilitates application development. The LSG level contains one IoT Name Resolution Service

(IoT-NRS) and several other functional components depending on the system and application

requirements. The top level is the IoT server, which is essentially a logically centralized but

physical distributed database that provides lookup service for data consumers. The aggregator,

the LSG and the IoT server form the middleware of MobilityFirst-based IoT and connect the

various IoT devices with the upper layer applications.

Our security measures are primarily integrated in the LSG layer, while the access control

policy is enforced at the IoT server, who might push it further to the GNRS. From the per-

spective of the data consumer, which is typically an application, to either fetch the processed
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data from the data storage location or get the raw data from the aggregator directly, it needs to

know where to fetch the data. Therefore, the data consumer looks up the data storage location

at the IoT server with its identity. On the other side, the IoT server evaluates the request with

the access control policy defined by the IoT data owner. If the decision is “approve”, it returns

the data location to the data consumer (possibly with a token depending on the specific access

control policy). Then the consumer may the be able to fetch the data or setup a subscription. In

the case where the IoT server pushes the enforcement of the access control policy to the GNRS,

the GNRS will grant a token to the data consumer if the access decision is “approve”. Then the

data consumer can present the token to the IoT server to request data information.

At the data producer side, efficient and secure IoT device and data management is not

only necessary but crucial for providing accurate and fresh IoT data. Particularly, key and

identifier management plays an essential role in identifying/verifying IoT devices as well as

establishing/maintaining confidential communication channels in the local IoT systems. How-

ever, due to the intrinsic characteristics of IoT devices, especially low-end devices, we are

facing key management challenges unique to IoT systems. To cope with those challenges, we

integrated a IoT Name Resolution Service at the LSG to enhance the security, efficiency and

inter-operability.

5.5.1 Overview of the Name Resolution Framework in MobilityFirst-based IoT

As discussed in Chapter 2, the GNRS and the NCRS center on the concept of the GUID, which

identifies a network entity and facilitates network address related operations, such as routing,

multicasting, multihoming, etc. Meanwhile, from the security point of view, the GUID is also

the public key of a network entity, which enables a variety of security operations, e.g., encryp-

tion and authenticity verification. The dual role of the GUID as being the identifier and the

public key brings built-in security protection, convenience and efficiency into the MobilityFirst

network.

Within the scope of the IoT, however, the identifier application/assignment operation and

relevant cryptographic computations may be beyond the capability of most IoT devices. We are

not worried about those devices with strong computational capability and sufficient resources,

such as smartphones, laptops and tablets. Instead, we focus on low-end IoT devices, such as
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RFID tags and small sensors, which accounts for a majority of IoT devices. These low-end

devices, unfortunately, have very limited computational capabilities and strict resource con-

straints in terms of storage, power, bandwidth, etc. Hence, they are unable to perform many

heavy duty tasks, including the computation operations of public/private cryptography. To en-

able secure communication, we propose a lightweight approach by using symmetric keys to

replace the GUID in the scope of local IoT systems. In other words, an IoT device’s identifi-

cation associated with membership within a local IoT system is associated with a symmetric

membership key shared between the device and the local group authority, i.e., the LSG. Sym-

metric cryptography is chosen to make the membership key because it is lightweight and has

much less computational requirements.

On the other side, in order to smoothly integrate the local IoT system into the global Mo-

bilityFirst network and take advantage of the rich network services provided by MobilityFirst,

it is necessary to maintain use of the GUID in the scope of broader global network so that

data consumers can contact IoT devices or retrieve/subscribe IoT data with the corresponding

GUIDs. In order to reconcile the conflicts of the two different cryptographic schemes (used in

two different scopes), integrating an IoT name resolution service (shown in Figure 5.7) in the

middleware to handle naming-related issues is the best solution as it keeps a clean separation

between the underlying network infrastructure and the IoT system. The IoT-NRS bridges the

gap between the different cryptographic schemes used in the local IoT network and the global

Internet. This design makes IoT systems flexible, extensible and easy to manage.

5.5.2 Major Functionalities of IoT Name Resolution Service

Our IoT Name Resolution Service (IoT-NRS) can be considered as a simplified embodiment

of the MobilityFirst name-based service layer in the context of the local IoT systems. It as-

signs identifiers, establishes long-term keys (i.e., membership keys) and provides key/identifier

related management. In the following sections, we envision the major functionalities the IoT-

NRS should have.

• GUID Assignment: IoT-NRS serves as a surrogate and works together with the NCRS

to assign GUIDs to network objects, such as IoT data, certain devices or a group of IoT
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Figure 5.7: Three-tier name resolution framework of the MobilityFirst-based IoT architecture:

NCRS, GNRS and IoT-NRS. The IoT-NRS connects the GUID used in global MobilityFirst

network and the symmetric membership key used in the local IoT system.

device, to assist advanced network services in the global Internet. The relation between

the GUID and the device/data might be one-to-one, one-to-many and many-to-one. From

the application point of view, generally the data is of interest and one piece of data has

one GUID, which is associated with a list of attributes describing the data object. With

respect to devices, it is more often than not that a group of devices map to a single

GUID. As an example, it is reasonable to assign one GUID to all of the temperature

sensors in Winlab room D104. However, sometimes one device may obtain a GUID if

necessary. For example, the device is the only device in its category or it is important

for the application. Also, sometimes one sensor may associate with two or more GUIDs.

For example, a multi-function sensor attached to Tom’s mug may have GUID1 with

attributes of location information and GUID2 associated with the mug’s temperature.

• Membership Credential Establishment: IoT-NRS at the LSG may act as a group au-

thority to establish membership credentials associated with the IoT device in the scope

of the local IoT system. This long-term membership credential identifies the device in

the local group. A proper symmetric cryptographic algorithm is chosen to generate such

a credential (i.e. a symmetric key) so that low-end devices can afford to perform security

operations. After establishing the membership credential, short-term keys (for example,
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session keys) and functional keys (for example, attestation key) may be derived from the

membership key.

• Name Translation between GUID and Membership Key: Two directional name map-

ping between the GUID and the membership key connects the local IoT system to the

global network so that IoT-related operations can be performed seamlessly.

• Membership Management: IoT-NRS should also provide membership management,

where the membership is represented by the GUID and/or the membership key. Such

management includes renewal and revocation operations. Both the GUID and the mem-

bership key have expiration times to guarantee key freshness and security strength. There-

fore, renewing in a timely and efficient fashion is essential to keep the device/data “alive”

in the system. On the other hand, revocation is needed to remove compromised/dysfunctional

devices so that potential security/privacy threats can be reduced.

Figure 5.7 illustrates the flow of IoT-NRS’s major functions. The most important function

of the IoT-NRS is to serve as a registrar. During device discovery, when a new IoT device

joins a local group, the IoT-NRS acts as the group authority and registers this new device. The

registration establishes a long-term membership key with the new device using a proper key

provisioning protocol, which depends on the device’s capability, as well as associates the mem-

bership key with the device’s attributes/identity, such as manufacturer, model, serial number,

function, etc. In the global context, the IoT-NRS serves as a surrogate to apply and manage

GUIDs for the low end IoT devices within the local group and the data they generated because

these devices and data do not have the ability to run asymmetric cryptographic algorithms. Af-

ter initial device discovery and registration, the IoT-NRS manages the identifiers and keys, and

performs tasks that include renewal, verification and revocation.

5.6 Delegation-based Key Provisioning Protocol

5.6.1 Overview

In the scope of local IoT systems, it is critical to discover edge devices and establish long-

term membership credentials between those devices and a group management authority (i.e.,
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the IoT-NRS in our IoT architecture) in a lightweight fashion. In the device discovery process,

enrolling a new device and establishing a secure membership credential between edge devices

such as sensors and actuators can be difficult, as such devices can have heterogeneous and

potentially limited computational capabilities. This property can limit interactions for certain

protocols and further limit management of membership keys/credentials.

Therefore, we propose a delegation-based key provisioning protocol in this section to facil-

itate the device discovery process and establish the membership key for the newly added edge

device. Specifically, in the context of our MobilityFirst-based IoT architecture, this protocol

can serve as: (1) a grouping tool in the initial stage of setting up a local IoT network; (2) reg-

istration tool in the device discovery process when a new IoT device wants to join an existing

IoT system. Our key provisioning protocol, though, is general and can have broad application.

Other use cases will be explored in section 5.6.9.

Problem Description

To generalize our goal, we would like to establish lightweight symmetric key(s) between one

or more edge IoT devices (referred to as a Child device), such as sensors, RFID tags and actu-

ators, and a computing device (referred to as a Guardian device) within an IoT network. Here,

we emphasize the lightweight nature of the output key and involved cryptographic operations

associated with the Child device because of the intrinsic characteristics of the IoT systems as

discussed in previous sections of this chapter.

Trust does not come from nowhere. To build a mutual trust between the Child device

and the Guardian device, we need to extract the new trust relationship from an existing trust

relationship. With that being said, we start from a pre-established trust relationship, with which

we can attest the identity and integrity of the target Child. As a result of this reasoning, a third

party is introduced into our protocol, known as the Parent device. The Parent, for example,

can be the owner of the Child device or the manufacturer of the Child. Essentially, the Child

and the Parent may have a pre-established trust relationship, in which the Child device stores

therein a parent key that indicates the Parent’s privilege on the Child.

Now the challenge rests with how to leverage a device’s parent key and Parent trust estab-

lishment to delegate certain privileges to a new party, referred to herein as a Guardian, to enable
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the IoT edge device (Child) to establish a shared key securely with the new party, which thus

acts as the edge device’s Guardian. In other words, taking advantage of a pre-existing trust

relationship between a Parent device and a Child device, we would like to yield a lightweight

symmetric key shared between the Child device and the Guardian device.

5.6.2 System Model

Figure 5.8 describes the system model for the delegation-based key provisioning protocol,

which consists of three participants: Child, Guardian and Parent. Assume that there is an IoT

network, which may be any type of computing network including various computing devices

that couple together, e.g., in a wired or wireless manner. Some devices may be continuously

connected, while other devices may be occasionally connected. As illustrated in Figure 5.8, this

IoT network includes a Child device and a Guardian device. A third device, a Parent device,

can be either within or outside this IoT network. This Parent may be, but not necessarily, a

relatively more capable computing device, such as a server computer, gateway device, router,

personal computer, smartphone, or any other type of computing device. For example, the Parent

may be a computing system of a manufacturer, such as the manufacturer of the Child device.

The importance of the Parent arises from its existing trust relationship with the Child, from

where we can extract and establish a new trust relationship.

The second protocol participant is the Child, which is an edge IoT device and may be

implemented as a sensor, actuator, or so forth. To indicate its trust relationship and parenthood

status with regard to the Child, the Parent may provision a parent key into a non-volatile storage

of the Child device. This non-volatile storage may be a secure storage, accessible only in a

trusted execution environment (TEE) [58,59] of the Child device. In some cases, this TEE may

be implemented using separate hardware circuitry, such as a separate micro-controller from a

main processor of the child device, e.g., a central processing unit (CPU).

As further illustrated in Figure 5.8, a Guardian device is also present in the network. In our

MobilityFirst-based IoT architecture, the Guardian is the IoT-NRS of the local IoT network. In

other embodiments, the Guardian may take the form of a gateway, smartphone, or consumer

computer with an installed delegation protocol package. As an example, the Guardian may

be a central authority for a domain (such as an entire IoT network or a portion thereof). The
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Figure 5.8: The block diagram illustrates the framework of the delegation-based key provi-

sioning protocol: Child device is an edge IoT device who wants to join the IoT system and

establish a membership key with the Guardian device; Guardian device is the group authority

of the local IoT network, who contacts Parent device to verify Child device and obtains autho-

rization; Parent device has a pre-existing trust relationship with Child device in terms of the

Parent key, and provides verification/delegation to the Guardian device so that Guardian device

and Child device can reach a resultant key agreement: membership key.

symmetric membership key shared only between the Child and the Guardian is the local long

term membership credential established by our key provisioning protocol.

Thus in the context of Figure 5.8, the two parties to establish a trust relationship repre-

sented by a key are the Child and the Guardian. A third party Parent has an existing parent key

provisioned to the Child, though the Child and the Parent may or may not have a direct commu-

nication channel at this point. The only available communication channels are the one between

the Child and the Guardian and the one between the Guardian and the Parent through out a

protocol session. With the delegation provided herein, key provisioning between the Child and

the Guardian can occur, given that the Parent is a trusted third party to provide authentication

and authorization of the Guardian to the Child. With this authorization decision, the Parent

may delegate a certain subset of (or all) privileges to the Guardian, temporarily or permanently.

Effectively, the Guardian now becomes a guardian (or a new parent) for the Child, represented

by an established key, referred to as a membership key, between the Child and the Guardian.

In the case of full privilege transfer, the established membership key is considered as the new

parent key for the Child and the Guardian, which now becomes the new Parent for the Child.
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The key provisioning process thus allows the Parent to delegate a subset or all of its privilege

on the Child to the Guardian, as represented by the original permission key from the Parent to

the Child.

5.6.3 Security Requirements

The delegation from the Parent to the Guardian with respect to the Child can occur to address

a variety of concerns. First, IoT edge devices have highly heterogeneous capabilities. The

protocol for establishing mutual trust and keys described in section 5.6.6 can support capable

devices as well as highly resource-constrained devices. Second, establishment of the IoT de-

vice keys may be user-friendly, which conventionally requires the protocol to either leverage a

trusted public key infrastructure (PKI) that is transparent to the user, or to remove dependency

on trusted servers but minimize dependency on manual interaction by users. Traditional PKI

or Kerberos services [121] can be challenging to establish at a global scale, and may require

substantial IT professional expertise as well as computational resources for cryptographic pro-

cessing. On the other hand, solutions for key provisioning without a server are often insecure,

such as pre-shared key approaches, lacking resilience by working directly with fixed manufac-

ture/device keys, or involving cumbersome and critical manual interaction such as pairing. We

try to address these issues in our delegation-based key provisioning protocol.

Particularly, when developing the key provisioning protocol, the following properties and

requirements should be taken into consideration:

• Scalability : As many IoT systems are large scale implementations, it would be ex-

tremely difficult to establish secure credential for each device if human intervention is

required. To enhance usability and chance of practical deployment, it is important and

necessary to remove manual operations by the user on an out-of-band (OOB) channel,

such as secure pairing. Instead, a trusted third party is introduced to facilitate automatic

trust establishment as well as reduce human error.

• Consistency: All the three protocol participants should have a consist view of the proto-

col session. Namely, the three participants involved know who the peers are with respect

to the specific session.
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• Dynamic mutual trust and delegation: With the success of the protocol, each pair of

the involved participants can reach a mutual trust at the end of the procedure. Also, the

Guardian establishes the mutual trust dynamically with the Parent and obtains delegation

before executing the privilege with respect to the Child.

• Secrecy and forward secrecy: The principle of the least privilege should be followed.

That means any resultant secret key should only be shared between involved two parties.

No third party should be able to distinguish the resultant key from a random key. Also,

the forward secrecy should be conserved so that the compromise of a long-term secret

key will not affect the confidentiality of past communication sessions [97].

• Efficiency and lightweight: As we focus on those resource limited devices, efficiency

and lightweight are among utmost priorities. When designing the protocol, the Child,

which is typically, though not necessarily, a resource constrained device, should be pro-

tected by shifting work load to the Guardian and the Parent as much as possible.

• Average administration requirements: The protocol should require as little profes-

sional knowledge as possible. The configurations are automatic and user-friendly so that

people do not need to be IT experts to operate the protocol.

5.6.4 Adversarial Model

A key exchange protocol without a well-defined adversarial model cannot be considered as

secure and sophisticated. Hence, here we summarize the assumptions regarding to potential

adversaries. We assume a active network adversary, who may take full control of all the com-

munication channels (namely, the communication channel between the Guardian and the Child

as well as the one between the Guardian and the Parent). This attacker can eavesdrop on mes-

sages, modify them at will, inject its own message, delete messages, delay message delivery,

duplicate any message and/or replay it later. It may even be able to initiate new protocol ses-

sions and interleave messages from different sessions [35, 83].

To facilitate the dynamic establishment of the mutual trust between the Guardian and the

Parent, we assume a trusted certification authority, e.g., Public Key Infrastructure (PKI), is

available so that the more capable parties (i.e., the Guardian and the Parent in our context) can
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use their long-term private information, such as private keys and certificates, to authenticate

their identities with the assistance of the trusted certification authority. With respect to the

Guardian and the Parent, if its long-term private information that is used to authenticate itself

is leaked and is accessible to attackers, then we consider it to be corrupted.

As for the Child, we assume it is a resource constrained device with necessary hardware

protections. That means the adversary is at most a weak software adversary but it is not a

hardware adversary. The attacker can only access and/or overwrite regular applications or the

operating system, but not the non-volatile secure storage, such as the Trusted Execution Envi-

ronment (TEE) [58, 59]. Also, we assume the adversary cannot modify the hardware circuitry.

With that being said, the “Parent” key (shown in Figure 5.8) representing the pre-existing trust

relationship between the Parent and the Child should be protected properly, e.g., in a TEE or

implemented using separate hardware circuitry. If the “Parent” key on the Child is leaked or

modified, we consider the Child to be compromised.

5.6.5 Protocol Design Choices and Considerations

In order to develop a delegation-based key provisioning protocol that satisfies the requirements

aforementioned in section 5.6.3 in the presence of attackers that were described in section 5.6.4,

we first investigate several existing key exchange protocols and authentication protocols. Based

upon the protocol analysis, we incorporate and customize Choo’s three-party key distribution

protocol (3PKD) protocol and SIGMA protocol to accommodate our needs. In the rest of this

section, we will discuss the design choices and considerations.

Investigation of Three Party Key Exchange Protocols

There are several existing three party key exchange protocols. Particularly, we examine two

representatives: Choo’s 3PKD [39] protocol and Needham-Schroeder protocol [99]. One of

the major differences between these two protocol is that Needham-Schroeder protocol is good

for establishing one-time use shared key (e.g., session key), while Choo’s 3PKD protocol can

generate a long-lived shared key. In the Needham-Schroeder protocol, the server, which serve

as the key distribution center (KDC), generates the secrete key and sends it to the one of the two

peer parties directly. Then the party, who receives the key from the server, shares the key with
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the other peer party with proper challenge-response verification. With Needham-Schroeder

protocol, all three protocol participants know the shared key which will be used between the

two peer parties. However, the server does not necessarily need to know this shared key. This

fact increases the risk of secret leakage and requires the generated key to be used and discarded

as soon as possible because once the server is comprised, the shared key generated with the

assistance of the server will be subject to leakage.

Choo’s 3PKD, the sever provides a “session key” to the two peer parties directly at the same

time, and thus this “session key” may be used as a seed, with which the two peer parties can

compute a shared key by themselves without being known by the sever. This strategy follows

the least privilege principle and is preferred for generating a long-term key. Even if the server

is comprised later, the shared key derived from the seed will not be comprised.

Another problem with Needham-Schroeder protocol is its vulnerability regarding to a re-

play attack [46], which is fixed in the Kerberos protocol [121] by the adding a timestamp. Ker-

beros is another widely used three-party key distribution protocol based on Needham-Schroeder

protocol. However, Kerberos is not suitable for our purposes due to the following reasons: (1)

it suffers from the single point of failure; (2) the centralized KDC model is not flexible and

scalable enough to support heterogeneous Parent devices at a global scale. Different edge IoT

devices (Child devices) may have different Parent devices, which have pre-existing trust rela-

tionships and can provide verification and/or delegation regarding to the corresponding Child

devices. Due to the vast type and quantity of the Child devices, the Parent devices are also het-

erogeneous and numerous. As a result, extending Kerberos to our context (e.g., a global-wised

MobilityFirst-based IoT architecture) is not feasible. (3) Kerberos has a strict time require-

ment, which means the clocks of the involved devices must be synchronized within configured

limits. However, accurate clock synchronization might be too expensive for many low end IoT

devices. Hence, in our protocol design, we prefer to use nonces instead of timestamps.

On the other hand, Choo’s 3PKD protocol has a solid security proof and no attack against

it has been identified yet. Therefore, based upon the analysis above, we choose Choo’s 3PKD

protocol as the blueprint for the delegation-based key provisioning protocol. However, Choo’s

3PKD protocol alone cannot satisfy our requirements and achieve our goal. There is an as-

sumption in Choo’s 3PKD protocol that the server is trusted by the two peer parties before
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the protocol execution. Unfortunately, this is not necessarily always true in our setting. If the

Guardian and the Parent have already established a secure communication channel, then they

may leverage such an advantage to facilitate the Parent to delegate the Guardian the privilege

to establish a key with the Child. Alternatively, if the Guardian does not know the Parent pre-

viously and/or there is no secure communication channel between the Guardian and the Parent,

these two parties need to build mutual trust on the fly during the on-going protocol session.

This requires incorporating an authentication and delegation process between the Guardian and

the Parent, which will be discussed in the following section.

SIGMA Protocol

The Diffie-Hellman (DH) key exchange protocol [47, 96] is one of the most fundamental two-

party key exchange protocols. Thought itself is not an authenticated key agreement protocol,

it is the basis for many popular authenticated protocols. One serious vulnerability of Diffie-

Hellman key exchange is the man-in-the-middle-attack [24]. To address the weaknesses of the

Diffie-Hellman protocol, a variety of variant two-party key exchange protocols are proposed,

including STS protocol [48], Photuris protocol [11], ISO protocol [20] and SIGMA [83] proto-

col.

Unfortunately, many of those variants have flaws that were identified later on. To the best

of our knowledge, SIGMA is still a secure two-party authenticated key exchange protocol that

has no effective attack against it. SIGMA takes advantage of the public key infrastructure and

adopts “SIGn-and-MAc” approach to authenticated Diffie-Hellman with digital signatures. It

serves as the cryptographic basis for the Internet Key Exchange (IKE) standard (version 1 and

version 2) [65, 78, 83]. In our key provisioning protocol, SIGMA is chosen as a building block

and is overlaid with 3PKD protocol to enable the Guardian and the Parent to authenticate each

other on demand. This choice also brings other benefits, such as forward secrecy.

5.6.6 Protocol Specifications

As illustrated in Figure 5.8, there are three participants in the protocol: Child, Guardian and

Parent. The Child and the Parent share a symmetric key kek representing their pre-established
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trust relationship, but they can not communicate directly. The Guardian has direct communi-

cation channels with both the Child and the Parent. The output of the delegation-based key

provisioning protocol is a symmetric key sk shared only between Child and Guardian.

Figure 5.9 presents the format and the flow of nine messages in the “full fledge” delegation-

based key provisioning protocol. Table 5.1 lists the notations used in Figure 5.9. For simplicity,

the Child, the Guardian and the Parent are denoted by C, G and P respectively in the following

discussion. Below we present the delegation-based key provisioning protocol specifications:

1. G→ C : {N1, IDG}

G sends Message 1 to C to initiate a protocol session. The goal is to establish a trust

relationship and a corresponding symmetric key to represent such trust. To construct

Message 1, G first generates a random nonce N1 and sends it together with its own

identifier IDG to C in plaintext.

2. C → G : {N1, IDG, N2, IDC , IDP }

Currently, C has no knowledge regrading G, but sends back Message 2 to direct G to P

for further authentication and delegation. Message 2 contains identity information for all

three parties, and initial random nonces from C and G for a protocol session.

3. G→ P : {N1, IDG, N2, IDC , IDP }

Upon receiving Message 2 from C, G first verifies N1 and IDG are from Message 1 as

well as no duplicate identifiers, i.e., IDC 6= IDG and IDP 6= IDG and IDC 6= IDP .

If all the verifications succeed, G then forwards Message 2 as Message 3 to C’s parent

party P ;

4. P → G : {N1, IDG, N2, IDC , IDP , N3, g
x}

Upon receiving Message 3 from G, P should validate the following:

(a) All the identity information are correct.

(b) G can be authenticated.

(c) C is indeed its child entity.

(d) Requested privilege on C can be authorized to G.
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(e) Authorization decision could be based on G’s identity and an additional data struc-

ture for the authorization. Understand that in different embodiments, various infor-

mation may be included in the authorization data structure. Such data structure may

be sent and verified by P and G in protocol exchange with Messages 4 - 6.

Then P generates its own nonce N3, Diffie-Hellman private component x and public

value gx to construct Message 4, which corresponds to the first message of SIGMA

protocol. Message 4 includes all three nonces so as to enhance three-party context. This

works as a challenge to G to reduce the chance of a denial of service (DoS) attack on P .

5. G→ P : {N1, N2, N3, g
y, sigG(g

x||gy), [IDC , certG]ak}

Now G and P engage in a mutual authentication from Message 4 to Message 6. G first

verifies thatN1, IDG, IDP ,N2 and IDC are from Message 3 as well as gx is an element

of the Diffie-Hellman group. Then G sends Message 5, which corresponds to the second

message of the SIGMA protocol, with the enhanced protocol context (e.g., matching

identifiers and all three nonces) and its own Diffie-Hellman public value gy. G signs

Diffie-Hellman public values with its public key certificate certG, and then computes

a Message Authentication Code (MAC) on G’s own identity, further bound with C’s

identity using the derived key from both parties Diffie-Hellman values. Note that the key

ak used to compute the MAC is derived by Equation 5.1 and Equation 5.2.

dk = prf(hash(N1||N2||N3), g
xy) (5.1)

ak = prf(dk, 1) (5.2)

6. P → G : {α, β, sigP (gy||gx), [certP ]ak}

P parses and validates the following in Message 5:

(a) Verify N1, N2, N3, certG and IDC ( IDC 6= IDG ) are from Message 4.

(b) Verify certG and G is authorized to receive a key for C.

(c) User the public key contained in certG to verify the signature sigG(gx||gy).

(d) Verify gy is an element of the Diffie-Hellman group.
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(e) Use ak derived as in Equation 5.1 and Equation 5.2 to verify the MAC tag on

[IDC , certG]ak.

Then P sends back Message 6, which corresponds to the third message of the SIGMA

protocol, with matching protocol context, signing Diffie-Hellman public values in reverse

order (to protect against reflection attacks) with its own public key certificate certG, and

computes the MAC on P ’s own identity, using the same derived key ak. Note that

Message 6 introduces additional data structures as part of the 3PKD protocol, namely

two key provisioning tokens, upon making delegation decision to G:

(a) P as the key provisioning server, generates a random key material k, which will be

used later by G and C to compute shared secret key sk, to be delivered to both G

and C.

(b) P generates token α for G using Equation 5.4, which includes authenticated data

for this protocol instance (all identifiers and nonces) and encrypts the key material k

using ek, which is derived by Equation 5.3.

(c) P generates an associated token β forC using Equation 5.5, which includes the same

authenticated data for this protocol instance (all identifiers and nonces) and encrypts

the key material k using kek, which is the existing parent key that P has established

with C, prior to this protocol execution.

(d) As the key material k is securely encapsulated into α and β, P sends both tokens to

G in Message 6, in addition to SIGMA authentication data structures.

ek = prf(dk, 2) (5.3)

α = [N1||IDG||N2||IDP ||IDC ||N3||{k}]ek (5.4)

β = [N1||IDG||N2||IDP ||IDC ||N3||{k}]kek (5.5)

7. G→ C : {β}
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Upon receiving Message 6, G first validates as the following:

(a) Verify N1, IDG, N2, IDP , IDC and N3 are from Message 5.

(b) Parse [certP ]ak as certP and tag′.

(c) User ak to verify tag′.

(d) Verify certP .

(e) Verify signature sigP (gy||gx).

If all the validations succeed, at this point, G and P have completed mutual authenti-

cation and established a fresh secret symmetric key ek derived from the Diffie-Hellman

handshake and the current session information as in Equation 5.3. Then G uses ek to de-

crypt token α and extract the secret k, which impliesG receives an authorization from P .

Then G directly extracts β from Message 6, and forwards it to C as Message 7 to further

confirm with C whether they can reach the agreement that P has granted authorization

to this delegation bounding to the same session.

8. C → G : {[sid, IDC ]ck}

C validates the token β with matching session information (namely, N1, IDG, N2, IDP

and IDC are from Message 2), then recovers the same key material k with kek. To

construct Message 8, C computes session ID sid as in Equation 5.6 and uses key ck

derived by Equation 5.7 to authenticate the message. As an option, G and C could

further engage in an additional exchange locally to establish a pair secret ps (ps could

be null). This pair secret may be used as a contribution to the session information and

further derivation, so that P has no knowledge of the established key between G and C;

sid = hash(N1||IDG||N2||IDP ||IDC ||N3||ps) (5.6)

ck = prf(k, 1||sid) (5.7)

9. G→ C : {[sid, IDG]ck}

G parses Message 8 as sid, IDC and MAC tag. G first verifies IDC is from Message

2 and then verifies sid derived by Equation 5.6. G computes ck with Equation 5.7 and
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uses it to verify the tag. At last, G constructs Message 9 and sends it to C as an ac-

knowledgement. Locally, G computes key sk with Equation 5.8 as the final outcome of

the protocol.

sk = prf(k, 2||sid) (5.8)

10. C: validate Message 9 and compute sk

C parses Message 9 as sid, IDG and MAC tag. C verifies IDG is from Message 1,

validates sid and then use ck to verify tag. C also computes the shared secret key sk

with Equation 5.8.

Message 8 and Message 9 are created by C and G, respectively and validated by G

and C, respectively, to complete the 3PKD protocol to confirm the matching session

information, and consistency in the provided key material from P . Therefore, all three

parties reach an agreement that the delegation has been properly granted and confirmed

by C, P and G, and derive sk as the final outcome of the protocol.

At this point, the protocol concludes with the successful establishment of a secret key be-

tween G and C to represent their trust relationship delegated by P . Stated another way, at

completion of the protocol, all three parties confirm they reached a three-party agreement on

the delegation. This is typically referred to as a matching conversation. For the agreement on

the delegation, the result of the protocol is that:

(a) C agrees that P and G are corresponding parties in the delegation as P and G, as well as

P and G know that C agrees;

(b) P agrees that G can be authorized to receive the delegation on C, and both C and G know

that P agrees;

(c) G agrees that P has successfully authorized the delegation to C, and C is indeed P ’s child,

and C and P know that G agrees.
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Symbol Notation

rng Random Number Generator

|| Concatenation

Ni ith nonce generated in the protocol session

IDX Identifier of the protocol participant X

g Generator of Diffie-Hellman group

x Parent’s Diffie-Hellman private component

y Guardian’s Diffie-Hellman private component

prf(k, s) Pseudo random function with k as the key and s as the seed

hash(M) One way hash function on material M

sigX(M) Digital signature on material M using the private key of X

[M ]k Message Authentication Code of M using key k

[A||{B}]k Authenticated encryption: B is encrypted and A||B is authenticated using key k

certX Certificate of the protocol participant X

α Token generated by Parent and granted to Guardian

β Token generated by Parent and granted to Child

kek Parent key shared between Parent and Child

k Random key generated by Parent for Guardian and Child

dk Intermediate component derived from Diffie-Hellman

ak Symmetric key derived from dk and used for computing MAC

ek Symmetric key derived from dk and used for protecting token α

sid Session identifier

ck Symmetric key derived from sid and k, and shared between Guardian and Child

sk Membership key shared between Guardian and Child

ps Local secret shared only between Guardian and Child (could be null)

Table 5.1: Protocol Notations
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Figure 5.9: Message flow of key provisioning protocol.

5.6.7 Discussions and Security Analysis

The delegation-based key provisioning protocol specified in section 5.6.6 involves three parties

and contains nine messages. However, in the context of the MobilityFirst-based IoT architec-

ture, there is another round of message exchange before the execution of this key provisioning

protocol. When grouping a set of IoT devices to form an IoT network or when a device joining

an existing IoT network, the IoT-NRS initiates the device discovery process by sending out

registration beacons periodically. An IoT device responds to the beacon with its intention to

join the network. After the beacon and the response message exchange, to register the new

device and establish a long-term membership credential, the IoT-NRS initiates a new session

of our key provisioning protocol by sending Message 1 of the protocol with its identifier and

a fresh nonce. We do not explicitly include the first round of message exchange into the key

provisioning protocol specification because: (1) the beacon and the response message exchange
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is sent over an open channel and is irrelevant to the security operations; and (2) the context of

MobilityFirst IoT architecture does not limit the applicability of our key provisioning proto-

col. This protocol is general and can be applied to other scenarios, which will be discussed in

section 5.6.9.

Both Choo’s 3PKD protocol and SIGMA protocol are proved to be secure individually.

However, combining them together and customizing them to be applicable for resource limited

devices does not necessarily imply secure. One of our major contributions includes provid-

ing security guarantee for overlaying Choo’s 3PKD protocol and SIGMA protocol as well as

adopting lightweight measures to reduce overhead. Below, we will discuss our contributions in

detail.

Protocol Security Analysis

The key provisioning protocol provides strong security on provisioned keys by leveraging two

different protocols, namely a three-party key distribution protocol (3PKD) and a two-party

SIGMA protocol, for parent-guardian authentication. These two protocols are overlaid with

enhanced protocol session context (all identifiers and nonces) so that all the protocol partici-

pants have consistent and correct view of the protocol session. Upon the successful completion

of the key provisioning protocol, each party in the protocol needs to confirm its commitment to

the fact that they agree on, and contribute (e.g. contribute a nonce) to the shared secret(e.g., a

shared key or a seed used to generate a shared key).

Introducing enhanced protocol session context into the protocol design excludes the possi-

bility of an identity misbinding attack, where an attacker successfully convinces the peers that

the key exchange succeeded, yet the key agreement is bound by each of the participants to a

wrong “peer” [83]. One of the measures adopted in the key provisioning protocol to prevent

identity-related attacks, e.g., a misbinding attack, is adding identifiers in the corresponding

messages when necessary. We assume the identifiers of Child C, Guardian G and Parent P are

IDC , IDG and IDP respectively. In the context of the MobilityFirst-IoT, there are two types

of identifiers : the globally-used GUID and the locally-used membership credential. Thus,

IDG and IDP should be the GUIDs of G and P respectively. However, as C is typically a

low-end IoT edge device, it does not necessarily have a GUID. And before the completion of
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the key provisioning protocol, as C has not successfully finished the device registration yet, C

does not hold a local membership credential of G’s network. In fact, IDC should be a “local”

identifier recognizable by P and used to facilitate the establishment of a long-term member-

ship key shared with G. To summarize, IDC is neither a GUID nor a local membership key.

Instead, IDC is only a local identifier that uniquely identifies C at P . For example, assuming

P is a device manufacturer and C is a product device from P , then IDC could be the model

and serial number that is stored in P ’s database. In other application scenarios of the key pro-

visioning protocol, IDG and IDP are not necessarily GUIDs, which is specific to the design of

the MobilityFirst network. Alternatively, IDG and IDP could be any other forms of identifier

that allow G and P to identify and further authenticate each other.

The first stage of our protocol contains the first three messages and corresponds to the first

stage of Choo’s 3PKD protocol, in which each of the two peer parties contributes a nonce to

the new protocol session. Also, as the “server” P is unknown to G at this point, C explicitly

specifies its Parent P by providing IDP . This design provides flexibility, which many other

existing server-based key distribution protocols, such as Kerberos, are lack of. In Message

2, the identity of the Parent is specified by the Child, and hence the Guardian knows who to

contact for delegation from the Child. In practice, as a Child may have several pre-existing trust

relationships that can be leveraged, the Child has the freedom to direct the Guardian to any of

the Parent sharing an established trust. In case one Parent is unreachable by the Guardian or

the mutual trust establishment between the Guardian and the Parent fails, the Guardian may

inform the Child of the delegation failure. Then the Child can in turn provide another Parent as

the new referee.

In the second stage (Message 4 - 6), which corresponds to the SIGMA protocol, a Parent-

Guardian authentication is completed using Diffie-Hellman exchange. This authentication pro-

cess, facilitated by a PKI, is essential to exclude the possible collusion of the Child and the Par-

ent. As this authentication request is initiated by G in Message 3, P sends its Diffie-Hellman

value, which can be pre-generated, as a challenge to G to reduce the chance of a denial of ser-

vice (DoS) attack on P as the Diffie-Hellman algorithm requires a lot of computing resource

and G has to pay the price first.

The last stage of our protocol (Message 7 - 9) corresponds to the second stage of the 3PKD
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protocol. In this stage, the key material k provided by P is delivered to C, and then G and

C reach a key agreement based upon k. The protocol is concluded by a handshake between

G and C so that both of them confirm that the other party has computed the correct shared

secret with respect to the correct protocol session. In our embodiment, we introduced the

session context in terms of session identifier sid, which is derived from the complete session

information (all identifiers, nonces and optional local secret between G and C), and use it

as a glue to combine SIGMA protocol between the first stage and the second stage of 3PKD

protocol. With the approach of repeating the session information through the protocol, each of

the parties has a fresh and consistent view of the current protocol session, which significantly

increases the difficulty of launching attacks targeting the context of a protocol instance, such as

replay attacks and misbinding attacks.

The key provisioning protocol may further realize stronger security on provisioned keys

as compared with existing pairing protocols. In contrast to pairing protocols that do not have

security proof (which cause them to be troublesome due to possible man-in-the-middle attacks

and frequent human errors in the manual operations), the protocol as described herein may be

performed with no manual intervention from the user for key provisioning. Compared with

traditional key provisioning protocols that do not rely on server or key infrastructure, such as

secure pairing, there is no manual operation by user on an out-of-band (OOB) channel. Instead,

the device Parent party is leveraged as the trusted third party to facilitate trust establishment.

Such design reduces human error, hence increasing usability. And it removes the requirement

of close proximity for key provisioning, as required by most OOB channels involving manual

operations by human, and hence increases the chance of practical deployment.

Lightweight Approach

This key provisioning protocol is carefully designed for IoT networks as a light key solution.

As one of the most important features, the protocol design favours the resource-limited Child

device C in all possible means. The strategy is to minimize the number of messages C needs

to process and shift the work load to those more capable devices, namely G and P , as much

as possible. Consequently, the key provisioning complexity is transferred to the edge device’s

Parent party and the Guardian device, making it possible for minimally complex IoT edge
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devices to operate with secure interactions.

Compared with public key certificates, our protocol implements only lightweight symmet-

ric key operations and secure storage for at least a single symmetric key and protected key

operations with the stored key. Specifically, all of the security operations on the Child are sym-

metric cryptographic computations, which makes the protocol feasible for low-end IoT edge

devices.

Timestamps and nonces are two typical security measures to guarantee the freshness of

a protocol instance and to prevent replay attacks. Timestamps requires strict time synchro-

nization, and consequently increases the hardware cost as an oscillator with high accuracy is

not cheap. On the other hand, nonces require a (pseudo) random generator and some form of

database to retrieve if a nonce appeared before. As a comparison, nonces are relatively cheaper,

and hence we chose to use nonces to protect against reply attack. Unlike a Kerberos system,

the Child device is not required to have secure clock synchronization.

Furthermore, the protocol can be implemented with a minimal number of protocol mes-

sages handled by the child device. The protocol can thus minimize the computation and power

costs to a Child device, such that lightweight devices like sensors, actuators, and microcon-

troller units (MCUs) can be provisioned with secret keys securely. In addition, the first four

messages are sent as plaintext in open channels to reduce overhead. Modifying and/or replay-

ing the messages in the first stage will result in protocol abortion later as each piece of session

information will be verified in the following stage.

5.6.8 Proof of Concept

This section presents the prototype of the delegation-based key provisioning protocol, includ-

ing the framework design, implementations choices and considerations as well as an example

output of the demo version.

Modularized Prototype Framework

Figure 5.10 shows the modularized prototype framework design. Each party’s protocol package

includes three major components: Instance Manager, Protocol Manager and Utility Functions.
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Each party should be able to work independently to perform tasks, such as receive messages,

parse messages, perform designated computations, construct messages and send messages. In

the protocol system model, there are two client/server based communication channels. For the

channel between the Guardian and the Child, the Guardian serves as the “server”, while the

Child is the “client”. On the other channel between the Parent and the Guardian, the Parent

serves as the “sever” while the Guardian is the “client”.

Modularized design allows easy adjustment if the protocol design changes or the parameters

change. The instance manager creates an instance of the corresponding party at the device, and

then performs configurations, e.g., setting up a port number.

The protocol manager manages all of the sessions of the protocol instance on the device.

The protocol manager consists of four modules: Session Manager, Finite State Machine, Net-

working and Message. As one party may open more than one protocol session related to differ-

ent peer parties, the Session Manager is introduced to coordinate different sessions and handle

related operations, including initiating a new protocol session, terminating an active protocol

session, update and query local session database. For example, the Guardian as a local group

authority may receive several registration requests from different edge IoT devices so that it

needs to open multiple protocol sessions (one for each requesting IoT device), which requires a

session manager to coordinate. This module is also necessary for even edge IoT devices as one

edge device as a Child might join two or more different IoT networks at the same time. The

Networking module is responsible for receiving and transmitting encoded messages through the

network interface. The Message module parses and constructs messages as well as performs

related cryptographic computations. The Finite State Machine (FSM) is the core module that

handles protocol state transitions. We incorporate an event-driven FSM to take actions upon in-

put events, including a message being constructed and sent successfully, successfully receiving

a message, time out, result of parsing and verifying a message, etc.

Utility Functions component provides two categories of utility functions: Message Encod-

ing/Decoding, which provide API for the Message module to parse and construct messages,

and Crypto Library Wrapper, which wraps the underlying cryptography library and provides

cryptographic computation APIs for the Message module.
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Figure 5.10: Modularized prototype framework design: the framework includes three major

modules - instance manager, protocol manager and utility functions - for three protocol partic-

ipants.

Implementation Choices and Considerations

As for the underlying crypto library, we mainly investigated two lightweight crypto libraries:

wolfSSL (previously known as CyaSSL) [13] and mbed SSL (formerly known as PolarSSL) [5].

Both of them are lightweight embedded SSL libraries, providing cryptographic and SSL/TLS/DTLS

capabilities for IoT devices with minimal coding overhead. We implemented two suites of

crypto library wrappers, one for wolfSSL and one for mbed SSL. At the point of implement-

ing the protocol prototype, to the best of our knowledge, mbed SSL is more stable and easier

to use with respect to the cryptographic algorithms used in our protocol. In the final pro-

tocol prototype, we adopted mbed SSL as the underlying crypto library and its wrapper as

crypto/networking APIs to facilitate the crypto and networking operations.

In the protocol specifications, authenticated encryption is used to protect two tokens car-

rying the secret key material k as wel as session information. The prototype adopts AES Ga-

lois/Counter Mode (GCM) [50] as the authenticated encryption algorithm, which is a block

cipher with both encryption and authentication functionalities. With AES-GCM, the key mate-

rial k is first encrypted and then authenticated together with the session information to generate



105

an authentication tag. As a result, the token α and β consist of three parts: a plaintext of the

session information, a ciphertext of the key material and an authentication tag. In our prototype,

we set the size of the authentication tag to be 128 bits. Note that mbed SSL does not provide

padding support, so if we use AES, we need to pad plaintext to multiples of 16 bytes to meet

AES block size requirement. However, AES-GCM has a looser requirement: the input size of

the plaintext and the additional authenticated data (AAD) only need to be in bytes (multiples

of 8 bits). So we actually do not need to perform padding for AES-GCM as our message are

all constructed in bytes.

Another trivial but important issue is the key management. As a device may have multiple

keys on it for different purposes and/or shared with different parties, it is crucial to organize

the key storage properly and securely so that it is easy to retrieve and restore the keys. In our

implementation, for simplicity, the symmetric key is managed by the key identifier (keyID):

a key is identified by keyID and stored in the key file “keyID.der”. To store a symmetric

key, we first encoded the key material following Abstract Syntax Notation One (ASN.1), which

is a standard and notation that describes rules for representing, encoding, transmitting, and

decoding data through the Internet. [4, 77]. Particularly, we adopt the Distinguished Encod-

ing Rules (DER) format defined in ASN.1 to encode all the symmetric keys appeared in the

prototype. When retrieving a symmetric key, we read the key directly from the key file with

the corresponding keyID and decode the key. While for asymmetric keys, a key is identified

and retrieved by the file name. In the future, we may improve the prototype by introducing a

well-designed key store to manage all of the keys.

The identifiers are also kept in files. To differentiate various identifier files, which might

be used in different scope and context, we encoded the identifier files in the same way as the

key files. Generally, identifiers should be at least 32 bits long. If the identifier is generated

randomly, it should be at least 128 bits long to be collision resistant.

The session manager module has a responsibility of monitoring and checking the session

information. For example, in a new session, when a party receives the fresh session information,

namely relevant identifiers and nonces, from an incoming message, it should first validate the

freshness and the correctness of the session information. Specifically, it is important to verify

whether the nonce has appeared before. Therefore, creating and maintaining a local database
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Cryptography Operation Algorithm Choice

hash SHA-256

pseudo random function (prf) HMAC-SHA256

DH Groups 2048-bit MODP Group specified in RFC3526 [82]

asymmetric crypto RSA with key size 2048 bits and exponent 65537

Message Authentication Code (MAC) HMAC-SHA256

Certificate standard X.509

Table 5.2: Cryptograhpy Algorithm Choices

to store and retrieve all the past session information is necessary. Currently, we simply use a

database file to store all the previous session data. The session manager looks up and updates

the database file upon receiving the session data from a fresh protocol session.

Two of the three parties, i.e., the Guardian and the Parent, use certificates, while the Child,

as a resource-limited device, does not use asymmetric cryptographic algorithms and certifi-

cates. The certificates we used follow the X.509 standard [68]. For simplicity, we assume the

Guardian and the Parent share a root certificate authority (CA), otherwise we need to set up two

root CAs and make them cross authenticate each other to build a trust anchor. To generate the

certificates, we first made a certificate for a self-certified root CA, and then used this certificate

to generate and sign two certificates for the Guardian and the Parent respectively.

Serializing and deserialzing is another trivial issue but worth mentioning in practice. As

the network traffic uses big endian, but some end hosts use little endian while others use big

endian, message serialization and deserialization are necessary to guarantee parsing messages

correctly. Therefore, in the implementation, the message to be sent out through the network

socket is encoded from a structured message into a big endian bit string for transmission, while

at the receiver the received big endian bit string is decoded into a structured message for parsing.

Major implementation choices for the cryptography algorithms is listed in Table 5.2 and

parameter settings are listed in Table 5.3.
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Cryptographic Parameter Settings

symmetric key size 32 bytes

key identifier size 32 bytes

identifier size 32 bytes

MAC tag size 32 bytes

AES-GCM tag size 16 bytes

SHA-256 digest size 32 bytes

RSA key size 2048 bits

Diffie-Hellman key size 2048 bits

Table 5.3: Cryptograhpic Parameter Settings

Demo of the Prototype

In this section, we present the demo output (shown in Figure 5.11) at Child, Guardian and

Parent respectively. The demo was run on a single Linux machine so that we used different

port number to differentiate the different communication channels. In practice, IP addresses

and port numbers are usually used instead of purely port numbers.

At the beginning, the Parent P configured itself as a server and opened a listening socket

waiting for the Guardian G. G played a dual role and thus configured itself as a server for

the Child C and as a client of P . C was configured as a client of G. In the demo, we used

the TCP socket provided by the mbed SSL library as the networking socket. In a practical

IoT network deployment, this can be replaced by other networking sockets customized for IoT

environments, e.g., DTLS [112]. Also, there is an additional Message 0 before the first message

of the protocol to initiate the connection from the client (Child) to the server (Guardian).

Below we briefly illustrates the message exchange flows shown in Figure 5.11.

• Step 1: G initiates the protocol and sends the first message < Guardian Request > to C.

• Step 2: C replies to G with < Child Response > indicating the identity of P .

• Step 3: G sends < Delegation Request > to P .



108

(a) Demo printout at the Guardian

(b) Demo printout at the Child

(c) Demo printout at the Parent

Figure 5.11: One demo example of the message flow and the session information printout at

the Guardian, the Child and the Parent.
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• Step 4: P performs SIGMA protocol and sends < Authentication Challenge > to G.

• Step 5: G replies P ’s challenge with < Authentication Challenge Response >.

• Step 6: P grants two tokens to G in < Contract ( TK1, TK2) >. P close the socket.

• Step 7: G forwards < Contract ( TK2 ) > to C.

• Step 8: C starts the final handshake to confirm the key agreement in < Signed Contract

> with G.

• Step 9: G finishes the handshake with < Contract Review > to confirm the key agree-

ment with C.

• Step 10: C confirms the success of the handshake and key agreement.

At the end, we can see the key ID, which is derived from the session data, and the key

material are consistent at both the Child and the Guardian.

5.6.9 Use Cases

The delegation-based key provisioning protocol is not only a lightweight membership enrol-

ment protocol specified for the MobilityFirst-based IoT architecture, but can also serve as the

cryptographic core of general-purpose key provisioning, where established keys may represent

various trust relationships with different scope, semantics and criticality/impact.

Delegation of key provisioning in accordance with our protocol assumptions can be applied

to a wide variety of use cases. As an example, the delegation techniques can also be used for

a special function delegation. For instance, a symmetric attestation scheme may involve the

Parent as an established Verifier to delegate the capability for the Guardian (a new Verifier)

to challenge and verify the Prover (Child) using a symmetric attestation key. Embodiments

may further support provisioning an additional Verifier (Guardian) for the same Prover. In such

cases, a fresh and unique key may be established between the Prover and the new Verifier,

with the original Verifier’s authorization and delegation. A device provisioning function that

establishes a new root of trust key for a device could also use the above protocol.
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Another example can be applied to an ownership transfer protocol, which allows the orig-

inal owner (Parent) to transfer all its privileges on the target device (Child) to the new owner

(Guardian). In this case, a new ownership key is established on the Child, and replaces the old

ownership key as the root of trust.

To summarize, with respect to key management, different keys have different usage pur-

poses and thus key semantics are essential to clarifying any ambiguity. Our delegation-based

key provisioning protocol can work with various key semantics and provide a lightweight ap-

proach to establish key material for IoT systems.

5.7 Conclusion

In this chapter, we first investigated existing IoT solutions and analyzed their disadvantages.

We focused in depth on security aspects of the various IoT architectures. Starting with general

security analysis, we identified security and privacy concerns unique to IoT systems. Then

we proposed a unified IoT architecture design based on the MobilityFirst network. With sup-

port from the underlying MobilityFirst infrastructure, we present several schemes that work at

different layers in our IoT architecture to provide security and privacy so as to address secu-

rity concerns and increase confidence about the assurable operation of the Internet of Things.

Furthermore, to complete the naming framework of MobilityFirst-IoT and facilitate device dis-

covery process, we propose a delegation-based key provisioning protocol as the membership

enrolment protocol within the context of local IoT networks. Our efforts extend the Internet to

include the real world and therefore form a huge new inclusive network. This is a promising

direction and leads to many opportunities for further research.
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Chapter 6

Conclusion

6.1 Summary of Thesis Contributions

This thesis began by exploring the security challenges associated with maintaining a two-tier

name resolution service. One theme that has emerged from MobilityFirst and other future Inter-

net designs is the notion that separating names from network addresses is advantageous. How-

ever, such designs still require having components of the network design that resolve names

into network addresses, and thus there critical challenges associated with securing such name

resolution services remain. Using the global name resolution service (GNRS) of MobilityFirst

as a motivating example of such an emerging name resolution service, we thoroughly explored

the protocol-level security challenges facing the administration of the GNRS. Specifically, we

identified several specific security threats, and presented secure protocols that support the up-

dating of name-to-address associations, and the querying of name resolutions. In particular, our

solution also examined the unique challenges associated with IP holes that arise due to BGP

churn.

With a secure name resolution service in place, it is possible to then use the name resolution

service to provide improved security and privacy to the broader network. We next examined

the possibility of integrating access control enforcement into emerging name resolution services

by using the GNRS as a motivating example. Specifically, the name resolution service can be

modified to enforce access control policies that regulate how users or network services fetch the

GNRS mapping between names/identifiers and network addresses. For example, it is possible

to describe access control lists so that illegitimate or unauthorized users cannot lookup specific

users. Further, such access control policies can be specified by the end-users themselves, al-

lowing intentional data receipt, whereby the end-host may receive data only if the transmission
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is consistent with its receipt policy. Additionally, we also explored how spatio-temporal access

control policies can be specified, thereby supporting secure mobility-oriented services in the

future Internet.

We next explored security aspects associated with two emerging network paradigms: mo-

bile ad hoc networks (MANETs) and the Internet of Things (IoT). For MANETs, we explored

the use of overlay tunneling as a policy tool that can support the security and reliability of

network communications. In particular, for networks like MANETs, the introduction of spe-

cific security mechanisms into the actual network protocols is often problematic as ensuring the

security properties of the network protocols (such as routing protocols) is often at odds with

supporting the basic operations of the protocol and network itself. Consequently, it is often

desirable to have a light-weight approach to introducing security, where one employs conven-

tional and well-understood network protocols, and attempt to achieve the assurability of the

network through higher-layer, overlay mechanisms. Specifically, in this thesis, we explored the

use of overlay tunneling in an OLSR-based MANET as a means to mitigate network failures

and attacks directed at the network without involving the redesign of the underlying OLSR pro-

tocol. Lastly, we explored the security challenges facing the Internet of Things. We presented a

unified IoT architecture based on MobilityFirst that addresses several aspects related to security

and privacy of IoT services. We introduced a new layer in the architecture, which we refer to

as an IoT middleware, that connects heterogeneous hardware in local IoT systems to the global

MobilityFirst network. One of the core components of the IoT middleware is the IoT-NRS (IoT

name resolution service), which is a device registration service that provides naming and key

management. Further, we developed a delegation-based key provisioning protocol that estab-

lishes a long-term membership key between an IoT device and the IoT-NRS, with the assistance

of a trusted third party. The protocol is specifically designed to be trustworthy while also being

lightweight. Moreover, this protocol can serve general purposes, such as ownership transfer,

establish attestation key, etc.
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6.2 Future Work

The Internet is extremely large and involves a wide variety of participants and components,

from end users to ISPs, from upper layer applications to the underlying physical layer hard-

ware, from various software virtualizations to complex network infrastructure, from the main

hub of the Internet to being interconnected with various emerging network paradigms (such as

MANETs, vehicle networks, smart grid and IoT). The size and complexity of the future Inter-

net makes the task of securing it extremely difficult. Our efforts in this thesis serve as a starting

point and there is still a long way to go for building a sophisticated and secure future Internet.

6.2.1 Integrating Security Measures into the GNRS Prototype

Currently, following the work in [131], which presents a performance evaluation of a GNRS

simulation, the GNRS has been implemented by the MobilityFirst team. A next step towards

securing MobilityFirst would be to integrate the security solutions proposed in Chapter 2 into

the GNRS prototype for a complete performance evaluation. A network infrastructure without

proper security protection is untrustworthy, and thus cannot convince end users to adopt such

a system. Actually implementing the security measures into the existing GNRS is an essential

foundation for prototyping the complete MobilityFirst architecture, and for further evaluating

other network components and services. As there is always a trade off between the security

and efficiency, besides the GNRS security analysis discussed in this thesis, it is worthwhile to

measure and evaluate the overhead that is actually introduced to the GNRS protocol suite by

the security measures in the real implementation.

6.2.2 Name Certificate & Resolution Service

Another incomplete work in MobilityFirst is the Name Certificate & Resolution Service (NCRS),

which is the other core service in the name-based service layer besides the GNRS. As previ-

ously discussed in Section 2.3, the NCRS serves as both a certificate authority, which manages

user certificates and provides trust anchor, and a search engine, which allows users lookup

GUIDs with human readable names as well as lookup human readable key words with GUIDs.

Therefore, the NCRS is indeed the starting point to initiate a communication as the involved
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operations begin at the NCRS: an end host needs to first register itself at the NCRS, obtain

the GUID of the other end host, use the GUID to query the GNRS for the associated network

address, with which the communication between two end hosts can be established.

However, as for the working progress, only the functionalities of the NCRS have been de-

fined to date. The service protocol specifications are still under development. Below we outline

the challenges that are realized and the specific functionalities the NCRS needs to support:

(a) As a certificate registry:

• The certificate should encapsulate both a list of well-defined human readable key

words and the cryptographic identifier.

• A fully fledged NCRS should support three types of operations: certificate registra-

tion, certificate renewal and certificate revocation.

• It is desirable to allow both self-certifying and authority assignment approaches for

the certificate registration. The protocol should be carefully designed to exclude the

opportunities for attacks and exploits.

• Certificate revocation is a challenge due to scalability and there being many partic-

ipants, including the GNRS and end users. The certificate revocation may impact

the NCRS and the GNRS, both of which are logically centralized but physically dis-

tributed services, and hence may require a secure synchronization mechanism to co-

ordinate among multiple service participants.

(b) As a search engine:

• It is challenging to define the standards that regulate human readable key words due

to the complexity of human languages as well as the subjectivity of human beings.

• The NCRS provides two-directional name translation: from human readable names

to the GUID, as well as from the GUID to human readable names. How to improve

the accuracy of the searching result for querying a GUID with a partial set of human

readable key words input is a challenge and requires further examination.

Since the NCRS serves as one of the security foundations for the MobilityFirst network, its

design would have a huge impact on the rest of the network and may lead to alteration of the
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design for other network components. Therefore, it is important to have a sophisticated NCRS

in place before moving forward.

6.2.3 Securing MobilityFirst Routing Protocols

In addition, routing is another critical component for a future Internet infrastructure, and hence

requires security protection. The intra-domain and inter-domain routing protocols in Mobili-

tyFirst are the GSTAR [100] and the EIR (not published yet) respectively. Besides the routing

protocols’ core functionality of finding “best” routing paths, it is also important to enhance the

security and robustness of the routing protocols. Below is a list of desirable characteristics for

the inter-domain and the intra-domain routing protocols:

• High availability, even for networks with malicious parties.

• Strong isolation from untrusted parties.

• Enable route control to achieve policies, such as trust.

• Simplicity, efficiency, flexibility and scalability.

Specifically, the GSTAR unifies the techniques from MANETs and DTN (Delay Tolerant

Network) protocols, and leverages the concept of in-network storage to cope with bandwidth

fluctuations and improve the routing decision, which enables delay-tolerant modes and allows

the packets to be stored at the router and sent out later without being simply dropped. This

design classifies the routing path quality based on the short term expected transmission time

(SETT) and the long term expected transmission time (LETT), and hence is able to compute

the forwarding table to better reflect “real time” network capabilities. While transmitting a

chunk of data, if the SETT is larger than a threshold calculated from the LETT, the router will

store the chunk; otherwise, it will forward the chunk. Here, the router’s available storage is

an important factor for the routing table computation as well as the forwarding decision. As

storage hardware has become cheap, large volumes of storage at routers is now affordable, and

therefore provides more choices to the routers and end host when facing a bottleneck.

However, every coin has two sides. This design has also raised concerns involving storage-

based attacks. For example, a compromised router may declare it has “infinite” storage by
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falsely claiming “Disk Space Remaining” field in Flooded link state advertisement (F-LSA)

to be infinitely large and therefore redirecting many traffic flows through it. An adversarial

router may also fill buffers of other routers on parallel paths with garbage data to manipulate the

routing table computation and to redirect the traffics to itself. How to validate the actual storage

on routers and prevent malicious storage manipulation is critical not only for the GSTAR intra-

domain routing protocol but also for other protocols that take advantage of in-network storage.

In summary, this thesis has provide an initial exploration into various security aspects facing

many future Internet designs, and there are many exciting directions for follow-on investiga-

tion that should be explored in order to arrive at a holistic and trustworthy design for a future

Internet.
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N. Heninger, D. Springall, E. Thomé, L. Valenta, et al. Imperfect forward secrecy: How
diffie-hellman fails in practice. In Proceedings of the 22nd ACM SIGSAC Conference on
Computer and Communications Security, pages 5–17. ACM, 2015.

[25] D. Andersen, H. Balakrishnan, F. Kaashoek, and R. Morris. Resilient Overlay Networks,
volume 35. ACM, 2001.

[26] D. G. Andersen, H. Balakrishnan, N. Feamster, T. Koponen, D. Moon, and S. Shenker.
Accountable Internet Protocol (AIP). In ACM SIGCOMM, August 2008.

[27] J. Ariyakhajorn, P. Wannawilai, and C. Sathitwiriyawong. A Comparative Study of
Random Waypoint and Gauss-markov Mobility Models in the Performance Evaluation
of MANET. pages 894–899, 2006.

[28] K. Ashton. That ‘Internet of Things’ Thing. RFID Journal, 22:97–114, 2009.

[29] L. Atzori, A. Iera, and G. Morabito. The Internet of Things: A Survey. Computer
networks, 54(15):2787–2805, 2010.

[30] F. Azzedin and A. Ridha. Feedback Behavior and its Role in Trust Assessment for
Peer-to-Peer Systems. Telecommunication Systems, 44(3-4):253–266, 2010.

[31] R. Balakrishnan and S. Kambhampati. SourceRank: Relevance and Trust Assessment
for Deep Web Sources based on Inter-Source Agreement. In Proceedings of the 20th
international conference on World wide web, pages 227–236. ACM, 2011.

[32] M. Bansal, R. Rajput, and G. Gupta. Mobile Ad Hoc Networking (MANET): Routing
Protocol Performance Issues and Evaluation Considerations. The Internet Society, 1999.

[33] C. J. Bennett, S. W. Edge, and A. J. Hinchley. Issues in the Interconnection of Datagram
Networks, July 1977.

[34] M. Caesar, T. Condie, J. Kannan, K. Lakshminarayanan, and I. Stoica. ROFL: Routing
on Flat Labels. In Proceedings of the 2006 conference on Applications, technologies,
architectures, and protocols for computer communications, pages 363–374, 2006.

[35] R. Canetti and H. Krawczyk. Security Analysis of IKEs Signature-based Key-Exchange
Protocol. In Advances in CryptologyCRYPTO 2002, pages 143–161. Springer, 2002.



119

[36] A. Chander, J. C. Mitchell, and D. Dean. A State-Transition Model of Trust Manage-
ment and Access Control. In CSFW, 2001.

[37] R. Chandramouli and S. Rose. Secure Domain Name System (DNS) Deployment Guide.
NIST Special Publication 800-81r1, May 2006.

[38] S. Chen, Y. Zhang, and W. Trappe. Inverting Sensor Networks and Actuating the Envi-
ronment for Spatio-temporal Access Control. In Proc. 4th ACM SASN, 2006.

[39] K.-K. R. Choo, C. Boyd, Y. Hitchcock, and G. Maitland. On Session Identifiers in
Provably Secure Protocols. In Security in Communication Networks, pages 351–366.
Springer, 2004.

[40] Cisco. Cisco Visual Networking Index: Forecast and Methodology, 2014-2019. Cisco
white paper, May 2015.

[41] T. Clausen and P. Jacquet. IETF RFC 3626: Optimized link state routing protocol olsr.
The Internet Society http://www. ietf. org/rfc/rfc3626. txt, 2003.

[42] F. T. Commission et al. Internet of Things Privacy and Security in a Connected World.
In workshop held on November, volume 19, page 2013, 2013.

[43] S. Corson and J. Macker. Mobile Ad Hoc Networking (MANET): Routing Protocol
Performance Issues and Evaluation Considerations, RFC 2501. 1999.

[44] S. R. Das, R. Castaneda, J. Yan, and R. Sengupta. Comparative Performance Evaluation
of Routing Protocols for Mobile Ad Hoc Networks. In Proceedings of the 7th Interna-
tional Conference on Computer Communications and Networks, pages 153–161. IEEE,
1998.

[45] H. Deng, W. Li, and D. P. Agrawal. Routing Security in Wireless Ad Hoc Networks.
Communications Magazine, IEEE, 40(10):70–75, 2002.

[46] D. E. Denning and G. M. Sacco. Timestamps in Key Distribution Protocols. Communi-
cations of the ACM, 24(8):533–536, 1981.

[47] W. Diffie and M. E. Hellman. New directions in cryptography. Information Theory,
IEEE Transactions on, 22(6):644–654, 1976.

[48] W. Diffie, P. C. Van Oorschot, and M. J. Wiener. Authentication and Authenticated Key
Exchanges. Designs, Codes and cryptography, 2(2):107–125, 1992.

[49] R. Droms and T. Lemon. The DHCP Handbook. Sams Publishing, 2nd edition, Novem-
ber 2002.

[50] M. Dworkin. Recommendation for Block Cipher Modes of Operation: Galois/Counter
Mode (GCM) and GMAC. In NIST Special Publication 800-38D. National Institute of
Standards and Technology, 2007.

[51] A. Elmokashfi, A. Kvalbein, and C. Dovrolis. BGP Churn Evolution: a Perspective from
the Core. In Proceedings IEEE INFOCOM, pages 1–9, 2010.

[52] H. Eriksson. MBone: the Multicast Backbone. Communications of the ACM, 8:54–60,
1994.



120

[53] D. Farinacci, P. Traina, S. Hanks, and T. Li. Generic Routing Encapsulation (GRE).
1994.

[54] R. Fink and R. Hinden. 6bone (IPv6 Testing Address Allocation) Phaseout (RFC 3701).
2004.

[55] L. Garber. Melissa Virus Creates a New Type of Threat. Computer, (6):16–19, 1999.

[56] S. Ghazizadeh, O. Ilghami, E. Sirin, and F. Yaman. Security-aware Adaptive Dynamic
Source Routing Protocol. In Proceedings of the 27th Annual IEEE Conference on Local
Computer Networks, pages 751–760, 2002.

[57] D. Giusto, A. Lera, G. Morabito, and L. Atzori. The Internet of Things. Springer, 2010.

[58] GlobalPlatform. TEE Systems Architecture v1.0, December 2011.

[59] GlobalPlatform. The Trusted Execution Environment: Delivering Enhanced Security at
a Lower Cost to the Mobile Market, Februrary 2011.

[60] GlobalSecurity.org. Solar Sunrise. May 2009.

[61] C. Gui and P. Mohapatra. Efficient Overlay Multicast for Mobile Ad Hoc Networks.
In Wireless Communications and Networking (WCNC ), volume 2, pages 1118–1123.
IEEE, 2003.

[62] C. Gui and P. Mohapatra. Overlay Multicast for MANETs using Dynamic Virtual Mesh.
Wireless Networks, 13(1):77–91, 2007.

[63] D. Han, A. Anand, F. Dogar, B. Li, H. Lim, M. Machado, A. Mukundan, W. Wu,
A. Akella, D. G. Andersen, et al. XIA: Efficient Support for Evolvable Internetworking.
Proc. 9th Usenix NSDI, 2012.

[64] D. Hankerson, A. J. Menezes, and S. Vanstone. Guide to Elliptic Curve Cryptography.
Springer-Verlag, 2004.

[65] D. Harkins, D. Carrel, et al. The Internet Key Exchange (IKE). Technical report, RFC
2409, november, 1998.

[66] Y. K. Hassan, M. H. A. El-Aziz, and A. S. A. El-Radi. Performance Evaluation of
Mobility Speed over MANET Routing Protocols. Network Security, 11(3):128–138,
2010.
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