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The semiconductor industry has witnessed a continuous decrease in the size of logic, memory and other computer chip components since its birth over half a century ago. The shrinking (scaling) of components has to a large extent been enabled by the development of micro- and now nano-
lithographic techniques. This thesis focuses on one central component of lithography, the resist, which is essentially a thin film that when appropriately exposed enables a pattern to be printed onto a surface. Smaller features require an ever more precisely focused photon, electron or ion beam with which to expose the resist. The likely next generation
source of radiation that will enable sub-20nm features to be written will employ extreme ultraviolet radiation (EUV), 92eV (13.5nm).

The work discussed here involves a novel class of inorganic resists (including a solution processed Hf-based resist called HafSOx), as the organic resists that have dominated the microlithography industry for the past few decades have approached fundamental scaling limits. In order to maintain the high throughput required by high volume semiconductor manufacturing, metal oxide resists have been proposed and developed to meet the resolution and sensitivity in EUV lithography. One can think of our resists as the nano-lithographic analog to the silver halide film that dominated the photographic print industry for a century.

In this thesis, we mainly describe our work on HafSOx, a “first generation” metal oxide EUV resist system. HafSOx thin films can be deposited by spin-coating a mixed solution of HfOCl₂, H₂O₂, and H₂SO₄. Various materials characterization techniques have been employed to achieve a comprehensive understanding of film composition and structure at both surface and bulk level, as well as a mechanistic understanding of the film radiation chemistry. Taking advantage of the high energy x-rays
used in the XPS experiment, we developed an experiment to dynamically monitor the photochemistry within the HafSOx films. Based on this experiment, we found that an insoluble Hf-O-Hf network is eventually formed after film exposure and development by the removal of SO_x, OH, and H_2O, and the cross-linking of Hf_xO_y nanoparticles. Using photoemission and complementary Raman results, and knowing that both free and bound peroxide co-exist in the precursor solution, we confirmed that there is a specific peroxide stoichiometry needed in the film to chelate to Hf. Sulfate groups were found to act as the spacers between metal oxide nanoparticles to prevent early stage nanoparticle aggregation in the as-deposited films. Too much sulfate sacrifices resist sensitivity, while too little promotes undesired nanoparticle cross-linking during film preparation.

In EUV lithography, low energy secondary electron activation had been suggested as a mechanism explaining how film exposure to EUV photons through a mask can result in a patterned film, but this hypothesis lacked experimental evidence. We constructed a low energy electron beam exposure system, exposed HafSOx resists with electrons with energy ranging from 2 eV to 100 eV, and then characterized the film changes after the exposure. Surprisingly, we found electrons with an energy as low as 2
eV can activate the film if given a sufficient electron dose. Electrons with a lower energy require higher doses to fully activate the resist. Our results strongly support the hypothesis that relatively low energy secondary electrons are central in the mechanism responsible for patterning, in this case by interacting with peroxyl species bound to Hf in the films.

With the recent arrival of a state-of-art Zeiss-Orion helium ion beam microscope at Rutgers, we also tested the patterning performance of a HafSOx resist with 30 keV He$^+$ ions. (HIBL = helium ion beam lithography). 30 keV He ions were found to be 50-100 more sensitive than 30 keV electrons at patterning HafSOx, and this boost was attributed to the higher stopping power of helium ions compared with electrons. Sub-10 nm critical dimensions were achieved with fairly good line edge roughness (a key metric in assessing lithographic performance). Additionally, Monte Carlo simulations were conducted to compare the ion and electron trajectories in the solid films and to investigate energy loss in the HafSOx films.

In summary, a systematic approach has been developed to understand the mechanism behind HafSOx as an EUV resist. Our work helps lead to a more comprehensive mechanistic understanding of how metal
oxide EUV photoresists work in general, and suggests ways to optimize their performance.
Acknowledgement

Life is a journey. I’m so grateful that I can stop by New Jersey for a couple of years and was offered such a great opportunity to study and do research at Rutgers. First of all, I would like to thank my thesis adviser Prof. Eric Garfunkel. When I first joined this group, he gave me tremendous freedom to do research based on my own interests and was always ready to offer his insights to help me overcome the roadblocks I encountered in my research. Meanwhile, with his help, I’ve got the experience working on both academic and industrial projects involving extensive teamwork and collaboration, which practiced my interpersonal skills.

I would also like to thank Viacheslav Manichev, for offering his expertise in helium ion microscope and patterning, and Mengjun Li for her help with AFM. Here, I’d like to extend my thanks to all other members of GGF (Garfunkel + Gustafsson + Feldman) group: Prof. Torgny Gustafsson, Prof. Leonard Feldman, Dr. Ning Wu, Dr. Yi Xu, Dr. Can Xu, Dr. Hao Wang, Dr. Xiuyan Li, Dr. Hong Dong Lee, Dr. Voshadhi Amarasinghe, Dr. Wenchun Feng, Dan Mastrogiovanni, Aleksandra Biedron, Malathii Kalyanikar, Shinjae Huang and Hongbin Yang.
Spending almost four years in Center for Sustainable Material Chemistry (CSMC), I really enjoyed the collaborative environment and got inspired by so many exciting research projects. I’d like to thank Prof. Douglas Keszler, Prof. Gregory Herman, Dr. Rose Ruther, Dr. Richard Oleksak, Jennie Amador, Ryan Fredrick and all other CSMC members.

For all my instrumentation work, I’d like to give my special thanks to Dr. Alexei Ermaev. His “magic fingers” fixed every problem I had during instrument installation. I would also like to thank Leszek Wielunski and Boris Yakshinskiy for both giving me immense help on RBS measurement.

I would like to thank my committee members Prof. Jing Li, Prof. KiBum Lee and Dr. Sylvie Rangan for their guidance, support and constructive suggestions on my thesis writing.

Finally, I want to take this opportunity to thank my parents and my wife for their unconditional trust and support, which will help me confidently face more challenges in the future.
Table of Contents

ABSTRACT OF THE DISSERTATION ................................................................. ii
Acknowledgement ....................................................................................... vii
Table of Contents ......................................................................................... ix
List of Figures ............................................................................................... xii
List of Tables ................................................................................................. xvii
Chapter 1 : Introduction .............................................................................. xvii
  1.1 Moore’s Law and Microelectronic Fabrication ........................................ 1
  1.2 Lithography ............................................................................................ 4
    1.2.1 Photolithography ............................................................................. 8
    1.2.2 E-beam lithography ......................................................................... 13
  1.3 Resist ...................................................................................................... 15
    1.3.1 Organic resists ............................................................................... 18
      1.3.1.1 DNQ-Novolak Resists ................................................................. 19
      1.3.1.2 Chemical Amplification Resists (CAR) ...................................... 22
    1.3.2 Inorganic Resists ............................................................................ 24
  1.4 EUVL and HafSOx resist ......................................................................... 1
    1.4.1 EUV light source ............................................................................ 31
    1.4.2 Multi-layer coating and optics ......................................................... 34
    1.4.3 Reflective mask ............................................................................... 36
    1.4.4 Resists ............................................................................................ 37
      1.4.4.1 Chemically amplified resist ......................................................... 37
      1.4.4.2 MSOx inorganic resists ............................................................... 38
      1.4.4.3 Tin based inorganic resists .......................................................... 40
  References .................................................................................................... 42
Chapter 2 : Characterization methods ......................................................... 46
6.3.2 Study of CD and LER on HafSOx resist ................................................................. 163
6.3.3 High dose feature inflation issues ............................................................. 166
6.3.4 Simulation model construction with Rutherford backscattering spectrometry (RBS) .................................................................................................... 168
6.3.5 Monte Carlo simulation of helium ions and electrons in HafSOx films .......... 170
6.4 Summary ........................................................................................................... 172
References ............................................................................................................. 174

Chapter 7 Conclusions ......................................................................................... 175
Bibliography ......................................................................................................... 176
List of Figures

Figure 1.1 CPU transistor counts vs the introduction year .......................................................... 2

Figure 1.2 Fabrication of a p-n junction: (a) A n-type Si wafer; (b) the oxidation of Si wafer; (c) deposition of photoresist; (d) exposing the resist through a patterned mask ........................................ 5

Figure 1.3 (a) Patterned photoresist via development; (b) pattern transferred to underneath oxide layer; (c) stripping away photoresist; (d) formation of a p-well via ion implantation; (e) metal deposition as the top contact; (f) finish of a p-n junction ......................................................... 6

Figure 1.4 Shadow printing methods: (a) contact printing and (b) proximity printing. ................... 9

Figure 1.5 Schematic of a photolithographic stepper ..................................................................... 11

Figure 1.6 The timeline of the minimum feature size achieved versus light source wavelength . 12

Figure 1.7 A schematic diagram for a high energy e-beam lithography system ......................... 15

Figure 1.8 Positive tone and negative tone lithographic resists. .................................................. 16

Figure 1.9 Chemical structure of a Novolac resin and a DNQ molecule .................................... 19

Figure 1.10 The decomposition path of the DNQ initiated by heat or photons .............................. 21

Figure 1.11 A typical mechanism of post-exposure bake for the chemical amplification resists . 24

Figure 1.12 The chemical structure of (a) cage form monomer (b) networked form after exposure .......................................................................................................................... 27

Figure 1.13 The resist chemistry change during preparation: (a) Hydrolysis and (b) Condensation ................................................................................................................................. 29

Figure 1.14 The working principle of LPP and DPP sources .......................................................... 32

Figure 1.15 The emission spectra of plasma generated from the Sn and Xe EUV sources. ........ 34

Figure 2.1 The working principle of XPS exampling with a pure Cu sample ................................. 47

Figure 2.2 The principle of angle resolved XPS ............................................................................ 50

Figure 2.3 The scheme of an AFM setup. ....................................................................................... 55
Figure 2.4  The schematic working principle of SIMS. ................................................................. 60

Figure 2.5  A scheme showing how a conventional SEM works. .................................................. 64

Figure 3.1  An Example of a TGA curve of the HfOCl\textsubscript{2} solution mass loss in three-stage heating process. .................................................................................................................. 75

Figure 3.2  XPS data for an 80°C annealed HafSO\textsubscript{x} film on Si wafer: (a) the survey spectrum, (b) the Hf 4f spectrum, (c) the S 2p spectrum and (d) the O 1s spectrum. ................................................................. 77

Figure 3.3  XPS peak comparison between various temperatures: (top, a) S, (middle, b) O and (bottom, c) Hf. .............................................................................................................................................................. 80

Figure 3.4  RBS data of an 80°C annealed HafSO\textsubscript{x} sample .................................................................................................................. 83

Figure 3.5  Depth profiles of HafSO\textsubscript{x} annealing at 80°C, 150°C and 300°C from MEIS. ............... 85

Figure 3.6  Raman spectrum of a HafSO\textsubscript{x} film annealed at 80°C ...................................................... 87

Figure 4.1  The scheme of the cluster composed HafSO\textsubscript{x} films. ................................................. 93

Figure 4.2  Proposed bond breaking and bond formation induced by photons/electrons with the sufficient energy .................................................................................................................................................. 95

Figure 4.3  Film solubility change in different stages of the lithography process ............................ 96

Figure 4.4  The O XPS peak evolution with x-ray exposure: (top left, a) 1\textsuperscript{st} scan, (top right, b) 5\textsuperscript{th} scan and (bottom, c) 20\textsuperscript{th} scan................................................................................................................................. 101

Figure 4.5  O1s peak B percentage change with scan number for films annealed at various temperature: (top, a) 80°C and 150°C .................................................................................................................. 102

Figure 4.6  The O1s peak B percentage change vs scan numbers for HafSO\textsubscript{x} films with various Hf-to-peroxo ratios .................................................................................................................. 104

Figure 4.7  Raman spectra comparison among HafSO\textsubscript{x} precursor solutions with various Hf-to-peroxo ratios .................................................................................................................. 108
Figure 4.8 The O1s peak B percentage change vs scan numbers for HafSOx films with various Hf-to-sulfate ratios...

Figure 4.9 The scheme of the tested HafSOx films at different stages of a typical lithographic process...

Figure 4.10 The comparison of Hf 4f XPS spectra between as-deposit and exposed & developed films...

Figure 4.11 The comparison of O1s XPS spectra between (left, a) exposed & developed films and (right, b) as-deposit films...

Figure 4.12 The XPS Hf 4f peaks for the HafSOx films (left, a) w/ H2O2 and (right, b) after direct development...

Figure 4.13 The XPS O1s peak binding energy comparison for HafSOx films made (left, a) w/ H2O2 and (right, b) w/o H2O2 after direct development...

Figure 4.14 The number of Hf in a cluster made from different HafSOx and Hf oxide/hydroxide films...

Figure 4.15 The SIMS spectra comparison among different HafSOx films...

Figure 5.1 An overview the potential of various resists applied in the EUV lithography...

Figure 5.2 The proposed EUV photon absorption and secondary electron production and its interaction with the HafSOx film...

Figure 5.3 A chart of the EUV photo-absorption cross section for various elements...

Figure 5.4 The inelastic mean free path for electrons with different energies...

Figure 5.5 The scheme of the low energy electron exposure system setup...

Figure 5.6 Images of the real (top) sample holder, (middle) electron gun and (bottom) the chamber...

Figure 5.7 An example of an energy diagram between the sample and filament...
Figure 5.8 The electron energy calibration: experiment design and data analysis .................. 139

Figure 5.9 A scheme of sample design for the experiment exploring the minimum HafSOx activation energy ......................................................................................................................... 139

Figure 5.10 The XPS Hf mapping of (top, left) the no electron control film, (top, right) 2 eV electrons exposed film and (bottom) 50 eV electrons exposed film after 25% TMAH development ....................................................................................................................................... 141

Figure 5.11 (top left) An example of a XPS O1s peak fitting and XPS O component, at lower binding energy, mapping of (top, right) the no electron control film, (bottom left) 2 eV electrons exposed film and (bottom, right) 50 eV electrons exposed film after 25% TMAH development. .................................................................................................................................................. 142

Figure 5.12 The contrast curves for HafSOx films exposed by electrons with various energies. 143

Figure 5.13 A typical example of secondary electron yield against the primary incident energy (E_p). E.g. for Mg, the usually reported E_I=20 eV, E_R=950 eV and E_II= 10 keV............................................. 145

Figure 5.14 The contrast curve comparison between high energy (30 keV) and low energy (<100 eV) electron exposed films with the thickness characterized by AFM and RBS respectively......146

Figure 5.15 The substantial S residue was found for all 100% exposed samples by the low energy electron exposure .................................................................................................................................................. 147

Figure 5.16 The XPS S2p peak comparison for as-deposit and low energy electron exposed and developed HafSOx films............................................................................................................................. 148

Figure 5.17 The CASINO simulation on HafSOx film exposed by 100 eV electron with minimum simulation energy 5 eV (top) and 2 eV (bottom) .................................................................................................................. 150

Figure 5.18 The CASINO simulation on HafSOx film exposed by 100 eV electrons with minimum simulation energy 5 eV (top) and 2 eV (bottom) .................................................................................................. 151
Figure 5.19 The electron backscattering coefficient variance according to different incident energy .............................................................. 153

Figure 6.1(a) The contrast curve comparison between HIBL and EBL with a 30 kV acceleration voltage, and (b) the stopping power ratio between He\textsuperscript{2+} and e\textsuperscript{-} in a few common materials. .... 162

Figure 6.2 (a) A line pattern showing below-10 nm average line width and LER (3\sigma) 2.9 nm and the dependence of (b) average line width and (c) LER on doses. 2, 5, 10, 20 nm are the input line width values we set in the software during exposure, not the measured real line widths. .... 166

Figure 6.3 (a) A scheme showing the exposed square areas at various doses in units of mC/cm\textsuperscript{2}, and (b) an AFM 3D image of the film after exposure, development (25 wt.% TMAH, 1 min) and post-development hard-bake (300 °C, 5 mins). Reorganization of data in (b) into panel (c) exhibiting the change in the height of the square features as a function of dose. .................. 168

Figure 6.4 (a) A RBS spectrum of as-deposited HafSOx films including both experimental data and the simulated curve, and (b) a 3-layer film model derived from it. The top layer density was calculated based on areal density data (RBS) and thickness data (AFM). ................................. 169

Figure 6.5 (a) The simulation result of energy loss, due to ionization, inside the HafSOx film and its substrate; (b) The trajectory comparison between He ion and electron at 30 keV. .............. 172
List of Tables

**Table 3.1** Atomic percentages of Hf, S and O in HafSOx annealed at various temperatures....... 82

**Table 3.2** Areal density and calculated thickness for different temperature annealed samples.. 85

**Table 4.1** Atomic percentages of each element in HafSOx films at various lithographical stages.
.......................................................................................................................... 113

**Table 4.2** Atomic percentage comparison between HafSOx w/ H₂O₂ and HafSOx w/o H₂O₂ ..... 117

**Table 4.3** The XPS Hf 4f peak binding energy shift for HafSOx w/o H₂O₂ after direct development.
............................................................................................................................................. 118

**Table 6.1** Resists sensitivity comparison using helium ion beam as incident particles. Acronyms: pol (methyl methacrylate) = PMMA; hydrogen silsesquioxane = HSQ; chemically amplified resist = CAR............................................................................................................................................. 163
Chapter 1: Introduction

1.1 Moore’s Law and Microelectronic Fabrication

Decades ago, Gordon E. Moore, the co-founder of Intel, predicted\(^1\) that approximately every two years the number of components per integrated circuit will be doubled, also known as “Moore’s law”.\(^1\) In the past 50 years, Moore’s laws (of exponential scaling) have projected the growth of many metrics of the semiconductor industry, such as transistor counts in microprocessors, memory capacity, cost per transistor, and pixel number in charge-coupled devices (CCD). Benefiting from the relatively accuracy of Moore’s Law, semiconductor companies have used it as a golden rule to direct their research and development. Figure 1.1 shows Intel’s transistor CPU count over past 45 years, which follows Moore’s Law quite well.
With the size of transistors now close to the atomic level (the “channel” of a transistor is now of order 10-15nm across and the “gate insulator” now 1-2nm thick), it becomes an increasingly critical challenge to further scale and follow Moore’s law, at least using the same materials and principles as have been developed over the past six decades. Therefore, in addition to development of integrated circuit design and packaging, new nano-fabrication methods are required if one wished to follow the roadmap suggested by Moore’s Law.

Microfabrication\textsuperscript{3, 4} now involves a series of highly integrated and complicated set of processes to fabricate nanometer-level features with
precise control. The methods developed and used must take into account all aspects of lithography, including cost, throughput, quality, variability, yield, and reliability. Currently over a thousand steps are required to fabricate a current generation microprocessor. The most important techniques include processes for cleaning, oxidation, lithography, etching, doping, deposition and planarization. Figure 1.2 and Figure 1.3 show the schematic of basic processes to fabricate a simple p-n junction. Starting with a bare n-type Si wafer, dry or wet oxidation is used to grow SiO$_2$ with a defined thickness on top of Si. Then an organic polymers based photoresist film, sensitive to UV light, is spin-coated on the surface, followed by UV exposure through a patterned mask. In the near future, organic resists will likely be replaced by inorganic ones. HafSOx, as we investigate in this thesis, is a promising inorganic photoresist candidate that can be used for extreme UV lithography (EUVL). After the exposure and development, a patterned photoresist will remain on the surface and then the pattern is further transferred to the SiO$_2$ layer via a wet or plasma-based etching process. After stripping away the photoresist, a window exposing bare Si below the SiO$_2$ will be doped with impurities by diffusion or ion implantation. Finally, front and back metal contacts can be deposited by either e-beam
deposition or thermal evaporation. Finishing these processes will result in a very simple, proof-of-concept, p-n junction. Such a device is often the first device made by students who learn basic microfabrication methods in a cleanroom.

### 1.2 Lithography

Lithography, now nanolithography since many key structures in current generation integrated circuits are fabricated at the nanometer level, is one of the most vital processes in the whole chain of semiconductor microfabrication. Figures 1.2(c), (d) and Figures 1.3(a), (b), (c) outline a typical process flow for photolithography. Generalizing from this example, three basic steps are included: exposure, development and etching.
Figure 1.2 Fabrication of a p-n junction: (a) A n-type Si wafer; (b) the oxidation of Si wafer; (c) deposition of photoresist; (d) exposing the resist through a patterned mask\textsuperscript{4}
Figure 1.3 (a) Patterned photoresist via development; (b) pattern transferred to underneath oxide layer; (c) stripping away photoresist; (d) formation of a p-well via ion implantation; (e) metal deposition as the top contact; (f) final p-n junction steps[^4]
Exposure enables a pattern transfer from mask to resist via chemical changes that take place in the film initiated by exposure sources, such as photons or electrons, or byproducts of the initial exposure, such as secondary electrons, ions or chemical radicals within the film. The chemical changes within the film lead to a change in solubility of the resist in certain development solutions. Development takes advantage of the solubility difference between the exposed and unexposed area on the same resist. A development solution and process should dissolve away the soluble part and leave the insoluble resist, in essence, patterning surface with resist. The remaining resist should present a larger resistance against etching, protecting the resist's covered region and letting the uncovered substrate be etched. The patterned resist is then usually transferred to its substrate using either a wet chemical etch or a dry plasma etch. Anisotropic etching and etching selectivity are two major issues to consider when designing the etching processes. Other patterning methods are also used, including deposition on top of a patterned resist and lifting off the resist (and materials deposited on the resist) leaving the deposed material only in the areas containing no resist.
A variety of techniques, such as nanoimprint\textsuperscript{7, 8}, plasmonic nanolithography\textsuperscript{9-11}, and directed self-assembly\textsuperscript{12-14}, are being explored to either transfer the pattern of mask to the final target film or to masklessly achieve a target pattern. Among these and other lithographic techniques, photolithography and e-beam lithography are the two most well-developed ones with UV photolithography currently the dominant one of the semiconductor industry.

1.2.1. Photolithography

Photolithography, also known as optical lithography, was first invented by Alphonse Louis Poitevin\textsuperscript{15}, a French chemist and photographer, who found the photosensitivity of bichromated gelatin in the 19\textsuperscript{th} century. After continuously development over the last two hundred years, photolithography has become the most predominant lithography method in the semiconductor industry.
Figure 1.4 Shadow printing methods: (a) contact printing, and (b) proximity printing.4

In terms of the exposure tools, there are two primary methods: shadow printing and projection printing. For shadow printing, two approaches exist as shown in Figure 1.4. In contact printing, the photoresist intimately touches the back surface of mask during the exposure, which assists the achievement of higher resolution. However, even in a well maintained clean room, one always suffers from a dust (particulate) problem. Dust, from any number of sources, falls on the surface of the photoresist and will scratch the backside of the mask, which will in turn result in unwanted patterns on photoresists and dramatically shorten the
lifetime of masks. Proximity printing was introduced to solve the above problem. In proximity printing, a small gap around 10-50 µm is maintained between the photoresist and the photomask, which successfully avoids the dust scratching issues that exist in contact printing. However, proximity printing suffers its own problems. Undesired light diffraction will occur at the edge of the features on the photomask, exposing part of the mask-covered region and therefore reducing the final achievable resolution.

Projection printing was introduced as an alternative to avoid the compromise between resolution and mask scratching. **Figure 1.5** shows the schematic of the most important elements in a regular projection photolithographic stepper. The light-sources are mainly divided into the following wavelengths: near ultraviolet (UV) (> 300nm), deep UV (DUV, ~200nm-300 nm), and extreme UV (EUV, 10 nm-124 nm). More importantly, the wavelength of the light source determines the resolution of a projection printing system according to the equation below:

\[ \text{CD} = k_1 \frac{\lambda}{NA} \]
The CD (critical dimension) is the minimum line width that can be achieved, $\lambda$ is the wavelength of incident photons, and $k_1$ is a process and instrument related constant. NA stands for numerical aperture, which is related to the index of refraction in the image medium and the angle of the maximum cone of light entering or exiting the lens. Shortening the wavelength of light sources is one of the most efficient methods to achieve
smaller features as is implied by the history of photolithography light source wavelength, as shown in Figure 1.6.

Figure 1.6 The timeline of the minimum feature size achieved versus light source wavelength

A near UV light source, one of the first developed for integrated circuit fabrication, usually includes i-line (365 nm), g-line (436 nm), and h-line (405 nm) radiation emitted from a mercury arc lamp. To enable critical dimensions to be fabricated below 250 nm, excimer lasers, such as KrF (248 nm) and ArF (193 nm), were developed and have been
mainstream lithography light sources in the semiconductor industry. Although multiple-patterning techniques\textsuperscript{22, 23} have greatly extended the limits of excimer lasers, they also dramatically increase the number of exposure steps and photomasks used, which complicates the fabrication process and adversely affects the final yield. With the demand of fabricating features smaller than 10 nm, EUV lithography\textsuperscript{24-26} has emerged as a likely alternative and is being actively tested and developed in several semiconductor R&D departments around the world\textsuperscript{27}. I discuss details about EUV lithography section later in this chapter.

1.2.2 \textbf{E-beam lithography}

Compared with photolithography, e-beam lithography\textsuperscript{28-31} is a direct and maskless resist exposure method, which is primarily used in photomask fabrication. A schematic diagram of a high-energy e-beam lithography system is shown in \textbf{Figure 1.7}. The most commonly used thermionic emission sources for the electron gun are tungsten or iridium filaments. Single crystals of lanthanum hexaboride\textsuperscript{32, 33} have also been utilized as they can display longer life time, exceptional thermal, chemical and electrical stability, and more efficient electron emission resulting from its lower work
function. An alternative is a field emission gun\textsuperscript{34} which has a low energy spread and high brightness. Different from thermionic filaments, a field emission filament is placed inside a very high electric field, which enables electrons emitted from the filament surface to have a much lower energy spread. The blanking electrode acts as a beam on/off switch. The condenser lenses, either electrostatic or electromagnetic, controls the beam spot size. The electrostatic deflector precisely allocates the e-beam spot to where it is set.

Compared with photolithography, e-beam lithography has greater depth of focus and is maskless. Thus issues of mask design, fabrication, repair and contamination disappear. However, one of the biggest disadvantages hindering e-beam lithography into wider application in the semiconductor industry is its low throughput, the time consumed to expose a certain area. The wafer writing time is estimated based on the equation\textsuperscript{35} below:

\[
\text{waf}er\ \text{writing\ time} = \text{area\ of\ the\ wafer} \times \text{resist\ sensitivity}/(\text{beam\ current})
\]

For example, to expose a 1 cm $\times$ 1 cm area, given a reasonable resist sensitivity of 100 $\mu$C/cm$^2$ and a stable beam current of 1 nA, almost 28
hours are required to fully expose the entire area. E-beam lithography, in its normal mode of operation, requires a few orders of magnitude longer time than optical lithographic exposure tools as the latter can expose a large area comprised of many components at one time. Therefore, e-beam lithography is mainly used in processes not requiring high throughput, such as photomask fabrication.

Figure 1.7 A schematic diagram for a high energy e-beam lithography system

1.3 Resist
The resist is one of the most important materials used in lithography and is present and essential during exposure, development and etching processes. It is central in determining the quality of the final pattern produced on the substrate.

Figure 1.8 Positive tone and negative tone lithographic resists.\textsuperscript{37}

Lithographic resists can be grouped into two categories based on observed changes in solubility of the resist after exposure, positive resists
and negative resists, as is shown in Figure 1.8. For positive resists, the exposed part becomes insoluble to its development solution, and thus remains on the surface, while the unexposed part is soluble and is washed away in the development solution. The negative resists acts exactly the opposite way. However, whether a resist is positive or negative is not entirely determined by the resist itself. A proper selection of development solutions sometimes can make the same resist either positive tone and negative tone, just by immersing it in different development solutions.

After reviewing the history of resist development, negative resists were prevalent at the early stage of microfabrication due to their increased adhesion to silicon and their lower cost. Nevertheless, with the requirement of fabricating smaller features, positive resists came into dominance with better resolution, generally speaking, and with less pin-hole production. The solvent swelling and image distortion during the development process may lead to poor resolution for negative resists.

From another perspective, resists can also be categorized into organic resists and inorganic resists based on its composition (although hybrid organic-inorganic resists also exist).
1.3.1 Organic resists

Organic resists, as its name suggested, are resists mainly comprised of organic polymers such as poly(methyl methacrylate) (PMMA), poly(methyl glutarimide) (PGMI), polydimethylsiloxane (PDMS) or other polymers. Organic resists have been investigated and developed for decades and are now the dominant resist used in photolithography. One of the most important reasons for this prevalence is their relatively low cost, since most organic resists are synthesized from inexpensive raw materials and deposited with solution processed approaches such as spin coating, dip coating and spraying. Moreover, benefiting from the development of synthetic polymer techniques for many other applications, organic resists, especially polymer resists, show great versatility, which enables trouble-free customization. For example, polymer resists can be chemically modified with different organic ligands on their branched chains, while maintaining the backbone unchanged, to intentionally change the solubility in the development solution, for example to switch between positive tone and negative tone response.
A brief look at the history of organic resist development shows that a few resists have received extensive attention.

**1.3.1.1 DNQ-Novolak Resists**

![Chemical structure of a Novolac resin and a DNQ molecule](image)

**Figure 1.9** Chemical structure of a Novolac resin and a DNQ molecule.\(^{38}\)

Absorbing light with a wavelength between 300 nm and 450 nm, DNQ-Novolak serves as one of the most successfully commercialized and extensively used i-line and g-line resists. The DNQ-Novolak\(^{39}\) resist usually contains three components: a Novolak resin, a photosensitive diazonaphthoquinone dissolution inhibitor, and an organic casting solvent (Figure 1.9). Later, in order to improve its thickness uniformity, a leveling agent\(^{40}\) was added into its final ingredients.
Due to the acidity of the phenolic O-H group in the backbone chain, the pure Novolak resin is soluble in basic solutions such as NaOH, KOH, and tetramethylammonium hydroxide (TMAH) based aqueous solutions. However, the DNQ molecules dispersed inside the Novolak resin are themselves insoluble in basic solutions. Therefore, a higher percentage of DNQ in the Novolak resin will lead to lower solubility in basic solutions. Generally, the commercial DNQ-Novolak resists contain a sufficiently high concentration of DNQ molecules to result in an extreme low solubility in basic solutions. On the other hand, DNQ is a photo sensitive molecule which can be decomposed along the path suggested in Figure 1.10. Obtaining the energy given by heat or photons, a short lifetime keto-carbene will be produced, which will be further transformed into a ketene molecule via rearrangement. Therefore, after exposure, the unexposed portion is still the original DNQ embedded Novolak resin, while the exposed portion will become a ketene dispersed resin. Then if we immerse the resist into basic solution, such as TMAH, the unexposed part will be insoluble, thus remaining on the surface. However, in the exposed and ketene-contained resin, ketene molecules will react with water and produce the indene-carboxylic acid, which will dissolve in the development solution.
Finally, one can achieve a patterned resist on the surface according to the radiation chemistry mechanism proposed above.

![Chemical reaction diagram]

**Figure 1.10** The decomposition path of the DNQ initiated by heat or photons\(^5\)
One of the biggest disadvantages of DNQ-Novolak resists is the production of nitrogen, especially with intense photon exposure or very sensitive DNQ inhibitors. The produced nitrogen may diffuse and form bubbles inside the resists leading to a decreased film quality and even a delamination problem.

1.3.1.2 Chemical Amplification Resists (CAR)

With continuous scaling of microelectronic feature size, the traditional DNQ-Novolak resists lost their utility in DUV (deep UV) lithography due to very high photon absorption of Novolak resins leaving the bottom of the resists unreachable by incident light. To solve this problem, DUV transparent polymers (e.g. methacrylate, poly(hydroxystyrene) (PHOST)) were adopted. However, problems were not been perfectly solved; the DUV transparent polymer replacement suffers from low sensitivity. Therefore, a major new development in resists was needed to adapt to the higher energy photons and new DUV lithography processes. A key solution was the invention of chemical amplification resists (CAR) by IBM in early 1980s.41
Since then, hundreds of CARs have been invented and developed to be used for different applications. Reviewing the CAR family, we can extract three common essential components: a matrix resin, a photoacid generator (PAG), and a dissolution inhibitor. In the matrix resin, the backbone polymer with hydrophilic groups (e.g. –OH, -COOH) usually is soluble in its development solution. However, the branches of the backbone polymer, known as protection groups in CAR, are designed to bond with bulky hydrophobic groups (e.g. tertiary-butoxycarbonyl, t-BOC\textsuperscript{42}) to prevent the dissolution of the whole matrix resin playing the role of the dissolution inhibitor in the old DNQ-Novolak system. Typically, PAG molecules, such as triphenylsulfonium triflate (TPST) and diphenyliodonium nitrate (DPIN), are capable of photolysis, producing acid cations during the photon or electron exposure. After the exposure, a post-exposure bake is often required to facilitate the diffusion of acid cations and the cleavage of protection groups from the backbone polymer as indicated in Figure 1.11. Because each photon can release one or multiple catalytic acid cations, each of which can react with multiple protection groups, these resists have the ability of chemical amplification, boosting the resist sensitivity by orders of magnitude.
Although CAR-based resists benefit from chemical amplification, diffusion of released acid cations limits resolution. It is the diffusion diameter of the acid cations in the polymer that determines the final resolution when fabricating small features.

**Figure 1.11** A typical reaction during the post-exposure bake of chemical amplification resists\(^5\)

### 1.3.2 Inorganic Resists

Although organic resists dominate current generation microlithography in industry, the development of the inorganic resists has recently accelerated due to the potential of high resolution and low feature roughness. Different from most organic resists, which employ bulky polymers with a somewhat large radius of gyration as building blocks, the
smallest units of inorganic resists can be composed of clusters or nanoparticles with 1-20 metal atoms, having a size from 5-20 Angstroms across. The inorganic cluster to gel to insoluble solid reaction cascade is thought to occur without chemical amplification of the key steps, as occurs with the best CARs. Most inorganic resists are likely free of the resolution degrading and line edge roughing effect caused by amplification and diffusion of the catalytic acid cations. On the other hand, the drawbacks of inorganic resists are the relatively low sensitivity, essential in high throughput high volume manufacturing, and the high-dose damage to resists and substrates.

In the early stages of their development, most inorganic resists (e.g. the Ag$_2$S/As$_2$S$_3$ and Ge-Se systems) were deposited with expensive and time-consuming vacuum methods, such as thermal evaporation, sputtering, and e-beam deposition. To compete with inexpensive solution-processed organic resists, more recent investigations have focused on novel inorganic resists deposited by solution methods such as spin-coating.

The most well-known solution-deposited inorganic resist is hydrogen silsesquioxane (HSQ); its monomeric structure is shown in Figure 1.12 (a).
Prepared by spin-coating and soft baking, HSQ has demonstrated the capability of patterning sub 5 nm half-pitch features. Furthermore, it shows high mechanical stability, great etch resistance, and a relative ease of pattern-transfer to various substrates.

During electron or photon exposure, HSQ is proposed to undergo a cross-linking mechanism changing from soluble monomeric cage structures (Figure 1.12 (a)) to the insoluble cross-linked network structure (Figure 1.12 (b)), which makes HSQ a negative tone resist. With respect to the detailed radiation chemistry, Namatsu, et al. proposed a three-step radical-catalyzed mechanism for e-beam exposure as shown below:

\[
\begin{align*}
2\text{HSiO}_{3/2} \text{(cage)} + e^{-} & \rightarrow 2\text{Si} \cdot + \text{H}_{2} \quad (1) \\
2\text{Si} \cdot + 2\text{H}_{2}\text{O} & \rightarrow 2\text{SiOH} + \text{H}_{2} \quad (2) \\
2\text{SiOH} & \rightarrow 2\text{SiO}_{1/2} \text{(network)} + \text{H}_{2}\text{O} \quad (3)
\end{align*}
\]

In the first step, the H-terminated cage structure monomer (HSiO_{3/2}) absorbed electrons to break the Si-H bonds followed by the production of Si radical sites and hydrogen. Since water is usually used as the solvent of HSQ precursor solutions and the pre-exposure soft baking cannot completely
remove all the water, the highly reactive Si radical sites further react with water and form new Si-OH bonds in the second step. Finally, two neighboring Si-OH bonds likely react with each other and dehydrate forming Si-O-Si bonds that cross-link monomers.

**Figure 1.12** The chemical structure of (a) the cage HSQ monomer, and (b) the networked form after exposure.\(^{45}\)

In spite of their high resolution and high etching resistance, HSQ resists also have the disadvantage of low sensitivity, which greatly limits their applicability in high volume manufacturing.
By combining the high sensitivity of organic resists and the high resolution/high etching resistance of inorganic resists, some approaches employing organic/inorganic hybrid resists have also been demonstrated.

Zanchetta et al. reported a novel hybrid resist synthesized by sol-gel methods.\textsuperscript{46} The resist preparation begins with mixing aluminum-tri-sec-butoxide and a phenyl-modified silane precursor followed by a 100 °C soft bake for 5 min. As shown in Figure 1.13, aluminum-tri-sec-butoxide undergoes hydrolysis first by vigorously stirring, then followed by condensation via a soft bake, and finally producing a ready-to-use alumina-like organic-ligand-chelated resist film. Depending on the development solution used, the resist can present either with a positive or negative tone. The hybrid resist shows excellent plasma etching resistance with etching of the exposed silicon to a depth of 3 µm, starting with only a 30 nm thick resist mask, leading to an extraordinary etch selectivity of 1:100. Additionally, a 20 nm dense line pattern has also been achieved using hybrid resists by e-beam lithography.

To investigate the radiation chemistry, high resolution Fourier transform infrared spectroscopy (FTIR) was employed. By comparing the
spectra pre- and post- UV exposure, researchers found a drastic peak intensity drop of the Si-phenyl peak at 1120 cm\(^{-1}\) and the presence of new peaks of Si-O-Si at 1030-1100 cm\(^{-1}\), and Al-O-Al (broad peaks, 500-1000 cm\(^{-1}\)). The IR peak evolution confirms a mechanism of Si-phenyl bond breaking and inorganic network formation.

**Figure 1.13** The resist chemistry change during preparation: (a) hydrolysis, and (b) condensation\(^{46}\).

In summary, resists have been continuously investigated and advanced to optimize processing and performance. New exposure techniques (including photon energies) must be well-matched to the resist employed, and must be thoroughly investigated if eventually that are to be widely applied in high volume industrial production. DNQ-Novolak emerged
as the resist of choice for i-line and g-line lithography with mercury arc lamp exposure tools, then the invention and development of chemical amplification resists for DUV lithography. We will soon be producing sub-10 nm features, and EUV-based lithography, will likely become the dominant class of techniques replacing the current ones. To make this happen, the challenge of finding excellent resists that can work well with a 13.5nm EUV scanner has to be overcome.

1.4 EUVL and HafSOx resist

Lithography has advanced from i-line and g-line to the currently popular 193 nm ArF excimer laser. For the next generation lithography, the exposure wavelengths of 157nm, x-ray (0.4nm) and EUV (13.5 nm) have been proposed and studied for many years. The use of 157nm light was given up due to the emergence of immersion exposure and multi-patterning, which greatly extends the resolution limit. It has led to industry skip the moderate improvements that can be realized by moving from 193nm to 157 nm. EUV lithography was theoretically proposed and experimentally demonstrated in the late 1980s and early 1990s\textsuperscript{47-49}. Compared with x-ray lithography, EUV lithography offers a way the extend
the optical projection method. Additionally, using 13.5 nm EUV photons, an average $k$ (e.g. 0.4) and a large numerical aperture (e.g. 0.6) would enable a single exposure resolution limit to below the 10 nm level. Although it is currently the most promising candidate for next generation lithography, the aggressive wavelength shrinkage from 193 nm to 13.5 nm still faces many challenges.

### 1.4.1 EUV light source

For high energy (~92 eV) of EUV photons, many atmospheric gases, including oxygen and nitrogen, will absorb EUV light. Therefore, the entire light path, from the light source to the mask to the final wafer, should be placed inside a vacuum chamber. The basic requirements for the EUV light source include high EUV power, excellent contamination control, large collecting angle, and good thermal and radiation stability.

Synchrotron sources, explored as first EUV sources, are not practical for high volume manufacturing due to their high cost and size. The current candidates for the exposure tools are mainly discharge-produced plasma (DPP) and laser-produced plasma (LPP). The schematic of both exposure sources are shown in Figure 1.14.
For the DPP source, a high voltage (1-10 keV) is applied between electrodes and a low pressure gas, causing the gas to become ionized. The electron flow will make a circular magnetic field, which in turn self-constricts the current (also known as pinch effect) and finally produces a plasma that emits EUV photons.

![Diagram of the working principle of LPP and DPP sources](image)

**Figure 1.14** The working principle of LPP and DPP sources\textsuperscript{50}.

Compared with LPP sources, the DPP source has a higher conversion efficiency and a lower overall cost. However, as shown in the figure, the limited collecting angle and the grazing angle incidence collector greatly
restrict the maximum radiation collected at the intermediate focus (IF) point.

With LPP, a hot plasma is produced by heating the target material with a laser. According to the LPP source developed by Cymer LLC, acquired by ASML in 2013, a high power CO$_2$ drive laser (>10 kW) with a wavelength of 10.6 µm is employed to produce enough EUV power, factoring in a <5% conversion efficiency. A nozzle continuously supplies tin droplets (~20 µm) in order to maintain a fresh surface, greatly benefiting the plasma. Because of its advantages in power scalability, in mass-limited operation, and in enabling a normal incidence collector, the LPP source has become the most promising EUV source.
Figure 1.15 The emission spectra of plasma generated from the Sn and Xe EUV sources. For the target material, high Z elements with higher electron densities, such as Xe and Sn, are the most promising candidates. However, as shown in Figure 1.15, both EUV target (Xe & Sn) show emission peaks around 13.5 nm, but Xe source has significant emission around 11 nm, which limits its maximum achievable conversion efficiency. Therefore, Sn currently stands as the candidate with the most potential.

In a recent configuration, Cymer LLC has demonstrated an in-house 100W source with a 3.5% conversion efficiency, driven by a 15kW CO₂ laser with a 17% overhead cost. A 125W EUV source, the minimum power target for high volume manufacture, is believed to be achievable in the near future.

1.4.2 Multi-layer coating and optics

EUV lithography optics basically include both illumination mirrors and projection mirrors. The illumination mirrors collect the emitted EUV light and pass them on to the mask, thus the field uniformity is the most important parameter. On the other hand, the projection mirrors are
responsible for imaging the pattern onto the wafer, therefore requiring good control of aberration and diffraction. Because of the unique properties of EUV light absorbed by almost all materials in nature, all EUV lithography optic mirrors are coated with resonance-reflecting multi-layers. The most common structure is the multiple repeated bilayers: a high-electron density metal layer and a low-electron density spacer layer. Currently, the most popular multi-layer structure consists of 40 layers of Mo/Si.

However, even with excellent reflectivity of Mo/Si multi-layers, there is still substantial EUV light absorbed by the mirrors, causing heating. With heating, the bilayer thickness changes, inter-diffusion between bilayers is enhances, and surface layer oxidation can result. Clever annealing techniques and low-energy, low-growth-rate e-beam deposition can effectively improve the thermal stability of the multilayers by reducing the intrinsic stress. To limit the inter-diffusion, a diffusion buffer layer, such as B₄C⁵³, is usually sandwiched in between the metal layer and the spacer layer without affecting the reflectivity too much. Finally, to prevent the scattering and reflectance degradation resulting from surface oxidation, surface capping (e.g., TiO₂⁵⁴, RuO₂⁵⁴, SiC⁵⁵...) layers have been developed.
### 1.4.3 Reflective mask

A tradition transmission mask as applied in projection steppers does not work with high power EUV sources. Reflective masks, using reflective Mo/Si multilayers, have been intensively investigated and have become the main candidate.

A key current challenge is to find the best mask substrate with a low coefficient of thermal expansion (CTE) to minimize EUV absorption and heating degradation and instabilities. Instead of using pure fused silica, fused silica with 7%-9% Ti doping\(^{56}\) has been developed as it has a CTE of \(~30\) ppb/K, compared with \(500\) ppb/K for pure fused silica.

Another challenge is defect control. For the multilayer mask, two classes of defects determine the image quality transferred from the mask to the final wafer: the phase defects and the amplitude defects. For EUV lithography below 22nm node fabrication, a strict control of defects is required. The amplitude defects are defects/particles on the surface of the multilayers and are usually repairable. Phase defects, resulting in a phase change of the reflected wave, usually are buried inside the multilayers and even a small size defect can present as new printed features on wafers.
Therefore, the approaches to defect analysis, including defect detection and printability, have become one of the most critical issues in EUV lithography mask fabrication.

1.4.4 Resists

Much research has gone into finding the best EUV resist since the first demonstration of EUV lithography 25 years ago. The resists must demonstrate excellent performance in resolution, sensitivity, line edge roughness (LER), outgas control, etch resistance, and so forth. Moreover, due to strong EUV absorption, a thinner resist film is preferred enabling the EUV photons to pass through and fully expose the film. An ability to demonstrate a high aspect ratio and prevent pattern collapse with thin films is another key criterion for a good EUV resist.

1.4.4.1 Chemically amplified resist

Chemically amplified resists (CARs), adopted from current 193 nm exposure tools, have become one of the earliest developed EUV resists. Benefited from the loading of photo-acid generators (PAGs), high sensitivity has been achieved. More importantly, the sensitivity of resists determines the minimum power required by the EUV source.
However, the CARs are not without disadvantages. Two of the biggest challenges of CARs are outgassing and LER issues. The resist outgassing during exposure, originating mostly from PAG radiation chemistry, becomes an even more important problem since the whole EUV light-path is placed in a vacuum chamber. Nevertheless, the methods used to limit outgassing have to sacrifice the resist sensitivity because for a PAG, higher sensitivity usually means more outgassing. Therefore, a compromise between sensitivity and outgassing has to be made for the CARs. The LER problem results from various factors such as the polymer molecular size and the diffusion of photo-acids. Even now most PAG groups are directly chemically bonded to the backbone polymer aiming to mitigate the diffusion of photo-acids. In reality, this problem is still extremely hard to control. Additionally, the nature of polymers used in CARS is an obstacle to achieve better LER; it has proven difficult to make sufficient improvements to make current generation CARs the resist of choice.

1.4.4.2 MSOx inorganic resists

Compared with conventional CARs, inorganic resists are known for high resolution and low LER, such as HSQ, as discussed above. As the device
size keeps shrinking, soon below the 10 nm level, and LER becomes one of the most critical parameters for a EUV resist, more and more attention starts shifting to inorganic resists. Metal oxide sulfates (MSOx), as E-beam lithographic resists, were firstly reported by Jason Stowers, et al in 2008\textsuperscript{57}, in which the hafnium and zirconium oxide sulfates, called HafSOx and ZircSOx respectively, were investigated. Both films were deposited with solution-process methods and the H\textsubscript{2}O\textsubscript{2} solution was added to act as the electron sensitive moiety. An SEM writing system with a 30 keV electron gun was employed as the initial exposure tool. Post-exposure films were developed in a tetramethylammonium hydroxide (TMAH) solution.

By varying the metal-to-sulfate ratio, an isolated 15-nm line and 36-nm dense lines were achieved with extremely low LERs, 1.9 nm and 2.1 nm respectively, which outperformed most of CARs and even low-LER HSQ resists. With regard to sensitivity, a turn-on dose below 10 \( \mu \text{C/cm}^2 \) was obtained for both HafSOx and ZircSOx with moderate contrasts. This closely matches the sensitivity level of CARs and exceeds most inorganic films including HSQ. In terms of EUV photo-absorption cross section, Hf has an order of magnitude higher EUV absorption (4.3E6 cm\(^2\)/mol) than C (3.5 x
$10^5$ cm$^2$/mol), which is the most abundant element in organic CARs, thus implying a higher sensitivity.

MSOx resists soon revealed high resolution and moderate sensitivity for various lithographic techniques. MSOx resists have begun to be actively investigated over the past 7 years as EUV resists due to their strong variability, including modifying metal-sulfate ratios, replacing the metal species, adding new radiation sensitive species, and changing the metal/cluster bridging groups.

1.4.4.3 Tin based inorganic resists

With high EUV absorption, tin based inorganic resists have been receiving much attention recently. The design concept usually includes two parts: an inorganic tin-oxo cluster$^{58}$ (or simply Sn atoms$^{59}$), and organic photon/electron sensitive ligands$^{58,59}$. Benefiting from the small size of tin moieties and a non-chemical amplification mechanism, the tin based resist demonstrated very high resolution (e.g. 16 nm dense-line patterns) and low LERs (1.4 nm and 1.1 nm). Although tin has a naturally high EUV absorption, the films only showed moderate EUV sensitivity (e.g. 50-600 mJ/cm$^2$). More studies and chemistries are needed to improve the tin resist sensitivity.
In the following chapters, I’ll first briefly introduce the main characterization methods I used in the thesis in Chapter 2. In Chapter 3, the HafSOx film composition would be probed with various techniques. In Chapter 4, XPS, coupled with other methods, would be chosen to shed lights on the radiation chemistry happened in the film with exposure. Chapter 5 illustrates results from the low energy electrons exposure experiments to help us achieve a better understanding on the role of low energy secondary electrons in EUV exposure. Finally, we discussed the patterning results we achieved with helium ion beam lithography in Chapter 6.
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Chapter 2: Characterization methods

2.1 X-ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS) is a materials characterization technique that qualitatively and quantitatively investigates near surface chemical composition. As shown in Figure 2.1, high energy x-rays impinge upon a material, and excite and emit core electrons. Some fraction of the photoemitted electrons escapes from the surface of a sample and a smaller fraction are collected by the detector. Based on the intensity and kinetic energies of the collected electrons, compositional information and oxidation states of elements can be determined. In the example in Figure 2.1, the Cu 2s, 2p, 3s, and 3p electrons are identified based on their kinetic energies. Some outer-shell electrons can fill the vacancies left by the electrons knocked out by x-rays, and pass their energies to the adjacent electrons. This results in electron emission, also known as Auger electrons. In this case, Cu Auger electrons were also found in the spectrum.
The central parts of an XPS system include an ultra-high-vacuum (UHV) chamber, an x-ray source, an electron energy analyzer, and an electron detector. Magnesium and aluminum are the two main anode targets usually used in commercial x-ray sources, emitting peak energies of 1253 eV and 1486.7 eV respectively. The old fashion twin anode non-monochromatic x-ray source includes both anode targets enabling the selection of either x-ray energy; it also incorporates a thin Al window which allows x-rays, but not electrons or lower energy photons (e.g. visible), to pass through. To obtain a narrower energy distribution, the monochromatic
x-ray source was developed with Al anode targets and a crystal quartz disc to constructively interfere with the 1486.7 eV photons. As for the electron energy analyzer, early generation cylinder mirror analyzer (CMA) was comprised of two co-axial cylinders applied with a potential difference. This allows only electrons with a certain energy to pass through, but it had poor energy resolution. Currently preferred structures of analyzers are hemisphere electron energy analyzers in which two concentric hemispheres are employed, instead of cylinders; leading to improved energy resolution.

Although the kinetic energy of an electron is detected, the binding energy (BE) is usually used to define peak position in a XPS spectrum to help compare between different systems. The calculation of BE is based on the equation below:

\[ E_{BE} = E_{xray} - E_{kinetic} - \phi_{spec}, \]

where \( E_{BE} \) and \( E_{kinetic} \) are the binding energy and detected kinetic energy, respectively, \( E_{xray} \) is the energy of an x-ray photon, and \( \phi_{spec} \) is the effective work function of the electron spectrometer. The BE determination becomes more complicated when dealing with low electron conductivity samples due to trapped charges. This will build up a static electric field on
the surface after the electron leaves, and shift the energy of the photoelectrons on their way to the detector. To compensate for trapped charges, a low energy electron flood gun is a popular choice. Another option is to calibrate the BE after one obtains the XPS spectra. One widely used method is to calibrate based on “adventitious” carbon, whose 1s peak is located at 248.8 eV (adventitious refers to carbon randomly adsorbed from background gasses, either in the ambient atmosphere, or in the vacuum system). Another popular way to reference the sample XPS energies is to introduce the chemically inert gold onto the substrate during measurement to then calibrate other peaks based on the Au 4f 7/2 at 84.0 eV.

Because of the relatively low mean free path of low energy electrons (5-1000eV), only electrons within a certain depth can escape from the surface and be collected by the detector. For most elements, the XPS detection limit on the vertical direction is around 5-10 nm (~20 atomic layers). To probe deeper inside the sample, destructive depth profiling methods are widely used. The dominate depth profile technique enables a layer-by-layer XPS measurement by using Ar sputtering to etch away layers with close to atomic thickness etching control. This enables XPS to
detect the composition layer by layer. To probe a deeper layer, just continue to etch and probe. One of several problems with this method is the preferential sputtering of different elements, resulting in film compositional changes during sputtering. To reduce this effect, a mild sputtering condition (e.g. low energy and low current) is recommended.

**Figure 2.2** The principle of angle resolved XPS

Instead of probing the bulk using depth profile techniques, sometimes only the near surface region is of interest. In this case, another XPS technique called angle resolved XPS (**Figure 2.2**) is helpful. For normal angle emission relative to the surface, the escape depth that can be accurately detected with sufficient signal to noise is about 3 times the electron inelastic mean free path \( \lambda \). However, when the sample is tilted
with an angle $\theta$, the escape depth becomes $\cos \theta$ of the original depth. When photoelectrons are detected with a much more glancing angle to the surface normal, only the material closest to the surface is probed. By carefully taking spectra as a function of emission angle, the spectra can be modeled in a manner that produces a depth profile\textsuperscript{4}.

2.2 Rutherford Backscattering Spectrometry (RBS)

Rutherford backscattering spectrometry (RBS), named after the well-known Rutherford gold foil experiment, is an analytical technique which can determine atomic mass and elemental concentration versus depth. In RBS, a beam of high energy ions (~MeV protons or helium) bombard the surface of a sample. While most of the ions come to rest inside the sample, a small portion of ions are backscattered and can be collected by the detector. The collision process can be simulated with classic energy (and momentum) conservation models for elastic collisions, as illustrated by the following equation\textsuperscript{5}:

$$E_1 = kE_0,$$

where $E_0$ and $E_1$ are the projectile energy before and after collision, respectively. The kinematic factor, $k$, is defined as:
\[ k = \frac{M_1^2}{(M_1 + M_2)^2} \left\{ \cos \theta \pm \left[ \frac{M_2}{M_1} \right]^2 \sin^2 \theta \right\}^{1/2} \],

where \( M_1 \) and \( M_2 \) are the mass of the projectile atom and the target nucleus, respectively, and \( \theta \) is the scattering angle. Based on this equation, the element (mass) of the scattering atom can be determined based on the energy of the backscattered ions (and a knowledge of mass of the incident particle and the scattering angle). Lighter atoms have more momentum transfer and thus have more energy loss in the backscattered ions. For the extreme case, hydrogen and helium atoms are undetectable in RBS since the incident ions are not backscattered, resulting in many of them forward scattered into the sample. In addition, incident atoms (H or He) lose energy as they travel through the solid. The energy loss depends on the species, energy of the projectile, the density and composition of the sample, and the distance traveled inside the solid. One can also obtain a depth profile by fitting the RBS spectra to a model of energy loss in materials (knowing certain materials properties).

Heavier atoms usually have higher sensitivity in ion scattering due to the higher scattering cross section when compared to lighter elements. On the other hand, even for two high-Z elements, if their atomic masses are
close to each other, it is very challenging to differentiate them in RBS spectra.

However, not all of the collisions between the projectile and the target are physical collisions. In some cases, a nuclear reaction occurs during the collision. By making use of the nuclear reaction, the capability of nuclear reaction analysis (NRA) is developed in the RBS chamber and becomes especially significant for low-Z element measurements (i.e. C, O, N, F) due to their low scattering cross sections in conventional RBS measurements. Moreover, NRA also makes it possible to detect hydrogen atoms in the solid films, which is extremely challenging for most of other elemental analysis techniques. The reactions below are a few popular nuclear reactions for the quantitative analysis of H, D, O and N:

\[ ^{15}\text{N} + ^{1}\text{H} \rightarrow ^{12}\text{C} + \alpha + \gamma \]

\[ ^{3}\text{He} + \text{D} \rightarrow \alpha + p \]

\[ ^{16}\text{O} + \text{D} \rightarrow ^{17}\text{O} + p \]

\[ ^{14}\text{N} + \text{D} \rightarrow ^{15}\text{N} + p \]
In the above nuclear reactions, either the characteristic $\gamma$-ray or the fast protons emitted by the reaction are detected in the NRA system.

In summary, RBS (and ion scattering more generally) offers a powerful way to quantitatively measure the elemental concentration with depth information in a solid, and is most quantitative and sensitive for high-Z elements. The extended application of nuclear reaction methods compensated for the low scattering cross section of low-Z elements in RBS and enables detection for most elements in the periodic table.

2.3 Atomic Force Microscopy (AFM)

Atomic force microscopy (AFM), one of the most popular scanning probe microscopy techniques, is a powerful tool to image surface topography of a material. There are many variants of AFM, some of which can be used to image mechanical, electronic, magnetic, optical, chemical and other properties of material surfaces, in addition to structure.
Figure 2.3 is a simple scheme of an AFM instrument comprised of a cantilever (with a sharp tip at one end), a laser source, a position-sensitive photodiode, a piezoelectric scanner, and a detector with feedback electronics. When the tip is scanning across the surface of a sample, the cantilever will be deflected due to the atomic force between the tip and the sample surface. The cantilever deflection can be measured by detecting the reflected laser’s position on the position-sensitive photodiode. To keep a constant force (or oscillation amplitude) between the tip and the sample surface and to prevent the possible tip damage, a feedback loop is
introduced. The sample is positioned at all three dimensional directions with the help of the piezoelectric to keep the force constant.

As the tip is moved towards the surface prior to scanning, an attractive force will usually appear when sufficiently close that weak interactions. Eventually a repulsive force will result when the tip is in contact with the surface, pushing into the bulk. One can image the surface either when in the attractive or repulsive regime, using either a DC or AC (tip and cantilever oscillating) mode. The non-contact mode is conducted under the attractive force and, as the name suggested, the tip doesn’t contact with the surface and usually oscillates at a constant amplitude and/or resonance frequency. In contact mode, the tip contacts the surface and is usually accomplished in a DC (non-oscillatory) mode, with a slight constant repulsion between tip and surface. The non-contact mode has the advantage of less tip and sample surface damage benefiting from non-physical contact. However, the contact mode is the preferred method in some cases, such as probing the surface when immersed in a liquid. Both contact and non-contact are used in soft materials such as polymers. In the tapping mode, the tip is oscillated above a surface with a percentage of the tip’s full amplitude. Tapping mode can provide moderately high resolution
and maintain a low level of tip/sample damage, although the exact properties in tapping mode are a complex convolution of film and tip mechanical properties and any other forces that may arise between the two materials.

AFM can be modified to extract more information from the sample. For example, lateral force microscopy (LSM) monitors friction, drag and lateral mechanical properties of the surface by monitoring the cantilever lateral deflection when a tip is scanned across a surface. Electrostatic force microscopy (EFM) and magnetic force microscopy (MFM) can be employed to study the electrostatic (i.e. charges, ferroelectric domains) and magnetic properties of the sample respectively. Kelvin probe force microscopy (KPFM) probes the local potential of a surface, and is used to investigate nanoscale electrical properties\(^7\) (e.g. work function) at the surface of materials and in devices

### 2.4 Raman Spectroscopy

Raman spectroscopy\(^8\), named after Sir C.V. Raman who won the Nobel Prize for Physics in 1930 due to the discovery of Raman scattering, probes a molecule's vibrational information. Raman spectroscopy yields
information about bonding in molecules and solids, and can help identify composition and chemistry.

To understand Raman spectroscopy, Raman scattering has to be discussed first. When a beam of monochromatic light impinges upon a sample surface, most of the scattered light collected experiences no frequency change; this is called elastic Rayleigh scattering. However, an extremely small portion of the scattered light does experience a lower or higher frequency (energy) shift corresponding to Stokes or anti-Stokes Raman scattering due to the interaction between light and molecular vibrations. By scanning the frequency of the scattered light, various excitation and loss modes in a molecule or material can be investigated. In reality, a near infrared (NIR), visible, or ultraviolet (UV) monochromatic laser is employed as the exposing source. To filter out the majority Rayleigh scattering, either an interference filter or a spectrophotometer is used. However, the biggest instrumental problem is the poor intensity of Raman scattering. To enhance it, many approaches has been developed, such as stimulated Raman with a pulsed high power laser source, coherent anti-Stokes Raman with two laser beams, resonance Raman, and surface-enhanced Raman\textsuperscript{9} with proper surface modification.
As both are vibrational spectroscopies, infrared (IR) spectroscopy and Raman spectroscopy have a lot in common. However, the difference between them is significant, usually related to the symmetry of the mode, which helps us make the right choice in tool to use in any given case. The primary difference is that for IR active modes in molecules or solids, their dynamic dipole moments have to change during scanning (symmetric modes are not observed), while in Raman active ones have to have the polarization change (antisymmetric modes are not observed). For example, neutral bonds (i.e. O=O, C-C) with small dipole moment have weak IR absorption but strong Raman intensity. Other differences also exist in different spectra (absorption vs scattering), laser sources, cost of instrumental setup and so on.

2.5 Secondary Ion Mass Spectrometry (SIMS)
Secondary ion mass spectrometry (SIMS) is a specialized mass spectrometry method used to quantitatively characterize film composition and to depth profile a film. Compared with regular surface characterization techniques such as AES, XPS, and EDX (with a detection limit of $10^{19}-10^{20}$ atoms/cm$^3$), SIMS shows orders of magnitude lower detection limit ($10^{14}-10^{16}$ atoms/cm$^3$), thus it can quantify impurities present at much lower concentration, for example and probing the depth distribution of dopants. Moreover, SIMS is one of the most surface sensitive compositional analytical techniques with depth information as low as 0.2 nm at a surface. With the help of ion etching, a detailed depth profile can be obtained. In addition, when using the mass spectrometer as a secondary ion detector,
isotopic detection becomes one of its biggest advantages over other compositional characterization methods.

With regard to the SIMS instrumental setup as shown in Figure 2.4, the primary components include: the primary ion beam (e.g. \( \text{O}_2^+ \), \( \text{Cs}^+ \), \( \text{Ar}^+ \), \( \text{Ga}^+ \)), the sample/sample holder, the mass analyzer (e.g. quadruple, time of flight, magnetic sector), and the ion detector. The simplified working principle starts by an incident primary ion bombardment on the sample surface, thus further producing secondary ions. These secondary ions can be collected and have their mass analyzed and counted by the ion detector.

However, there are still some limitations for SIMS. First of all, since all of the steps occur in a high vacuum chamber, the sample must be vacuum compatible. Secondly, the process producing secondary ions are not fully understood or controllable. Finally, some complicated molecules are hard to analyze by SIMS due to their complicated secondary ion cracking patterns.

### 2.6 Scanning Electron Microscope (SEM) and Helium Ion Microscope (HIM)
The scanning electron microscope was first invented in 1937 by Manfred Von Ardenne and became one of the most widely used high magnification (beyond optical limits) microscope. As shown in Figure 2.5, a beam of electrons, accelerated by a high voltage (~ kV), applied between the cathode and the anode, is emitted from the electron gun, which usually made of lanthanum hexaboride crystal. This enables high efficient electron emission and narrower electron energy distribution. After traveling through a series of lens, apertures, and coils, the electron beam will be focused, diameter-tailored, and deflected to a certain point on a sample surface, with the energy at the sample usually 10’s of keV. Taking advantage of the interaction between the primary electron beam and the surface of the sample, one or more electron detectors can be used to collect electrons emitted from the sample to construct an image. The most common detector is called secondary electron detector, which collects the emitted low energy (<50 eV) secondary electrons, electrons that for the most part are created as the incident electrons lose energy as they scatter through the sample. Another powerful detector, the backscattered electron detector, collects the back scattered high energy primary electrons due to elastic scattering with the sample atoms. One of the biggest advantages of
backscattered electron detectors is that it provides contrast information based on the chemical composition of the sample, due to the fact that heavier atoms backscatter electrons more strongly.

In addition to the electron detectors, energy dispersive X-ray spectroscopy (EDS), as an elemental analytical technique, has become one of the most powerful accessories to microscopy. The EDS detectors collect the characteristic x-rays emitted via energy relaxation that results when outer electrons fall into core shell holes. Occasionally, the EDS spectra become ambiguous because of peak overlap, such as Mn $K_\beta$ and Fe $K_\alpha$. 
Figure 2.5 A scheme showing how a conventional SEM works\textsuperscript{11}.

Though SEM has been continuously developed since its invention, limitations (charging, high excitation volume, and mediocre beam resolution) still exist hindering its wider application. Among those limitations, sample charging, due to non-conductive biologically related samples such as organs and cells, severely blurs the image. To solve this problem, a thin conductive layer (i.e. Au/Ag/Pt/C) is usually deposited (i.e. sputtering) on the surface of the sample to increase surface conductivity. Although partially solving the charging issue, conductive layer deposition can also cause other unwanted issues, such as surface damage and topographical deformation.

Helium ion microscopy\textsuperscript{12} (HIM) is one of the more excited new developments that helps circumvent the charging problem of SEM. Benefited from using heavier helium ions instead of electrons, the HIM displays some significant advantages. First, due to helium’s shorter De Broglie wavelength, a highly confined helium ion beam with smaller diameter can be achieved. Second, because of the higher probability of scattering of helium ions relative to electrons at the same energy, helium beams have smaller excitation volumes, more concentrated at the surface,
thus yielding a better image resolution. Finally, since helium ions have much higher secondary electron yield, HIM has a much higher tolerance on the low conductivity of a sample and can be operated with an extremely low beam current. However, HIM suffers from its own disadvantages. With the heavier helium ion as the primary beam, ion beams usually damage to the surface faster than electrons of the same flux.

From an instrumental perspective, the ion source is one of the major differences. As the predominant ion source technique, a gas field ion source (GFIS) is a technique in which gas phase helium atoms become charged on the apex of a tip placed under a high voltage. They are then further extracted by the negative potential anode. This provides high brightness and small virtual source size. Additionally, as EDS completes SEM with an elemental analysis capacity, HIM has the same potential as well by detecting the energy of the backscattered helium ions, sharing the same working principle with RBS.

Finally, with regard to its patterning application, the helium ion beam can act both as a physical ion source, by milling into the sample with a pattern, and as a chemical activation ion source, which can be used to write
a pattern on a lithographic resists. In a later chapter, we will discuss this issue in detail.

2.7 Other Characterization Methods

Beside the instruments discussed above, other characterization techniques will be briefly mentioned here. Thermogravimetric analysis (TGA) records the mass change of a sample as a function of increasing temperature in a certain gas environment. In this thesis, TGA was employed to monitor the mass change of the HfOCl₂ solution, from which we can extract and calculate the accurate concentration information of the original solution. Reflection electron energy loss spectroscopy (REELS) is another tool to characterize some chemical and electronic properties of a material. Meanwhile, the low energy loss spectra shed some light on the possible electron-material interaction modes. We used REELS to look at the possible electron-HafSOx interactions. For the HafSOx film composition analysis, medium energy ion scattering (MEIS; ~100keV ions) was also used to offer depth profile information with higher depth resolution relative to high energy RBS (~1MeV).
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Chapter 3: HafSOx thin film characterization

3.1. Introduction

Solution processed hafnium oxide sulfate (HafSOx) was first reported\(^1\) by J. T. Anderson \textit{et al} in 2007 as a dielectric layer incorporated in a thin film transistor (TFT) device. This revealed an extraordinary $10^6$ on-to-off ratio and ultra-low nA level gate leakage current compared with other solution processed oxide dielectric films. Moreover, it also was used to fabricate ultra-thin and extremely smooth nano-laminate structures, which demonstrates a super abrupt interface indicating low inter-diffusion between layers. In this paper, the HafSOx films were prepared by mixing sulfuric acid ($\text{H}_2\text{SO}_4$) and HfOCl\(_2\) followed by a low temperature (135°C) baking and a high temperature (325°C) condensation process to evaporate off the solvent, water.

The use of a HafSOx film in patterning was patented and then published\(^2\) in Microelectronic Engineering by J. Stowers and D.A. Keszler in 2009. In this paper, based on the original solution-processed dielectric HafSOx films, radiation (photons, electrons or ions) sensitive $\text{H}_2\text{O}_2$ was
added into the precursor solution (H₂SO₄ + HfOCl₂) and spin coated on the Si substrate followed by a soft bake. Patterned by e-beam lithography and developed by tetramethylammonium hydroxide (TMAH), the exposed part remains on the surface, thus HafSOx is a negative resist. HafSOx exhibited a D₀.₈=21 μC/cm² (the dose at which the thickness of the developed structure is 0.8 of the fully activated and developed ones) with the contrast (a parameter measuring the resist sensitivity to dose changes) of 2.5, while ZirSOx (Zr replaces Hf) exhibited a D₀.₈= 7.6 μC/cm² with a contrast of 2.6. In addition, a critical dimension of 15 nm lines was also achieved with a LWR (line wall roughness) of 1.9 nm.

Unlike conventional solutions such as sodium chloride, the water solution of HfOCl₂, a component of the HafSOx precursor solution, under acidic conditions becomes a cluster-suspended solution in which the hafnium (IV) forms predominantly a tetra-nuclear cluster³,⁴ bridged by hydroxyl groups with a corresponding formula of [Hf₄(OH)₈(H₂O)₁₆]⁸⁺. With the addition of H₂O₂ and H₂SO₄, the peroxo and sulfate group⁵-⁷ will both strongly coordinate to the Hf atoms, which may change the cluster size and stoichiometry in solution and eventually film. More importantly, the nature
of the nanometer, or even sub-nanometer, sized central components enables very flat surface to be formed with deposited films.

In this chapter, we will discuss XPS, XPS depth profiling, and RBS, and their uses to probe the information of the HafSOx chemical composition and oxidation states of each element. Raman was employed to investigate the bonding conditions in the films.

3.2. Experimental Section

Precursor solution preparation

The HfOCl₂·8H₂O (98+% purity, Alfa Aesar) powder was dissolved in 18.2 MΩ purified water (Millipore) at approximately 1 M concentration followed by filtration to make a hafnium stock solution. TGA (Perkin Elmer TGA7 Thermogravimetric Analyzer) was used to determine the exact concentration. A 50 μl hafnium stock solution was placed inside a platinum crucible, which then was sealed in a quartz tube in an oxygen atmosphere. The heating process was programmed in three stages: (i) 90°C for 2hr 30min, (ii) 500°C for 30min, and (iii) 800°C for 2hrs, with the heating rate kept at 10 °C/min. The accurate concentration was calculated based on the mass of the final fully oxidized hafnium dioxide. 1 M H₂SO₄ (Sigma Aldrich)
and 30 wt% H₂O₂ (Sigma Aldrich) was used as received. The conventional HafSOx precursor solution was prepared by mixing HfOCl₂, H₂O₂, and H₂SO₄ solutions, and diluting with 18.2 MΩ Millipore water to around 0.15 M. The HafSOx solution, analyzed by Raman spectroscopy, was finally mixed to a concentration of 0.45 M for the purpose of higher signal intensity from thicker films. A standard HfOCl₂:H₂O₂:H₂SO₄ ratio of 1:3:0.7 was used in all HafSOx films unless otherwise noted. All HafSOx solutions were made fresh within 1 hour before the consecutive film deposition.

Film deposition

For all general-purpose HafSOx films, single-side polished N-type As-doped Si<100> wafers (Resistance 0.001-0.005 ohm-cm) with native oxide were used as substrates. Prior to the HafSOx deposition, the Si wafers were cleaned by consecutive sonication in acetone, isopropanol (or methanol), and deionized water. Next, the wafers would be treated by an oxygen plasma for 10 minutes or UV/Ozone for 15 minutes to remove surface adventitious organic carbon and create more surface OH bonds, ensuring better wetting of the surface during the following deposition processes. The 0.15 M precursor solution was filtered by the 0.45μm PTFE
(Polytetrafluoroethylene) filter, then deposited by spin coating (Laurell Technologies) at 3000 rpm for 30s, with an acceleration rate of 3000 rpm/s, then moved onto a hotplate and soft baked at 80-300°C for 3 minutes. After cooling, the films are ready for characterization. For Raman spectroscopy, aluminum substrates (80 nm Al/200 nm thermal SiO₂/Si) treated by 15 minutes oxygen plasma, or 20 minutes UV/Ozone, and were spin coated with the 0.45M HafSOx solution.

**XPS**

XPS spectra were acquired with a Thermo Scientific K-alpha X-ray photoelectron spectrometer with an Al Kα (1486.6 eV) micro-focused monochromatic X-ray source and ultra-low energy (5-10 eV) electron flood gun to help with charge compensating for samples that charge. A pass energy of 50 eV was used for high-resolution element-specific XPS spectra, while 200 eV was used for low-resolution survey XPS spectra. All spectra were analyzed with the Avantage software package from Thermo Scientific. The binding energy scale was calibrated with the adventitious carbon 1s peak at 284.8 eV. The number of O peaks was set to two, and peak full width half maxima (FWHM) was constrained to be in the range of 1.7-1.8 eV.
for peak fitting of the oxygen 1s spectral range. Peak fitting was conducted with mixed Lorentzian and Gaussian peak shapes. To remove the “background” intensity enabling us to better focus on peak shape and position, we used a “Smart” Shirley method. For the XPS depth profile, an Argon ion gun was employed to sputter the surface at the energy of 1,000 eV.

RBS/MEIS

Rutgers has a Tandetron style RBS system equipped with a helium ion beam source that we typically operate at 2 MeV. During the measurement, the normal incidence (0°) was set for the primary beam. The backscattered He ions were collected at the exit angle of 17°. For the raw data fitting and analysis, the SIMNRA 6.06 software package was used. For the MEIS measurements, 200 keV He ions were typically chosen as the incident particle and energy.

Raman Spectroscopy

Raman spectra were collected from a Renishaw inVia Reflex Micro-Raman system, which includes three laser sources: 514 nm, 633 nm, and 786 nm. Prior to any measurement, the system calibration was conducted
using a standard pure Si wafer to check if the main Si Raman peak was located at $\sim 520 \text{ cm}^{-1}$. The 633 nm laser was chosen as the primary laser for HafSOx film characterization with 100% laser power, exposure time 40 /s, spectra accumulation 15 times, and cosmic ray removal.

3.3. Results and Discussion

TGA was employed to dynamically monitor the mass loss of the HfOCl$_2$ stock solution; an example of a typical TGA curve is shown in Figure 3.1. Three mass-loss stages can be spotted in the curve. The drastic mass-loss stage 1, labeled in the figure and located at around 100°C, should be mostly attributed to the loss of solvent water. As the temperature continued to rise to around 200°C, the Stage 2 mass-loss happened largely due to the thermal decomposition$^{8,9}$ of HfOCl$_2$ to hafnium oxide$^{10}$ and/or hydroxide. Although we have no direct evidence in our work, the chlorine in HfOCl$_2$ is believed to leave the solution in the form of Cl$_2$ gas. In the final stage, labeled Stage 3, starting from 400°C up to 800°C, a very gradual mass drop can be observed. In this temperature interval, the further condensation of hydroxyl groups is presumed to occur. Meanwhile, the thermal decomposition of sulfate groups, another possibility, also
contributes to the mass-loss and has been validated in other sulfate systems\textsuperscript{11}.

\textbf{Figure 3.1} An Example of a TGA curve of the HfOCl\textsubscript{2} solution mass loss in three-stage heating process.
Figure 3.2 XPS data for an 80°C annealed HafSOx film on a Si wafer: (a) the survey spectrum, (b) the Hf 4f spectrum, (c) the S 2p spectrum, and (d) the O 1s spectrum.

In order to obtain information of the film composition and oxidation states of each element, XPS was a powerful tool employed in this study. Figure 3.2 (a) exhibits an XPS survey (wide energy range) spectrum of an 80°C annealed HafSOx film, from which all elements, Hf, O, and S can be observed. We found carbon as the main impurity. The adventitious carbon impurity mainly results from hydrocarbons absorbed on the film surface, presumably adsorbed from the atmosphere; the surface carbon is used as a
reference\textsuperscript{12-15} (284.8 eV) energy (as is commonly done), to calibrate the binding energy of all elements. To carefully investigate each element, high resolution XPS spectra have to be collected with a smaller pass energy (50 eV). As shown in Figure 3.2 (b), the Hf 4f peak was fit by a pair of coupled peaks, the Hf 4f\textsubscript{7/2} and Hf 4f\textsubscript{5/2} doublet at around 17.5 eV and 19.1 eV respectively. The locations of the doublets indicated the Hf (IV) oxidation states in accordance with literature\textsuperscript{16-18}. No metallic hafnium, located below 16 eV, has been found. The small bump\textsuperscript{19} at higher binding energy (23-25 eV) results from weak energy loss of core-level electrons. Although it has identifiable oxidation states, the detailed hafnium bonding condition is difficult to deconvolute from the limited information. In the S 2p spectrum (Figure 3.2 (c)), the main peak at 168.7 eV, fitting quite well with the spin-orbit S 2p\textsubscript{3/2} (168.6 eV) and S 2p\textsubscript{1/2} (170.1 eV) doublet, corresponds well with S in SO\textsubscript{4}\textsuperscript{2-} in literature\textsuperscript{20,21}. In Figure 3.2 (d), the O 1s peak with the small shoulder can be modelled with two singlet peaks: a higher binding energy O 1s peak A (532.0 eV) and a lower binding energy O 1s peak B (530.2 eV), which accounts for the small shoulder. The main peak A is attributed to hydroxyl and sulfate groups in the HafSOx film. As for the lower binding energy O 1s peak B, the published literature\textsuperscript{22-24}, with similar
metal peroxide systems, have attributed it to O in a metal-oxygen-metal frame. In our case, it is due to the formation of the Hf-O-Hf network during x-ray scanning across the surface. This will be discussed in the following chapter as to its importance of radiation chemistry indication of HafSOx resists.
Figure 3.3 XPS peak comparison between various temperatures: (top, a) S, (middle, b) O and (bottom, c) Hf.
The high resolution elemental XPS spectra are plotted against temperature in Figure 3.3. The S peaks, in Figure 3.3 (a), shows negligible shift in the position indicating no drastic chemical reaction happened during the temperature increase to 300°C. Supported by the literature\textsuperscript{11}, the sulfate kept a stable state with increasing temperature until 400-500°C. In Figure 3.3(b), the O peak for 80°C and 150°C annealed samples exhibited no observable changes. However, given the temperature was continuously increasing, the lower binding energy shoulder started to grow. This expansion indicates the formation of more Hf-O-Hf network species due to possible thermal decomposition. Finally, the Hf peaks at various annealing temperatures were compared in Figure 3.3(c) and still the Hf peaks of the 80°C and 150°C annealed films showed almost the same peak energy and intensity. Overall, we can conclude from XPS that no drastic change has taken place inside the films when the temperature increases from 80°C to 150°C. However, in accordance with O, there is a noticeable change when annealed from 150°C to 300 °C; a difference on the peak binding energy can clearly be observed. We observed that the Hf peak shifts to lower binding energy by around 0.5 eV during the annealing temperature increase. Since hydroxyl dehydration was proposed to account for the low
binding energy shoulder expansion, it can also be used to explain why the Hf peak shifts to lower binding energy. Assuming the original Hf-OH$_2$ and Hf-OH bonds were broken and replaced by Hf-O-Hf in the dehydration process, the lower electronegativity Hf (1.3) can extract fewer electrons than the original higher electronegativity H (2.1), which will thus cause a higher density of electrons around the Hf in the Hf-O-Hf network. This will strengthen the electron screening for the positively charged Hf nucleus. The weakened screening effect will increase the kinetic energy of the collected core-shell electrons and, lead to a lower observed binding energy.

<table>
<thead>
<tr>
<th>Element</th>
<th>80°C</th>
<th>150°C</th>
<th>300°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hf</td>
<td>12.7</td>
<td>12.8</td>
<td>13.6</td>
</tr>
<tr>
<td>S</td>
<td>13.0</td>
<td>13.3</td>
<td>13.8</td>
</tr>
<tr>
<td>O</td>
<td>74.3</td>
<td>73.9</td>
<td>72.6</td>
</tr>
</tbody>
</table>

**Table 3.1** Atomic percentages of Hf, S and O in HafSOx annealed at various temperatures.
Other than the oxidation state information, we summarize the stoichiometry information of HafSOx films annealed at various temperatures and the results are exhibited in Table 3.1. The Hf-to-S ratio was kept at a relatively constant level, while Hf-to-O increased moderately with temperature, possibly a result of the evaporation of solvent water trapped in the films and further condensation of bound hydroxyl groups.

**Figure 3.4** RBS data of an 80°C annealed HafSOx sample

Due to the inelastic mean free path of electrons, XPS can only collect electrons emitted from around the top 5-10 nm of a film. In order to obtain stoichiometric information of the bulk material, other approaches have to be employed. In this study, RBS, with a 2MeV helium ion source, has been used; **Figure 3.4** shows a conventional RBS spectrum of an 80°C annealed
HafSO\textsubscript{x} film deposited on Si with native SiO\textsubscript{2}. O, S, and Hf are observed as sharp peaks in the spectrum. The plateau, starting from channel number 900, represented the signal from the Si substrate. The low atomic number C is difficult to observe and quantify due to its low cross section in RBS, its small signal to noise ratio, and its overlap with the Si plateau. Suffering from the same reason, the quantification of O is also challenging.

After modeling and peak fitting, the data collected from the normal incidence angle experiment was summarized in Table 3.2. Based on the areal density calculated from peak fitting, the film thickness can be determined. As shown in the table, the film thickness decreased from 23 nm to 12.9 nm when the annealing temperature increases from 80°C to 150°C. The film condensation at higher temperatures most likely results from water loss due to simple evaporation and then chemical dehydration, which is in agreement with the Hf:O ratio increase observed in the XPS experiment.

<table>
<thead>
<tr>
<th>Annealing Temp.</th>
<th>Areal density (Atom/cm\textsuperscript{2})</th>
<th>Thickness (nm) by RBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>80°C</td>
<td>82.043</td>
<td>23.0</td>
</tr>
</tbody>
</table>
Table 3.2 Areal density and calculated thickness for different annealing temperatures.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Areal Density</th>
<th>Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>77.887</td>
<td>16.2</td>
</tr>
<tr>
<td>300°C</td>
<td>71.102</td>
<td>12.9</td>
</tr>
</tbody>
</table>

Figure 3.5 Depth profiles of HafSOx annealing at 80°C, 150°C and 300°C from MEIS. Stoichiometries are estimated used simple modeling of the experimental data.

Other than near surface and bulk film composition, depth profiling is another interesting tool used to investigate our HafSOx films. Though our XPS was equipped with a sputtering gun that was capable of depth profiling by alternating between sputtering and XPS probing, sputter depth profiling results in preferential sputtering of some atoms relative to others (i.e.
sputtering rates are 1.5 atoms/ion for Hf and 5.5 atoms/ion for S for 1000 eV Ar ion sputtering). Moreover, surface roughing due to preferential sputtering also results in a sputtering topographical uniformity problem, which makes the depth profile less meaningful. RBS is also capable of depth profiling, but loses depth resolution caused by the high probing ion beam energy. To help resolve this problem, MEIS offers high depth resolution. MEIS spectra were collected, modeled, and finally summarized, as in the Figure 3.5. Fit with the similar models, the top HafSOx films annealed at 80°C, 150°C, and 300°C were all fit into a thin top layer (2-3 nm) and thicker bottom layer. Compared with the bottom layer, the top layer had a slightly higher Hf concentration in both cases, which might be caused by Hf atoms migration during annealing, or a change in stoichiometry during exposure to air or vacuum. In addition, in the native silicon oxide layer, a small amount of Hf atoms appear to be incorporated. In 80°C and 150°C annealed films, Hf atoms are not observed throughout the oxide, and there was still a bottom (~1 nm) pure silicon oxide layer. When the annealing temperature goes up to 300°C, the overall oxide layer was incorporated with migrated Hf atoms, which indicated that high annealing temperature favors Hf
migration. But the detailed mechanism of the Hf migration remains unknown for us.

![Raman spectrum of a HafSOx film annealed at 80 °C](image)

**Figure 3.6** Raman spectrum of a HafSOx film annealed at 80 °C

With the help of electron spectrometry and ion scattering, we investigated the film chemical composition and the oxidation state of each element in the films. However, the subtle changes caused by slight changes in bonding were sometimes beyond the resolution of the techniques we have employed. In some cases, IR and Raman offered key complementary information, but careful observation of the vibrational modes of various species in the films. In this study, we used Raman spectroscopy equipped with a 633 nm laser. The spectrum collected from the 80°C annealed
HafSOx films are shown in Figure 3.6. Compared with the free $\nu$(O-O) vibration peak at 860-870 cm$^{-1}$ for pure H$_2$O$_2^{25-27}$, the $\nu$(O-O) peak we found in 80°C annealed HafSOx located at 838 cm$^{-1}$ represented a bound O-O bond, which had also been observed in other peroxo complexes$^{28, 29}$ of hafnium and zirconium. Similarly, two vibrational peaks of the free bisulfate have been reported at 1050 cm$^{-1}$, but in the film those peaks were shifted to 1009 cm$^{-1}$ possibly due to the sulfate bonding to hafnium. Other systems were also reported with analogous shifts.$^{31, 32}$

### 3.4. Summary

The HafSOx film characterization acted as a first step prior to the investigation of other film properties. In this chapter, various characterization techniques, including electron spectroscopy, photon spectroscopy and ion scattering, were employed to help us build a thorough understanding of the films prepared under different conditions. XPS enabled us to probe the surface chemical composition and the oxidation states of each element in the film. This sheds some light on the film chemistry as a function of temperature. The higher energy ion scattering, RBS, offered a “nondestructive” way to probe the bulk
composition (and to a limited extent depth profile), which challenging for other approaches. Medium energy ion scattering, MEIS, shares a similar working principle to RBS but provides much higher resolution for the depth profile. Raman spectrometry characterizes vibrational information about the films and is used as a fingerprint to identify the bonding condition in the film.

Even with our advanced film characterization tools, there remain some challenges that persist which limit a complete understanding of the HafSOx films. One of the biggest problems was the beam-induced reaction that happens in the film. For most of the techniques we used, either photons (i.e. x-ray) or ions (i.e. proton or He) with high energy were used as the primary beam to probe the film. This inevitably causes a radiation reaction due to the existence of the photon/ion/electron sensitive peroxides. Therefore, with those methods, it was quite difficult to characterize the very “original” state of film, as it is changing as soon as the first probe species arrives at the surface.
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Chapter 4: Radiation chemistry of HafSOx as a lithographic resist

4.1 Introduction

As discussed in Chapter 1, the positive-tone resists (e.g. PHEMS\textsuperscript{1}, PMMA\textsuperscript{2} and t-BOC\textsuperscript{3}) usually undergo a scission mechanism during exposure, thus creating a solubility difference between the exposed region and the unexposed region. This eventually made the pattern show up on the surface. On the contrary, to achieve a similar solubility disparity, a mechanism akin to the polymerization or cross-linking has been proposed and validated as one of the most predominant paths for negative-tone resists (e.g. HSQ\textsuperscript{4}, COP\textsuperscript{5}, SU-8\textsuperscript{6}). To investigate the radiation chemistry of HafSOx, the nature of the films had to first be considered.
Figure 4.1 The scheme of the cluster composed HafSOx films.

As shown in Figure 4.1, three major components exist in the HafSOx films. The monomer of the films is nanometer, or sub-nanometer, sized Hf oxide/hydroxide cluster which provides sufficient chelating sites and contributes to the atomic level smoothness of the film. The peroxo (-O-O-) group, bound to Hf atoms, act as the radiation sensitive sites to initiate the radiation chemistry that results in a film solubility change. The sulfate ($SO_4^{2-}$)
group, another indispensable component, works as a spacer to prevent two adjacent clusters from approaching too close to each other; it appears to limit cluster aggregation and film degradation.

Based on the above model, a radiation-induced cluster networking mechanism, as shown in Figure 4.2., was proposed for the HafSOx film as a negative resist. The radiation sensitive peroxo groups, initiated by the electrons, photons, and ions, can decompose, breaking the -O-O- bond and forming Hf-O-Hf bonds between two adjacent clusters. Zooming out to a larger scope, the individually-separated clusters formed a large cluster network upon radiation.
Figure 4.2 Proposed bond breaking and bond formation induced by photons/electrons with the sufficient energy.

From a larger scale perspective, the solubility of the films changes according to the behavior of the nanoclusters as shown in Figure 4.3. Without energy deposition via radiation, the as-deposit films, with individually separated clusters, fully dissolve in the development solution (e.g. tetramethylammonium hydroxide (TMAH)) due to its small size. However, given enough radiation with sufficient energy, the cluster will
aggregate and form a large hafnium oxide/hydroxide network, which becomes insoluble in the development solution. Therefore, for a radiation exposed patterned film, after development, the exposed part remains while the unexposed part is totally dissolved making HafSOx a negative-tone resist.

**Figure 4.3** Film solubility change in different stages of the lithography process
To validate and explore the detailed mechanism, XPS is employed to investigate the film’s composition at different stages of its lithographic process. Meanwhile, the x-ray source equipped in XPS emits 1200-1400 eV x-rays acting as the radiation source to chemically activate the film, and provides us an in-situ way to dynamically monitor the film change during radiation exposure. The structure of the film is extremely challenging since the film itself is amorphous and all of the analytical tools, such as XRD\textsuperscript{7}, do not work for our films. In this study, we choose isotopic labeling and time-of-flight (TOF) SIMS techniques\textsuperscript{8} aimed at extracting some information to complement our limited knowledge of the clusters in the solid films.

4.2 Experimental

Film exposure and development

The HafSOx precursor solution and solid films were prepared by the methods mentioned in Chapter 3. The HafSOx solution, without H\textsubscript{2}O\textsubscript{2}, was prepared with the pre-selected Hf-to-sulfate ratio and hafnium final concentration by simply replacing H\textsubscript{2}O\textsubscript{2} with distilled water with the same volume. The films for the patterning purpose were annealed at 80°C for 3 min using a soft bake procedure. A ZEISS Ultra-55 scanning electron
microscope installed with a J.C. Nability pattern generation system was employed for pattern operation at a 30kV accelerating voltage at a dose of 800μC/cm². The post-exposure films were developed in a TMAH water solution (25 wt%, Sigma Aldrich) for 60s followed by a thorough water rinse and a consecutive hard bake on a hotplate at 300°C for 3-5 minutes.

**XPS**

XPS was operated under the same conditions mentioned in the previous chapters. For in-situ monitoring of the peak evolution of each element, XPS spectra were collected and saved after each scan at the same point using a low pass energy (50 eV).

**Isotope labeling and SIMS**

The $^{18}$O labeled H$_2$O$_2$ (Icon Services Inc., 1.12% $^{18}$O) was chosen to prepare the HafSOx precursor solution but the deposition method and conditions remained unchanged. All TOF-SIMS testing was performed at the Evans Analytical Group (East Windsor, NJ) using a Ga$^+$ primary beam.

**4.3 Results and Discussion**
For general purposes, the accumulation of a number of scans helped to obtain a spectrum with a better signal-to-noise ratio, as shown in Figure 4.4(c). Unfortunately, we lose some extremely significant information by extended scanning. High energy x-rays continuously shine on the photon-sensitive HafSOx during the XPS measurement. In other words, the radiation chemistry can occur inside the film from the very first moment when x-rays hit the sample surface. Therefore, by consecutively collecting every XPS spectrum with time, instead of accumulation in the default data collection mode, we were able to dynamically trace the radiation chemistry and film composition change, in-situ, that was induced by x-ray during XPS exposure and measurement.

Figure 4.4 exhibits the XPS O1s peak at the 1st, 5th and 20th scan and, as we described in the previous chapter, we can fit the peaks with two O1s singlets: the higher binding energy peak A (~532 eV) and the lower binding energy peak B (~530 eV). Peak A represents O in sulfate and hydroxyl groups while peak B stands for O in the oxide structure---the Hf-O-Hf network. As soon as we completed the peak fitting for them, we found something quite interesting. Without significant peak shifting, the intensity of peak B with lower binding energy increased significantly. The scan
numbers went up from the 1\textsuperscript{st} scan and 5\textsuperscript{th} scan to 20\textsuperscript{th} scan, indicating the formation of Hf-O-Hf network species during the XPS measurement. And furthermore the radiation chemistry happened in a relatively large and measurable time scale.
Figure 4.4 The O XPS peak evolution with x-ray exposure: (top left, a) 1st scan, (top right, b) 5th scan and (bottom, c) 20th scan.

After observing this interesting peak evolve, we reorganized the data by calculating the percentage of the O1s peak B area out of the overall O1s peak area. Then, as you can see in Figure 4.5, we plotted a curve of peak B relative intensity (as a percentage of total O1s peak intensity) against the number of scans (in effect time) for HafSOx films annealed at different temperatures.
Figure 4.5 O1s peak B percentage change with number of scans for films annealed at various temperature: (top, a) 80°C and 150 °C
In both cases, the curves start at a very low percentage of O1s peak B in the first scan, then they followed a path akin to a logarithmic increment and finally they become almost saturated after 50 scans, which also depicts the dynamics of Hf-O-Hf formation upon x-ray activation. Before the x-ray exposure, the clusters are bound and protected with peroxo groups. It appears that at room temperature, there is a low probability for two adjacent clusters to react with each other to form the Hf-O-Hf network thus showing almost no O1s peak B in XPS at the first scan. But as soon as the XPS exposure begins, x-rays appear to initiate the chemistry that breaks the bound peroxo (-O-O-) species and producing reactive O species (e.g. O-, O+, O', O2-) that react with adjacent clusters to grow the Hf-O-Hf network. Eventually this process saturates, and the amount of Hf-O-Hf species that is produced and detected stops. At this point, the O1s peak B reaches a plateau.

A number of other differences in the spectra can also be found by comparing the 80°C and 150°C annealed films. The higher annealing temperature leads to a slightly higher O1s peak percentage for the first scan (2% at 80 °C vs 5% 150°C) but in the end they share a similar level. Trying to understand this, we think the higher annealing temperature will
lead to a thermally-induced bond breakage for some of the less tightly bound peroxo groups, which will form a small portion of Hf-O-Hf network in advance, before the x-ray exposure. However, because the total amount of available peroxo groups are limited and are the same between these two samples, we end up obtaining same total amount of Hf-O-Hf species after x-ray exposure for a certain length of time.

**Figure 4.6** The O1s peak B percentage change vs number of scans for HafSOx films with various Hf-to-peroxo ratios
Motivated by this result, we prepared HafSOx films with various Hf-to-peroxo ratios, starting with no H$_2$O$_2$ added, repeating the same experiment and finally plotting the percent of O1s peak B as a function of the scan number, as shown in Figure 4.6. With various Hf-to-peroxo ratios, the films basically showed only two different behaviors in the graph. The film without H$_2$O$_2$ exhibited almost a constant level of O1s peak B percentage. And furthermore, the level of its O1s peak B stayed around 13%, the level at which the films with H$_2$O$_2$ eventually display a saturated O1s peak B percentage. With the proposed mechanism in mind, it’s not difficult to understand this phenomenon. Without the addition of H$_2$O$_2$, the available bonding sites, where the peroxo groups are supposed to attach, will be occupied by the hydroxyl groups since the precursor solution was a water solution. We therefore assume that when a soft bake is applied without H$_2$O$_2$, it induced the dehydration of hydroxyl groups between two adjacent nanoclusters and forms a large scale Hf-O-Hf network. Therefore, substantial O1s peak B intensity appears at the first scan. Because almost all of the available –OH reacted to form the Hf-O-Hf network, further x-ray exposure did not produce the oxide network anymore and that is why the peak B percentage always stays at a constant level.
Another interesting response observed is that, independent of the Hf-to-peroxo ratio, the films with H₂O₂ all shared a similar behavior as a function of exposure (time, scan#) in the graph; this was somewhat puzzling until we discussed it with our collaborators in Oregon State University. Raman data had been obtained for analogous HafSOx precursor solutions prepared at different Hf-to-peroxo ratios shown in Figure 4.7 (Credit to Jennie Amador). In this figure, two types of peroxide bonding modes were found and investigated, as discussed in the previous chapter: bound peroxide at a wavelength of 834 cm⁻¹ and free peroxide at 876 cm⁻¹. We found that when H₂O₂ was added in the precursor solution, the bound peroxide Raman peak was the first to be observed before the free peroxide was observed, which provided a clear proof that the bound peroxide was the thermodynamically more stable one (under our conditions). Moreover, the bound peroxide intensity became saturated when the peroxo-to-Hf ratio reached 0.5, at which point free peroxide mode peaks began to be exhibited in the Raman spectra. In other words, the Hf clusters could only accept a certain number of peroxo groups, limited by the number of available bonding sites, and excess peroxide will stay in solution as free non-bonding species. More importantly, as discussed in the previous
chapter and was demonstrated by our collaborators, no free peroxide Raman peak was ever found in the soft-baked HafSOx films no matter how much excess peroxide had been added. This tells us that all excess free peroxo groups in the precursor solution are thermally decomposed during the soft bake, and the bound ones, due to stabilization of the chemical bonding, survived the annealing process. Therefore, all HafSOx films with over 0.5 peroxo-to-Hf ratio will all end up with the same amount of bound peroxo groups through the annealing process. That is why all of our films with H₂O₂ in Figure 4.6 exhibit similar fingerprint curves.
Figure 4.7 Raman spectra comparison among HafSOx precursor solutions with various Hf-to-peroxo ratios

Subsequently, we investigated the O1s peak B behavior for HafSOx films prepared with various Hf-to-sulfate ratios. Three informative facts have been found in this graph. First, after comparing the initial O1s peak B percentages of those films, we found that less sulfate in the film contributed to a higher initial O1s peak B percentage which implies more initial Hf-O-Hf network. Sulfate groups act as spacers between clusters to prevent them from further reaction. The lack of sulfates leads to cluster instability. On one hand, more hydroxyl groups bond to the Hf sites where sulfate groups, when present, can stabilize the system. One the other hand, not enough sulfate exists to prevent possible cluster aggregation. Both of those effects resulted in a significant formation of Hf-O-Hf network species. Therefore, less sulfate ended up with more initial Hf-O-Hf network. Second, the HfSOx film with a 1:2 Hf-to-sulfate ratio exhibited no Hf-O-Hf network species. Since Hf in the film is in its 4+ state, its maximum bonding capacity to sulfate groups is 2 sulfates per hafnium. In this case, we reached its maximum ability to chelate with sulfate groups. And we find no Hf-O-Hf
network forming during either the soft bake process and x-ray exposure, which is evidence that for the HafSOx films, the sulfate groups likely have a higher bonding strength to Hf than peroxo or hydroxyl groups. Finally, the films with low Hf-to-sulfate ratio, ranging from 0.1 to 0.4, all exhibit almost the same shape curves with only a difference in the relative intensity. This indicates that in when insufficient sulfate is present, the peroxo groups occupy their original chelating sites and do not bond more to the original sulfate bonding sites, which are occupied by the hydroxyl groups in the solvent.
Figure 4.8 The O1s peak B percentage change vs number of scans for HafSOx films with various Hf-to-sulfate ratios

In addition to in-situ monitoring of each element’s evolution during x-ray exposure, we also explored compositional changes at different stages of a typical lithographical process. As shown in Figure 4.9, four different samples were investigated based on an 80°C annealed HafSOx film with H₂O₂: the as-deposit film, the directly developed film, the film exposed (with a 30 keV e-beam exposing tool at a dose of 800 μC/cm² in this experiment), and the exposed & developed sample.
Figure 4.9 The scheme of the tested HafSOx films at different stages of a typical lithographic process

The XPS data of each sample is summarized in Table 4.1. First, comparing the control as-deposit film and the developed (but not exposed) one, we found that there was still a small amount of Hf remaining on the surface with all S removed, although theoretically we should have dissolved the whole film in the TMAH development solution. This trace Hf residue on the surface has been spotted in TEM\(^9\) as well. Nevertheless, the chemical composition of the Hf residue and the reason how it is produced on the surface remained currently unknown. One of the possible reasons is that the clusters at the interface react and dehydrate with the hydroxyl group at the SiO\(_2\) surface (due to the oxygen plasma or UV/ozone treated Si wafer that we need to obtain a hydrophilic surface) during the soft bake process, thus a thin layer hafnium oxide/hydroxide might form at the interface.

Second, by comparison between the inside (or exposed) area of an exposed & developed film with the original as-deposited film, we found all S is gone and we only have Hf and O left with a ratio around 1:3. Therefore, we know that sulfate groups left the film during the development process, possibly by a sulfate ion exchange with OH\(^-\) from TMAH.\(^{10,11}\) Furthermore,
the 1:3 Hf-to-O ratio indicated that the exposed & developed HafSOx films became hafnium oxide hydroxide, not a traditional 1:2 HfO$_2$ film. In addition, no observable difference has been spotted between the as-deposit films and exposed only films, which resulted from the activation of x-ray during the XPS measurement. Therefore XPS does not really probe the compositional information of the “true” as-deposit films due to the fact that the x-rays begin activating the film as soon as they are turned on.

<table>
<thead>
<tr>
<th>Element</th>
<th>Control sample</th>
<th>Developed sample</th>
<th>Exposed &amp; Developed sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hf</td>
<td>12.3% Trace Hf</td>
<td>25.9% Trace Hf</td>
<td>12.6% 12.4%</td>
</tr>
<tr>
<td>S</td>
<td>13.4% No S peak</td>
<td>N.A. No S peak</td>
<td>13.6% 13.2%</td>
</tr>
<tr>
<td>O</td>
<td>74.3% Mainly from SiO$_2$</td>
<td>74.1% Mainly from SiO$_2$</td>
<td>73.8% 74.4%</td>
</tr>
</tbody>
</table>
**Table 4.1** Atomic percentages of each element in HafSOx films at various lithographical stages.

Other than the stoichiometric information, we also investigated the XPS peak shift at the various stages during the lithography process. The main clearly evident peak shift observed was the Hf 4f peak, which was compared between the as-deposit films and exposed & developed films. As shown in **Figure 4.10**, the XPS Hf 4f peak shifted to a lower binding energy by ~ 1 eV after exposure and development; this can be explained by changes in electron screening. During development, the sulfate groups bonding to Hf are replaced by hydroxyl groups. Though both of these two functional groups bound to Hf via O, the secondary atoms bonding to the primary O are different: S in sulfate (-O-SO$_3$) case and H in hydroxyl group (-O-H). Because S (2.5) has a higher electronegativity than H (2.1),$^{12}$ the OH will lead to a more electron abundant Hf atom, which will screen its center positive nucleus, increase the kinetic energy of ejected electrons, resulting in a smaller binding energy.
Figure 4.10 The comparison of Hf 4f XPS spectra between as-deposit and exposed & developed films

In addition to the significant Hf 4f peak change, the O1s peak change, as shown in Figure 4.11, was more on a peak-shape level change as opposed to the binding energy level. As discussed above, the O1s peak of as-deposit HafSOx films can be fit with a high binding energy (BE) peak related to the sulfate and hydroxyl groups and a low BE peak related to the oxide network. However, after exposure & development, we found a fairly different O1s peak, which can be fitted with three singlets: a low BE peak
(at ~530 eV), a medium BE peak (at ~532 eV), and high BE peak (at ~533 eV). The low BE peak represents the hafnium oxide network and the medium BE peak was primary due to the hydroxyl groups since all sulfate groups were removed in development. The very small amount of high BE peak might be caused by water being absorbed during the development in TMAH water solution. For the exposed & developed film, by calculating the atomic ratio between Hf and low BE (~530 eV) peaks, a value around 1:2 can be obtained, indicating the HfO$_2$ stoichiometry.

**Figure 4.11** The comparison of O1s XPS spectra between (left, a) exposed & developed films, and (right, b) as-deposit films
Knowing the peroxo group worked as a radiation sensitive species in the resist films, we made films with and without H$_2$O$_2$ and characterized those films at different lithographic stages with XPS. Table 4.2 exhibits a compositional difference between HafSOx films with and without H$_2$O$_2$. In general, no drastic compositional difference was found except a slightly higher O1s low BE peak ratio. However, after we developed those two films with TMAH and characterized with XPS, we found more differences. One of the differences was found by comparing their Hf 4f peaks as shown in Figure 4.12. For the HafSOx films with H$_2$O$_2$, almost all of the Hf was washed away by TMAH and only a small amount of Hf remained, with the possible reasons we have previously discussed. Whereas the Hf signal in HafSOx without H$_2$O$_2$ in the film didn’t change significantly resulting from cluster aggregation aided by hydroxyl bonding during the soft bake process.

<table>
<thead>
<tr>
<th></th>
<th>HafSOx w/ H2O2</th>
<th>HafSOx w/o H2O2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hf (at %)</td>
<td>13.5 %</td>
<td>14.0 %</td>
</tr>
<tr>
<td>S (at %)</td>
<td>12.2 %</td>
<td>12.2 %</td>
</tr>
<tr>
<td></td>
<td>HafSOx w/ H&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;2&lt;/sub&gt;</td>
<td>HafSOx w/o H&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;2&lt;/sub&gt;</td>
</tr>
<tr>
<td>----------------</td>
<td>-----------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td><strong>O (at %)</strong></td>
<td>69.3 %</td>
<td>65.8 %</td>
</tr>
<tr>
<td><strong>C (at %)</strong></td>
<td>5.0 %</td>
<td>8.0 %</td>
</tr>
<tr>
<td><strong>Hf: S: O</strong></td>
<td>1: 0.9: 5.1</td>
<td>1: 0.9: 4.7</td>
</tr>
<tr>
<td><strong>O(low BE)/ O</strong></td>
<td>11.6 %</td>
<td>16.8 %</td>
</tr>
</tbody>
</table>

**Table 4.2** Atomic percentage comparison between HafSOx w/ H<sub>2</sub>O<sub>2</sub> and HafSOx w/o H<sub>2</sub>O<sub>2</sub>

**Figure 4.12** The XPS Hf 4f peaks for the HafSOx films (left, a) w/ H<sub>2</sub>O<sub>2</sub> and (right, b) after direct development.
Moreover, similar to the HafSOx with H$_2$O$_2$ films, the Hf 4f peak shifting to lower binding energy, as shown in Table 4.3, was also observed due to the sulfates leaving during the development process. Therefore, no matter whether H$_2$O$_2$ was added, the developed process seemed to not be disturbed significantly and the sulfate groups would be dissolved away from the films.

<table>
<thead>
<tr>
<th></th>
<th>w/o H$_2$O$_2$</th>
<th>Control</th>
<th>Developed only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hf 4f 7/2</td>
<td>18.08 eV</td>
<td>17.16 eV</td>
<td></td>
</tr>
<tr>
<td>Hf 4f 5/2</td>
<td>19.74 eV</td>
<td>18.81 eV</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3 The XPS Hf 4f peak binding energy shift for HafSOx w/o H$_2$O$_2$ after direct development.
Figure 4.13 The XPS O1s peak binding energy comparison for HafSOx films made (left, a) w/ H$_2$O$_2$ and (right, b) w/o H$_2$O$_2$ after direct development.

In addition, the XPS O1s peaks were compared between the films with and without H$_2$O$_2$ after the direct development. In Figure 4.13, we can see that the film with peroxide exhibited a high intensity representing the O below the silicon oxide layers because all of the HafSOx layer was removed. But the O1s peak, fit with low BE peak related to the oxide and a high BE peak accounting for hydroxyl groups, in the film with peroxide indicated that the large scale of Hf-O-Hf network and some bound hydroxyl groups remained on the surface.
Limited by the film’s amorphous nature and sub-nm size, the film structure characterization on the cluster level was extremely challenging. SIMS was used with the hope that the primary ion sputtering may dissociate some monomer clusters to be collected and characterized by the time-of-flight detectors. What’s more, aided by isotopic labeling approach, H$_2^{18}$O$_2$ used in this study, we expected to find more details about how the peroxo groups change the structure of the small clusters. In this study, we
prepared 5 films within two categories. An ALD made HfO$_2$ film and an HfO$_x$(OH)$_y$ film, made from exposing and developing an HafSOx film. Three HafSOx films with H$_2^{16}$O$_2$, with H$_2^{18}$O$_2$, and without H$_2$O$_2$, respectively, represented the cluster composed films. The SIMS data are summarized and plotted in Figure 4.14 in a manner that attempts to quantify the cluster size. Clearly, we can see that for all normal films, the maximum cluster included 4 Hf atoms while all of the cluster composed films had a maximum cluster of 8 Hf atoms; this is quite intriguing although not understood.
Moreover, we also compared the mass spectra among the cluster composed films. As shown in Figure 4.15, comparing films with and without peroxide, we found that the cluster size fingerprints resembled each other, which indicated the existence of $\text{H}_2\text{O}_2$ only benefits the cluster networking but does not necessarily change the size of the cluster. In addition, in the comparison between films with regular peroxide and $^{18}\text{O}$ labeled peroxide,
we found that the isotopically labeled peroxo was incorporated in clusters with various sizes. Nevertheless, it is nearly impossible to determine how many peroxo groups were incorporated in each kind of cluster due to the limited resolution.

4.4 Summary

In this chapter, we explored the proposed radiation chemistry at three different levels. At the first level, we focused on the in-situ dynamic monitoring of the chemistry of the peroxo breaking and the Hf-O-Hf network formation upon radiation, with the help of in-situ XPS. On the next level, we tried to probe the film transformation, from the atomic to the cluster level, by adopting SIMS and isotopic labeling technique. On the final level, we focused on the results of the radiation chemistry and the whole process of a complete lithography process by comparing the different processing stages aided by XPS.

Although we now know some detailed information about the mechanism, there remain a few challenges not fully understood. For example, in spite of some cluster speciation information obtained from SIMS, we still do not know how the clusters aggregate after the peroxo bond breaking and how preferential speciation occurs during this process.
More advanced techniques with the capability of charactering amorphous films and sub-nm clusters may help us achieve a deeper understanding of the above issues.
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Chapter 5: Low energy electron exposure on HafSOx resists

5.1 Introduction

As discussed in Chapter 1, EUV lithography is currently the most promising lithographic technique available to be used in the upcoming sub-10nm device fabrication. Finding the optimal resists compatible with EUV lithography and subsequent processing remains a major challenge. Figure 5.1 overviews three possible resists (organic CARs, HSQ and HafSOx) and compares them based on a few key operational parameters: LER, sensitivity, and resolution.
HafSOx and other related metal-cluster-based (e.g. Sn-organic resist$^1$) resists stand as a genre of promising EUV resists. This unique resist design benefits from the small size of the monomer nanoclusters compared with the bulky organic polymers, which leads to a better LER and resolution, and the incorporation of photon sensitive species (e.g. peroxide, carboxylate) increase the sensitivity. To fully optimize their performance in EUV
lithography, the detailed mechanisms ranging from EUV photon absorption, ionization, secondary electron production, molecular excitation (and possibly chemistry), and finally thermalization should be investigated and understood. **Figure 5.2** offers a schematic mechanism of the process. A 13.4 nm (~93 eV) EUV photon came into the HafSOx film and is first absorbed by the Hf atoms in the clusters followed by ionization, which produces a primary electron carrying most of the energy (~80-90 eV) of the EUV photon. The high energy primary electron then loses its energy as it scatters, during which more secondary electrons with lower energy (<15 eV) are produced. We believe is that the low energy secondary electrons finally interact with the system in a number of ways (including auto-detachment, associative attachment, or dissociative attachment following the electron attachment) with peroxo bonds chelated with Hf atoms, and initiates the chemistry that results in a change in bonding and system solubility.
Figure 5.2 A model of EUV photon absorption, secondary electron production, and interaction of secondary electronics with the HafSOx film.

Traditional organic resists, still used in current DUV lithography when modified by the addition of photo acid generators, has lost its old advantage in terms of sensitivity because of the order of magnitude lower EUV photon absorption cross section, as exhibited in the Figure 5.3, in the photon induced ionization step. Moreover, based on this figure, tin cluster based resists, by taking advantage of one of the largest EUV photon absorption cross sections, may eventually exhibit excellent sensitivity, above that of other metal oxide resists, after proper optimization.
Figure 5.3 A chart of the EUV photon-absorption cross section for various elements\(^3\).

In this study, we mainly focused on one particular mechanistic step in which the low energy electrons diffuse and interact with the clusters and activate the region presumably close to the place they are formed. Figure 5.4 exhibits a chart of the inelastic mean free path, a parameter of the distance an electron can travel on average in a solid film before scattering and losing energy, of electrons with various energies. We note that the total path travelled is more complex than the mean free path, as scattering
and diffusion of electrons as they lower their energy is a complex process. In the high energy (>50 eV) range, electrons with a higher energy travel farther at a moderate slope. However, when the energy of an electron is below the threshold value (of ~50 eV), its mean free path increases drastically given a continuing decrease in energy. And the electrons start to diffuse to a distance of more than 1 nm with <15 eV energy\(^4\). Therefore, the large number of low energy secondary electrons, with relatively large inelastic mean free paths, are likely the main species in the film that are responsible to activate the region of the resist under the mask upon EUV absorption.
Figure 5.4 The inelastic mean free path for electrons with different energies.

In this study, to investigate the role that low energy electrons play in the EUV photochemistry process, we designed and set up a chamber equipped with a low energy electron gun to shoot the HafSOx sample with low energy electrons to mimic the process of electron-material interaction that happens after EUV photon ionization in the film. Moreover, some theoretical simulation work was done to help us achieve a better understanding of the experimental data.
5.2 Experimental Section

Chamber setup

A vacuum chamber was designed and assembled according to Figure 5.5. It has five main components: the vacuum system, the ion gauge, the sample holder, a low energy electron gun, and a voltage control system. The main chamber was pumped by a turbomolecular pump backed by a regular mechanical pump. The chamber pressure was controlled below $2 \times 10^{-6}$ torr for the electron exposure. The sample holder was made from stainless steel and double side tape was usually used between the sample holder and the sample to achieve strong mechanical connectivity and electrical conductivity. A hot filament ionization gauge was used to monitor the pressure change ($10^{-3}$-$10^{-9}$ Torr) inside the chamber during the conventional operation with a working turbomolecular pump. Finally, for the low energy electron gun, a few filaments were tried and thoriated iridium was chosen for higher electron emitting efficiency, less outgassing, and lower electron energy distribution as compared with the conventional tungsten filament\textsuperscript{6-9}. Other than the choice of the filament material, a metallic cap with a center hole, was biased positively to help extract and
focus the electrons. The pictures of the real parts of the chamber are exhibited in Figure 5.6.

*Figure 5.5* The scheme of the low energy electron exposure system setup
Figure 5.6 Images of the real (top) sample holder, (middle) electron gun and (bottom) the chamber.

CASINO Software

The simulation software CASINO$^{10-12}$ (monte CARlo SImulation of electron trajectory in solids), coded by a group of scientists at the Université de Sherbrooke, was employed to perform the simulation of low energy electron trajectories in the HafSOx film. For the simulation purpose, a film structure of 10 nm HafSOx, 2 nm native silicon oxide and a Si substrate was modeled. A normal incident beam of 2000 electrons with a
diameter of 10 nanometers was simulated with a primary electron energy ranging from 10 eV to 100 eV and a minimum detectable energy ranging from 2 eV to 10 eV when setting up the microscope and simulation properties. Finally, a few physical models were selected prior to the beginning of the simulation. The Mott\textsuperscript{13} elastic following the Browning\textsuperscript{14-16} or Drouin and Gauvin\textsuperscript{17, 18} methods. An empirical approach proposed by Casnati\textsuperscript{19} for the effective ionization cross-section and the energy loss implementation is based on Joy and Luo’s formula\textsuperscript{20, 21}.

5.3 Results and Discussion

Once completing the chamber assembly, we started our low energy electron mechanistic study by attempting to figure out what was the minimum energy required to activate the HafSOx since a large amount of low energy secondary electrons, with various energies, would be produced once initiated by 93 eV EUV photons and what efficiency, in terms of electron dose, is needed in order to fully activate the film.

However, to achieve electrons with a certain energy is not as easy as simply applying a voltage equal to the target energy, in V, between the sample holder and filament. Given an energy diagram as shown in Figure 5.7, even with the same potential at both ends, the electrons emitted off
from the filament will still have an energy spread of $\Delta E$, and a non-zero energy, because of work function difference between the sample surface and the filament. Therefore, the energy of the electrons impinging upon the sample surface has to be properly calibrated.

**Figure 5.7** An example of an energy diagram between the sample and filament.

As exhibited in **Figure 5.8**, the energy calibration was conducted by consecutively changing the potential difference between sample and the filament at various emission currents. The collected sample current was plotted against the potential difference between two ends. After overlaying the sample current curves on various emission currents, we found those curves generally can be divided into two regions: the nearly zero sample
current region and emission-current-dependent sample current region. In the first region, the emitted electrons were blocked by the sample-filament work function difference thus, no matter how much emission electrons there were, no electron can finally reach the sample surface. However, in the second region, because the applied potential helped the emitted electrons to overcome the original unfavorable work function difference, the electrons can eventually get to the surface of the sample. Therefore, a higher emission current will lead to higher collected sample current at the same potential difference. Finally, by extrapolating two fitted lines of those two regions, we would get a roughly consistent intersection point, at which we determined the electrons we collected are with the energy of 0 eV and all other energies would be accordingly calibrated based on this point.
**Figure 5.8** The electron energy calibration: experimental design and data analysis

**Figure 5.9** A scheme of the sample design for the experiment exploring the minimum HafSOx activation energy by electrons
Other than the energy calibration, the minimum activation energy experiment was conducted with an additional sample design like what was exhibited in Figure 5.9. A round metal disk was placed on the surface of the HafSOx film in order to provide a good contrast between the exposed and unexposed area. The electron conductive carbon tape will not only physically fix the metal mask but also get rid of the possibility of trapped surface charges produced during the low energy electron bombarding in the experiment.
Figure 5.10 The XPS Hf mapping of (top, left) the no electron control film, (top, right) 2 eV electrons exposed film and (bottom) 50 eV electrons exposed film after 25% TMAH development.

After the low energy electron exposure, all of the films were developed in a 25% TMAH solution followed by XPS mapping of the different elements. Figure 5.10 exhibits the Hf mapping data on various samples. The image labeled as 0 eV was obtained from the control film receiving no electron exposure but had the same filament current as the other samples. We found basically there was no Hf remained on the exposed area of the control sample, which indicated that, without electrons, the photons and thermal energy emitted from the filament would not chemically activate the film. Then, a series of samples were tested to be exposed with electrons with various energies, ranging from 2 eV to 100 eV, and the XPS Hf mapping data of 2 eV and 50 eV electron exposed film was shown in this figure. On both samples, we found the exposed area revealed a large amount of Hf whereas the mask covered region had no Hf, implying that even electrons with energy as low as 2 eV activated the HafSOx resist.
Figure 5.11 (top left) An example of a XPS O1s peak fitting and XPS O component, at lower binding energy, mapping of (top, right) the no electron control film, (bottom left) 2 eV electrons exposed film and (bottom, right) 50 eV electrons exposed film after 25% TMAH development.

Other than the XPS Hf 4f mapping, the O1s mapping was conducted as well to monitor the film O changed upon electron exposure. As discussed in the previous chapters and in the Figure 5.11, we assigned the O1s component at the lower binding energy (~ 530-531 eV) to the O in the Hf-
O-Hf network formed after radiation activation. In Figure 5.11, we can see that the Hf-O-Hf network was formed on the same place, the low energy electron exposed area where the Hf remained.

Figure 5.12 The contrast curves for HafSOx films exposed by electrons with various energies.

Knowing the minimum activation energy, we also tried to figure out how efficient those low energy electrons were, in terms of the HafSOx activation. Therefore, for various electron energies, we changes the dose of
the electrons, by accordingly changing the exposure time at the same sample current, and tested the film thicknesses at various doses characterized by RBS.

As shown in Figure 5.12, we found that in the low energy region (<100 eV), higher energy electrons would lead to a higher sensitivity, which probably caused by a different amount of secondary electrons, a key role in activating resists, produced by primary electrons with different energies. As shown in Figure 5.13, a typical secondary electron yield curve will achieve a maximum yield at certain primary incident energy. Beyond and below that specific maximum yield energy, a lower yield will be expected. In addition, in the region below the energy threshold, the secondary electron yield usually dropped more dramatically against primary incident energy than what happened in the region beyond the threshold.

Knowing above secondary electron yield properties and looking back to our data, we deduced that all those energies below 100 eV have a property that higher primary incident energy leads to higher sensitivity, thus more secondary electrons. So 100 eV is below the $E_m$ of the HafSOx system. The drastic sensitivity between 10 eV and 20 eV may be cause by
the sharp drop of secondary electron yield when the primary incident energy is too low, such as below the $E_i$.

![Graph](image)

**Figure 5.13** A typical example of secondary electron yield against the primary incident energy ($E_p$). E.g. for Mg, the usually reported $E_i=20$ eV, $E_m=950$ eV and $E_{II}=10$ keV.$^{22}$

Besides the contrast curve comparison among those low energy electrons, we also attempted to compare them with the conventional high energy electron sources used in the e-beam lithography exposure. As exhibited in **Figure 5.14**, we found the 30 keV electrons have a higher sensitivity in terms of the HafSOx resist activation possibly due to the production of more secondary electrons. However, their contrast curves did
not differentiate with each other as much as their primary incident energies did. This may be inferred from the secondary electron yield curve in which two totally different primary incident energies may lead to very similar secondary electron yields.

**Figure 5.14** The contrast curve comparison between high energy (30 keV) and low energy (<100 eV) electron exposed films with the thickness characterized by AFM and RBS respectively.

In addition, we also conducted XPS measurement on every exposed and developed samples. As shown in **Figure 5.15**, we surprisingly found that all the HafSOx films with 100% activation, at which the thickness of the film
after exposure and development equals the original one, by the low energy electrons had a substantial S residue in the film, which had never been observed before in the high energy electron and photon exposed films.

Figure 5.15 The substantial S residue was found for all 100% exposed samples by the low energy electron exposure.

To investigate the S residue, the XPS S2p peaks of samples exposed by electrons with various energies were compared and the data was summarized in Figure 5.16. We found that compared with the as-deposit films, the S from the exposed and developed films didn’t experience a noticeable peak shift indicating its oxidation states did not changed during this process. The possible reason may be that the subtle film structure
change happened during low energy electron exposure trapped a number of sulfate tightly, which therefore cannot escaped from the film in the development solution. But we do not have solid evidence for this currently.

**Figure 5.16** The XPS S2p peak comparison for as-deposit and low energy electron exposed and developed HafSOx films

As a supplement to the experimental section and in order to have a better understanding, we conducted some Monte Carlo simulation of low energy electron trajectories in the HafSOx films with the help of the CASINO software. As exhibited in **Figure 5.17**, we set up a three layer model and
simulated first, with 2000 electrons, the energy of 100 eV. If we set the
minimum simulation energy as 5 eV, which meant only electrons with
energy above 5eV would be simulated and shown in the graph, we found
that those electrons above 5 eV only penetrated inside the films with the
maximum depth of 3 nm. Nevertheless, in the experiment, all of our films
had a thickness between 10 to 20 nm. The 2eV-92 eV electrons activated
the whole film with no problem. Therefore the simulation cannot match
what we saw in the experiment.

Then we changed the minimum simulation energy to a lower energy
to 2eV also shown in Figure 5.17. We found the electrons with the energy
ranging from 2eV to 5eV eventually penetrated through the 10 nm HafSOx
film and even into the underneath SiO$_2$ and Si layers. This resulted from
their high mean free path at the very low energy region, which, from
another perspective, emphasized the key role of the low energy secondary
electrons that played in the radiation chemistry and the film solubility
change during the lithography process.
Figure 5.17 The CASINO simulation on HafSOx film exposed by 100 eV electrons with minimum simulation energy 5 eV (top) and 2 eV (bottom)
Figure 5.18 The CASINO simulation on HafSOx film exposed by 100 eV electrons with minimum simulation energy 5 eV (top) and 2 eV (bottom)
With the 100 eV electrons simulated, we also tried a lower energy simulation such as 25 eV electrons, exhibited in Figure 5.18. Similarly, we can also see that the low energy electrons (2-5eV) were the main species traveling through the HafSOx film that to activate most of the exposed part. A subtle difference spotted is that 2-5 eV secondary electrons originated from the 25 eV electrons had a better lateral constraint compared with 100 eV electrons, which further caused a better LER and smaller critical dimension, if we patterned the films on nanometer scale with 25 eV electrons. But in reality it is hard to implement this proposed experiment in our home-built system due to the lack of lens to well focus the electron beam.
Figure 5.19 The electron backscattering coefficient variance according to different incident energy

Additionally, during the simulation, another important parameter we obtained was the electron backscattering coefficient, summarized in Figure 5.19. We found in the low energy regime (<100 eV), the simulated backscattering coefficient skyrocketed with the decrease of the primary incident energy, which had also been reported in literature\textsuperscript{23, 24} for the low energy electrons.

5.4 Summary
In summary, after designing and building a low energy electron exposure system, we obtained the capability to mechanistically investigate the role of low energy electrons in the activation of HafSOx films. On one hand, we tested the minimum energy needed for film activation and it turned out that, surprisingly, low energy electrons (~2eV) did the job well, which proved that the low energy secondary electrons produced after EUV photon exposure have the ability to initiate the radiation chemistry. On the other hand, we tested the patterning sensitivity of the HafSOx films to the electrons with various energies, which may result from a different amount of low energy secondary electrons (<15 eV) produced for different primary incident energies. Finally, a Monte Carlo simulation was conducted. We found another important role of low energy secondary electrons (2-5 eV), which enabled the resist bulk activation benefiting from their large mean free path.

In conclusion, through this study, we achieved a better understanding, with both experimental and theoretical methods, of the role that low energy secondary electrons played in the resist activation process.
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Chapter 6: Helium Ion Beam Lithography

on HafSOx films

This chapter is a modified version of a 2016 SPIE advanced lithography conference paper. The manuscript was published in the 2016 Proceedings of SPIE (doi:10.1117/12.2219239).¹

6.1 Introduction

Semiconductor lithography, in its attempt to follow Moore’s law, has proceeded through g-, h- and i-line Hg sources and deep ultraviolet (DUV) excimer lasers (e.g. KrF and ArF). It is now trying to transition to extreme ultraviolet lithography (EUVL)². EUVL offers the promise of significant improvements in critical dimensions (CD) relative to current optical projection techniques and has become the most exciting technique for next generation lithographies (NGL). Unfortunately, EUVL is still facing challenges including inadequate source power, reflective photomasks issues, optical quality and durability, and resist optimization. Ion beam lithography, especially fast light ions (e.g. protons and helium ions), has received some attention due to its negligible proximity effect ³, attributed
to low lateral and back scattering relative to e-beam lithography EBL. Moreover, due to the much larger stopping power of ions \(^4\) compared with light electrons, more energy might be expected to be deposited in the top tens of nanometers of the resist film, which may result in a significant improvement in sensitivity \(^5\). In 2007, Carl Zeiss SMT released the first commercial scanning helium ion microscope (SHIM) \(^6\) making helium ion beam lithography (HIBL), in addition to SHIM, accessible to general users.

In this study, we worked on a Carl Zeiss ORION PLUS SHIM system and investigated the lithographic performance of HafSOx as a resist with HIBL. Moreover, Monte Carlo simulations have been conducted to model the helium ion interaction with the HafSOx film and to compare its behavior with what is observed in the electron beam case.

### 6.2 Experimental Section

**Characterization techniques:** Rutherford backscattering spectrometry (RBS) was performed using a 2 MeV He\(^{2+}\) beam source from a 1.7 MV tandem accelerator with an ion current of 2-3 nA. During the RBS measurement, the incident beam was normal to the surface, and the backscattered He ions were collected by two silicon surface barrier detectors (at \(\sim 100^\circ\) and \(\sim 160^\circ\) scattering angles for glancing and backscattering). Data fitting and
modeling were accomplished using the SIMNRA 6.06 software package. Films were also characterized by atomic force microscopy (AFM) using Park Systems NX-10. Measurements were done in the non-contact mode with a PPP-NCHR tip (Nanosensors, tip radius <10 nm).

**Helium ion beam lithography and microscopy** A Carl Zeiss ORION PLUS SHIM system, operated at 30 kV, was used for patterning and imaging. The ion beam current was usually kept below 1 pA. For the sensitivity test, 10 nm was selected as the pixel spacing while, for thin line patterns, the pixel spacing was selected in the range of 0.2 nm to 10 nm. After the helium ion exposure, the exposed films were developed in a tetramethylammonium hydroxide solution (TMAH, 25 wt. % in water) for 1 min followed by a 300 °C hard-bake for 5 mins.

**Pattern analysis** The LER, line width roughness (LWR), and CD were calculated from high-resolution, top-down secondary electron images of sets of five patterned lines acquired using the SHIM and following the methods recommended by the ITRS. The LER was calculated as three times the standard deviation in the line edge position (average from top and bottom line edges), the LWR was calculated as three times the standard deviation in the line width, and CD was the average line width. The LER,
LWR, and CD values were calculated for each line in each set, then averaged to describe the set as a whole. The uncertainty in each measurement comes from the standard deviation of the five average measurements. Due to resolution constraints, approximately 450 nm lengths of each line were used for the calculations. The images were processed using the freely available image processing software ImageJ. The images were smoothed and converted to an 8-bit binary image format such that the patterned lines were completely black (greyscale value 255), and the background was completely white (greyscale value 0). Line widths and line edge positions for each line were determined using 450 nm long rectangular boxes that completely encompassed each line or line edge. The box provided a column-averaged greyscale profile that was then converted to either a width or edge position profile using the height of the box, from which the average width, width standard deviation, and edge position standard deviation could be extracted.

**Monte Carlo simulation** The commercial software SRIM (the stopping and range of ions in matter) and CASINO (Monte Carlo simulation of electron trajectory in solids) were used to simulate trajectories of helium ions and electrons respectively. Both simulations were performed based on 1000, 30
keV particles using the same film model derived from RBS and AFM data. In CASINO (electrons), a 0.1 nm beam size was set to have a comparable beam size with helium ions (atom size beam as default) simulated in SRIM.

6.3 Results and Discussion

6.3.1 HafSOx resist sensitivity test with HIBL and EBL

Resist sensitivity was explored with 30 keV helium ions and compared to electronics at the same energy; their contrast curves are shown in Figure 6.1(a). In the case of 30 keV helium ions, $D_{100}$ (the dose at which the developed features start to have 100% of as-deposit resist thickness) occurred at approximately 4 $\mu$C/cm$^2$. In comparison with 30 keV electrons ($D_{100} = 420$ $\mu$C/cm$^2$), the helium ions exhibited $\sim$100 times higher sensitivity. This has been reported in other resist systems as well.$^{5,8}$

Considering the drastic difference in stopping power between helium ions and electrons, we think the stopping power, most of which occurred from secondary electron generation to activate the resist films, was the main contributor to the significant sensitivity improvement. Though the specific stopping power data of 30 keV He$^+$ ions interacting with HafSOx has not been reported, we summarized of stopping power ratios of He$^{2+}$ ions to e$^-$ in various organic and inorganic materials.$^4$ As shown in Figure 6.1(b) for a list
of common material, the helium ion to electron stopping power ratio are in the 50-100 range among tested resists are in agreement with our results of 50-100 times sensitivity improvement.

Due to the limited availability of helium ion patterning, only a few resists has been tested with HIBL and we summarized their reported sensitivity data, in terms of $D_{50}$, in the Table 1 and compared their results with the best sensitivity we have achieved on HafSOx resists. Surprisingly, we found the HafSOx outperformed most common resists with regard to sensitivity and almost shares the best sensitivity with CAR, though, in the EBL case, HafSOx is not quite as good as CAR.

Figure 6.1(a) The contrast curve comparison between HIBL and EBL with a 30 kV acceleration voltage, and (b) the stopping power ratio between $He^{2+}$ and $e^{-}$ in a few common materials.
Table 6.1 Resists sensitivity comparison using helium ion beam as incident particles. Acronyms: poly (methyl methacrylate) = PMMA; hydrogen silsesquioxane = HSQ; chemically amplified resist = CAR

* $D_{50}$ is defined as the dose at which the developed features have half of the thickness of the original resist (positive tone) or of a fully-exposed and developed resist (negative tone).

** The best sensitivity we have achieved.

<table>
<thead>
<tr>
<th>Resist</th>
<th>Tone</th>
<th>Sensitivity ($D_{50}$, $\mu$C/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMMA</td>
<td>Negative</td>
<td>68$^5$</td>
</tr>
<tr>
<td>PMMA</td>
<td>Positive</td>
<td>2$^5$</td>
</tr>
<tr>
<td>HSQ</td>
<td>Negative</td>
<td>1.7$^5$, 31$^8$</td>
</tr>
<tr>
<td>CAR</td>
<td>Positive</td>
<td>0.93$^9$</td>
</tr>
<tr>
<td>HafSOx</td>
<td>Negative</td>
<td><strong>1.0</strong></td>
</tr>
</tbody>
</table>

6.3.2 Study of CD and LER on HafSOx resist

Following the sensitivity investigation, resolution tests of HafSOx with HIBL were conducted by making line patterns with various input line widths at various doses. In particular, the effective line width value we
input into the patterning software was controlled in part by changing the value of pixel spacing and the number of single-pixel-wide lines. Figure 6.2(a) is a SHIM image of a line-pattern example exhibiting one of the smallest average line width (9.3 nm) and LER (2.9 nm, 3σ) values we achieved at the dose of 40 μC/cm² with 2 nm as the nominal input line width.

We present data in Figures 6.2(b) and 6.2(c) that explore the dependence of average line width and LER on doses and input line width. As shown in Figure 6.2(b), for all cases, the measured line widths were always larger than its original input value at high doses and tended to reduce when doses were lowered. For some cases (e.g. 20 nm input width), the measured line width does reach the initial input value. However, for smaller desired features (e.g. 2 nm and 5 nm input widths), the measured line width can only be lowered to ~9-10 nm (under our currently explored system and conditions) by lowering the dose. Further dose reduction led to intermittent “dot” features. To achieve patterns with line width less than 9 nm, we plan to focus on the optimization of resist properties (such as film thickness and composition) and development chemistries, instead of merely changing exposure parameters.
As shown in Figure 6.2(c), we found a larger LER was observed at a larger dose in the tested dose region, which was different from some reported simulations and experimental results\textsuperscript{10,11} (using EBL and EUVL). However, considering the very low turn-on dose ($D_{100\sigma} \sim 4\mu\text{C/cm}^2$), the doses in the tested region all had more than sufficient ion flux. As indicated by the helium ion expansion issues discussed below (and shown in Figure 6.3), we think the excess helium ions may form helium bubbles near the surface, leading to a higher LER at high ion dose. Doses below 10 $\mu\text{C/cm}^2$ is not meaningful as it is beyond the capability of the current patterning software.
**Figure 6.2** (a) A line pattern showing below-10 nm average line width and LER (3σ) 2.9 nm and the dependence of (b) average line width and (c) LER on doses. 2, 5, 10, 20 nm are the input line width values we set in the software during exposure, not the measured real line widths.

### 6.3.3 High dose feature inflation issues

When we attempted to expose the HafSOx resist with much higher He⁺ ion doses, as indicated in **Figure 6.3 (a)**, we find a significant expansion of the resist after development and post-development hard bake. **Figure**
6.3(b) is a 3D AFM image of the developed and hard-baked features of a HafSOx film exposed as in Figure 6.3(a). We found, at a relatively low dose of 0.2 mC/cm$^2$, that a complete and clear “square” feature was observed. When the dose was increased to 1.6 mC/cm$^2$, the “square” features became difficult to distinguish due to the growth of the surrounding film in effect forming a large “pad”. The pad might result from excess helium ion diffusion or scattering. However, given even higher helium ion dose (>1.8 mC/cm$^2$), the film started to further build up based on the “pad” feature but only at the exposed area. High dose helium ion implantation ($10^{16}$-$10^{18}$ ions/cm$^2$) has been reported$^{12}$ to result in the substantial film damage in the form of helium balloons (bulbs). Under our conditions, the most significant inflation happened at doses larger than 10 mC/cm$^2$, equivalent to $10^{16}$-$10^{17}$ ions/cm$^2$. Figure 6.3(c) more clearly compares the height of exposed area features with the “pad” thickness (~10.3 nm) and the as-deposit film thickness (~10.2 nm) after hard-bake.
**Figure 6.3** (a) A scheme showing the exposed square areas at various doses in units of mC/cm$^2$, and (b) an AFM 3D image of the film after exposure, development (25 wt.% TMAH, 1 min) and post-development hard-bake (300 °C, 5 mins). Reorganization of data in (b) into panel (c) exhibiting the change in the height of the square features as a function of dose.

6.3.4 Simulation model construction with Rutherford backscattering spectrometry (RBS)
Figure 6.4(a) a RBS spectrum of as-deposited HafSOx films including both experimental data and the simulated curve, and (b) a 3-layer film model derived from it. The top layer density was calculated based on areal density data (RBS) and thickness data (AFM).

An accurate model of film composition and thickness is central to understanding the system. In order to figure out the film composition and structure, RBS was employed. Figure 6.4 (a) presents the RBS spectrum of an as-deposited HafSOx film, from which Hf, S, O and C can be distinguished in the form of sharp peaks, while the plateau stands for Si. Considering the low sensitivity of RBS for low Z elements (e.g. O and C), we also conducted x-ray photoelectron spectroscopy (XPS) to better estimate the composition in the surface region. Based on the areal density results
obtained by fitting the RBS spectrum, and the thickness of the top HafSOx layer (21.1 nm) layer from an AFM measurement, a 3-layer film structure was generated, as shown in Figure 6.4(b). On top of the Si substrate is a silicon oxide layer (~13.8 nm, calculated based on the known density of 2.196 g/cm$^3$ for amorphous silicon dioxide) with a trace amount of inter-diffused Hf and S. The HafSOx film had an approximate composition of $\text{Hf}_{0.16}\text{O}_{0.58}\text{S}_{0.10}\text{C}_{0.16}$, situated on the surface of silicon oxide layer with a calculated HafSOx film density of 2.74 g/cm$^3$.

6.3.5 Monte Carlo simulation of helium ions and electrons in HafSOx films

Secondary electron activation has been widely reported$^{9,13,14}$ to be responsible for the radiation-induced transformation of resists. Helium ions at 30 keV have also been observed$^{15}$ to produce secondary electrons with maximum intensity (based on electron emission data) of between 1-5 eV, with an exponential decay in intensity at higher energies. In this study, we first ran SRIM simulation, based on the film model setup in RBS, to study the energy loss of helium ions in HafSOx. We found ionization, which would further initiate the production of electrons, accounted for more than 93% of the total energy loss. Figure 6.5(a) shows the energy loss, attributed to
ionization, through the three-layer structure of a HafSOx sample for one 30 keV helium ion. In the top HafSOx layer, the average energy loss was around 6 eV/angstrom spotted from the figure. Therefore, the total energy loss that happened in the 211 angstrom HafSOx equals 1.27 keV. Based on the above discussion, assuming 5 eV as the average energy of the secondary electrons activating the resist film, we would get a number of 253 secondary electrons produced by one 30 keV helium ion in HafSOx layer. Moreover, considering the average fully activation dose $D_{100} = 4 \mu C/cm^2$, which was 0.26 ions/nm$^2$, it led to a number of 66 secondary electrons/nm$^2$ to fully activate the HafSOx resist.

On the other hand, comparing the trajectories of helium ions and electrons, as shown in Figure 6.5(b), helped us understand the experimental limits and potentials during the exposure process. With the similar starting beam diameter without considering the possible instrumental constraints, we found in the thin (~ 20 nm) HafSOx layer, the electron and helium ion exhibited similar well-confined trajectories. Although helium ions have been observed and reported $^{16}$ to have much less lateral scattering than the electrons on a much larger scale (e.g. hundreds of nanometers or μm).
Figure 6.5(a) The simulation result of energy loss, due to ionization, inside the HafSOx film and its substrate; (b) The trajectory comparison between He ion and electron at 30 keV.

6.4 Summary

In this study, we investigated the lithographic performance of the novel inorganic HafSOx resist with HIBL and demonstrated its ultra-high sensitivity ($D_{100}< 4 \mu C/cm^2$) and a nearly 100 fold increase in sensitivity compared with EBL under the same conditions. Among tested materials, HafSOx, in the best case, exhibited a sensitivity as good as CAR with HIBL. Sub-10 nm line patterns were achieved with low LER in these initial studies. Interestingly, we found overdosed films, instead of being etched, appeared
inflated, which may be due to helium bubble creation and mechanical deformation during HIBL. A Monte Carlo simulation of helium ions has been conducted to investigate the energy loss and secondary electron production in HafSOx films; a comparison of HIBL with electrons showed similarities in trajectories in the top thin HafSOx region.
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Chapter 7: Conclusions

Metal oxide nanoparticles have become a mainstream photoresist candidate for extreme ultraviolet lithography (EUVL). HafSOx systems, as one of the first generation resists in this category, has attracted our attention due to its systematic simplicity and great versatility.

In this thesis, we develop a mechanistic investigation of inorganic resists first by adopting various material characterization methods, such as x-ray photoelectron spectroscopy (XPS), Rutherford backscattering spectroscopy (RBS), and others, to comprehensively understand film composition and chemistry, from which we then study the underlying photochemistry during ion, electron or photons exposure, respectively. With better mechanistic information in mind, we optimized the HafSOx system, by varying the precursor partition ratio to achieve better patterning performance. The well-known low energy electron activation mechanism in EUVL has also been experimentally investigated and we found clear evidence to support this hypothesis. Besides the mechanistic study, emerging lithography techniques, such as helium ion beam lithography were conducted with HafSOx resists and systematically characterized.
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