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ABSTRACT OF THE THESIS

Exploring Power-Performance-Quality trade-offs for Exascale Combustion Simulation

by Yubo Qin

Thesis Director: Ivan Rodero

The computational demand of high-performance computing (HPC) applications has brought major changes to the HPC system architecture. As a result, it is now possible to run simulations faster and get more accurate results. But behind this, power and energy are becoming critical concerns for HPC systems, e.g. Titans electric cost is about $9 million per year[1]. Power efficiency has become a critical challenge for the exascale research challenges, and U.S. Department of Energy (DOE) has set the goal to achieve exascale performance with a power budget of 20MW[2].

Current research efforts have studied power and performance tradeoffs, and how to balance these, e.g., using DVFS to meet power constraints, which significantly impacts performance. However, scientific applications may not tolerate degradation in performance and other tradeoffs need to be explored to meet power budgets, e.g., involving the application in making energy-performance tradeoff decisions.

This research focuses on studying the properties and exploring the performance and powereenergy tradeoffs of Low-Mach-Number Combustion (LMC) application which is an Adaptive Mesh Refinement (AMR) algorithm. Our experimental evaluation provides an empirical evaluation of different application configurations that gives insights into the powereperformance tradeoffs space for this LMC or AMR-based application workflows.
The key contribution of this work is a better understanding of the running behavior of this AMR-based application and the power-performance tradeoffs for this application under power constraints, which can be used to better schedule power budgets across HPC systems.
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Chapter 1
Introduction

1.1 Motivation

High performance computing (HPC) was introduced in the 1960s, they have been played an important role in the field of computational science. From design perspective, HPC were built to maximize performance while irrespective of power and energy consumption, though their energy consumption has already occupied a large part of cost (i.e., operation cost). However, as we are approaching the exascale era, power is turning from an optimization goal to a critical operation constraint. U.S Department of Energy (DOE) has currently set a bound of 20MW for an exascale system.[3] This strict power constraint poses a hard research challenge with current hardware and software. Tianhe-2, the top one supercomputer as of 2015, has a peak performance of 54.9 PetaFLOPS at 17.8 MW, which is 1.9 GigaFLOPS per watt. However, achieving the goal of exascale computing at 20 MW, it requires 50 GigaFLOPS per watt. So that, current HPC system still need at least a 26 times power efficiency improvement towards exascale.

In order to achieve this exascale system power constraint, current research efforts have studied power and performance tradeoffs, and how to balance these.[4, 5, 6, 7, 8, 9] Many power management strategies have been proposed[10, 11, 12, 13, 14], but most of the work is tend to choose a performance loss for the application and then attempt to constraint the power consumption under that performance loss. Even if this can meet power constraints, it significantly impacts performance. Since scientific applications may not tolerate degradation in performance, other tradeoffs need to be explored to meet power budgets. At the same time, it is clear that future HPC system will have a whole-system power constraint that will be filtered down to job-level power constraint. This indicates that the application should be involved in making tradeoffs decisions.
This research targets a Center for Exascale simulation of Combustion in Turbulence (ExaCT) Low-Mach-number Combustion simulation code (LMC). This combustion simulation is developed based on Adaptive-Mesh-Refinement (AMR) algorithm. The AMR method can be customized to resolve problems at different resolution levels. This property motivates us to find the potential tradeoffs to run applications in power-constrained environments without impacting performance by tolerating lower resolution/quality levels.

1.2 Problem description

Whole-system power constraints will be filtered down to job-level power constraints, i.e., power budgets need to be managed at application or workflow level. This research use power capping techniques to meet the job-level power constraints while maintaining the performance.

Nowadays, many research efforts have studied power and performance tradeoffs, and most energy models or strategies are based on runtime (e.g., leveraging MPI slack) for power clamping or power capping techniques, like Dynamic Voltage and Frequency Scaling (DVFS) to constraint the power. However, power and performance are in the two sides of a balance scale, that it is hard to improve one side without scarifying the other one. Therefore, one of the key problems addressed in this research is keeping the power bound (or budget) without losing performance, which is challenging for real world application targeting exascale.

To address this challenge, we believe that the applications should be involved in making tradeoff decisions. For this specific application, LMC combustion simulation code, we propose to exploit AMR unique properties (e.g., dynamically resolution adjustment) together with power capping to address this issue.
1.3 Overview of the approach

In this work, AMR codes consider a hierarchy of grids of differing resolution ranging from the coarsest to the finest. It can focus computational resources in regions of interest but decrease computing resolution in regions with less interest. Less resolution means lighter workload and less power consumption. Therefore, this flexible resolution property gives us a potential opportunity to extract power budget for other usage. In order to take best advantage of it, this work first studies the mechanisms and policies to control AMR properties, and then, it characterizes LMC power performance running on different number of cores with different levels of resolution (e.g., levels of refinement in AMR). Finally, the characterization is complemented with power capping techniques (i.e., RAPL). The overarching goal of this thesis is to understand the tradeoffs between power-performance and quality, and building models taking into account AMR properties for managing power budgets and workflow at scale.

1.4 Contribution

The contributions of this work are summarized below:

1. It presents an empirical evaluation of different configurations of application that gives insights into the energy-performance-quality tradeoff for scientific data-driven workflows.

2. It provides a comprehensive study of this LMC simulation performance, quality, and power and energy behavior.

3. It presents a proof-of-concept study of potential of power capping and power management to balance power-performance-quality tradeoffs.

1.5 Thesis organization

The rest of this thesis is organized as follows. Chapter 2 summarizes the related work. Chapter 3 presents background information related to the techniques used in this research. Chapter 4 describes the evaluation methodology and presents the results of the
experimental evaluation. Chapter 5 concludes the chapter and outlines ongoing and future research.
Chapter 2
Related work

2.1 Energy efficiency

Energy-efficiency has become a critical concern for HPC applications. There are many approaches have been proposed to obtaining energy savings during HPC application execution. Some of them are to focus on identifying stalls during the execution by measuring architectural parameters from performance counters as proposed in[4, 5, 6]. In addition to using performance counters, Rountree et al.[10] developed a runtime system called Adagio, by doing the critical path analysis, it can determine which tasks may be slowed down and also suitable opportunities to apply DVFS to minimize the performance loss in the parallel execution. This achieves significant energy saving in scientific application with negligible performance lose. However, this approach appears beneficial when applications have computation or communication imbalances among participating processes, which is typically not the case for a highly efficient parallel application nor suitable for the LMC program targeted in this work. Some approaches in[7, 11] are proposing to determine the communication phases to apply DVFS. Kandalla et al.[16] give algorithms to save energy in the collectives such as MPI_Alltoall and MPI_Bcast. Moreover, Ioannou et al.[12] describe a runtime system for the Intel Single-chip Cloud Computer (SCC) processor to detect repeatable communication phases followed by an application of frequency scaling. Donofrio et al.[8] have studied energy efficiency for extreme-scale science and developed Green Flash, an application-driven design to improve the kernels computational efficiency. Li et al.[13] developed a new power-aware performance prediction model of hybrid MPI/OpenMP programming model and combine memory and disk management techniques to provide performance guarantees for control algorithms. Rodero et al.[14] explored the potential
of application-centric aggressive power management of HPC scientific workloads while considering power management mechanisms and controls available at different levels and different subsystems. Gmall et al. [9] explored data-related energy/performance trade-offs for end-to-end co-design simulation workflows on current and on-going high-end computing systems. Lively et al. [17] explored and investigated energy consumption and execution time of different parallel implementation of scientific applications on multi-cluster systems.

Most of the work described above are from system level and are based on tolerating performance loss and constrain the power consumption under that performance loss. The work presented here discusses the possibility to filter down power constraint to job-level, and then take advantage of applications specific properties, such as resolution, to keep the power budget while maintaining the level of performance.

2.2 Power management

The cost of provisioning power in data centers is a very large fraction of the total cost of operating a data center. [18, 19] Therefore the ability to cap peak power consumption is a desirable feature in modern data centers. [20] Many power management approaches have been proposed to provide performance guarantees while constraining power budget. Sartori et al. [21] describe a peak power management technique for multi-core systems by choosing the power state for each core that meets the power constraints. Cebrian et al. [22] develop a power balancing strategy that through borrowing power budgets from cores that consume lower power to dynamically adapts the per-core power budgets. While, Gandhi et al. [23] give a power capping strategy to meet the power budget by inserting idle cycles during execution. This approach aims at controlling the average power consumption, but cannot guarantee the peak power. So a number of other approaches are proposed through reconfiguring hardware to meet the power budget. Meng et al. [24] provide a power management strategy through dynamic reconfiguration of cores by cache resizing. Konotorinis et al. [25] propose a table-driven adaptive core reconfiguration technique that configures core resources such as load-store
queues and floating point units to meet peak power budget. Most of the power management strategies are using DVFS. Since Intel SandyBridge family processors, Intel provide Running Average Power Limit (RAPL) for controlling the power constraint on processors and memory. Several studies have begun to evaluate the RAPL power management system. Rountree et al.[26] explore RAPL as a replacement for DVFS in HPC systems by evaluating power consumption for package and memory subsystem. Zhang et al.[27] give a systematic evaluation of RAPL behavior such as stability, setting time, overshoot and, etc. RAPL also been used to study application runtime variability and power optimization for exascale computing in work of Allan et al.[28][21] Sarood et al.[29] use RAPL to set power bounds on across an over-provisioned cluster running homogeneous application processes. This work also takes advantage of RAPL power controlling ability to dynamically manage power consumption.

2.3 Power measurement systems

Measuring the power/energy consumption of software components is the key for energy-aware scheduling, accounting and budgeting. RAPL measurement mechanism is described in[28] and Marcus et al.[30] has investigated the RAPL measurements performance and discussed the practical obstacles that existed in performing these measurements on complex modern CPUs. Vignesh et al.[31] studied the greenness of the in-situ and the post-processing visualization pipelines using RAPL to measure the CPUs and RAMs power consumption and with an average error rate of less than 1%. Venkatesh et al.[32] use RAPL to measure energy consumption in large message-passing applications.
3.1 Overview of combustion simulation software

Nowadays, more than 85% of energy in the US is provided by combustion. Meanwhile, the internal combustion engine is still widely used in the world. Those place enormous pressure to improve the combustion efficiency in both power generation devices and transportation. For this purpose, combustion simulation is important for scientists to gain insight of turbulent flame combustion process. But simulating practical-scale combustion is a challenging work. Because typically, combustion process often involves hundreds of species and thousands of chemical reactions, and the problem is inherently multi-scale both in time and space. At the same time, from an engineering point of view, practical flows in combustion simulation are mostly turbulent. Turbulent combustion models use systematic mathematical derivations based on the Navier-Stokes equations. Traditionally, people use direct numerical simulation (DNS) approaches to solve Navier-Stokes equations. This approach is based on explicit numerical methods for the compressible flow equations on uniform grids. This DNS is good to be used in small idealized combustion simulation problems geared at the fundamental nature of turbulence/chemistry interactions. However, this approach is not ideal for large-scale combustion simulation. On the one hand, it requires very fine spatial grids to resolve the local flame structure. On the other hand, it requires small time steps to resolve the acoustic and chemical time scales inherent in the model.

In LMC combustion code, the Center for Computational Sciences and Engineering (CCSE) has taken a different research approach that explicitly targeted both the temporal and spatial multi-scale aspects of combustion modeling. First, instead of the traditional compressible equations, a low Mach number formulation is used. Second,
adaptive mesh refinement (AMR) is used to increase computational utilization that focus computational resources in regions of interest but decrease computing resolution in regions with less interest. Third, robust integration methods are employed to allow reasonable solution behavior with a minimum of computational resolution. By those three features, the computational requirements of this combustion simulation has been reduced by a factor of 10,000 relatives to traditional approaches.[35]

This combustion code is embodied in a hybrid C++/FORTRAN software system. In this framework, memory management and control flow are expressed in the C++ portions of the program and the numerically intensive portions of the computation are handled in FORTRAN. The software is written using a layered approach, with a foundation library, BoxLib, that is responsible for the basic algorithm domain abstractions at the bottom, and a framework library, IAMR, that marshals the components of the AMR algorithm, at the top. Support libraries built on BoxLib are used as necessary to implement application components such as interpolation of data between levels, the coarse/fine interface synchronization routines, and linear solvers used in the projections and diffusion solves.[36]

3.2 BoxLib

BoxLib was developed at the Center for Computational Sciences and Engineering (CCSE) at Lawrence Berkeley National Laboratory. It is a software library containing all the functionality for building massively parallel, block-structured adaptive mesh refinement (AMR) applications for solving time-dependent PDEs in two and three dimensions.[37] Following sections give a high-level overview of Boxlib features.

3.2.1 Parallel Programming Model

MultiFab is the fundamental parallel abstraction in BoxLib, which holds the data on the union of grids at a level of refinement. A MultiFab is composed of multiple Fortran array boxes and each Fab is a multidimensional array of data on a single grid. Fabs at each level of refinement are distributed independently, thus each processor can operate
independently on its local data. But for operations that require data owned by other processors, the MultiFab operations are preceded by a data exchange between processors to fill ghost cells. Each processor contains meta-data that is needed to fully specify the data locality and processor assignments of the Fabs.

### 3.2.2 Hybrid MPI-OpenMP

The basic parallelization strategy uses a hierarchical programming approach for multicore architectures based on both MPI and OpenMP. In the pure-MPI instantiation, each Fab is assigned to a core, and each core communicates with every other core using only MPI. In the hybrid approach, where on each socket/node there are $n$ cores that all access the same memory, we can divide our domain into fewer, larger grids, and assign each Fab to a socket/node, with the work associated with that grid distributed among the $n$ cores using OpenMP.

### 3.2.3 Checkpoint and Plotfile

Data for checkpoints and analysis are written in a self-describing format that consists of a directory for each time step written. Checkpoint directories contain all necessary data to restart the calculation from that time step. Plotfile directories contain data for post-processing, visualization, and analytics, which can be read using VisIt. Checkpoint and Plotfiles are portable to machines with a different byte ordering and precision from the machine that wrote the files.

### 3.3 Adaptive Mesh Refinement

Variety of approaches have been used to reduce the computational costs of simulating combustion flows and Adaptive Mesh Refinement (AMR) turn out to be a very effective one. Berger and Oliger developed AMR for computing time-dependent solutions to hyperbolic partial differential equations in multiple space dimensions.[38] Later on, this AMR approach has been developed for a variety of engineering problems.[39, 40, 41] The beauty of AMR is that it focuses computational resources in regions of interest.
but decrease computing resolution in regions with less interest. This largely increase computational utilization and therefore minimizing memory and storage requirements. It is powerful especially in treating problems with multiple scales.

AMR is based on a sequence of nested grids with successively finer resolution in both time and space. In this approach, fine grids are formed by dividing coarse cells by even integer factor $R_l$ in each direction. $R_l$ is called refinement factor, it is the ratio in resolution between consecutive levels, and is uniform in all spatial directions. $R_l$ is typically 2 or 4. Increasingly finer grids are recursively embedded in coarse grids until the solution is adequately resolved with each level contained in the next coarser level. An error estimation procedure based on user-specified criteria evaluates where additional refinement is needed and grid generation procedures dynamically create or remove rectangular fine grid patches as resolution requirements change.

### 3.3.1 AMR algorithm

A general AMR formulation is presented below.

**Advance** $(l,t)$

If (time to regrid) then

**Regrid** $(l)$

**FillPatch** $(l,t)$

**Integrate** $(l,t, \Delta t_l)$

If ($l \leq l_{\text{finest}}$) then

For $i_{sub} = 1, \ldots, r_l$

**Advance** $(l + 1, t + (i_{sub} - 1) \Delta t_{l+1})$

**Average down** $(l, t + \Delta t_l)$

**Reflux** $(l, t + \Delta t_l)$

End if

**Regrid** $(l)$: generate new grids at levels $l + 1$ and higher

**FillPatch** $(l, t)$: fill patch of data at level $l$ and time $t$
**Integrate** \((l, t, \Delta t)\): Advance data at level \(l\) from \(t\) to \(t + \Delta t\), averaging and storing fluxes at boundaries of level \(l\) grids if \(l \geq 0\) and level \(l\) cells at boundary of \(l + 1\)

**Average down** \((l, t)\): average (in space) level \(l + 1\) data at time \(t\) to level \(l\)

**Reflux** \((l, t)\): Add (time- and space-averaged) refluxing corrections to level \(l\) cells at time \(t\) adjacent to level \(l + 1\) grids

### 3.3.2 Types of Refinement

Adaptive mesh refinement has several type of refinement grids. It includes the following main four types as illustrated in Figure 3.1.

![Figure 3.1: Type of refinement](image)

(a) Unstructured  
(b) Mesh distortion  
(c) Point-wise structured refinement  
(d) Block-structured refinement

### 3.3.3 Grid Hierarchy and time-stepping procedure

The adaptive mesh refinement (AMR) algorithm uses a hierarchical grid structure, in Figure 3.2, which composed of rectangular, uniform grids of varying resolution. Each refinement level is represented as a union of rectangular grid patches of a specific resolution contained within the computational domain. By definition, level 0 covers the
entire problem domain. The widths of the cell in the level $l$ grids differ from those at $l + 1$ by refinement factor $R_l$. The grids are properly nested, i.e. the union of grids at level $l + 1$ is contained in the union of grids at level $l$. The containment is strict in the sense that, except at physical boundaries, the level $l$ grids are large enough to ensure that there is a border at least one level $l$ cell surrounding each level $l + 1$ grid.

During the adaptive mesh process, the AMR timestep consists of separate timesteps on each of the levels. Those including synchronization operations that insure correct behavior at the coarse-fine interfaces, and regridding operations which permit the refined grids to track complex and/or interesting regions of the flow. The ratio of the level $l$ and the level $l + 1$ time steps is $R_l$. Figure 3.3 shows a space-time diagram of a single level 0 timestep, during which a regridding operation moves the interface between levels 1 and 2.
3.4 Combustion simulation mathematical model

The fundamental mathematical model of combustion simulation is the compressible Navier-Stokes equations for a reacting flow.\cite{36} Navier-Stokes equations, the formulation below, is named after Claude-Louis Navier and George Gabriel Stokes, describe the motion of viscous fluid substances.\cite{42} It governs the motion of fluids and can be seen as Newton’s second law of motion for fluids.

\[\rho \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) = -\nabla p + \nabla \cdot \left( \mu \left( \nabla u + (\nabla u)^T \right) \right) - \frac{2}{3} \mu (\nabla \cdot u) I + F \]  

(3.1)

where \( u \) is the fluid velocity, \( p \) is the fluid pressure, \( \rho \) is the fluid density, and \( \mu \) is the fluid dynamic viscosity. These equations are always solved together with the continuity equation:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0 \]  

(3.2)

In the LMC, it has considered a multicomponent gaseous mixture ignoring Soret and Dufour effects, body forces and radiative heat transfer, and assume a mixture model for species diffusion.\cite{43, 44} The governing equations, which express conservation of mass, momentum and energy, augmented by species transport, are:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot \rho U = 0 \]  

(3.3)

\[ \frac{\partial \rho U}{\partial t} + \nabla \cdot \rho U U + \nabla p = \nabla \cdot \tau \]  

(3.4)

\[ \frac{\partial \rho E}{\partial t} + \nabla \cdot \rho U E + p U = \nabla \cdot \lambda \nabla T + \sum_m \nabla \cdot h_m \rho D_m \nabla Y_m + \nabla \cdot \tau U \]  

(3.5)

\[ \frac{\partial \rho Y_m}{\partial t} + \nabla \cdot \rho U Y_m = \nabla \cdot \rho D_m \nabla Y_m - \dot{\omega}_m \]  

(3.6)

where \( \rho \) is the density, \( U \) is the velocity, \( E \) is the total energy, \( Y_m \) is the mass fraction
of species m, T is the temperature, and $\dot{\omega}_m$ is the net destruction rate for species m due to chemical reactions. Also, $\lambda$ is the thermal conductivity, $\tau$ is the stress tensor, $c_p$ is the specific heat of the mixture, and $e_m(T)$, $h_m(T)$ and $D_m$ are the internal energy, enthalpy and species mixture-averaged diffusion coefficients of species m, respectively. We note that for these equations, we have $\sum Y_m = 1$, $\sum \rho D_m \nabla Y_m = 0$, and $\sum \dot{\omega}_m = 0$ so that the sum of the species transport equations gives the conservation of total mass. These evolution equations are supplemented by an equation of state for a perfect gas mixture:

$$p_0 = \rho R m_{ix} T = \rho R T \sum m Y_m W_m$$

(3.7)

where $W_m$ is the molecular weight of species m, and R is the universal gas constant.

To simulate reacting flow, one possible approach is to simply discretize this system of equations above. However, the compressible flow equations provide a general description of essentially continuum fluid dynamic phenomena. Therefore, an alternative approach to directly discretize the compressible equations is to exploit the separation of scales between the acoustic waves and the fluid motion by adopting a low Mach number formulation.

The low Mach number combustion formulation was first introduced by Rehm and Baum [45] and was later derived rigorously from low Mach number asymptotic analysis by Majda and Sethian [46]. It is a classical solution of the compressible Navier-Stokes or Euler equations for non-isentropic fluids. The Mach number, is denoted by $M$, is a fundamental dimensionless number. By definition, it is the ratio of a characteristic velocity in the flow to the sound speed in the fluid. [47] The basic steps of the analysis are first to normalize the problem by rescaling and then to expand the terms in the compressible Navier-Stokes equations in M. Equating terms in Mach number and examining the behavior as $M \to 0$ one can show that in an unconfined domain, the pressure can be decomposed as:

$$p(x, t) = p_0 + \pi(x, t)$$

(3.8)
where \( p_0 \) is the ambient thermodynamic pressure and is a perturbational pressure field that satisfies \( \pi/p_0 \sim O(M^2) \). (In a more general setting, \( p_0 \) is a function of \( t \).) With this decomposition, \( p_0 \) defines the thermodynamic state; all thermodynamic quantities are independent of \( \pi \).

With this decomposition, the low Mach number equations for an open domain are

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \rho U = 0
\]

\[
\frac{\partial \rho U}{\partial t} + \nabla \cdot \rho UU + \nabla \pi = \nabla \cdot \tau \tag{3.10}
\]

\[
\frac{\partial \rho h}{\partial t} + \nabla \cdot \rho U h = \nabla \cdot \lambda \nabla T + \sum_m \nabla \cdot h_m \rho D_m \nabla Y_m \tag{3.11}
\]

\[
\frac{\partial \rho Y_m}{\partial t} + \nabla \cdot \rho U Y_m = \nabla \cdot \rho D_m \nabla Y_m - \dot{\omega}_m \tag{3.12}
\]

Thought these still similar to the compressible equations, the low Mach number model expresses the energy equation in terms of enthalpy, \( h(T, Y_m) = \sum_m h_m(T) Y_m \). More importantly, acoustic waves are instantaneously equilibrated and the equation of state, \( p_0 = \rho R m i x T \), now constrains the evolution. As a result, this description retains compressibility effect due to heat release but removes the time scale associated with acoustic wave propagation from the dynamics of the system. In this form, the perturbation pressure, \( \pi \), plays the role of a Lagrange multiplier to constrain the evolution so that this constraint is satisfied.

These equations are supplemented by an equation of state for a perfect gas mixture:

\[
\rho c_p \left( \frac{\partial T}{\partial t} + U \cdot \nabla T \right) = \nabla \cdot \mu \nabla T + \sum_m (\rho D_m \nabla Y_m \cdot \nabla h_m + h_m \dot{\omega}_m) \tag{3.13}
\]
3.5 RAPL

Since Intel Sandy Bridge processors, Intel has introduced capabilities for both onboard power meters and power clamping. The Intel Running Average Power Limit (RAPL) provides a standard interface for measuring and limiting processor and memory power by HW, OS, applications and, etc. The power limit and the time window (Power, TimeWindow) form essential parameters of RAPL interface.[48, 49]

Users can measure and control processor power consumption by using several model-specific registers, or MSR using two basic privileged instructions, `readmsr` and `writemsr` through the MSR kernel module. This module exports a file interface at `/dev/cpu/N/msr` (with N being the CPU number) that, given suitable file permission, can be used to read and write any MSR on the node.

Intel has separated the Sandy Bridge family into two classes namely client and server. The two architectures share a subset of RAPL features where the server class provides additional features such as DRAM power measurement. The Sandy Bridge architecture supports three power domains on both server and client architectures. In Figure 3.4, both architectures support package (PKG) and Power Plane 0 (PP0) domains, while the server adds a separate DRAM domain and the client adds a second power plane (PP1).

![Figure 3.4: Power domains for which power monitoring/control is available](image-url)
3.5.1 Power capping

Exascale computing will be power limited. To satisfy this requirement, either to limit the number and speed of processors or, more likely, using power capping to enforce execution under the power budgets. Power capping techniques can provide the possibilities of energy savings for computing devices. As the name implies, power capping limits the instantaneous power used by a computing device. It is widely used to fulfill power constraints and save energy. Moreover, it is also implemented for power budget management and thermal control for data centers and computing devices.

In order to keep processor power consumption under the user-defined threshold, RAPL has combined automatic DVFS and clock throttling techniques. But unlike most proposed mechanisms that maintain instantaneous power limits, RAPL employs an internal model of energy consumption, to estimate and maintain an average power limit over a sliding time window. The power limit and the time window form essential parameters of RAPL memory interface. Multiple limits can be set simultaneously for different power and thermal constraints. RAPL can control and measure power in three distinct domains, including the cores and caches, the entire CPU, or the DRAM.[50]

3.5.2 RAPL measurement

RAPL provides capabilities to measure energy and power usage of different parts of the silicon chip. RAPL supports approximately 1ms resolution measurements. Its sensor data is read from model-specific registers (MSR) and exported by the Linux kernel via devfs, which makes these measurements readily available to profiling tools.[51]

3.5.3 RAPL algorithm

RAPL algorithm determines the power budget for the next interval based on memory bandwidth, specified power limit, time window and a history of power consumption. This algorithm aims to deterministically maintain a power limit while maximizing memory bandwidth and performance. RAPL algorithm including three formulas. The first equation calculates the hard limits and the second one computes the soft limits. The
third equation is used for updating the M states in Table 3.1.

The hard limit is computed at beginning of each interval and it is calculated by subtracting the power consumed over the last N-1 intervals from the available power budget. However, only use hard limit to determine M-state from Table 1 and therefore control the memory bandwidth and limits might lead to several drawbacks. Firstly, M-state in Table 1 represent worst case power based on worst case memory bandwidth and access pattern allowed in this state, thus it is unlikely to represent any realistic workload or its true memory power consumption. Secondly, the algorithm uses the entire window in computing the power budget for the next interval, which cannot represent the most recent workload phase behavior. Also, it tends to allocate the entire available budget in single intervals which has largely bad effect for multithreaded server workloads in multi-core systems. To address these issue, RAPL also computes the soft limits that shift the time window by M intervals to capture the most recent workload behavior. And by predicting average bandwidth demand over the next M time intervals, it can smooth the effects of power limit. Moreover, instead of using wore case power in Table 1, it updates them at the end of each time interval using the Weighted Running Average (WRA) formula. And use the updated M-state table to select a power state for next interval.

\[
PwrBudget_{\text{hard}} = N \cdot PwrLimit - \sum_{i=1}^{N-1} MemoryPwr_i \quad (3.14)
\]

\[
PwrBudget_{\text{soft}} = N \cdot PwrLimit - \sum_{i=M}^{N-1} \frac{MemoryPwr_i}{M} \quad (3.15)
\]

\[
WRA^{\text{new}}[M] = a \cdot MemoryPwr + (1 - a) \cdot WRA^{\text{curr}}[M] \quad (3.16)
\]
<table>
<thead>
<tr>
<th>MPL STATES</th>
<th>BANDWIDTH (%)</th>
<th>POWER (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPL0</td>
<td>100</td>
<td>11.9</td>
</tr>
<tr>
<td>MPL1</td>
<td>80</td>
<td>10.5</td>
</tr>
<tr>
<td>MPL2</td>
<td>66.67</td>
<td>9.46</td>
</tr>
<tr>
<td>MPL3</td>
<td>57.14</td>
<td>8.70</td>
</tr>
<tr>
<td>MPL4</td>
<td>50.0</td>
<td>8.12</td>
</tr>
<tr>
<td>MPL5</td>
<td>44.44</td>
<td>7.67</td>
</tr>
<tr>
<td>MPL6</td>
<td>40.0</td>
<td>7.30</td>
</tr>
<tr>
<td>MPL7</td>
<td>36.16</td>
<td>6.31</td>
</tr>
<tr>
<td>MPL8</td>
<td>33.33</td>
<td>6.01</td>
</tr>
<tr>
<td>MPL9</td>
<td>30.25</td>
<td>5.69</td>
</tr>
<tr>
<td>MPL10</td>
<td>27.07</td>
<td>5.35</td>
</tr>
<tr>
<td>MPL11</td>
<td>23.58</td>
<td>4.99</td>
</tr>
<tr>
<td>MPL12</td>
<td>20.0</td>
<td>4.61</td>
</tr>
<tr>
<td>MPL13</td>
<td>16.34</td>
<td>4.23</td>
</tr>
<tr>
<td>MPL14</td>
<td>12.33</td>
<td>3.80</td>
</tr>
<tr>
<td>MPL15</td>
<td>8.24</td>
<td>3.37</td>
</tr>
</tbody>
</table>

Table 3.1: M-state, represent worst case power based on worst case memory bandwidth and access pattern allowed in this state
Chapter 4
Experimental evaluation

4.1 Infrastructure overview

4.1.1 CAPER Cluster

CAPER (Computational And data-enabled Platform for Energy efficiency Research) is a unique and flexible instrument funded by The National Science Foundation that combines high performance Intel Xeon processors with a complete deep memory hierarchy, latest generation co-processors, high performance network interconnect and powerful system power instrumentation.

It is currently an eight-node cluster, which is capable of housing concurrently, in one node up to eight general-purpose graphical processing units (GPGPU), or eight Intel many-integrated-core (MIC) coprocessors - or any eight-card combination of the two; and up to 48 hard disk drives (HDD), or solid-state drives (SSD). A single-node configuration features a theoretical peak performance of 20TF/s (single precisions) or 10TF/s (double precision) and supports up to 32TB of storage and 24TB of flash-based non-volatile memory. A separate node serves as a login and storage server.

This hardware configuration is unprecedented in its flexibility and adaptability as it can combine multiple components into a smaller set of nodes to reproduce specific configurations. This platform also mirrors key architectural characteristics of high-end system, such as XSEDE’s Stampede system at TACC, and provides several unique features to support critical research goals such as software/hardware co-design. CAPER provides a platform to validate models and investigate important aspects of data-centric and energy efficiency research.
4.1.2 DELL Cluster

DELL platform includes a 32 node Dell M610 blade cluster, consisting of two Dell M1000E Modular Blade Enclosures, necessary interconnect/management infrastructure, and a supervisory node. Each enclosure is maximally configured with sixteen blades, each blade having two Intel Xeon E5504 Nehalem family quad-core processors at 2.0 GHz, forming an eight core node. Each node has 24 GB RAM and 73 GB of local disk storage (10,000 RPM), twelve nodes have an additional 1 TB of local storage. The network infrastructure is comprised of an integrated 16-port Mellanox InfiniBand switch within each blade chassis, each switch linked to the switch in the other chassis. All blades have Mellanox Quad-Data-Rate (QDR) InfiniBand interface cards. There is also an integrated (redundant) 1 Gigabit Ethernet within each chassis, with two pairs of 10 Gigabit uplink capabilities in each chassis. In the aggregate, the cluster system consists of 32 nodes, 256 cores, 768 GB memory and 14.5 TB disk capacity, with a 20 Gigabit InfiniBand network and two 1 Gigabit Ethernet networks.

4.1.3 Power measurement methodology

Our experiment platform CAPER is instrumented with both coarse- and fine-grained power metering at server level. On the one hand, an instrumented Raritan iPDU PX2-4527X2U-K2 provides power measurements at 1 Hz. While, on the other hand, a Yokogawa DL850E ScopeCorder provides voltage and current measurement for all nodes through 1 Ms/s modules, and can sample power data at rate of up to 10 KHz. In addition to those server level measurement, we have RAPL meter to provide power measurement at a up to 20Hz sampling rate in processor level.

Use of RAPL power metering

RAPL meter measuring power through reading Machine-Specific Registers (MSRs). Intel released Power Gadget API for using RAPL. This API is a framework that provides very comprehensive information including reading current estimated processor power, current processor frequency, base frequency, thermal design power (TDP), current temperature, timestamps and etc. Also, Intel gives a ready-to-use software-based power
monitoring tool called Intel Power Gadget, this has a completed interface for using RAPL. We are using this to measure the processors power usage.

**RAPL meter sampling frequency considerations**

Thought, according to Intels manual,[48] RAPL MSRs would update at rate of once every 1 ms, using very lower frequency (e.g. less than 20 ms) may result in significant overhead and might also increase the power consumption, which would make the data less meaningful.[52] Also, since the instantaneous processor frequency would change very frequently, sampling data may be more useful if you sample often and average the samples overtime. So, Intel recommend sampling frequency of 50 ms or upper. For our experiment, we dont require high resolution power data, so we choose to sample twice per second.

**Reading power measurement data from PDU**

Raritan PDU keep measuring the whole servers power consumption and writing the power measurement data to power log files with timestamp. CAPER has eight nodes, so we extract real-time power measurement data and the timestamp from each nodes power log file after simulation started using Simple Network Management Protocol (SNMP) queries to the PDU from a side script running in an independent node.

4.2 **Exploration of LMC load imbalance exploration**

LMC is a massively parallel distributed program. Running on thousands processors are very likely have load imbalance problem. Especially in AMR, the number of grids also changes and is seldom an integer multiple of the number of processors, it is therefore inefficient to assign the grids sequentially to the processors, and it is very likely to be load imbalanced. Therefore, this experiment is aimed at exploring LMC program load balancing. There are many studies on AMR load imbalance issue,[53, 54, 55] also many strategies and balancers have been introduced to address it.[56]

In order to understand the application characteristics, we first measure LMC runtime power consumption. Then we use profiling tools to trace its running behavior, trying to find out how much time does it spend on MPI operations such as MPI_Wait.
The goal is to evaluate the possibility to cap power during imbalanced regions.

To trace LMC running behavior, we first tried out some profiling tools, such as PAPI, Perf and TAU. However, we concentrated in the built-in profiling mechanisms already implemented in BoxLib, i.e., we used AMRprofParser to analyze the profiling data.

**Measuring power consumption**

The command provided below runs LMC on 64 cores under resolution from level 3 to level 1. Intel `power_gadget` is used to measure real-time power consumption.

```bash
mpirun -machinefile hostfile.txt -np 64 .LMC2d.Linux.g++.gfortran.SDC.MPI.ex
inputfile amr.max.lev=#level
```

**Profiling LMC running behavior**

To enable LMC profiling function, we need to recompile it with following configuration setting:

```plaintext
USE_MPI=TRUE
PROFILE=TRUE
TRACE_PROFILE=TRUE
COMM_PROFILE=TRUE
```

Then we can get this executable file:

`LMC2d.Linux.g++.gfortran.COMTR_PROF.SDC.MPI.ex`

Running this program, in addition to plotfile and checkpoint file, we can get profiling file bl_prof_D_00XX in folder bl_prof.

To analyze the resulting data, we need to use AMRProfParser. This tool is a standalone profiler program existed in BoxLib library.

To use AMRProfParser, we need to compile the code with following configuration setting:

```plaintext
USE_MPI=FALSE
PROFILE=TRUE
TRACE_PROFILE=TRUE
COMM_PROFILE=FALSE
```
Then we get:

```
amrprofparser2d.Linux.g++.gfortran.DEBUG.TRACE_PROF.ex
```

To use it, we can type appropriate options and profiling data directory to it as the following format.

```
./amrprofparser2d.Linux.g++.gfortran.DEBUG.TRACE_PROF.ex [options] profd-dirname
```

For example, with option [-ws] it is possible to get a profile summary.

**Discussion of results**

Figure 4.1 shows the power consumption curve of running LMC on 64 cores. The curve is very flat, which means LMC keep the processors in the maximum performance for the whole time. From this point of view, LMC is running in a balanced way. Although it looks good from the power consumption curve, there still exist possibility that processors are running on highest power without doing actual work. Therefore, we continue to trace LMC function call and function execution time.

![Figure 4.1: LMC power consumption curve with different (qualitative) resolution levels](image)
Table 4.1 show the top 10 function calls when running LMC with level 4 on 128 cores.

<table>
<thead>
<tr>
<th>Function name</th>
<th>Number of calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waitall</td>
<td>277,328,482</td>
</tr>
<tr>
<td>AsendTsii</td>
<td>146,652,558</td>
</tr>
<tr>
<td>ArecvTsii</td>
<td>146,652,558</td>
</tr>
<tr>
<td>AllReduceR</td>
<td>46,855,296</td>
</tr>
<tr>
<td>Alltoall</td>
<td>11,975,168</td>
</tr>
<tr>
<td>Alltoallv</td>
<td>11,975,168</td>
</tr>
<tr>
<td>ReduceR</td>
<td>502,784</td>
</tr>
<tr>
<td>Allgather</td>
<td>315,648</td>
</tr>
<tr>
<td>BCastTsii</td>
<td>84,992</td>
</tr>
<tr>
<td>AllReduceI</td>
<td>84,096</td>
</tr>
<tr>
<td>NameTag</td>
<td>59,136</td>
</tr>
</tbody>
</table>

Table 4.1: Top 10 number of call functions

Figure 4.2 shows the percentage of selected funcion calls using level 1 to level 3 on profiled LMC.

Figure 4.2: Selected LMC MPI Running Behavior Statistics
We can see that function Waitall occupied most function call, and the higher level of refinement, the more Waitall function will be called. However, the number of function calls does not equal to the time program spend on it. So, we continue to profile the time spend on each function, which is shown in Table 4.2. This table shows that the most time consuming function `Amr::coarseTimeStep()` occupied 76.94% execution time but only been called 20 time. While function `LinOp::prepareForLevel()` has been called 8297520 times but only occupies 1.75% execution time.

According to [36], LMC code has embedded load balance scheme which described in Crutchfiled[57] and in Rendleman et al.[58] This load balance scheme is based on a dynamic programming approach for solving the knapsack problem: the computational work in the irregularly sized grids of the AMR data structures is equalized among the available processors. After the initial allocation of grids some additional changes to the grid distribution are performed to reduce communications between processors. Also, **BoxLib** fundamental parallel abstraction is the **MultiFab**, and **MultiFab** operations are performed with an *owner computes* rule with each processor operating independently on its local data. For operations that require data owned by other processors, the **MultiFab** operations are preceded by a data exchange between processors. Each processor contains *meta-data* that is needed to fully specify the geometry and processor assignments of the **MultiFabs**. The results obtained clearly supports that LMC has well address the load-balancing issue, therefore there is not much space for power budgeting management within the application at function call level. The following addresses the characterization of LMC performance-power-quality tradeoffs and power management at a coarser grain level (i.e., workload level).
<table>
<thead>
<tr>
<th>Function name</th>
<th>Number of calls</th>
<th>Minus</th>
<th>Percent %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amr::coarseTimeStep</td>
<td>20</td>
<td>539.3</td>
<td>76.94</td>
</tr>
<tr>
<td>CollectData_Alltoall</td>
<td>22421</td>
<td>18.4</td>
<td>4.99</td>
</tr>
<tr>
<td>StateData::checkPoint</td>
<td>54</td>
<td>33.8</td>
<td>4.83</td>
</tr>
<tr>
<td>CGSolver::solve_bicgstab</td>
<td>5374</td>
<td>33.8</td>
<td>3.05</td>
</tr>
<tr>
<td>LinOp::prepareForLevel</td>
<td>8297520</td>
<td>12.8</td>
<td>1.75</td>
</tr>
<tr>
<td>mg_tower_bottom_solve</td>
<td>1869</td>
<td>11.8</td>
<td>0.85</td>
</tr>
<tr>
<td>MultiGrid::solve</td>
<td>4598</td>
<td>7.5</td>
<td>1.69</td>
</tr>
<tr>
<td>CGSolver::dotxy</td>
<td>77640</td>
<td>5.9</td>
<td>0.72</td>
</tr>
<tr>
<td>Amr::writePlotFile</td>
<td>3</td>
<td>3.3</td>
<td>0.48</td>
</tr>
<tr>
<td>Projection::doNodalProjection</td>
<td>216</td>
<td>2.5</td>
<td>0.48</td>
</tr>
<tr>
<td>FabArray::FillBoundary</td>
<td>424250</td>
<td>0.46</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 4.2: Top 10 time consuming functions

4.3 AMR resolution adjustment

LMC simulation program is based on AMR algorithm, which uses a hierarchical grid structure, and fill finer patches on the region of interest. Therefore, the simulations resolution from the computational point of view is mainly directed from the AMR algorithm resolution configuration. There are many parameters controlling AMR solution, but in the work, only those four parameters listed in Table 4.3 have been used to tune the simulation resolution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>amr.n_cell</td>
<td>Number of cells in each direction at the coreset level</td>
</tr>
<tr>
<td>amr.max_level</td>
<td>Number of levels of refinement above the coarsest level</td>
</tr>
<tr>
<td>amr.ref_ratio</td>
<td>Ratio of coarse to fine grid spacing between subsequent levels</td>
</tr>
<tr>
<td>amr.regrid_int</td>
<td>How often to regrid</td>
</tr>
</tbody>
</table>

Table 4.3: AMR parameters which are used to tune simulation resolution
Each parameter has different impact on the resolution, which is illustrated with the example use case shown in Figure 4.3. The parameters of the example case are discussed as follows.

Example case:

- **amr.n_cell = 32 32 32**

  This would define the domain size (at coarsest level) to have 32 cells in the x-direction, 32 cells in the y-direction and 32 cells in the z-direction. (If it is in the 2D input file, the last number will be ignored). As shown in Figure 4.3, there are 32 cells in both x and y direction.

- **amr.max_level = 2**

  This would set a maximum of 2 refinement levels in addition to the coarse level. Within the calculation, the number of refinement level must be \( \leq \) amr.max_level, but it can be change in time and it is not necessary always be equal to amr.max_level. Because these additional levels will only be created if the tagging criteria are such that cells are flagged as needing refinement. Figure 4.3 shows the mesh grids with maximum of 2 refinement levels.

- **amr.ref_ratio = 4 2**

  Refinement ration means how many individual cells will a cell be divided into. For example in the left-hand side Figure 4.3, Setting amr.ref_ratio = 4 2 means dividing cell into 4 cells from levels 0 and 1, and dividing cell into 2 from levels 1 and 2.

- **amr.regrid_int = 2**

  This would tell the code to regrid every 2 steps. This means level l+1 grids will be created every 2 level l time steps.
Issued found for pushing LMC to higher resolution level

By default, the maximum level of refinement for the LMC program was set to be level 3. When we tried to increase the parameter amrmax_level to 4 or higher, the program will throw the following error:

**BOXLIB ERROR: Multigrid Solve: failed to converge in max_iter iterations**

This error arises because when we are trying to solve a linear system with multigrid and the tolerance is below roundoff – that particular solve is the “sync project”. Since the norm computed is a function of the number of cells and resolution, when we add refinement levels, eventually roundoff starts to dominate and we have to loosen the tolerances. To confirm this, we run LMC with option “mg.v=4” and we see the norm of the residual not dropping below the tolerance set in the inputs file.

**Solution of increase LMC resolution level higher than 3** LMC input including two files, input.2d.* and probin.3d.test. input.2d.* contains all run-time information and probin.3d.test file includes all detailed settings for refinement control. We take refinement level 5 as an example. First, we need to set max_trac_lev = 5 in the probin.3d.test file. This is the maximum refinement level triggered by refinement on
the flame tracer. According to how it is set up, if the mass fraction of the species designated as the flame tracer is larger than flametracval (set in the probin file), the cell is tagged for refinement. The tracer species is set in the inputs file to atomic hydrogen via the line: "ns.flameTracName = H". Second, we need to change proj.sync_tol to 1.0e-8. This is to increase the tolerance in the inputs and fix the issue we’ve discussed above. Finally, we can go to input.2d.* file and change amrmax_level to 5. By do these changes, we can successfully running the LMC to higher resolution level.

4.4 AMR mesh and LMC output

Figure 4.4 compares the LMC output with lower and higher level of refinement. And the output resolution is increase with the level of refinement goes higher. Figure 4.5 shows AMR mesh grids of different levels ranging from coarse to finer. In level 0, AMR generate regular grids that covers the entire computational domain. As the maximum refinement level increase, AMR will tag and refine the cells in the region which need higher resolution, so that it can increase the computational utilization by focusing computational resources in regions of interest but decrease computing resolution in regions with less interest. This also can be seen from Level 2 to Level 4, where finer grids are more concentrate on the center curve region.

![Figure 4.4: Refinement level directly affects AMR resolution: mesh grid density is increasing while refinement level is increasing and relevant flame plots are getting finer (more accurate)](image-url)
Figure 4.5: Different level of refinement and LMC output image
4.5 Evaluation of different levels of refinement for different number of cores

This experiment is first run on CAPER cluster, with a maximum of 128 cores, from level 1 to level 4 on 2, 4, 8, 16, 32, 64 and 128 cores. The execution time is recorded simply with the system tool “time”.

**Configuration**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>CAPER and DELL cluster</td>
</tr>
<tr>
<td>Number of cores</td>
<td>2 to 128 quadratic growth</td>
</tr>
<tr>
<td>Level of refinement</td>
<td>level 1 to level 4</td>
</tr>
<tr>
<td>Time step</td>
<td>10</td>
</tr>
<tr>
<td>Time unit</td>
<td>Second</td>
</tr>
</tbody>
</table>

Table 4.4: Configuration for experiment of execution time of different levels of refinement under variety number of cores

![Figure 4.6: Execution time of running different levels LMC on CAPER cluster through 2 to 128 cores.](image)
Figure 4.7: Execution time of running different levels LMC on DELL cluster through 2 to 256 cores.

The results of the first experiment using CAPER cluster are shown in Figure 4.6. As can be clearly seen from the level 4 line, which is yellow line with solid dot maker, the more computing resource we use, the faster the execution is. Comparing these four lines, we can also notice that the slope is decreasing from level 4 to level 1, and then the lines go to a relative flat zoom. From this notice, we can see that heavier workload need more computational resources, but provisioning more resources do not bring any performance increase. In Figure 4.6 it can be seen from level 1 to level 3 lines that their tails are tilting a little bit, but level 4 line doesn’t have this trend. In order to show its trend more clearly, we ran this experiment on DELL cluster (256 cores cluster). The result is shown in Figure 4.7. All levels’ curve is like a “U”, that tilt in the head and tile. From level 1 to level 4, the head turning point, which marked by red dot, are respectively 4, 8, 16 and 32 cores. Then they tend to get into a flat zoom, while under the 256 core, the execution time are all increase. From these two experiments we can conclude that, to achieve optimal running time, we need to configure appropriate number of processors to execute certain level of quality for the LMC program and using
more processors does guarantee better performance.

4.6 Evaluation of energy consumption of different levels of refinement under variety number of cores

In this experiment, we are aim at exploring the energy consumption of running LMC with different level of refinement under multiple number of cores.

Energy is the product of power and time, therefore, in this experiment, we need to measure the execution time and power respectively. To measure time, we still use Linux command TIME in the script file. And for the CPU power, we are using RAPL power meter to measure it. RAPL power meter is a sub-function of Intel Power Gadget program, which has been mentioned in previous background section. We are sampling power data every 0.5 second.

Configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>CAPER cluster</td>
</tr>
<tr>
<td>Number of cores</td>
<td>2 128 quadratic growth</td>
</tr>
<tr>
<td>Level of refinement</td>
<td>level 1 to level 4</td>
</tr>
<tr>
<td>Time step</td>
<td>10</td>
</tr>
<tr>
<td>Time unit</td>
<td>Second</td>
</tr>
<tr>
<td>Power measurement object</td>
<td>8 nodes processors</td>
</tr>
<tr>
<td>RAPL sample rate</td>
<td>2 Hz</td>
</tr>
</tbody>
</table>

Table 4.5: Configuration for experiment of power consumption of different levels of refinement under variety number of cores
Figure 4.8: Power consumption of different levels of refinement under different number of cores

Figure 4.8 shows that there is a huge energy difference on the beginning of this curve. When running on 2 cores, the highest one (level 4) consumes almost 930 KJ while the lowest one (level 1) only take around 0.6 KJ. Since this experiment measure the all 8 node processors power status, the huge energy consumption of level 4 comes from the long execution time. It takes 1,314 seconds to run level 4 job while only 10 seconds to execute level 1. Most energy consumption comes from processors in idle state. But when assign appropriate processor resources to it, the curve reaches the flat zoom, the energy consumption difference is reasonable and stable. From this point of view, an appropriate number of cores for a certain workload is very crucial for energy consumption.
4.7 Evaluation of the impact of RAPL power capping on LMC performance

This experiment is aimed at studying the impact of power capping on LMC power-performance. And it would also give us a reference about the optimal power capping setting for different resolution levels.

We use level 1 to level 4 in LMC as inputs to measure the time and power consumption. Since CAPER CPU power is 95W (Intel Xeon E5-2650 V2), in this experiment, we cap the CPU power to 25W, 35W, 45W, 55W, 65W, 75W, 85W, and 95W and record the package energy consumption (PKG) and execution time respectively. Package energy consumption is the energy used by the CPU chip itself including cores, caches and graphics, etc.

Configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>CAPER cluster</td>
</tr>
<tr>
<td>Number of cores</td>
<td>64 cores</td>
</tr>
<tr>
<td>Level of refinement</td>
<td>level 1 to level 4</td>
</tr>
<tr>
<td>Time step</td>
<td>10</td>
</tr>
<tr>
<td>Time unit</td>
<td>Second</td>
</tr>
<tr>
<td>Power measurement object</td>
<td>8 nodes processors</td>
</tr>
<tr>
<td>Power capping</td>
<td>95W to 25W decrease by 10</td>
</tr>
<tr>
<td>RAPL sample rate</td>
<td>2 Hz</td>
</tr>
</tbody>
</table>

Table 4.6: Configuration for experiment of exploring the affection of RAPL power capping on LMC performance

We use Intel `power_gadget` tool to cap the power. To use it, we assign value to the parameter `MY_POWER_LIMIT`, then compile and run it. We use linux command line “time” to measure the execution time. The execution command line is provided as follows:

```
time mpirun -machinefile hostfile.txt -np 64 .LMC2d.Linux.g++.gfortran.SDC.MPI.ex
```
inputfile amr.max_ext=#level

For the power measurement, we also use the Intel power_gadget tool. When running it, it will give the real-time power consumption data every 0.5 second.

Figure 4.9: Relationship between different resolution of LMC and their execution time under different power capping levels

Figure 4.10: Relationship between different resolution of LMC and the energy consumption under different power capping levels

Figure presents the energy consumption result of executing level 1 to level 4 LMC
program on certain number of cores under different power capping configurations. Those curves have the same pattern that sharply decreasing from 25 to 35 and becoming flat between 65 and 95. The lowest energy consumption is appearing when CPU power was capped to 45W to 55W. This can be explaining from execution data that without any CPU power capping, LMC program will boots CPU to 65W to 75W during execution whatever executing on how many cores. This also can be seem from the flat curve on segment 65W to 95W on each chart. Therefore, the advantage of power capping is working when CPU power down below 65W, and optimize between 45W to 55W.

4.8 Evaluation of power budget acquisition through power capping and resolution degradation

The previous experiments have characterized the behavior of LMC. It can be concluded that the execution time will increase as the level of refinement/resolution increases or CPU power is capped down. Also, the energy consumption trend for different power caps and refinement levels is shown in Figure 4.11. The energy consumption presents the same trend as the execution time, i.e., LMC will consume more energy as the levels of refinement/resolution increase or capping down CPU power. The question here is how to use this characterization to create available power budget. We propose to combine these two factors, adjusting resolution and applying appropriate power capping, to get available power budget for running other tasks (e.g., checkpointing).
Configuration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>CAPER cluster</td>
</tr>
<tr>
<td>Number of cores</td>
<td>64 cores</td>
</tr>
<tr>
<td>Resolution</td>
<td>level 3 2 1</td>
</tr>
<tr>
<td>Time step</td>
<td>10</td>
</tr>
<tr>
<td>Time unit</td>
<td>Second</td>
</tr>
<tr>
<td>Power measurement</td>
<td>RAPL meter</td>
</tr>
<tr>
<td>Power cap</td>
<td>RAPL</td>
</tr>
</tbody>
</table>

Table 4.7: Configuration for experiment of getting available power budget through power capping and resolution degradation

Figure 4.11: Energy consumption trend for different power caps and refinement levels
Figure 4.12: Available power budget from applying resolution degradation and appropriate power capping

In previous Figure 4.1, we measured the power consumption of running LMC with different resolution. It shows that the execution time decreases when decreasing the resolution. Therefore, we apply appropriate power capping to the medium and low resolution execution to make their execution equal the execution time in highest resolution. As shown in Figure 4.12, the red region is the available power budget extracted from the total power budget.

4.9 Evaluation of power budget management

We have tested the impact of power capping and level of refinement of LMC on the performance and energy consumption. We also observed the potential power saving from degrading resolution and implementing power capping. The goal of this experiment is being able to use power budgets opportunistically for running other tasks. In the experiment, we propose to use this power budget to do checkpointing, which will increase the resilience and make the LMC program running more reliably.

In this experiment, we are proposing to degrade LMC resolution and cap its running
power, then use this power budget to do check pointing. However, there are some limitations due to the code characteristics: (i) we can not separate the checkpoint function from simulation program, and (ii) we can not dynamically control LMC resolution.

To address these two issues, we use two LMC executions running alternatively on two set of nodes to emulate one execution dynamically adjusting resolution and doing checkpoint. Each set of nodes contains three nodes for execution. When the first execution start doing checkpoint then the second set start another execution with lower resolution. We focus on system level power consumption.

We implement this using a flag to coordinate these two LMC executions. We’ve recompiled the first LMC set program to let it write flag when it start to do checkpoint, and the second LMC set keeps reading the flag to start running when the flag turn to be true. As shown in Figure 4.13, when the blue curve is the first instance (set 1) of LMC finishes its execution, it triggers the second instance (set 2), which is the orange curve. Once the second instance is completed the first one is triggered again and so on. By doing this, we can emulate a single LMC execution running and dynamically change the resolution while giving the available power budget for doing checkpoint.

**Configuration**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>CAPER cluster</td>
</tr>
<tr>
<td>Number of cores</td>
<td>64 cores</td>
</tr>
<tr>
<td>Resolution</td>
<td>level 4 3</td>
</tr>
<tr>
<td>Time step</td>
<td>10</td>
</tr>
<tr>
<td>Time unit</td>
<td>Second</td>
</tr>
<tr>
<td>Power measurement object</td>
<td>3 nodes processors</td>
</tr>
<tr>
<td>Power cap</td>
<td>RAPL</td>
</tr>
</tbody>
</table>

Table 4.8: Configuration for experiment of exploring the power-performance tradeoffs
In Figure 4.14, the blue curve is the set 1 running the high resolution LMC (level 4). Once it starts doing checkpointing, the set 2 (in orange curve) is triggered to run LMC at level 3. Configuring power capping appropriately, the total power consumption, which is shown in gray curve on the top, is kept constant. This means we successfully constraint the power budget of LMC to perform other tasks (i.e., checkpointing).
Chapter 5

Conclusions and future work

In this work, we have focused on studying the properties and exploring the performance, quality and power/energy tradeoffs of Low-Mach-Number Combustion (LMC) application which is based Adaptive Mesh Refinement (AMR) algorithm. The key contributions of this work are (1) we present an empirical evaluation of different configurations of application that gives insights into the energy-performance-quality tradeoff for this work, (2) we provided a comprehensive study of this LMC simulation performance, power and energy behavior, and (3) we propose a power-performance-quality tradeoff for this application, which can be used to better schedule power budgets across HPC systems.

Our current work investigates how to leverage these insights to implement a runtime to manage power budgets dynamically. Moreover, instead of trading-off with resolution, we also plan to explore the possibility of managing resources dynamically (e.g., cores) to manage power budgets. Future work also includes the management and scheduling of power budgets at whole system scale for assigning power budgets to other applications, not necessarily to the LMC workflow.
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