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Modern devices such as organic light emitting diodes use organic/oxide and organic/metal inter-

faces for crucial processes such as charge injection and charge transfer. Understanding fundamental

physical processes occurring at these interfaces is essential to improving device performance. The ul-

timate goal of studying such interfaces is to form a predictive model of interfacial interactions, which

has not yet been established. To this end, this thesis focuses on obtaining a better understanding

of fundamental physical interactions governing molecular self-assembly and electronic energy level

alignment at organic/metal and organic/oxide interfaces. This is accomplished by investigating both

the molecular adsorption geometry using scanning tunneling microscopy, as well as the electronic

structure at the interface using direct and inverse photoemission spectroscopy, and analyzing the

results in the context of first principles electronic structure calculations.

First, we study the adsorption geometry of zinc tetraphenylporphyrin (ZnTPP) molecules on

three noble metal surfaces: Au(111), Ag(111), and Ag(100). These surfaces were chosen to system-

atically compare the molecular self-assembly and adsorption behavior on two metals of the same

surface symmetry and two surface symmetries of one metal. From this investigation, we improve the

understanding of self-assembly at organic/metal interfaces and the relative strengths of competing

intermolecular and molecule-substrate interactions that influence molecular adsorption geometry.
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We then investigate the electronic structure of the ZnTPP/Au(111), Ag(111), and Ag(100) inter-

faces as examples of weakly-interacting systems. We compare these cases to ZnTPP on TiO2(110),

a wide-bandgap oxide semiconductor, and explain the intermolecular and molecule-substrate in-

teractions that determine the electronic energy level alignment at the interface. Finally we study

tetracyanoquinodimethane (TCNQ), a strong electron acceptor, on TiO2(110), which exhibits chem-

ical hybridization accompanied by molecular distortion, as well as extreme charge transfer resulting

in the development of a space charge layer in the oxide. Thus, we present a broad experimental

and theoretical perspective on the study of organic/metal and organic/oxide interfaces, elucidating

fundamental physical interactions that govern molecular organization and energy level alignment.
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Chapter 1

Introduction

1.1 Role of Organic Molecules in Modern Electronics

Modern electronic devices such as organic light emitting diodes, organic field effect transistors, and

organic solar cells utilize organic molecules in some form. For example, state-of-the-art displays in

smart phones consist of organic light emitting diodes. Organic molecules are relatively inexpensive

to produce, as they do not contain rare elements, and are commercially available. Each device

using organic molecules contains a material on which the organic molecules adhere, such as a metal

electrode or a semiconductor substrate. These organic/metal and organic/semiconductor interfaces

perform a specific function such as a medium for charge transport or charge injection and greatly

influence the overall efficiency of the device. Understanding how these interfaces form and function

on the atomic and molecular scale is essential to improving device performance.

A potential first step in learning about the atomic-scale functionality of organic/metal and or-

ganic/semiconductor interfaces is to investigate properties of organic molecules adsorbed to metal

and semiconductor substrates in a clean environment, separate from the device. In this way, crucial

information regarding the organic interactions with the metal or semiconductor substrate can be ex-

tracted without interference from other device components. Particularly important characteristics

are the electronic structure and adsorption behavior of the organic molecule when adsorbed to the

metal or semiconductor substrate. Investigating the electronic structure of the organic/metal and

organic/semiconductor system provides insight into charge transport barriers and charge injection

barriers at the interface. Atomic-scale properties at the interface such as the molecular conforma-

tion to the substrate surface and the orientation of the molecule upon adsorption to the surface

are obtained by studying the adsorption behavior. This information can then be used to accurately

model charge transport pathways across the interface.

Rather than studying a specific organic/metal or organic/oxide interface from a particular device,

we focus on two molecules found in nature exhibiting several interesting functions that have been ap-

plied to many modern electronic devices. The first molecule is known as zinc tetraphenylporphyrin,

shown as Figure 1.1a, which is in the porphyrin class of molecules. Porphyrins are found in nature
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with a wide variety of functions from light absorbers in chlorophyll[138] to electron sources/sinks

during electron transfer or redox chemistry and even oxygen transport in hemoglobin[30]. Ad-

ditionally, porphyrins are extremely versatile molecules that can be utilized in the laboratory to

probe a variety of topics such as supramolecular chemistry[11], biomimetic redox and rearrange-

ment catalysis[202], and molecular electronics such as organic light emitting diodes[63], field-effect

transistors[12, 42, 78, 82, 127, 161, 190, 193], and dye-sensitized solar cells[70, 110, 134]. We also

discuss tetracyanoquinodimethane (TCNQ) which is easily reduced to its radical anion and is pri-

marily of interest as a charge transfer salt with high electrical conductivity. TCNQ (strong electron

acceptor) combined with the tetrathiafulvalene molecule (TTF, a strong electron donor) crystallizes

into a salt that forms a one-dimensionally stacked polymer that is comprised of cations of the donors

(TTF) and anions of the acceptors (TCNQ). This complex is an organic semiconductor that shows

electrical conductivity similar to that of metals.[97, 175, 183]

Figure 1.1: Skeleton diagrams of (a) ZnTPP and (b) TCNQ molecules.

We start our investigation with the adsorption behavior of ZnTPP molecules on a weakly-

interacting metal surface to promote molecular self-assembly. Noble metal substrate surfaces are

generally known for their low reactivity with a wide variety of adsorbates. As such, they provide an

ideal surface on which to study fundamental molecular adsorption properties including molecular

self-assembly. In this work, we investigate the adsorption behavior and self-assembly characteristics

of ZnTPPs on three noble metal surfaces: Au(111), Ag(111), and Ag(100). We systematically com-

pare the influence of subtle differences in molecule-surface interaction strength using Au(111) and

Ag(111). Additionally, we investigate the influence of substrate surface atomic symmetry on the

ZnTPP adsorption behavior using Ag(111) and Ag(100). From this work, we hope to gain insight
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into the relative influence of molecule-substrate and molecule-molecule interactions on the adsorp-

tion behavior of the ZnTPPs. The information gathered from this study can then be extended to

other weakly-interacting organic/metal interfaces.

Electronic structure properties of organic/metal and organic/semiconductor interfaces determine

charge injection and charge transport barriers across the interface. In general, these aspects of the

interface depend on the particular molecule and metal or semiconductor used, as some organic/metal

and organic/semiconductor pairings can strongly interact such that their combined electronic struc-

ture is vastly different from their isolated electronic structures. Due to such interactions, it is difficult

to predict the electronic behavior of a particular organic/metal and organic/semiconductor inter-

face. Insight into charge transport and charge injection energy barriers is gained by studying the

electronic energy level alignment at these interfaces. To help understand subtle influences of the

molecule-substrate interaction on the electronic energy level alignment, we first measure the weakly-

interacting ZnTPP/Au(111), ZnTPP/Ag(111), and ZnTPP/Ag(100) interfaces. Then, to better

understand the impact of a more reactive substrate on the electronic structure of the molecule,

ZnTPP is studied on the wide-bandgap transition metal oxide semiconductor, TiO2(110). This case

functions as an intermediate interaction strength molecule-substrate system, whereas ZnTPP/noble

metals represents the minimally-interacting regime. Finally, we study TCNQ/TiO2(110) which

is a strongly-interacting system due to the combination of the high electron affinity of TCNQ

with the n-type doping nature of TiO2(110). In each case, the impact of molecule-molecule and

molecule-substrate interactions on the electronic structure and electronic energy level alignment are

discussed. From this broad perspective we hope to obtain a more general understanding of the fun-

damental physical interactions that influence the charge transport and charge injection properties

at organic/metal and organic/semiconductor interfaces.

1.2 Organic/Noble Metal Interfaces

To understand the electronic energy level alignment at the interface of an organic semiconductor

and a metal, it is first necessary to understand the two materials individually. Figure 1.2a shows an

energy level diagram of a typical metal with occupied states, unoccupied states, Fermi energy (EF )

or the energy of the highest occupied states, and work function (φ). φ is defined as the amount of

energy required to excite an electron from the highest occupied state energy, EF , to the vacuum level

(VL) with zero kinetic energy, where the VL is the electrostatic potential energy of the vacuum just

outside of the metal. Figure 1.2b shows a schematic energy level diagram of a typical molecule with

the highest occupied molecular orbital (HOMO), lowest unoccupied molecular orbital (LUMO), and
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Figure 1.2: Schematic energy level diagram of (a) a metal and (b) an isolated molecule.

VL, as well as the ionization energy (IEorg) and electron affinity (EAorg). IEorg is defined as the

energy required to excite an electron from the HOMO to the vacuum just outside the molecule with

zero kinetic energy, and EAorg is the change in energy of an electron at the VL with zero kinetic

energy upon relaxing to the LUMO.

Figure 1.3a shows for a clean metal substrate surface the electron density as a function of distance

from the surface, ρ(z). When the bulk metal is cut to form this surface, the charge density that

previously formed atomic bonds must come to an equilibrium density distribution in the absence of

the atomic bonds that were broken. The surface atoms equilibrate after the charge density near the

surface rearranges to the distribution shown in the figure, in which the electron charge density decays

exponentially into the vacuum and leaves a positive charge density just inside the substrate surface.

This charge rearrangement creates a dipole layer at the metal surface, which can be approximated

by a dipole layer of finite length as shown in the lower portion of Figure 1.3a. Then, the approximate

electrostatic potential energy felt by an electron close to the surface is described by V (z) shown at

the bottom of Figure 1.3a.

When an organic molecular layer adsorbs to the metal surface, the metal surface dipole changes

due to the molecular presence. The electron density trailing into the vacuum is effectively repelled

by approaching molecules. Compared to the electron density distribution of the clean metal, the

electron density with adsorbed molecules decreases in the space just outside the metal surface but

increases just inside the metal, resulting in a net negative charge just inside the metal surface

and a net positive charge just outside the metal. This phenomenon is known as the push-back or

pillow effect.[93, 98, 178] The interfacial dipole due to the pillow effect is shown in Figure 1.4 as

∆pillow for an organic monolayer adsorbed to a metal substrate. In this figure, VL1 represents the

vacuum level of the clean metal surface, and VL2 the vacuum level of the system after a monolayer
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Figure 1.3: Diagram showing the electron density as a function of distance from the substrate surface,
ρ(z), with the metal/vacuum interface at z=0 for (a) a clean metal surface and (b) an organic layer
adsorbed to a metal surface. Also shown is the potential energy as a function of distance from the
surface, V (z), felt by a test electron due to a simplified dipole layer of fixed length.

of molecules have adsorbed to the surface. The pillow effect is a common occurrence and is the

primary contributor to the development of an interfacial dipole in weakly-interacting organic/metal

interfaces. The interfacial dipole produced by the pillow effect varies with the system and the

coverage of molecules, however typical values are around 1.0 eV.

Figure 1.5 shows an energy alignment diagram after molecules make contact with a metal sub-

strate. In this diagram, ΦnB and ΦpB are the electron and hole injection barriers, respectively. Addi-

tionally the total interfacial dipole is shown as ∆, which in principle includes other effects beyond

the pillow effect, such as charge transfer. The direction of charge flow at the metal/organic interface

can be described by the barrier heights: a low electron injection barrier, ΦnB , promotes electron flow

from the metal to the molecule LUMO, and a low hole injection barrier, ΦpB , promotes electron flow

from the HOMO to the metal unoccupied states, or, equivalently, hole flow from the metal to the

molecule HOMO. The electron and hole barrier heights can be written in terms of the metal work
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Figure 1.4: Energy level alignment diagram of a clean metal substrate and a metal surface covered
with adsorbed molecules. The change in charge density at the interface due to the pillow effect,
∆pillow, causes a decrease in vacuum level from V L1 to V L2, which are the vacuum levels of the
clean surface and after adsorbing molecules, respectively.

function (φ), organic ionization energy (IEorg), and electron affinity (EAorg) as:

ΦnB = φ−∆− EAorg, (1.1)

ΦpB = IEorg + ∆− φ, (1.2)

Equation 1.2 can be rewritten in terms of ΦnB as:

ΦpB = EHOMO−LUMO − ΦnB , (1.3)

where EHOMO−LUMO is the difference between the organic ionization energy and electron affinity,

IEorg − EAorg.

Upon contact there are two types of electron flow that depend on the relative energy level align-

ment of a metal with a given semiconductor, including semiconducting organic molecules if the layer

of organics is sufficiently thick. An Ohmic contact is such that an applied voltage produces a cur-

rent that depends linearly on the voltage. On the other hand, a Schottky barrier follows non-Ohmic

behavior (i.e., non-linear current response to an applied voltage). In terms of the barriers defined

by equations 1.1 and 1.2, barriers having a value much greater than kT , where k is the Boltzmann

constant and T the temperature, are typically Schottky barrier contacts. For smaller barrier val-

ues, such as on the order of kT , the interface is described by an Ohmic contact. According to the

Schottky-Mott rule, the electron barrier height at the metal/semiconductor interface is predicted to
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Figure 1.5: Energy level alignment diagram of a metal/organic interface showing Schottky barrier
heights for electron (ΦnB) and hole (ΦpB) injection. Here, ∆ represents the total interfacial dipole
after the organics make contact with the metal surface.

be proportional to the difference of the metal work function and the semiconductor electron affinity.

In practice, most metal/semiconductor interfaces do not follow this rule because it does not account

for localized states that can be filled or emptied, and exist at the semiconductor surface within the

band gap. These states arise either due to chemical bonding with the metal surface (metal-induced

gap states) or due to charge defects or vacancies at the semiconductor surface prior to metal contact

(surface states). Such states can absorb a large quantity of charge from the metal and become

pinned to the metal Fermi level which causes a deviation from the Schottky-Mott rule.

In this work, molecular layers are typically in the monolayer range which is far too small a

quantity to exhibit bulk semiconductor electronic behavior. For example, band bending is only

possible when a sufficient density of charge carriers is available in the material, such as in a thick

organic layer or organic layers that are good semiconductors. In interfaces where sub-monolayer,

monolayer, or only a few multilayers of organic molecules are adsorbed onto a substrate in UHV,

band bending is generally not expected in the organic layer. Our experiments involve sub-monolayer

to multilayers of molecules, and while the presence of band bending is checked for multilayers it has

not been observed for any of the systems discussed in this thesis. Therefore, for the measurements

of organics on metals presented here, a flat-band picture is assumed for the metal/organic interfaces,

such as that shown in Figure 1.5.



8

1.3 Organic/Oxide Semiconductor Interfaces

Organic/oxide interfaces were first used in organic light-emitting diodes after the discovery that

some oxides decrease the hole-injection barrier when inserted between a metal anode and an organic

compound.[174] This landmark discovery decreased the contact resistance in organic electronic de-

vices and greatly improved efficiencies as a result. The ability of two materials to efficiently transfer

charge strongly depends on the relative energy alignment of the electron donor and acceptor states,

which in a molecule are the HOMOs and LUMOs, respectively. A schematic electronic energy level

alignment diagram for the organic/oxide interface is shown as Figure 1.6. In this diagram, φ is

the oxide work function, EF is the Fermi level located at mid-gap for an intrinsic semiconductor at

zero temperature, IE is the oxide ionization energy, and EA is the oxide electron affinity. For the

organic, IEorg is the ionization energy and ∆EH is the binding energy of the HOMO, or the energy

difference between the HOMO and Fermi level of the system. Note that the vacuum levels of the

two materials are different due to a presumed interfacial dipole, ∆, that may be the result of charge

transfer, charge redistribution within the molecule, or chemical bonding for example. Additionally,

for organic/oxide interfaces characterized by significant charge redistribution upon contact, band

bending in the oxide can occur which further complicates the energy alignment. To make use of

the full potential of organic/oxide interfaces, interactions that strongly effect energy level alignment

must be understood.

To date, there exist several empirical models describing organic/oxide interface energy level

alignment. Models have been proposed describing the interfacial pinning parameter[81, 88], in-

duced density of interface states[177, 179], charge neutrality level[177, 178], integer charge transfer

model[32, 171], pillow effect[93, 98, 178], and interfacial dipole[46]. Another empirical model with

a universally-applicable scope was developed by investigating the role of the oxide work function

and the organic ionization energy. Each of several molecules with a range of ionization energies

were adsorbed onto many oxide semiconducting substrates with a wide range of work functions. An

empirical trend was found by measuring the HOMO binding energy ∆EH as a function of the energy

difference between the oxide work function φ and the ionization energy of the organic IEorg, where

∆EH and IEorg were measured directly for the organic/oxide system such as that shown in Figure

1.6b.[67] Figure 1.7a-c show the data acquired from this work for each of three molecules on top of

many substrates. Figure 1.7d combines the data from 1.7a-c into one plot and rescales the x-axis to

be the energy difference between the oxide work function and the ionization energy of the organic,

φ− IEorg.

To help understand the concept behind the energy alignment behavior observed in the empirical
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Figure 1.6: Energy alignment diagram depicting (a) a typical oxide semiconductor and (b) an organic
molecule, with relevant energy levels indicated.

model described above, energy alignment diagrams representing each energy alignment regime, φ >

IEorg and φ < IEorg, are shown in Figure 1.8. The left diagram represents an organic molecule

with ionization energy IEorg adsorbed to Oxide 1 with work function φ1 with φ1 < IEorg, and the

right diagram represents the same organic molecule on Oxide 2 with work function φ2 > φ1, such

that φ2 > IEorg. These diagrams assume that IEorg has the same value when adsorbed to both

oxides, which is an acceptable assumption as the systems studied in this work are weakly-interacting,

meaning the gas-phase molecular electronic structure is not significantly altered upon adsorption to

the oxide. On Oxide 1, with φ1 < IEorg, the Fermi level, EF (1), resides above IEorg and within

the HOMO-LUMO energy gap of the molecule. In this case the neutral molecular species, M0, is

thermodynamically favorable and no charge transfer occurs between the molecule and oxide, so the

component of the total interface dipole due to charge transfer will be zero. Then, ∆EH will change

linearly with φ until φ = IEorg, as shown experimentally in the left side of each Figure 1.7a-d. That

is, since ∆EH is the HOMO binding energy, or the energy of the HOMO with respect to the Fermi

level of the oxide, if the oxide work function is increased (for example by substituting an oxide with

larger work function) then ∆EH will decrease by the same amount up until the Fermi level aligns

with IEorg.
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Figure 1.7: (a-c) Plots of HOMO binding energy (∆EH) versus substrate work function for a set of
three molecules on a series of transition-metal oxide and transition-metal substrates. (d) Universal
plot combining plots a-c and rescaling the x-axis to φ− IEorg. The dashed line for φ > IEorg was
determined by calculating the average ∆EH value, and the dashed line for φ < IEorg was determined
using a least-squares regression fit, with the restriction that ∆EH = 0.3 when φ = IEorg. Adapted
from reference [67].

In the regime where φ > IEorg, shown for the molecule on Oxide 2 in the right energy align-

ment diagram of Figure 1.8, electron transfer from the organic to Oxide 2 is thermodynamically

favorable and the positively charged molecular species, M+, will form. As φ is further increased,

the concentration of positively charged molecules increases. This creates an interfacial dipole ∆

that is proportional to the change in φ and results in the HOMO binding energy, ∆EH , remaining

constant as φ is increased, shown experimentally in the right sides of Figures 1.7a-d. This is an

example of Fermi level pinning since the HOMO-EF energy separation is fixed. In general, the

observed trend is governed by the equilibration of the substrate electron chemical potential with the

oxidation/reduction potential of the adsorbed molecule.

The above empirical model describes a trend for weakly-interacting organic/oxide semiconductor

interfaces, however in cases of strong organic-oxide interactions that involve chemical bonding, large

molecular deformation upon adsorption, or large quantities of charge transferred upon adsorption,

the energy alignment behavior becomes more complicated and system-dependent. Figures 1.9a and
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Figure 1.8: Energy level alignment of a molecule of ionization energy IEorg with two oxide semi-
conductors of different Fermi levels, EF (1) and EF (2), and work functions φ1 and φ2, with φ2 > φ1.
For φ > IEorg, ionized molecule species M+ form by transferring electrons from the molecule to the
oxide. For φ < IEorg, assuming the oxide Fermi level resides within the HOMO-LUMO gap of the
molecule, the neutral molecular species, M0, is stable. Adapted from reference [67].

b show the relative energy level alignment of an isolated n-type oxide semiconductor and an isolated

organic molecule, respectively, with vacuum levels aligned since there is no charge transfer or charge

redistribution. If we consider the molecule adsorbed onto the semiconductor at zero temperature,

chemical bonding occurs between the molecule and substrate surface. This bonding alters the

electronic structure of the isolated molecule to stabilize the system such that the new HOMO and

LUMO binding energies shift by an amount ∆bond, shown in Figure 1.9c. In this case, such chemical

bonding can cause molecular distortion and subsequent charge reorganization, which results in the

formation of an interfacial dipole, ∆ID, shown in Figure 1.9d. In the charge reorganization picture

shown at the top of the figure representing a side view of a distorted molecule after bonding to an

oxide surface, a positive interfacial dipole forms, ∆ID > 0, which shifts the orbital energies toward

lower binding energies, counteracting part of the chemical bonding effect. It is important to note

that V L2 serves to keep track of all molecular orbital energy shifts, in this case the sum of the energy

shifts due to bonding and charge reorganization from molecular distortion, ∆bond+ID. However only

the interfacial dipole, ∆ID, effects vacuum level measurements of the system. For example, in the

case shown in Figure 1.9d, the measured vacuum level for this organic/oxide system will be greater

than the vacuum level measured on the clean oxide substrate by an amount ∆ID.
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Figure 1.9: Energy level alignment of (a) an isolated n-doped oxide semiconductor and (b) an isolated
organic molecule, before adsorption to the oxide. (c) Energy level alignment for the organic/oxide
system at zero temperature showing an energy shift of ∆bond due to organic-oxide chemical bonding,
and (d) after including an interfacial dipole due to charge reorganization, ∆ID.

In addition to the above considerations at zero temperature, at elevated temperature band bend-

ing in the oxide can occur. Figures 1.10a and b show the relative energy level alignment of an

isolated n-type oxide semiconductor and an isolated molecule with large electron affinity, respec-

tively, at room temperature prior to adsorption. The n-doping of the semiconductor results from

localized filled oxygen impurity states just below the Fermi level. A dynamic equilibrium is estab-

lished at room temperature in which electrons are thermally excited from localized impurity states

into the delocalized conduction band and relax back into the emptied oxygen impurity states, in-

dicated by the blue arrow. After the molecule comes into contact with the semiconductor surface

at room temperature, thermally excited delocalized electrons in the semiconductor conduction band

can fill the molecular LUMO, shown in Figure 1.10c. What was once a dynamic equilibrium in

the isolated semiconductor is now disrupted by semiconductor conduction band electrons filling the

molecular LUMO rather than relaxing into emptied oxygen impurity states. In effect, there are

not enough electrons to fill the unoccupied impurity states since they are now filling the molecular

LUMO, causing positive charge accumulation at the semiconductor surface. This positive charge

accumulation results in a space charge layer that bends the oxide bands upward by an energy V SCL.

Furthermore, a large positive interfacial dipole develops due to charge transfer to the molecular

LUMO, ∆CT , shifting the vacuum level upward. The occurrence of band bending strongly depends

on the energy alignment characteristics of the organic and oxide, as well as the charge carrier density

of the oxide itself. In the relatively extreme band bending case shown in Figure 1.10a-c, the organic
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Figure 1.10: Energy level alignment of (a) an isolated n-doped oxide semiconductor and (b) an
isolated organic molecule with high electron affinity, before adsorption to the oxide at room temper-
ature. (c) Energy level alignment for the organic/oxide system at room temperature showing electron
transfer from the oxide conduction band to the partially-filled organic LUMO, and the subsequent
development of a space charge layer of energy V SCL and oxide band bending. The interfacial dipole
due to charge transfer, ∆CT , is positive in this case, since electrons are transferred from the oxide
to the organics which raises the energy levels of the organics in the process.

molecule has a large electron affinity such that the LUMO situates below the oxide Fermi level,

creating a thermodynamically favorable environment for electron transfer from the oxide conduction

band to the organic LUMO.

Despite these many efforts toward understanding aspects of the energy alignment problem, there

is no definitive first-principles model to predict the final energy alignment of organic/oxide semicon-

ductor interfaces. Weakly-interacting organic/oxide interfaces tend to follow the empirical trend of

Figure 1.7. However more strongly interacting interfaces exhibiting large charge transfer, oxide band

bending, chemical bonding, and large changes in the molecular conformation upon adsorption do

not follow this trend and have not yet been studied enough to find universal behavior. In this work,

we study two molecules with different ionization energies and electron affinities adsorbed to the wide

bandgap semiconductor, TiO2(110). One molecule, ZnTPP, represents a weakly-interacting case in

which no chemical bonding is expected to develop with TiO2. The other molecule, TCNQ, has a

large electron affinity compared to ZnTPP, and since TiO2(110) is typically an n-type semiconduc-

tor with EF just 0.2-0.3eV below the conduction band minimum, we expect strong interactions and
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charge transfer at the interface. By studying organic/oxide interfaces at extremes of interaction

strength, we hope to gain insight into the electronic processes that are most influential to the final

electronic energy level alignment and how these electronic processes compare for such drastically

different cases.

1.4 Molecular Adsorption Behavior and Self-Assembly

In organic electronic devices, optimizing energy level alignment at the organic/oxide or organic/metal

interface is an important issue, however there is also molecular aggregation and arrangement to con-

sider. For example, a given organic/oxide interface can exhibit desirable energy alignment charac-

teristics for a device, however in practice the organics may aggregate on the surface into disordered

clumps potentially decreasing the charge transfer efficiency or light absorbtion probability, for ex-

ample. It would be beneficial to understand how molecules arrange on a given substrate and to

take advantage of these behaviors and acquire the best possible organization. Additionally, experi-

mentally studying molecular adsorption geometry provides a starting point for electronic structure

calculations of the molecule/substrate system. An experimentally determined binding geometry

can help to calculate charge transfer, charge redistribution, and molecular conformation at the

molecule/substrate interface with greater ease and accuracy than assuming a binding geometry in

the absence of experimental insight. The calculated electronic structure, charge redistribution, and

molecular conformation behavior at the interface can then be used to model electronic energy level

alignment, which can then be compared to experimental results. Furthermore experimental studies

of molecular adsorption behavior places limits on the relative strengths of intermolecular interactions

and molecule-substrate interactions. For example, for an organic/metal system in which isolated

molecules are observed and there is no long range molecular assembly, one can deduce that the

molecule-substrate interaction is likely stronger than the molecule-molecule interaction. Alterna-

tively, if molecules readily self-assemble into large structures and are never observed in an isolated

state, one can infer that the molecule-molecule interaction dominates the molecular adsorption be-

havior. The study of molecular adsorption behavior provides many benefits that improve the overall

understanding of molecule/substrate interface interactions.

A first step in considering molecular organization is to understand molecular ordering in the

monolayer regime since the monolayer interacts most directly with the substrate and can influence

the growth of multilayers. Due to ease of surface preparation and low chemical reactivity with a broad

range of molecular species, noble-metal substrates typically are used when studying fundamental

interactions that govern molecular self-assembly. Many molecules self-assemble into highly ordered
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arrays at room temperature on noble metal substrates (e.g., TPP[13, 20, 33, 35–38, 52, 74, 128, 143,

144, 146, 156, 160, 163, 173, 186, 187, 194, 197, 199], TCNQ[65, 182, 184, 196]). While molecules

can exhibit ordered structures on oxide semiconductor surfaces, the organization behavior tends to

be dominated by strong molecule-substrate interactions.[133, 137, 140, 170]

Self-assembly of molecules on noble metal surfaces is the result of many competing interactions.

When a single molecule adsorbs to the surface it experiences a molecule-substrate attraction that

can range from relatively weak van der Waals interactions to strong covalent bond formation and

hybridization or even molecular dissociation. Furthermore, molecules that remain intact can deform

from their gas-phase conformation, for example by bending or twisting upon adsorption. Molecules

can also be highly mobile atop the substrate surface if the molecule-substrate interaction is suffi-

ciently weak. Increasing the coverage beyond a single molecule to near-monolayer introduces the

potential for intermolecular interactions in addition to molecule-substrate interactions. In cases

where attractive intermolecular interactions are present, for example through van der Waals forces,

mobile molecules can assemble into highly ordered, weakly-bound structures (i.e., no covalent bond-

ing between molecules). Noble metal surfaces such as Au and Ag are typically used to study self-

assembly of molecular monolayers since they tend to interact weakly with many adsorbates. In the

self-assembly and adsorption behavior work presented in this thesis, ZnTPPs, a weakly-interacting

molecule, is adsorbed to the noble metal Au(111), Ag(111), and Ag(100) surfaces. Self-assembly is

likely to occur in these systems, and the molecule-substrate interaction is strong enough to influence

the molecular adsorption behavior, but not so strong as to completely inhibit molecular organization.

Additionally, as mentioned earlier, these three systems enable a comparison of the role of molecule-

substrate interaction in the organization process by investigating two different metals of the same

surface symmetry (Au(111) and Ag(111)), as well as two surfaces of the same metal however with

different symmetry (Ag(111) and Ag(100)).

To study self-assembly at organic/metal interfaces, it is essential to obtain sub- or near-monolayer

molecular coverage. Two UHV molecular monolayer preparation techniques typically used are known

as direct deposition and multilayer desorption. For direct deposition, molecules are sublimated in

UHV until a monolayer is reached, however this method is inherently inconsistent since deposition

rates of sublimation sources are difficult to control. For multilayer desorption, a multilayer of

molecules is deposited, followed by annealing to desorb weakly-bound overlayers until the monolayer

is reached. While both methods are acceptable monolayer preparations, the incorporation of heat

and the presence of multilayers in the multilayer desorption method can effect the system such that

the monolayer may not be equivalent to that obtained from direct deposition. Molecular monolayers

can take forms that are metastable which reorganize when thermal energy is introduced to the
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system via annealing. Such metastable organizations typically involve significant contributions from

both the molecule-substrate and molecule-molecule interactions. Additionally, annealing the system

permits a reorganization not only of the molecular layer, but also of the substrate surface atoms

until a lower energy molecule-substrate configuration is reached. In the self-assembly work presented

here, we investigate the stability of a ZnTPP monolayer on Au(111), Ag(111), and Ag(100) as a

function of annealing temperature. In addition, monolayers obtained from direct deposition and

multilayer desorption are compared for each case.

Annealing the organic/metal system at too high a temperature induces molecular desorption or

decomposition and loss of long range intermolecular order. However, there exists an intermediate

molecular behavior at annealing temperatures slightly below what would decompose the molecule,

in which the weakest atomic bonds of the molecule are broken due to the added thermal energy.

For example, molecular dehalogenation and dehydrogenation can occur during such intermediate

anneals. In dehalogenation, relatively weak carbon-halogen bonds are broken creating active covalent

bonding sites on the molecule at the previous location of the halogen. Dehydrogenation is a similar

process to dehalogenation, except C-H bonds are broken typically at higher temperature anneals

than dehalogenation due to the stronger carbon-hydrogen bond. These bond-breaking processes

provide a controllable pathway to creating covalently bonded molecular chains and networks starting

from self-assembled van der Waals organizations. In a recent work, TPP molecules with iodine

and bromine atoms bonded to opposing phenyl ligand sites of the molecule self-assemble into a

net-like organization on a Au(111) surface via van der Waals interactions. Due to the different

bond dissociation energies of C-I and C-Br, the C-I bonds are controllably broken by annealing

the system to 120◦C, and the newly active bond sites of adjacent molecules create C-C covalent

bonds. Since the C-I bonds were located on opposing phenyl groups, molecules covalently bond into

chains. Subsequently annealing the system to 250◦C induces C-Br bond breaking along a direction

perpendicular to the C-I bonds and creates two more active bond sites per molecule. Adjacent

molecular chains can then bond together to form a 2D covalent molecular net.[105]

Similarly, dehydrogenation is a pathway to create long-range 2D covalent order starting from self-

assembled van der Waals molecular networks. In this case, inducing hydrogen loss in the molecule

by breaking C-H bonds via annealing creates active bond sites. However, dehydrogenation can

cause intra- and intermolecular rehybridization, where in the former C-H bond breaking creates new

C-C bonds within a single molecule that result in an altered molecular conformation, which has

been observed for TPPs[52, 143, 194]. Molecular dehydrogenation and subsequent conformational

changes is a relatively new field of study and has so far only been shown for isolated molecules

in the sub-monolayer range. In this work, we study dehydrogenation of ZnTPPs on Ag(100) and
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Ag(111) starting from intact highly-ordered monolayers obtained via multilayer desorption and show

that intermolecular effects significantly contribute to the dehydrogenation process. Furthermore, we

show that ZnTPP chains form by the dehydrogenation process, indicating the potential for forming

molecular networks using this method.

1.5 Thesis Outline

The work in this thesis concentrates on obtaining a better understanding of the fundamental physical

interactions governing energy level alignment and molecular self-assembly at organic/metal and

organic/oxide interfaces by investigating both the electronic structure of the interface as well as

the molecular adsorption geometry on the substrate for select organic/metal and organic/oxide

systems. We seek to simplify the systems by minimizing contaminants and using atomically flat

single-crystal substrates in UHV while adsorbing molecules via in situ vapor deposition to ensure

clean interface preparation. Furthermore, the electronic behavior upon adsorption is directly probed

for both occupied and unoccupied states and combined with molecular adsorption geometry to

create a comprehensive description of the system. Such experimental characterization of electronic

energy level alignment correlated with binding geometries greatly facilitates the development of

theoretical models that can give insight into fundamental physical interactions at organic/metal and

organic/oxide interfaces. Once a given system is understood at the level of fundamental interactions

perhaps global trends can be extrapolated for similar systems, and in this way we hope to develop

a more broadly applicable understanding of organic/metal and organic/oxide interfaces.

This thesis is organized in the following way. In Chapter 2, experimental and theoretical tech-

niques are discussed, including ultraviolet, X-ray, and inverse photoemission spectroscopies (UPS,

XPS, IPS, respectively), scanning tunneling microscopy (STM), as well as density functional theory

(DFT) calculational methods to aid in interpreting the experimental results. In Chapter 3 a complete

study of the self-assembly behavior of a ZnTPP monolayer obtained via direct deposition and multi-

layer desorption on Au(111), Ag(111), and Ag(100) is presented. The stability and evolution of the

monolayer as a function of annealing temperature is also investigated for each surface. In Chapter

4, ZnTPP dehydrogenation reaction on the Ag(111) and Ag(100) surfaces is investigated using STM

and photoemission spectroscopies, and compared to dehydrogenation of the zinc phthalocyanine

molecule to elucidate important aspects of the dehydrogenation behavior. In Chapter 5, electronic

energy level alignment of a ZnTPP monolayer on Au(111), Ag(111), and Ag(100) is discussed which

represents a relatively weakly-interacting organic/metal interface. These results are interpreted with

DFT calculations of the gas-phase ZnTPP density of states. Additionally, energy level alignment of a
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ZnTPP monolayer on the transition metal oxide semiconductor TiO2(110) is studied and compared

to a more strongly interacting system, TCNQ/TiO2(110). These two molecules span a wide range of

electron affinities and ionization energies as well as molecule-substrate interaction strengths. Where

applicable, the experimental results are interpreted with the aid of gas-phase DFT density of states

calculations. In addition, collaboration with theoretical physicists permits a deeper understanding

of the fundamental interactions that govern the energy level alignments through advanced DFT

electronic structure calculation methods of the organic/oxide system. These calculations permit an

interpretation of the final energy alignment and a decomposition of the interfacial dipole that de-

velops at the organic/oxide interface due to contributions from molecule-substrate charge transfer,

charge redistribution due to molecular conformation to the substrate surface, as well as intermolecu-

lar effects within the monolayer plane. In this way, we present a broad experimental and theoretical

perspective on the study of organic/metal and organic/oxide interfaces and elucidate fundamental

physical interactions that govern energy level alignment and molecular organization.
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Chapter 2

Experimental and Theoretical Methods

2.1 Introduction

Precise experimental work on organic molecules adsorbed to clean, atomically flat surfaces of noble

metals and transition metal oxide semiconductors is accomplished in the extremely clean environ-

ment of ultrahigh vacuum (UHV). Working in a UHV environment permits an examination of the

interactions between the molecule and substrate surface of consideration without the addition of

contaminants present in ambient air. Furthermore, the spectroscopic measurements used in this

work involve electrons traveling distances of millimeters to centimeters from sample to detector(or

from electron gun to sample if the electron is the incident particle), and the electrons must travel to

the detector or the sample without inelastically scattering. The lower the pressure of the environ-

ment through which the electrons travel, the greater distance they can travel before colliding with

ambient gaseous atoms or molecules. Additionally, some of the measurement systems themselves

must be operated in UHV due to the application of high voltage to either the electron or photon

source or the detector, which would arc and damage the systems at higher pressures. Experiments

were performed primarily in two separate UHV systems, one of which houses both direct and in-

verse photoemission capabilities, and another which houses a scanning tunneling microscope. Both

chambers were equipped with sample-cleaning tools, such as an argon-ion sputter source and sample

heater for annealing, as well as molecular sublimation sources. The substrate surface is cleaned

in UHV and exposed to the molecules of interest via sublimation deposition without ever leaving

the UHV environment, creating an extremely clean and pure system with minimal contaminants.

This permits a thorough investigation of fundamental physical and chemical interactions that would

otherwise be masked by impurities in systems exposed to ambient air.

The experimental techniques used in this work include direct photoemission such as ultraviolet

photoemission spectroscopy (UPS) and X-ray photoemission spectroscopy (XPS), inverse photoe-

mission spectroscopy (IPS), and scanning tunneling microscopy (STM). This suite of measurements

permits a complete characterization of the system’s electronic structure (occupied and unoccupied

electronic states) and topography of both the clean substrate surfaces and molecular monolayers or
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sub-monolayers. Through these experiments the adsorption geometry of the organic molecules on

the substrate surface is linked to the electronic structure. This experimental pairing is well-suited

for theoretical analysis; for example one can propose a binding model for the molecules on top of the

substrate surface and calculate the theoretical density of states of the individual molecule as well

as the monolayer system to be compared with that measured in direct and inverse photoemission

spectroscopies.

Density functional theory methods are used to perform electronic density of states calculations

to determine the electronic structure of both the occupied and unoccupied states of the isolated

molecule as well as a single molecule and a monolayer of molecules on the substrate surface, and the

results of these calculations are compared to experiment. The GAMESS software package is used

for density of states calculations for the isolated or gas-phase molecules, as well as for determining

the shape of the electronic states and their distribution across the molecules. Our collaborators on

several of the works presented in this thesis used the FIREBALL code and Quantum ESPRESSO

code suite to obtain the energy-minimized adsorption geometry of the molecule on the substrate

surface, to model the electronic energy level alignment of the system, and also to simulate STM

images. FIREBALL and Quantum ESPRESSO incorporate the effects of the substrate surface

on the system at zero temperature and room temperature to characterize charge transfer between

molecule and substrate, as well as charge reorganization within the molecule or substrate. This

theoretical analysis permits the assignment of specific charge reorganization and charge transfer

processes to phenomena such as molecular distortion, overlap of electronic states between substrate

and molecule, and intermolecular effects in the monolayer that are absent for a single molecule on

the surface, and also elucidates the impact of these phenomena on the experimental spectra. Thus,

density of states calculations provide valuable insight into the fundamental physical interactions

between the molecules and the substrate, as well as the molecules with other molecules in the

monolayer where applicable. What follows in this chapter is a discussion of how UHV conditions are

obtained, an explanation of the direct- and inverse-photoemission processes and equipment used,

a brief review of scanning tunneling microscopy, as well as a discussion of the theoretical methods

used in this work.

2.2 Ultrahigh Vacuum

There are many levels of vacuum that can be achieved in the laboratory, as shown in Table 2.1.

Different levels of vacuum may be appropriate for a particular experiment depending on the vulner-

ability of the experimental technique or the system being studied to the surrounding gas pressure.
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The mean free path of a particle (e.g., atom or molecule) is the average distance travelled before

scattering or interacting with another particle. At atmospheric pressures the mean free path is on

the order of nanometers, but in UHV it is on the order of kilometers. For example, high vacuum or

better is necessary for any measurements requiring electrons to travel unimpeded to a sample or a

detector that is typically millimeters to centimeters away from the source. At atmospheric pressure,

the electron would inelastically scatter many times, altering its kinetic energy, and it would likely not

reach the detector at all. Furthermore, in experiments requiring pristine surfaces UHV is necessary

to maintain a clean surface for the duration of time required to perform experiments. At atmospheric

pressures a monolayer of adsorbates can form on a pristine surface in a matter of nanoseconds. This

time scale is far too short to perform meaningful experiments, however in ultrahigh vacuum that

time increases to hours or even days.

Table 2.1: Vacuum types from greatest to least pressures.

Vacuum Quality Pressure (Torr) Particles/cm3 Mean free path

Atmospheric pressure 760 1019 ∼ 1 nm

Low vacuum 760 - 25 1019-1016 0.1-100 µm

Medium vacuum 25 - 10−3 1016-1013 0.1-100 mm

High vacuum 10−3 - 10−9 1013-109 10 cm - 1 km

Ultra high vacuum 10−9 - 10−12 109-104 1 km - 105 km

Extremely high vacuum < 10−12 < 104 > 105 km

UHV pressures in our stainless steel vacuum chambers are achieved using multiple stages of

pumping. The first pumping stage uses a rotary vane pump to give a rough vacuum on the order

of 1-10 mTorr. This is occasionally referred to as a rough pump since it achieves at best a rough

or medium vacuum. A diagram showing the operating principle of the rotary vane pumping cell

is shown as Figure 2.1. As the blue circle (2) rotates counterclockwise in place, the vanes extend

and contract against the cell walls (1) through the action of the spring (4). Gas is forced in (blue

arrows) via vacuum suction due to the constantly increasing volume until the maximum volume is

reached, at which point the vane has rotated beyond the inlet (green arrow). This volume of gas

is then pushed by the vane behind it toward the outlet (red arrow) and effectively pumped out

of the system. The ratio of exhaust pressure (atmospheric pressure) to base pressure (the lowest

pressure obtained at the pump inlet) is referred to as the compression ratio. The base pressure of

most rotary vane pumps is in the 10 mTorr range (10−3Torr), and atmospheric pressure is 760 Torr,
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Figure 2.1: Diagram of the pumping cell in a rotary vane pump depicting (1) the pump, (2) rotor,
(3) vanes, and (4) spring.[24]

giving a compression ratio of about 76,000. The second stage of pumping is accomplished using a

turbo-molecular pump, shown in Figure 2.2a. This pump typically operates below 100 mTorr, and

pumps down to 10−7-10−10 Torr, depending on the pumping capacity and the size of the chamber

being pumped. Gases in the chamber collide with rotating blades spinning on the order of 1000 Hz

which impart a large amount of momentum to the gases outward from the chamber, as shown in

Figure 2.2b. These pumped gases build up in the bottom of the turbomolecular pump and must

be evacuated using a backing pump (rotary vane pump). The compression ratio of turbomolecular

pumps varies exponentially with the square root of the molecular weight of the gas being pumped;

for hydrogen the compression ratio is on the order of 107, whereas for nitrogen it is around 1011.

Another optional stage of pumping commonly used beyond the turbomolecular pump is the ion

pump. The pumping element and surrounding components are shown as Figure 2.3. The ion pump

consists of a cloud of electrons in a magnetic field that travel in helical paths in the anode region.

These electrons ionize incoming gas atoms and molecules, and the newly formed ions are accelerated

to the titanium cathode. Upon striking the cathode, the ions either become buried in the cathode

material and are effectively removed from the chamber pressure, or they sputter cathode material

onto the walls of the pump. The sputtered titanium further evacuates gas via both chemisorption and

physisorption, resulting in a net pumping effect. Due to the nature of the pumping mechanism and

the requirement of high voltage (3-7 kV), this pump is typically only operated below 10−7 Torr, and

can bring the chamber pressure down into the 10−11 Torr range. Finally, another technique to aid

in obtaining low chamber pressures is the titanium sublimation pump (TSP). Coils of titanium wire



23

Figure 2.2: (a) Interior view of a turbomolecular pump showing the turbine blades that pump air in
from the top through the blades and out the bottom to the backing pump (rotary vane pump)[111].
(b) Illustration of the pumping principle; gas molecules fed in from the top and are imparted with
downward momentum via collisions with rotating and stator blades and are pumped out from the
bottom via a backing pump.

in the vacuum system have a large current of 50-70A driven through them, causing Ti sublimation

and Ti coating of the walls of the chamber. Gases that collide with the Ti-coated chamber walls

stick via chemisorption and physisorption as in the ion pump, and are effectively removed from the

chamber pressure. This procedure is done periodically to maintain a working ultrahigh vacuum

pressure of 10−10-10−11 Torr. In practice, the process of obtaining such low pressures is expedited

by uniformly heating up the vacuum chamber up to increase the rate of outgassing of chamber walls

and components. The vacuum chamber is heated to around 100◦C while being continuously pumped

for a few days. This is typically done after exposing a UHV chamber to atmospheric pressures and

through this process UHV conditions are achieved after several days.

2.3 Photoemission Spectroscopy

2.3.1 Photoemission Process

Photoemission spectroscopy is an experiment by which a photon of some energy is incident on

the sample of interest and absorbed by an electron in the occupied states of the sample, and the

electron is emitted from the sample. This emitted photoelectron is guided to a detector by applied

voltages that only let electrons of a desired energy pass through, and electrons of too low or too

high kinetic energy collide with the analyser walls and are therefore unable to reach the detector.
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Figure 2.3: Schematic diagram of a sputter ion pump depicting electrons traversing a helical path in
the applied magnetic field, which then ionizes gaseous species in the cavity. The ions are accelerated
to the titanium cathodes and collide, sputtering off titanium atoms and clusters.

When many electrons are counted over a period of time for a range of electron kinetic energies,

a spectrum of the number of electrons collected versus electron kinetic energy is obtained. The

photoemission process is depicted in Figure 2.4 for a metal sample. A photon of energy hν is

absorbed by an electron e−1 originating from a bound state with energy EB,1. The photon imparts

on the electron enough energy to overcome its binding energy, EB,1, and the work function of

the metal, eφ, while having enough kinetic energy remaining, EK,1 to reach the detection system.

Photoelectrons generated by this process contain information about the occupied states from which

they came such that the kinetic energy distribution of the collected electrons effectively maps the

occupied states of the sample. Indeed, another electron, e−2 , residing in a more deeply bound state,

EB,2, photoexcited by a photon of energy hν will leave the sample with less kinetic energy than

the first case, EK,2 < EK,1. However, many photoelectrons undergo inelastic scattering processes

upon photoexcitation and during transport to the sample surface. Inelastic scattering results in the

photoelectron leaving the sample with less kinetic energy than the ideally photoexcited electron (i.e.,

a photoelectron that retains all energy imparted to it by the absorbed photon) and some scatter

enough times that they never leave the sample. The average length an electron can travel in a solid

before undergoing an inelastic collision is known as the inelastic mean free path (IMFP), and this

length depends on the energy of the electron. Figure 2.5 shows the depth from which electrons

may escape a material (in angstroms) as a function of the electron kinetic energy in electron volts.

Typical energies for photons in photoemission spectroscopy range from 21.2-40.8eV for ultraviolet

light (HeIα-HeIIα, respectively) to 1486.7eV for X-ray light (Al Kα). The range of electron kinetic
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Figure 2.4: Energy diagram depicting the photoemission process, by which an electron in an occupied
state of the sample, EB,1 is excited by absorbing an incident ultraviolet photon. Once excited, the
electron may then leave the sample and arrive at the detector with some kinetic energy, EK,1 which
can then be converted back to a binding energy scale since the incident photon energy is known
(hν = 40.8eV for He II emission).

energies in our photoemission experiments are roughly 20-1500 eV, where photoelectrons with the

lowest kinetic energies originate from the valence band (probed by ultraviolet and X-ray photons) and

the highest kinetic energies originate from core levels (probed by X-rays). For example, the C1s core

level is around 1185eV kinetic energy when excited by Al Kα photons, corresponding to around 285eV

binding energy. However the binding energy varies according to the local chemical environment of

the carbon atom, for example 285eV is for simple carbon-carbon sp3 bonding, but for carbon-

oxygen single and double bonds the binding energy is around 287.5eV and 289eV, respectively. The

IMFP for electrons in the range probed by photoemission spectroscopy is 5-20 Å, which means the

elastically-scattered electrons detected originate from the first 5-20 Å of the sample, making these

techniques extremely surface-sensitive.[191]

A discussion of energetics is necessary to gain quantitative insight into the photoemission process.
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Figure 2.5: Universal electron inelastic mean free path as a function of electron energy.

The total energy of the system before photoexcitation, E, is equal to the photon energy, ~ω, plus

the energy of the system with N electrons, EN : Esystem = ~ω + EN , for a single incident photon

and an N -electron solid. After photoexcitation the total energy transforms to the kinetic energy of

the photoelectron (EK) plus the energy of the N − 1 electron system (EN−1). Following the law of

energy conservation, it follows that:

~ω + EN = EK + EN−1, (2.1)

EK = ~ω + (EN − EN−1). (2.2)

The term in parentheses is defined as the binding energy EB of the initial electronic state with

respect to the vacuum level and is a negative quantity. It is convenient write the binding energy

with respect to the Fermi level of the sample rather than the vacuum level, since the Fermi level

will be common for all materials in thermal equilibrium with the sample (e.g., the vacuum chamber

sample holder). The equation for the electron kinetic energy after these considerations is written as:

EK = ~ω + EB − eφ, (2.3)

where φ is the work function of the sample being measured. This formulation in which we define

energies with respect to the Fermi level works well for metal samples due to their well-defined Fermi

levels in both ultraviolet and inverse photoemission spectroscopies. However, for semiconductors

and insulators with band gaps, a different formulation proves beneficial since the Fermi level resides

within the band gap of the material, that is, between the valence band maximum (VBM) and

conduction band minimum (CBM). The procedure for addressing band gap materials is discussed

further in Appendix B.
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The derivation above from equations 2.1 to 2.3 uses the Hartree-Fock approximation (see Ap-

pendix A), in which Koopmans’ Theorem is exact [77]. Koopmans’ theorem assumes that the orbitals

of the ionized system are identical to those of the neutral system, i.e., that the orbitals are frozen

and do not include relaxation effects around the hole generated in the photoemission process. Two

main sources of error in this method result from orbital relaxation, or the response of the system to

changing the number of electrons, and the electron correlation, or the electron-electron interactions

between all electrons in the system, such as Coulomb repulsion. Koopmanns’ Theorem gives accu-

rate results for some systems since the energetic corrections for relaxation and electron correlation

are of similar magnitude and opposite sign, and thus nearly cancel each other. It is assumed that

Koopmanns’ Theorem applies to the photoemission measurements presented in this thesis.

2.3.2 Photoemission Probability

Photoemission spectra are represented as the intensity of photoexcited electrons, I(E), with sufficient

energy to arrive at the detector as a function of electron kinetic energy. This intensity is proportional

to the density of occupied electronic states, N(E), multiplied by the photoabsorption cross section,

σabs(E), for a given photoelectron energy, E[192]:

I(E) ∝ N(E)σabs(E), (2.4)

To find the density of states (DOS), the photoabsorption cross section must be known. This value

can be derived using Fermi’s golden rule, which describes the rate of transition for the electronic

photoexcitation process. The average transition rate, Γ, or the probability of photoabsorption per

unit time, is given by:

Γ =
2π

~
| 〈Ψ0

f |Hint |Ψ0
i 〉 |2δ(E0

f − E0
i − ~ω), (2.5)

where Ψ0
i and Ψ0

f are the initial and final unperturbed states, and Hint is the interaction Hamiltonian

describing the first-order perturbation theory. In this case, the interaction Hamiltonian describes the

incident electromagnetic radiation interacting with the electron of consideration. The delta function

enforces conservation of energy for this transition, such that E0
f = E0

i + ~ω.

The Hamiltonian for electrons in a solid may be written as:

H0 =
p · p
2m

+ V (r), (2.6)

where p is the momentum operator of the electron with m the mass of the electron, and V (r) is the

potential felt by the electrons due to the nuclei and other electrons. When an electromagnetic field

is present, the Hamiltonian changes to:

H = H0 +Hint =
[p− e

cA(r, t)]2

2m
+ eφ(r, t) + V (r), (2.7)
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and after expanding the quadratic term gives:

H = H0 +Hint =
p · p
2m

+ V (r) +

(
e2

2mc2

)
A ·A−

( e

2mc

)
[A · p + p ·A] + eφ(r, t), (2.8)

where

Hint =

(
e2

2mc2

)
A ·A−

( e

2mc

)
[A · p + p ·A] + eφ(r, t), (2.9)

where A is the vector potential and φ is the electric potential due to the electromagnetic field. Using

commutator relationship between the vector potential and momentum gives

[A · p− p ·A] = −i~∇ ·A, (2.10)

which implies that

p ·A = i~∇ ·A + A · p. (2.11)

Then if we choose a transverse gauge in which φ = 0 and ∇ ·A = 0 while keeping only terms that

are linear in A, and using the commutator relationship above, Hint reduces to

Hint = −
( e

mc

)
A · p. (2.12)

Inserting this interaction hamiltonian into equation 2.5 for Fermi’s golden rule gives

Γ =
2π

~

(
−e
mc

)2

| 〈Ψ0
f |A · p |Ψ0

i 〉 |2δ(E0
f − E0

i − ~ω). (2.13)

The spatial dependence of A is given by e−ik·r, and considering that for ultraviolet radiation the

wavelength (λ ≈ 10 − 400nm) is much greater than the Bohr radius (a0 ≈ 0.0529nm) then the

exponential dependence may be approximated by 1 and A can be considered spatially uniform (i.e.,

A may be taken as a constant) over the unit cell. This is known as the dipole approximation. Then

in this approximation the transition rate becomes[90]

Γ =
2π

~

( e

mc

)2

| 〈Ψ0
f | ε̂ · p |Ψ0

i 〉 |2δ(E0
f − E0

i − ~ω), (2.14)

where ε̂ is the polarization vector of the incident light. From equation 2.14 for Fermi’s Golden Rule

in the dipole approximation, the differential absorption cross section per unit solid angle can be

obtained as the following[90]:

dσabs
dΩ

=
αk

mhω
| 〈Ψ0

f | ε̂ · p |Ψ0
i 〉 |2, (2.15)

where α =
(
e2

~c

)
≈ 1

137 is the fine structure constant and k is the magnitude of the electron wave

vector. The differential cross section is obtained as a function of incident photon energy which is

useful in determining the orbital character of a particular spectral feature by observing the energy

dependence of its cross section.
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2.3.3 Three-Step Model of Photoemission

One may approach the interpretation of photoemission spectra using the three-step model.[23] In

this model, the intensity of emitted electrons in valence band measurements is given by:

I(E, hν) = Ip(E, hν) + Is(E, hν), (2.16)

where I is the total photoelectron intensity measured, Ip is the intensity of primary photoexcitation

events, and Is is the intensity of secondary inelastically scattered photoelectrons. The primary

photoelectron intensity may be treated as a product of three contributions:

Ip(E, hν) = J(E, hν)T (Ef , hν)D(Ef ), (2.17)

where J(E, hν) is the absorption of the incident photon by the electron, T (Ef , hν) is the transporta-

tion of the photoelectron to the sample surface, and D(Ef ) is the photoelectron escaping the sample

and entering the vacuum. For T (Ef , hν), a classical treatment of the electron mean free path shows

that the transport of an electron to the solid surface can be described by the fraction of the total

number of photoelectrons created within one mean free path, λe, from the surface. Then, T (Ef , hν)

is given by:

T (Ef , hν) =
λe(Ef )/λph(hν)

1 + λe(Ef )/λph(hν)
, (2.18)

where λe(Ef ) is the inelastic mean free path of the electron with kinetic energy Ef and λph(hν)

is the penetration depth of the incident photon with energy hν.[85] In the limit λe/λph << 1, the

mean free path of the electron is much smaller than the penetration depth of the light, one obtains

T (Ef , hν) → λe/λph. To cross the surface of the solid into the vacuum, an electron must have

enough energy to overcome the work function (i.e., possesses the minimum energy of EF + Φ) and

a component of its wave vector normal to the surface. Then,

D(Ef ) = 1/2

[
1−

(
EF + Φ

Ef

)1/2
]
, (2.19)

where EF is the Fermi energy of the system, Φ is the work function of the solid, and Ef is the kinetic

energy of the photoelectron. T (Ef , hν) and D(Ef ) are slowly varying as a function of energy, and

so the spectrum is dominated by the initial structure of the occupied electronic states. The rate of

transition is given by Fermi’s golden rule in the dipole approximation as:

Wfi =
2π

~2

∣∣∣− e

mc
A · 〈f |p |i〉

∣∣∣2 δ(Ef − Ei − hν). (2.20)

Then the number of electrons detected at an energy E for an excitation energy hν is given by:

J(E, hν) ∝
∑
i,f

∫
|Mi,f |2δ(Ef (k)− Ei(k)− hν)δ(Ef (k)− E)d3k, (2.21)
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where the matrix element in equation 2.20 is rewritten as Mi,f :

Mi,f = − e

mc
A · 〈f |p |i〉 . (2.22)

Since Mi,f is constant and hν is large the final state can be considered as a free electron state, which

gives:

J(E, hν) ∝
∑
i,f

|Mi,f |2ρ(E − hν), (2.23)

where ρ(E − hν) is the density of occupied states. If we now neglect the energy dependence of the

dipole matrix elements Mi,f , then the number of electrons detected, J(E, hν), is proportional to the

density of the states of the system:

J(E, hν) ∝ ρ(Ei), (2.24)

and therefore the measured primary photoemission intensity is also proportional to the density of

states of the system:

Ip(E, hν) ∝ DOS(Ei). (2.25)

2.3.4 Ultraviolet Photoemission Instrumentation

Ultraviolet photoemission spectroscopy (UPS) is a type of photoemission spectroscopy using ultra-

violet light, and is typically used to probe the valence band of the sample surface. For our UPS

measurements the UV light source is a Leybold-Heraeus He discharge lamp in which an electrical arc

created in the presence of He gas excites electrons inducing transitions to higher energy levels. When

excited electrons relax to lower energy states they emit photons of wavelengths that are character-

istic of He. The two most prominent He emission lines are He Iα (21.2 eV) and He IIα (40.8 eV),

corresponding to electronic decay from the 2p level to the 1s level in the neutral and singly-ionized

He atom, respectively. The ratio of He II to He I increases with decreasing He pressure in the lamp,

and is therefore tunable using the He leak valve that supplies He flow through the lamp. Note that

both He emission lines have three components, α, β, and γ, corresponding to decay transitions from

2p, 3p, and 4p to 1s, respectively. With respect to the α transition, the β and γ transitions for He

I are < 2% the intensity of He Iα, whereas for He II the β transition is around 2% and the γ is

< 1%. Photons emitted from the He discharge lamp travel through a narrow quartz glass tube to

the sample, creating a small spot size of about 1mm2. The energy widths of the He I and He II

emission lines are < 0.1 eV.[56]

Photoelectrons emitted from the sample are collected and energy analyzed using a cylindrical

mirror analyzer (CMA), a schematic of which is shown as Figure 2.6. A CMA works by deflecting

electrons away from the outer cylinders and toward the inner cylinders through applied voltages that
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Figure 2.6: Schematic diagram of a double-pass cylindrical mirror analyzer, with the electron path
given as dashed lines running from the entrance point near the sample to the electron detector on
the far right.

create an electric field between the cylinders, and electrons of a desired kinetic energy then traverse

the dashed path to reach the detector. Electrons with too high kinetic energy for a given applied

voltage collide with the outer cylinder, and too low kinetic energy collide with the inner cylinder,

and are not detected. However a narrow window of kinetic energies pass through, and this energy

window is referred to as the pass energy. Electrons that successfully traverse this path collide with

the first section of the detection device which is comprised of a highly emissive material that creates

showers of electrons for each single electron collision event. Each secondary electron created then

collides again with the material to create far more electrons, and this process continues several times

with the cascading electrons accelerated toward the detector with an applied high voltage. In this

way, a measurable current pulse is created from a single electron event. To create a spectrum, each

of these single electron events are counted for a preset period of time at a given electron kinetic

energy, and the applied voltages to the CMA cylinders are varied to allow a range of electron kinetic

energies to pass. The cylinder voltages are changed so the next value of electron kinetic energies pass

through and are counted, and so on, until you have a spectrum of electron intensity as a function of

electron kinetic energy.

The electron detector is a type of continuous dynode multiplier known as a single channel electron

multiplier, shown in Figure 2.7, which is comprised of a funnel of glass coated on the inside with

a semi-conducting material with a negative high voltage applied at the input end and a positive

voltage near ground applied at the narrower output end. A single electron from the sample collides

with the funnel interior and creates a shower of secondary electrons, and electrons emitted at any

point on the funnel interior are accelerated a distance down the funnel before impacting the surface.

Upon impacting the surface each secondary electron creates its own shower of secondary electrons.
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These showers of electrons are accelerated toward the detector at the narrow end of the funnel by

an applied voltage, colliding with the surface on the way and creating larger showers of electrons

causing a cascading effect. A large number of electrons generated by a single-electron event (> 107)

reach the end of the tube and form a current pulse through a wire, which is then converted to a

voltage pulse measurable by the electrical components and is finally counted by the computer as one

event.

The CMA is typically operated in one of two modes: non-retarding mode or retarding mode. In

non-retarding mode, electrons pass through the analyser with their initial kinetic energy, and the

energy range of desired electrons is swept by varying the outer cylinder potential. In retarding mode,

the first spherical grid at the CMA entrance is held at the sample potential of the sample (grounded

in this case), and the second grid is held at a negative potential of a few volts less than the energy

of the electrons. The second grid energy is known as the pass energy, and effectively reduces the

kinetic energy of the photoelectrons to typically 5-15 eV for UPS. Retarding mode is generally used

where fine resolution is desired but the number of available counts is limited.

The resolving power resolution of the CMA can be written as EP /∆E and has a fixed value

defined by the geometry of the CMA, where EP is the kinetic energy of the electrons reaching the

detector (i.e., the pass energy), and ∆E is the range of electron kinetic energies about the pass

energy that reach the detector. Therefore, decreasing the pass energy then decreases the range of

kinetic energies that reach the detector and as a result increases the energy resolution. However,

decreasing the pass energy also decreases the count rate and therefore the collection time must be

increased to maintain an acceptable signal-to-noise ratio.

Spectra of the intensity of photoelectrons as a function of electron kinetic energies are obtained

by counting electron events for a preset amount of time for a range of electron kinetic energies.

To obtain binding energies rather than kinetic energies, the kinetic energy value corresponding to

the Fermi level of a Au sample in contact with the system is measured. Photoelectrons emitted

from the Fermi level of the system have the highest kinetic energy and are easily identified in the

spectra as a sharp decrease in intensity. The overall resolution of our UPS measurements can be

obtained by measuring the full width at half-maximum (FWHM) of the detected Fermi level, and is

approximately 0.3 eV. Recall that the energy widths of the He I and He II lines used are about 0.1

eV, which implies that the energy resolution of the CMA is limiting the overall energy resolution

of the system. Furthermore work functions and ionization potentials are readily measured using

UPS to permit the creation of electronic energy level alignment diagrams scaled to the Fermi level

of the system. Details of this process of obtaining binding energies and creating energy alignment

diagrams are discussed in Appendix B.
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Figure 2.7: Schematic diagram of a channel electron multiplier. Incident photons collide with a
highly emissive semiconducting surface creating a shower of secondary electrons which collides again
with the tube creating another greater shower, and so on. In this way, a detectable electronic pulse
is created from one incident event.

2.3.5 X-Ray Photoemission Instrumentation

X-ray photoemission spectroscopy (XPS) follows the same physical process of photoexcitation dis-

cussed above and typically uses Al Kα X-ray photons with 1486.7eV energy. This photon energy is

great enough to excite core electrons out of the sample which are inaccessible by UPS, which uses

lower energy UV photons (21.2-40.8eV). Since core electrons are only slightly effected by the local

chemical environment of the atom being probed, core electrons provide a useful marker of the chem-

ical content of the sample being probed. In particular, one can determine the atomic composition of

the sample from high resolution spectra of core levels. Furthermore, the valence band of a sample

can be measured using XPS, albeit with a lower cross section than with UPS.

X-rays are generated from the Al Kα line of a SPECS XR50 dual anode source. The dual anode is

a copper tube with a wedge-shaped end that has two flat faces, one of which is coated with aluminum

and the other with magnesium. Typically the surrounding shields and casings are grounded and

the anode is held at high positive voltage (>10 kV). Filaments next to the anodes are heated to

induce thermionic emission of electrons that are accelerated toward the anode surface by the high

voltage and collide, bombarding the anode. Soft X-rays (1253.6 eV for Mg Kα and 1486.6 eV for

Al Kα) are generated and pass through an aperture covered by a thin (about 2µm) Al foil that

screens the sample from stray electrons from the filament, heating effects, and any contamination

from the source. Note that bombarding the anode with highly accelerated electrons causes the anode

to quickly heat up, and so to mitigate overheating effects cooling water flows through the inside of

the anode.
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In the measurements described in this thesis, Al Kα photons incident on the sample excite core

electrons that are analyzed and detected by the CMA in the same manner described above for UPS.

Pass energies for XPS range from 50-150 eV, with lower pass energy used for measuring a particular

core level of interest and higher pass energy used for a faster, lower-resolution scan spanning a large

range of kinetic energies. The latter high pass energy scans are used to quickly measure the chemical

composition of the sample with low resolution and, while they do contain quantitative information,

more rigorous analyses of relative core intensities is typically done using higher-resolution low pass

energy scans of individual core levels.

UPS and XPS are complementary techniques; XPS provides high resolution core level information

as well as valence band information, whereas UPS inherently has a higher cross section for probing

the valence band and therefore can provide higher resolution data, however core levels are inaccessible

to UPS. Core levels contain clear information of the atomic composition of the sample and if the

resolution is high enough, they can even elucidate the type of bonding present in the sample (e.g.,

sp2, sp3 C-C bonding, C-O single or double bonds). Additionally, the valence band directly reflects

the local chemistry and density of occupied electronic states which provides crucial information

regarding electronic structure and bonding. When combined, XPS and UPS permit a greater probing

of the electronic structure information. In the measurements described in this thesis, UPS and XPS

are housed in the same UHV chamber that also contains equipment for sample preparation and

cleaning such as an argon-ion sputter source and sample heater, in addition to removable sublimation

sources for in situ molecular deposition.

2.4 Inverse Photoemission Spectroscopy

2.4.1 Inverse Photoemission Process

Inverse photoemission is a technique that uses the optical decay process by which monoenergetic

electrons incident on a sample have a finite probability to couple to high-lying unoccupied states

of the sample and decay to lower-lying unoccupied states by emitting a photon. This process is

illustrated schematically for a metal sample in Figure 2.8. The energy of the emitted photon is

equal to the difference in the initial energy of the electron and the final energy of the previously

unoccupied state the electron relaxes into, hν = Ei − Ef . Since the initial energy of the electron is

a known and tunable value, measuring the energy of the photon permits the determination of the

final state energy of the electron. Measuring the number of photons as a function of energy then

gives information about the unoccupied density of states of the sample. IMFP describes inverse

photoemission just as well as direct photoemission since the incident particles are electrons. The
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Figure 2.8: Energy diagram illustrating the inverse photoemission process by which an electron of
known energy couples to unoccupied states of the sample and releases a photon in the process.
This photon is then energetically analyzed by a spherical diffraction grating and detector to yield
information about the unoccupied states in the sample.

electron energies typically used are 15-20 eV which corresponds to an IMFP of about 10 Å, similar

to the IMFP found in UPS.

Photoemission and inverse photoemission involve the interaction between a photon and an elec-

tron, and so they share the same interaction hamiltonian from equation 2.12. For photoemission

A can be treated as a classical time-dependent perturbation and will have the same results as in a

proper quantum mechanical treatment. From this approach[90], one can obtain the differential cross

section, dσ
dΩ , from Fermi’s golden rule similar to what was described above in equations 2.13-2.15:

dσ

dΩ
=

αω

mc2hk
| 〈Ψf | ε̂ · p |Ψi〉 |2. (2.26)

Here, α is the fine structure constant, ω is the angular frequency of the electromagnetic radiation,

m is the mass of the electron, c is the speed of light, k is the magnitude of the electron wave vector,

and p is the momentum of the electron. It is insightful to compare the cross section obtained here

with that from direct photoemission in equation 2.15:

R =

[
dσ

dΩ

]
inv

/

[
dσ

dΩ

]
dir

=
ω2

c2k2
=
q2

k2
, (2.27)

where q is the magnitude of the photon wave vector, and k is the magnitude of the electron wave

vector. Simplifying this gives:

R =

(
λelec
λphoton

)2

. (2.28)

Therefore, the ratio of inverse to direct photoemission cross sections is simply the square of the

ratio of the wavelength of the electron to that of the photon. At energies in the range of UV, for
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example 10 eV, the inverse photoemission cross section is smaller by a factor of about 105. This

relationship manifests experimentally through a lower sample current generated in IPS compared

to UPS for equivalent incident particle fluxes. In practice, to obtain an inverse photoemission

spectrum with good signal-to-noise ratio the acquisition time must be significantly longer than for

direct photoemission spectra.

2.4.2 Inverse Photoemission Instrumentation

Inverse photoemission spectroscopy (IPS) involves incident electrons interacting with a sample and

producing photons through the process of optical decay, and the generated photons are detected.

A schematic diagram of the inverse photoemission experimental setup is shown as 2.9. Incident

electrons of a predetermined but fixed energy (10-20eV) are produced from an electron source aimed

at the sample. Electrons incident on the sample have a finite probability of being captured by the

sample unoccupied states, and can decay to lower energy unoccupied states and release a photon

in the process through optical decay. Photons generated in this way travel through a spherical

diffraction grating to separate the photons by energy along the horizontal direction, which then

collide with a detector. The position on the detector along the horizontal direction (the direction of

photon dispersion) indicates the energy of each photon, and the photon counts are summed along

the vertical direction for each horizontal position to give a spectrum of photon counts versus photon

energy. In this way, photons of many energies are detected simultaneously for a fixed incident

electron energy. This type of detection system is known as a grating spectrometer system, and is

used in the IPS measurements presented in this thesis. An alternate method of collecting photons is

the isochromatic mode in which photons of one specific energy are collected and the incident electron

energies are varied to probe a range of unoccupied states.

Following figure 2.9, incident electrons strike the sample with a spot size of about 1mm2 causing

photon emission along a line R′. The photons strike the diffraction grating and disperse. The

dispersed photons with a range of energies then reach the detector along a path R. The detector can

be moved along the Rowland circle to change the energy range of detected photons. The diffraction

grating is at the heart of this detection system as it performs the photon energy separation. The

grating equation describes the relationship between the grating spacing and the angles of both the

incident and diffracted beams of light, and is written as follows:

mλ = d(sinα+ sinβ). (2.29)

Here, m is the diffraction order, λ is the wavelength of incident light, d is the line spacing of the

diffraction grating, α and β are angles of the incident and refracted beams of light with respect to
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the surface normal, n in figure 2.9, respectively.

The theoretical energy resolution of the spherical diffraction grating spectrometer system can be

estimated using an expression for the light dispersion by the grating in its focal plane, given by[91]:

dλ

dl
=

sinβ

2mRcncosβ

(
104 Å

mm

)
, (2.30)

where m is the order of diffraction, Rc the radius of the Rowland circle, n the number of grooves per

millimeter, and β is the angle of reflection of the light with respect to the grating surface normal,

shown in Figure 2.10. In our experimental equipment, Rc = 750 mm, n = 1200 lines/mm, and

β=25◦, giving a theoretical grating resolution of 0.06 eV for a photon energy of 19 eV and 0.04 eV

for a photon energy of 15 eV.

Figure 2.9: Schematic diagram of the diffraction grating vacuum chamber setup.

The inverse photoemission detection system is based on the principle of the Rowland circle, shown

as the dashed circle in figure 2.9. A more detailed schematic diagram of the Rowland circle is shown

in Figure 2.10a and b for a three-dimensional and two-dimensional perspective, respectively. This

system uses a concave spherical mirror diffraction grating to disperse the photons. The Rowland

circle limits the loss of light that arises when lenses are used to focus diffracted rays[31]. Let the

radius of the spherical grating be Rm, then if the photon source is anywhere on the Rowland circle

of radius Rc = Rm/2 which contacts the center of the grating the specular beam and all orders of

the dispersed beam will be focused at other points on the same Rowland circle. Thus, the Rowland

circle is used to identify where the detector must be located with respect to the photon source.

Figure 2.10 shows an example of the focusing and dispersing of a light beam incident at point A

in the xy plane, on the Rowland circle. Light with wavelength λ1 strikes the grating and focuses
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on the Rowland circle at point B, whereas light with wavelength λ2, focuses at point C. In this

case λ2 > λ1, and indeed light with shorter wavelengths originating from point A will focus on the

Rowland circle at points farther down the y-axis, with decreased angle β.

Astigmatism is a property of some optical systems in which light propagating in two perpendicular

planes have different foci. For example, in such an astigmatic system, if one attempts to form the

image of a cross, the vertical and horizontal lines will be in focus at two different distances. An

example of this is shown in Figure 2.10a for light rays emanating from point A but with components

in the z-direction, illustrated with dashed lines. Although these light rays have the same wavelength

λ1 as other rays that are focused at point B on the Rowland circle, astigmatism results in a different

focal distance than rays of the same energy that remain within the xy plane which is shown as point

D. Additionally, all rays of the same wavelength emanating from point A will focus on a line in

the z-direction (perpendicular to the xy plane) passing through point B, i.e., passing through the

Rowland circle. This same set of rays will also focus on a line within the xy plane but perpendicular

to the y-axis that passes through point D. The Rowland circle is then called the horizontal focus,

and the line tangent to the Rowland circle and perpendicular to the y-axis is called the vertical

focus. As the distance from the y-axis increases, the separation of the horizontal and vertical foci

increase.

Figure 2.10: Schematic diagram illustrating a spherical diffraction grating and the principle of the
rowland circle.

A schematic of the photon detection system is shown as Figure 2.11, which makes use of mi-

crochannel plates and a resistive anode encoder. The microchannel plates amplify incident photon

events by creating a shower of electrons, however, the regular array of microchannels yield infor-

mation about the location of the event on the plate. Due to the channeling and applied voltages,

the electron cloud will accelerate toward the resistive anode encoder along the channel of the initial

photon event, preserving the location.
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The resistive anode encoder is a sheet of uniform resistance, and when an electron cloud collides

with the encoder a current is generated across the sheet. This current is detected at each of the

four corners, A, B, C, and D. Then the position of the event on the encoder is deduced from the

following equations:

X =
IA + IB

IA + IB + IC + ID
, (2.31)

Y =
IB + IC

IA + IB + IC + ID
, (2.32)

where X is the direction of photon dispersion and Y is the perpendicular direction. The X and Y

values are converted into two 8-bit digital signals, creating a 256 by 256 matrix of points, where

one pair of X and Y coordinates corresponds to one particular point, shown as Figure 2.12. Every

detected photon event outputs a digital X and Y coordinate sent to the external computer, which

increments that particular matrix element by 1, and in this way builds a two-dimensional matrix

of events. To create a spectrum, the program sums along the Y direction for a given X point to

obtain the total number of events at the photon energy corresponding to that X coordinate. The

total number of events for a given X coordinate are plotted as a function of X coordinate, creating

the spectrum of photon counts versus X coordinate.

Figure 2.11: Schematic diagram illustrating the working principle of a two-dimensional photon
detection system used in IPS.

Prior to taking IPS measurements, the detector sensitivity must be mapped as a function of

detector X coordinate. Furthermore, the measured spectra represent photon counts as a function

of X coordinate on the detector and must be converted to a binding energy scale with respect to

the measured Fermi energy of the system. Briefly, this is accomplished by taking IPS spectra of an
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Figure 2.12: Illustration of the active area of the detector, in which an electron pulse hits the
detector at point X1,Y1 (0≤X1≤255, 0≤Y1≤255). The detector then outputs this event as two
8-bit digital signals, corresponding to the X and Y coordinates. These coordinates are read by a
computer program which increments that position (X1,Y1) by 1 for every instance that particular
set of coordinates is detected.

Au sample for a range of incident electron energies and performing a calibration using the channel

position of the Fermi level. Au is used because of its relatively flat density of unoccupied states,

that is, it has no strong features in the range of energies probed. Details of these processes are

given in Appendix C. The IPS system is housed in the same UHV chamber as both the UPS and

XPS systems, permitting an extensive analysis of the electronic structure without ever exposing the

sample to ambient conditions.

2.5 Scanning Tunneling Microscopy

The scanning tunneling microscope was invented at IBM Zürich by Gerd Binnig and Heinrich Rohrer

in 1981 who earned a Nobel Prize in Physics in 1986 for this development.[26] It is used to study

local surface topography of conducting samples with atomic resolution, and is typically operated

in UHV with samples at low temperature, room temperature, or elevated temperatures of a few

hundred degrees Celsius, and thus is extremely versatile.

Scanning tunneling microscopy (STM) uses the quantum mechanical principle of electron tun-

neling, by which electrons have a finite probability of tunneling across a potential barrier. Detailed

discussions of the microscope’s operation are found elsewhere.[25, 43, 172] Briefly, an atomically

sharp tip of tungsten wire (though some use Pt-Ir alloys) is brought within a nanometer of the con-

ducting surface in a controlled manner, such that the tip does not collide with the surface. A bias

is applied between the tip and the surface, called the tunneling bias, which establishes a tunneling

current that may flow from the tip to sample or vice versa depending on the polarity of the bias.

Once established, the current can be measured typically in the pA-nA range which is a variable

tunneling parameter chosen by the operator. In classical physics, an electron is unable to penetrate
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Figure 2.13: Diagram illustrating the STM/Computer interface setup and the path an STM tip
takes across a surface that has various adsorbates, defects, and atomic steps.

a potential barrier Φ that is higher than the electron energy E. A quantum mechanical treatment

predicts an exponentially decaying electron wave function within the potential barrier of width d as

follows:

Ψ(d) = Ψ(0)e−κd. (2.33)

Here, Ψ(d) is the exponentially decaying wave function of the electron of mass m within the potential

barrier, Ψ(0) is the oscillatory wave function of the electron outside of the barrier, d is the spatial

width of the potential barrier, and κ is defined as:

κ =

√
2m(Φ− E)

~
. (2.34)

The tunneling current is proportional to the probability of electrons to tunnel through the potential

barrier:

I ∝ |Ψ(d)|2 = |Ψ(0)|2e−2κd, (2.35)

where it is clear that the tunneling current depends exponentially on the width of the potential

barrier, which in STM represents the tip-sample separation. This exponential dependence of the

tunneling current on the tip-sample separation makes STM extremely sensitive to surface topography.

A typical STM has ∼ 0.1 Å height resolution and ∼ 1 Å lateral resolution permitting the imaging of

individual atoms and molecules. The tunneling current is not only representative of the tip-sample

separation, but also the local density of electronic states of the sample. For example, for a given

tip-sample separation and tunneling bias, an atom or molecule with a high density of states will
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establish a larger tunneling current than one with a lower density of states. Thus STM also provides

information about the local density of states of the surface.

Figure 2.13 depicts a typical STM experimental setup. The STM tip translates in sub-angstrom

steps in a controlled manner using piezoelectric actuators for full three-dimensional control. The

applied bias may be varied in magnitude and polarity, and therefore one can choose to tunnel into the

sample unoccupied states or tunnel from the occupied states. The tip raster-scans across the surface

at adjustable scan speeds and, for the images produced here, can produce a two-dimensional image

in about five minutes. STM measurements are typically performed in one of two modes, constant

current or constant height modes. In constant current mode, the tunneling current is fixed and

the tip-surface separation is adjusted in real time in response to the surface topography as the tip

raster scans across the surface by way of a feedback loop. In constant height mode, the tip-sample

separation is fixed and the changes in tunneling current are measured. The STM measurements

presented here are done in constant current mode.

STM is sensitive to external vibrations and therefore must be isolated from the UHV chamber

by floating on springs as well as magnetic damping. Drift is an artifact of the STM equipment that

causes the images to appear distorted, but typically diminishes after scanning a given area for some

time. Drift may result from piezoelectric creep and also from thermal effects, with higher temper-

atures inducing more drift than lower temperatures. STM measurements presented are performed

using an Omicron variable temperature STM at room temperature, housed in a UHV chamber sep-

arate from the UPS and IPS chamber. The STM chamber also contains sample preparation and

cleaning equipment such as an argon-ion sputter source and a sample heater for annealing, in ad-

dition to XPS to confirm the chemical composition of the surface as well as removable sublimation

sources for in situ molecular deposition. STM images presented here were processed using the WSxM

5.0 develop 6.4 software.[84] Due to a combination of noise and thermal drift, the uncertainties in

the STM measurements are conservatively estimated to be ±0.1 Å for heights, ±1 Å for lateral

distances, and ∼ 3◦ for angles.

2.6 Computational Methods

2.6.1 GAMESS

Calculational methods were used in this work to aid in the interpretation of photoemission and

inverse photoemission spectra, specifically to identify molecular contributions to the spectra. Den-

sity of states (DOS) calculations were performed for all isolated molecules (i.e., in the gas-phase)

using the General Atomic and Molecular Electronic Structure System (GAMESS) software package
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which is discussed further below. In general, for weakly-interacting systems, electronic structure

calculations for isolated molecules (i.e., gas-phase molecules) match UPS and IPS results and allow

the assignment of spectral features in the occupied and unoccupied states to one or more molecular

orbitals. However, in systems where strong chemical interaction is present the molecular spectral

features may deviate from gas-phase and the calculations must be modified to improve interpretation

of experimental results.

Ab-initio quantum chemistry calculations are performed for isolated molecular species in density

functional theory (DFT) formalism using a combination of the Becke three-parameter exchange

functional [19] (B3) with the Lee-Yang-Parr correlation energy functional [106] (LYP). Together

these form the semi-empirical B3LYP exchange-correlation functional to describe electron-electron

interaction. Additionally, the 6-31G basis set was used for all molecules in this work. Details of the

DFT formalism and the implementation of B3LYP are discussed in Appendix A.

We use the GAMESS ab-initio quantum chemistry package with the aforementioned DFT method

to calculate equilibrium isolated molecular geometries, and density of electronic states, as well as

the shapes of occupied and unoccupied molecular orbitals.[154] Models of isolated molecules with

calculated equilibrium geometries as well as contour images of molecular orbitals are then produced

from the GAMESS calculations by importing the results into Molden, a processing program for

molecular and electronic structures. [152]

Several necessary adjustments to the GAMESS results must be applied to properly compare

theoretical calculations to experimental spectra. First, GAMESS outputs discrete electronic states

as a function of energy which we transform by fitting each state with a Gaussian curve with 1 eV

FWHM to simulate broadening. All Gaussians are then summed to create a theoretical spectrum

representing the calculated DOS for the isolated molecule. Second, the energy separation between

the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO)

is typically underestimated in DFT calculations and is remedied by rigidly separating the occupied

and unoccupied states using the so-called scissor operation. That is, the energy gap is artificially

increased while maintaining the relative energy separation between all occupied states and all un-

occupied states. The gap is increased by an amount that results in good matching of key features

such as the HOMO, LUMO, or other prominent orbitals with the experimental results for multi-

layers of molecular species on surfaces. A comparison to multilayers of molecules, rather than a

monolayer, is performed because the substrate surface contribution is effectively negligible since the

probed molecular layer is sufficiently spatially separated from the substrate surface. Finally, the

calculations produce electronic states as a function of energy, however this energy must be rigidly

shifted such that the zero of energy matches the Fermi energy of the experimental system.
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Care must be taken when comparing theoretical DOS to experimental spectra as the calculations

neglect several important experimental effects. The cross-section of interaction is not taken into

account in the calculations which may result in drastically different intensities for a given state.

Additionally, the calculations are done for isolated molecules, that is, in the absence of any substrate,

therefore this method is best suited for systems with weak chemical interaction.

2.6.2 FIREBALL and QUANTUM ESPRESSO

Briefly, for ZnTPP and TCNQ on TiO2(110) our collaborators perform density functional theory

calculations using the FIREBALL[48, 89, 107, 108] code and QUANTUM ESPRESSO[66] code suite

to establish the molecular binding geometry on a substrate slab using dynamical relaxation methods.

Furthermore, by tracking charge transfer and electronic density changes, as well as incorporating

intermolecular interactions, the interfacial dipole and electronic energy level alignment can be theo-

retically reproduced to match experiment within our error bars. The theoretical analysis proceeded

in four steps: (1) binding geometry of the molecule on the substrate is determined via dynamical

relaxation procedures and energy minimization, (2) electronic energy level alignment and charge

transfer for the T=0K case is considered for a single molecule with the calculated adsorption geom-

etry on the substrate surface; this is done through appropriate corrections in the DFT calculation

such as the “shift and stretch” procedures[157] (i.e., rigid energy shift and scissor operation discussed

earlier), (3) intermolecular effects are introduced and energy alignment is recalculated, (4) T>0K

case is considered and energy alignment is recalculated. Details of these calculations as applied to

ZnTPP and TCNQ molecules on TiO2(110) are found in their respective sections as well as refer-

ences [142] and [119], respectively. Details of the physical principles behind the FIREBALL code

are found in Appendix A, and information regarding Quantum ESPRESSO is found in Appendix A

and reference [142].
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Chapter 3

Molecular Self-Assembly on Noble Metals

3.1 Introduction

Figure 3.1: (a) Skeleton model of a ZnTPP molecule, comprised of a zinc-centered porphyrin macro-
cycle and four phenyl moieties. (b) Space-filling model of ZnTPP elucidating the saddle conforma-
tion as well as the phenyl rotation with respect to the porphyrin macrocycle typically seen upon
adsorption to metal substrates.

Tetraphenylporphyrin (TPP) consists of a porphyrin macrocycle with four phenyl moieties bound

to the carbon bridge between adjacent pyrrole groups, as shown in Figure 3.1a. For TPPs in the

gas phase, the phenyls are oriented nearly perpendicular to the porphyrin macrocycle[145] and are

effectively electronically decoupled[139] permitting many phenyl functionalization possibilities that

maintain the electronic and structural integrity of the porphyrin core. The center of the porphyrin

core may be free-base (i.e., no metal in the center) or substituted with a metal atom allowing for

even greater chemical versatility. An interesting property of TPPs is their ability to self-assemble

on noble metal surfaces into highly-ordered nearly-square arrays at room temperature, extending

over many tens or hundreds of nanometers. A deep understanding of self-assembly processes and

relevant physical and chemical interactions would facilitate the ability to direct the assembly of

functionalized molecules for particular purposes. For example, using the detailed knowledge of

self-assembly processes one could take advantage of the long-range self-assembled order to create
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low-defect functional 2D polymers.[68, 74, 75, 105, 169]

Many studies have been done to characterize the self-assembly process and the stability of the

self-assembled geometry of TPPs at surfaces. A variety of techniques were used such as scanning

tunneling microscopy (STM) to gain insight into adsorption geometries[13, 20, 33, 35–38, 52, 74, 128,

143, 144, 146, 156, 160, 163, 173, 186, 187, 194, 197, 199], near edge X-ray absorption fine structure

(NEXAFS) to elucidate intramolecular features such as the relative orientation of the phenyl groups

with respect to the macrocycle[13, 41, 44, 49, 51–53, 140, 186], X-ray[20, 41, 44, 49, 51, 53, 80,

114, 128, 139, 143, 156, 160, 194], ultraviolet[80, 114, 139, 140, 144, 194], and inverse[139, 140,

144] photoemission spectroscopy (XPS, UPS, and IPS) to probe directly the electronic structure

and chemistry, and temperature programmed desorption (TPD) to track molecular desorption and

hydrogen evolution with temperature[36, 75, 143]. On metal surfaces, due to a strong porphyrin

core iminic nitrogen interaction with the substrate, the mesophenyls are typically rotated and can

even become coplanar with the porphyrin core.[41, 49, 52, 53]. It has been shown that altering the

phenyl groups has a profound impact on the self-assembly behavior and results in deviations from

the nearly-square organization observed for TPPs[33, 75, 87, 114, 200]. However substituting various

metal centers of TPPs at noble metal surfaces does not typically impact self-assembly, indicating

that the final geometry is primarily influenced by intermolecular phenyl-phenyl interactions[5, 35,

36, 156]. Additionally metallation of free-base TPPs (2HTPPs), which involves the acceptance of

a single metal ion into the porphyrin core and the release of two hydrogen atoms per molecule,

has been studied widely for the potential advantages gained in the flexibility of chemical processes

that depend on the metal center[49, 51, 53, 75, 128, 143, 160, 194].While the porphyrin core is

planar in the gas phase, upon adsorption onto a metal substrate the core deforms into a saddle-like

conformation that is understood as opposing pyrrole groups bending toward and away from the

substrate[13, 124] as shown in Figure 3.1b. The energetic barrier leading to saddling, intimately

linked to the rotation of phenyl groups with respect to the porphyrin core, is sufficiently low (20

kcal/mol or 0.86 eV/molecule) for molecular distortion to occur after adsorption on surfaces[145].

Highly-ordered self-assembled TPP monolayers on metal substrates typically are obtained using

two methods: (i) direct deposition, which is inherently difficult due to the low level of control in

UHV sublimation sources, and (ii) multilayer desorption, in which a multilayer is deposited and the

sample is subsequently annealed to 400-500K to desorb all but the last layer. In practice, method

(ii) has proven more reliable than method (i)[49, 114]. However, methods (i) and (ii) are inherently

different, as method (ii) involves the addition of thermal energy to the system which can result in

molecular reorganization.

In this chapter, we discuss ZnTPP monolayers prepared via direct deposition and multilayer
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desorption on Au(111), Ag(111), and Ag(100) using STM. In particular, we focus on the differences in

the monolayers obtained from the two distinct methods, and also on changes in adsorption geometry

and binding behavior after subsequent annealing of the monolayer. Studying these three surfaces

permits a comparison of the ZnTPP adsorption behavior on two different noble metals with the

same surface symmetry, as well as on two different surface symmetries of the same metal.

3.2 ZnTPP on Au(111)

The following discussion ZnTPP on the Au(111) surface is based on work I have done that has been

published[146]. In this study, the adsorption of ZnTPP on the Au (111) surface is investigated with

scanning tunneling microscopy with a particular emphasis on the relationship between molecular

adsorption and modifications to the atomic arrangement of the substrate surface. The clean Au(111)

surface exhibits a well-known herringbone (HB) reconstruction, an STM image of which is shown as

Figure 3.2, whose orientation has a well-defined relationship with the high symmetry directions of

the (111) surface.[17, 125, 168] Moreover, the origin of the HB reconstruction is well understood in

terms of anisotropic surface stress, so that modifications of the HB features can provide information

on the adsorbate-substrate interaction.[164] The binding behavior of the ZnTPP molecules and

the accompanying modification of the substrate are studied for surface coverages from the sub-

monolayer to monolayer regime. Both room temperature as-deposited molecular formations and

the molecular/substrate registry after in-situ thermal treatments are explored. In all cases, the HB

reconstruction is still observed when the molecular overlayer is present. However, under certain

preparation conditions, the HB reconstruction assumes a reconstruction with a periodicity that is

different from that of the clean surface, likely due to modification of the anisotropy in the surface

stress. Our findings suggest that for this weakly-interacting system, the binding geometry assumed

by the adsorbate is a delicate balance among molecule-molecule interactions, molecule-substrate

interactions, and surface stress, indicating that all of these effects are of comparable energy and act

in concert to produce the resulting overlayer/substrate morphology.

3.2.1 ZnTPP Ordering as a Function of Coverage and Au Morphology

Coverage Dependent Adsorption Behavior

Before addressing the adsorption of ZnTPP molecules on the Au(111) surface, a characterization of

the pristine surface is necessary. The Au(111) surface used in this study possessed large terraces

(100-200 nm wide) separated by steps with apparent heights of 2.2 Å, consistent with reported values

for monoatomic steps on Au(111) single crystals.[17] The bright bands observed on the terraces are
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Figure 3.2: STM image of the clean Au(111) surface showing the herringbone pattern.

associated with the so-called soliton walls of the HB reconstruction characteristic of the clean Au(111)

surface.[17, 125, 168] The periodicity of the HB reconstruction, perpendicular to the soliton walls

(i.e., in the Au [110] direction), matches well with the value of 63 Å found for clean gold.[17] The

HB reconstruction unit cell is shown schematically in Figure 3.3, and is understood to be a smooth

transition from regions of face centered cubic (fcc) stacking (...ABCABC) to regions of hexagonal

close packed (hcp) stacking (...ABCABA), separated by transition zones called soliton walls[125]. In

STM, the soliton walls appear as bright stripes that typically extend for a distance of approximately

20 nm and then bend periodically by an angle of ±120◦, creating so-called elbow sites. The regions

that contain parallel, straight soliton walls are considered domains, and lines connecting rows of

elbows are considered the domain walls.

Figure 3.4 shows an STM image of the Au(111) surface after a low-dose (∼0.1 ML coverage)

exposure to ZnTPP molecules. The image shows two large terraces, on which there is no evidence

of the presence of molecules, separated by a monatomic step. Observation of the HB reconstruction

on the terraces of Figure 3.4 suggest that if any ZnTPP molecules are present on the surface, they

are weakly interacting (i.e., do not affect the HB reconstruction) and highly mobile (i.e., are not

imaged in STM). In contrast, a significant modulation of intensity, which is not present on the

clean Au(111) surface, is observed parallel to the monoatomic step. We interpret this modulation

as evidence for ZnTPP molecules bound to the step edge. The preferential bonding is most likely
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Figure 3.3: STM image of the clean Au(111) surface showing the herringbone pattern unit cell as
a black rectangle, as well as the same unit cell on a model fcc(111) surface elucidating fcc and hcp
domains separated by soliton walls.

because the ZnTPP molecule can be more highly coordinated at the step edge.[36, 38, 144]

Figure 3.5 shows an STM image from a Au(111) surface exposed to additional molecules for a total

coverage of ∼0.4 ML, obtained using tunneling conditions similar to those of Figure 3.4. The image

shows a portion of a single terrace which consists of a contiguous region containing a highly-ordered

rectangular array of small bright features surrounded by large regions of clean Au that continue to

exhibit the HB reconstruction. The rectangular array is attributed to an ordered molecular island,

and is typical of what is observed at this coverage. These islands were only observed after the steps

were completely decorated with ZnTPP molecules, reminiscent of what has previously been observed

in similar systems[144]. Note that not only is the HB reconstruction visible on the bare Au surface,

but also superposed with the molecular features. This suggests that the interaction of the molecules

with the Au(111) surface is not strong enough to lift the HB reconstruction. Moreover, note that

the molecular island forms within a single HB domain (i.e., between rows of elbows). Preferential

nucleation of similar organic molecules at Au(111) elbow sites has been reported at low temperatures

and is explained by stronger bonding to a particular dislocation at this point.[29, 112, 201]
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Figure 3.4: Room temperature STM image of ZnTPP on Au(111) at low coverage. Image dimensions
are 100×100 nm, taken at V = -1.0 V and I = 0.5 nA.

Figure 3.6 shows a typical STM image containing two terraces separated by a monoatomic

step, obtained from the Au(111) surface after further exposure to ZnTPP yielding a coverage of

∼0.8 ML. The image shows larger islands of rectangular molecular arrays forming on different HB

domains, as well as small regions of clean gold. Note that the principal symmetry axis of each

rectangular molecular lattice is rotated with respect to the underlying soliton wall (i.e., the Au [112]

direction) by 17◦. This is similar to what has been found for related systems [197]. The individual

molecular islands remain within a particular domain of the underlying HB reconstruction, and, just

as with intermediate coverages, the periodicity of the HB reconstruction along the [110] direction is

unaltered.

From the observations described above, an adsorption sequence with increasing coverage can

be outlined for room temperature deposition of ZnTPP on Au(111). When first deposited onto

a clean Au(111) surface, ZnTPP molecules decorate the high coordination step edge sites. For

higher coverage, although nucleation of individual molecules is not observed at elbow sites of the HB

features, islands of ordered molecules stabilize in between the domain walls of the HB reconstruction.

The underlying HB solition walls are still visible, indicating that the molecule-substrate interaction

is not strong enough to disturb the reconstruction. Furthermore, the ZnTPPs are always observed

in groups on terraces or as chains on step edges, and never as isolated molecules, implying that

the molecule-molecule stabilization is stronger than the diffusion barrier at the surface. Finally, the

strict alignment of the molecular self-assembly with respect to preferential directions of the Au(111)

surface as seen in Figure 3.6, indicates that the interaction between the molecular-array and the Au
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Figure 3.5: Room temperature STM image of ZnTPP on Au(111) at intermediate sub-monolayer
coverage. Image dimensions are 75×75 nm, taken at V = -1.0 V and I = 0.35 nA.

substrate plays an important role in establishing the equilibrium surface morphology.

Au atom mobility at step edges

The STM images of Figs. 3.7a and b represent characteristic aspects of the Au step edges of a

pristine surface and of a surface exposed to ZnTPP at room temperature, respectively. In Figure

3.7a, the step edges of the clean Au(111) surface appear typically smooth and rounded, indicating a

very small anisotropy in the energy of step formation for different edge orientations. Upon exposure

to ZnTPP at room temperature, even for a coverage close to a monolayer, the step edge morphology

is unmodified (as seen in Figure 3.7b) and it is clear that no correlation exists between the molecules

at step edges and the molecular array on the terraces. Thus, the Au substrate morphology appears

relatively unperturbed by the presence of the ZnTPP adsorbates.

This is no longer true when energy is added to the system through mild annealing of the substrate.

Figure 3.7c represents the typical aspect of Au step edges either after annealing (between 250◦C

and 265◦C) a room temperature-deposited monolayer, or when reaching a monolayer coverage from

multilayer desorption at 250◦C. In this case, although the characteristic rectangular molecular array

found on terraces is preserved, the step edge now conforms to the boundary of the molecular island.

This is a clear indication that a cooperative interaction between the molecule and the surface Au

atoms, particularly at steps, drives the system to this more stable configuration.
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Figure 3.6: Room temperature STM image of ZnTPP on Au(111) at near-monolayer coverage.
Image dimensions are 75×75 nm, taken at V = -1.0 V and I = 0.6 nA.

3.2.2 Molecular arrangement in the monolayer regime and surface stress effects

Monolayer regime of ZnTPP on Au(111) at room temperature

Figure 3.8 shows a high resolution STM image of a typical molecular array of rectangular symmetry

formed by ZnTPP deposition on Au(111) at room temperature for a coverage near one ML. The

larger portion of the figure was obtained with positive bias (i.e., tunneling into the unoccupied states).

In this image, sub-molecular features and the HB soliton walls are simultaneously observed. The

molecular array is composed of a repeating pattern of a large bright ring, attributed to the main Zn

porphyrin macrocycle, surrounded by four small protrusions, associated with the four meso-phenyl

groups of the ZnTPP molecule. The low tunneling intensity at the center of the porphyrin rings, i.e.,

at the location of the Zn ions, can be tentatively explained by considering the electronic configuration

of the central Zn ion and the tunneling parameters (+1 V) used to acquire the image. Zn has a filled

d orbital (3d10), thus it is expected that the contribution of the Zn atom to the tunneling current

would be small, resulting in a dark spot at the center of the Zn porphyrin macrocycle in the STM

image.[2]

As the position of the ZnTPP phenyl groups and the orientation of the Au(111) HB soliton rows

can be determined simultaneously from STM images similar to that of Figure 3.8, the periodicity

and relative orientation of the molecular lattice with respect to the high symmetry directions of the

Au(111) substrate, as well as the azimuthal orientation of the ZnTPP molecules, can be directly
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Figure 3.7: (a) Clean Au(111) with large flat terraces and well-defined step edges smoothly running
over long distances. (b) Sub-monolayer coverage (directly deposited) with ZnTPP molecules, show-
ing molecular step edge decoration and ZnTPP islands. Molecules trace the existing step edges,
and step edges appear unmodified. (c) Monolayer coverage obtained using the annealed multilayer
preparation method. The step edges strictly align with ZnTPP molecular rows. Image information:
(a) 20×25 nm, V = 2.0 V , I = 1.0 nA; (b) 20×23 nm, V = 1.0 V, I = 0.5 nA; (c) 20×25 nm, V =
-0.8 V, I = 0.3 nA.

established. First, however, we discuss the relative molecular arrangement within the array. In the

right portion of Figure 3.8, space-filling models of the ZnTPP molecule are superimposed on the STM

image to illustrate the overall binding geometry. The molecule is represented with the porphyrin

macrocycle parallel to the surface and the phenyl groups rotated so that they are no longer nearly

perpendicular to the macrocycle, as they were in Figure 3.1. Although not determined directly from

the STM measurements, this adsorption geometry follows reports from near-edge X-ray absorption

fine structure (NEXAFS) studies indicating that the phenyl groups of free-base or substituted TPP

rotate upon adsorption on metallic surfaces[52, 186].

In Figure 3.8, it is clear that pairs of nearest-neighbor phenyl groups are oriented perpendicular

to one another, in a geometry typically called T-stacking. Similar packing geometries have been

observed for CoTPP, FeTPP, and H2TPP on Ag(111)[36] and CuTPP on Au(111)[33], as well as for

ZnTPP on Au(111) in solution using electrochemical STM[199]. Although a precise understanding of

the energetics favoring this ordering is lacking, the presence and identity of the central 3d transition

metal ion do not seem to alter this ordering in comparable systems[13, 33, 34, 36, 38, 41, 52, 144,

163, 173, 187, 194, 199], suggesting that the phenyl groups dominate the molecule-molecule interac-

tion. DFT calculations attempting to describe proper van der Waals interactions between benzene

molecules with different relative orientations do not seem to strongly favor pure perpendicular or

pure parallel stacking.[69] However, assuming an interaction energy for the phenyl groups relatively
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Figure 3.8: High resolution room temperature STM image of ZnTPP on Au(111) directly deposited,
taken at V = +1.0 V and (inset) -1.7 V. At greater bias the two-fold symmetry of the ZnTPP
molecules becomes visible. Bright lobes (dark lobes) are interpreted as pyrrole groups farther from
(closer to) the surface and are denoted with a filled (empty) circle. Large image: 15×15 nm, I = 0.5
nA. Inset image: 9×10 nm, I = 0.5 nA

invariant with stacking geometry [69], in the T-stacking arrangement each phenyl is stabilized by

two other neighbors rather than just one in the parallel configuration.

STM images obtained under different tunneling conditions indicate that deformation of the por-

phyrin macrocycle occurs upon adsorption. The inset STM image in Figure 3.8, taken at a tunneling

bias of -1.7 V, clearly shows that the molecules exhibit a two-fold symmetry, as opposed to the four-

fold symmetry observed at the other bias. This symmetry breaking has been observed on similar

systems and is the result of a change in the position of the opposing pyrrole groups bending either

toward or away from the substrate.[13, 33–38, 144, 163, 173, 186, 187, 194] Thus, although the

four meso-phenyl groups are still visible as small bright protrusions, only the two opposing pyrrole

groups bent upward are seen as bright lobes. A schematic diagram of the molecule, comprised of

a large decorated cross, is shown in the inset of Figure 3.8. The centermost point of the schematic

represents the location of the Zn ion, and the outer crosses represent the approximate location and

width of the phenyl groups. In addition, pairs of filled and empty circles represent the location of

the upward and downward oriented pyrrolic groups, respectively. It is important to note that all the

molecules in this image are distorted in the same way, that is, all pairs of bright lobes are oriented

in the same direction (from lower right to upper left in the figure).

Having established the relative molecular orientation within the islands, we now address align-

ment of the molecular lattice and the molecular orientation with respect to the high symmetry
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Figure 3.9: Binding model for room temperature deposited ZnTPP on Au(111). (a) STM image on
which this model is based. (b) Schematic ZnTPP packing model on a fcc (111) surface. The HB
soliton walls run parallel to the [112] (vertical) direction. (c) Unit cell of the molecular array, where
the large black cross represents the ZnTPP molecule, the small crosses the center of the phenyl
groups and the open (filled) circles the position of the downward (upward) pyrrole groups.

directions of the Au(111) surface. Although present in Figure 3.8, the underlying HB structure can-

not be clearly seen. However, via Fourier transform analysis, the HB soliton walls can be enhanced

and used as a reference in order to place the molecular array within the Au(111) atomic structure.

Figure 3.9b shows a model of the Au(111) surface where the HB soliton walls are oriented parallel to

the [112] direction. Within the error bar of our measurements, each ZnTPP molecule can be centered

on a top site of a Au surface atom, consistent with what has been observed for most transition metal

TPP molecules[13, 33, 34, 36, 38, 41, 52, 144, 163, 173, 187, 194, 199]. Assuming the molecular

dimensions of the free molecule, the adsorption site of one atom of the molecule establishes the

registry of the molecular lattice with respect to the underlying Au lattice. Using this assumption, a

two dimensional lattice is defined for the molecular overlayer: a 13.1 Å (represented by a red line)

by 12.6 Å (represented by a blue line) rectangular unit cell. The molecular lattice is rotated by an

angle of 19◦ with respect to the [112] direction of the Au(111) surface, value in good agreement with

the experimental angle of 17◦±3◦ shown in Figure 3.6. The azimuthal orientation of the molecule
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with respect to the substrate is indicated by the schematic molecular diagram in Figure 3.9. The

major axes of the molecule are experimentally found rotated ∼15◦ counterclockwise from the [112]

and [110] directions of the Au(111) surface. This places the upwardly distorted pyrrolic groups

oriented 30◦ with respect to the [110] direction, and the downward distorted pyrrolic group rotated

30◦ from the [112] direction. The downward distorted pyrrole groups are thus found on a top site of

the Au lattice, whereas the upward bent pyrrole groups are found at hollow sites. This is in good

agreement with previous low temperature STM measurements of single AuTPP molecules adsorbed

on Au(111).[124] In this geometry, the phenyl groups are located roughly above hollow sites, with

one pair of phenyls at hcp sites and the other pair at fcc sites. The corresponding molecular array

can be described in terms of matrix notation:

A
B

 =

 5 −2

−1 5

a
b

 , (3.1)

where
(
A
B

)
are the unit cell vectors of the molecular overlayer and

(
a
b

)
the unit cell vectors of the

Au(111) surface along the [110] and [101] directions, respectively. With this binding geometry, the

resulting molecular density is 5.7×1013 molecules/cm2, which agrees well with previous investigations

of MTPPs on Au(111)[33, 197, 199] and Ag(111)[13].

Monolayer regime of ZnTPP on Au(111) from multilayer sublimation

In contrast to what is found when molecules are deposited at room temperature to build up a

monolayer, when a monolayer of ZnTPPs is produced by thermal desorption of a multilayer, the

molecular organization described above is not guaranteed anymore as shown in the STM image of

Figure 3.10. When compared to Figure 3.8, it is clear that the symmetry of the molecular lattice, the

relative orientation of neighboring molecules and the registry of the molecules with respect to the

Au(111) surface are different from what was found for a monolayer built-up at room temperature.

A monolayer obtained from the thermal desorption of a multilayer results in a molecular layer

consisting of rows rotated slightly less than 30◦ from the soliton walls (i.e., the [112] direction), with

molecules in adjacent rows offset by roughly a half-molecule dimension and rotated by 60◦. The

inset image of Figure 3.10 (taken at -2 V) shows that the molecules exhibit the two-fold symmetry

indicative of inequivalent pyrrole groups, as was found in the case of room temperature deposition

in Figure 3.8. However, now the orientation of the upper and lower pyrrole groups is rotated from

one row to the next. We note that, in some locations on the surface, islands of the nearly-square

lattice coexisted within this new geometry, however the latter geometry was the dominant structure.

It is possible that the relative amount of these two phases is temperature dependent, however no
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Figure 3.10: High resolution room temperature STM image of ZnTPP on Au(111) prepared from
a multilayer, taken at V = -1.4 V and (inset) -2.0 V. Two orientations of ZnTPP molecules are
present, each differing by a 60◦ rotation. At higher bias the two-fold symmetry of the ZnTPP
molecules becomes visible. Bright lobes (dark lobes) are interpreted as pyrrole groups farther from
(closer to) the surface and are denoted with a filled circle (empty circle). Large image: 22×22 nm,
I = 0.5 nA. Inset image: 9×10 nm, I = 0.5 nA

systematic investigation of this question was conducted in this study.

Similar to what had been observed for a room temperature deposited monolayer, an underlying

HB reconstruction coexists with the ZnTPP molecular array, and the dimensions of the HB pattern

in the [110] direction are identical to those measured on a pristine Au(111) surface. The HB pattern

can thus be used for the determination of the molecular lattice in registry with the substrate surface

directions as shown in Figure 3.11. Assuming that the ZnTPPs are centered on a top site atom of the

Au surface, the unit cell can be defined as a parallelogram that contains two ZnTPP molecules. The

longer side of the unit cell measures 32Å (red lines) and is rotated clockwise 20◦ with respect to the

[112] direction, while the smaller side of 13.2Å (blue lines) is rotated anticlockwise 42◦ with respect

to the [112] direction. Within the array, each molecule is rotated by 60◦ from one row to another in

the largest direction of the unit cell, and oriented so as to place the downward bent pyrrole groups

on top sites of the Au surface and the upward pyrrole groups on hollow sites. In this geometry, the

phenyl groups are all found in hollow sites. Thus, although the molecular array obtained from an

annealed multilayer is different from the one observed for room temperature deposition, the local

adsorption sites of each individual molecule are identical. This information is summarized in Figure

3.11 using the same notation as in Figure 3.9.
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Figure 3.11: Binding model for a monolayer of ZnTPP on Au(111), obtained from multilayer des-
orption. (a) STM image from which the model is based. (b) Schematic packing model on a fcc
(111) surface. The binding geometry of a monolayer resulting from multilayer desorption is notably
different from the nearly-square lattice seen from direct deposition in that two molecular phases
coexist, one rotated 60◦ with respect to the other. The HB soliton walls run parallel to the [112]
(vertical) direction. (c) Unit cell of the molecular array, where the large black cross represents the
ZnTPP molecule, the small crosses the center of the phenyl groups and the open (filled) circles the
position of the downward (upward) pyrrole groups.

Within this geometry, the packing density is about 5.4×1013 molecules/cm2, which is slightly

less densely packed than the rectangular geometry (5.7×1013 molecules/cm2). The corresponding

molecular array can be described in matrix notation as follows:A
B

 =

 5 −4

−2 12

a
b

 , (3.2)

where
(
A
B

)
are the unit cell vectors of the molecular overlayer and

(
a
b

)
the unit cell vectors of

the Au(111) surface along the [110] and [101] directions, respectively.

This new molecular overlayer could be the result of several possible factors. First, a reorganization

of the Au surface upon annealing could favor a new local geometry for the ZnTPPs. However, this

explanation is unlikely as the HB reconstruction, apparently undisturbed, is still visible in Figure

3.10. Second, assuming that the packing geometry at the surface is dominated by interactions of the

phenyl groups, a new molecular lattice could imply a thermally-induced intramolecular alteration has
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occurred. However, the commonly observed structures formed by TPPs upon dehydrogenation and

rehybridization result in a planar molecular geometry which, as seen in Figure 3.10, is not the case

here.[52, 194] For these reasons we conclude that the molecules remain intact. A possible mechanism

giving rise to the molecular ordering found for the annealed multilayer approach is discussed in the

next section.

Surface stress effects

Figure 3.12 contains three STM images obtained from (a) a clean Au(111) surface, (b) a near-

monolayer room temperature deposited ZnTPP/Au(111), and (c) a near-monolayer obtained from

desorption of a ZnTPP multilayer. In these three STM images, the typical HB soliton walls are

clearly visible and their separation in the [110] direction is identical. In Fig.3.12a, the domain

length of the HB reconstruction, in other words the length of the straight regions of the soliton

walls, is nominally ∼20 nm. However, when a ZnTPP monolayer is prepared at room temperature,

the domain length is vastly increased to ∼ 100 nm in Figure 3.12b. When the monolayer is prepared

from the desorption of a multilayer as shown in Figure 3.12c, the domain length is the same as the

one measured on a clean Au(111) surface.

Figure 3.12: Typical HB structure aspect for different surface preparation: (a) Clean Au(111),
(b) near-monolayer of room temperature deposited ZnTPP molecules and (c) monolayer coverage
obtained using the annealed multilayer preparation method.

The HB reconstruction arises on the clean Au(111) surface as the result of anisotropic tensile

surface stress, with tensile stress along the [112] direction (i.e., parallel to the soliton walls) exceeding

that along the [110] direction (i.e., perpendicular to the soliton walls)[125]. From fundamental
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principles, a surface which possesses an orientational degeneracy of reconstructed phases (such as

the 3-fold degeneracy of Au(111)) and an anisotropic stress tensor will spontaneously form elastic

stress domains [9, 71, 125]. Furthermore, an increase in surface stress anisotropy leads to decreased

domain size [9, 125]. This behavior was shown experimentally through the direct application of

mechanical stress on a Au(111) surface[151] and indirectly by inducing stress through adsorption

of iron phthalocyanine and perylene on Au(111)[164]. We thus attribute the extended domains

observed for the as-deposited ML of ZnTPP on Au(111), in Figure 3.12b, to a decrease of the

in-plane surface stress anisotropy felt by the Au(111) surface.

Substrate surface reorganization in the presence of a molecular adsorbate is typically attributed

to a combination of several effects: i) charge transfer between the molecular adsorbate and the

substrate upon chemical hybridization[164]; ii) charge redistribution within the adsorbate and within

the substrate surface without explicit hybridization across the interface[164]; iii) purely mechanical

stress applied by the adsorbate on the Au surface atoms[151]. In reality, the boundaries between

these three effects are quite blurred, as any mechanical effect will be translated into electronic charge

redistribution as well. A weakly interacting adsorbate, such as ZnTPP, is not expected to undergo

significant hybridization with the Au(111) surface atoms, suggesting that hybridization may be the

weakest of all contributions.

In the adsorption model presented in Figure 3.9, ZnTPPs adsorb with a two-fold rather than

a four-fold symmetry. In particular, the upward pyrrole groups have the same orientation parallel

to the long-dimension of the molecular unit cell (i.e., the red line of Fig.3.9). To a first order,

there is thus an inherent anisotropy due to pyrrole groups bent toward or away from the surface.

Given the observation that the HB domain length increases with this adsorption scheme, it can be

deduced that the molecular adsorbates reduce the surface stress anisotropy between the [112] and

[110] directions. In contrast, in the adsorption model of Figure 3.11, the rotation of the ZnTPPs in

alternated rows and the resulting orientation of the inequivalent pyrrole group, removes the strong

anisotropy observed in Figure 3.9, resulting in a quasi-isotropic contribution to the stress of the

pristine Au(111) surface. Thus the HB domain length of Figure 3.12 is found to be close to that of

the clean surface.

Although the exact origin of the anisotropic surface stress is difficult to establish, it is most likely

linked to the inequivalent pyrrole orientation. Thus, it could be proposed that pyrrole groups closer

to the surface Au atoms exert a force on these atoms, altering the pristine surface energetics. Recall

that in Figure 3.9, the HB runs parallel to the vertical [112] direction. Drawing a line connecting

two downward pyrroles through the Zn atom of a given ZnTPP results in a line rotated by 30◦ with

respect to the vertical. Thinking of this as a surface stress vector, then its largest component is in the
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vertical direction, and smaller component along the horizontal within the binding model of Figure

3.9. If the downward pyrroles apply compressive stress, this stress is preferentially applied along

the [112] direction (i.e., the molecules decrease the tensile stress along the [112] direction), which

results in overall decreased surface stress anisotropy and larger HB domains. Alternatively, phenyl

group rotations with respect to the macrocycle also introduce a two-fold symmetry as the phenyl

orientations are intimately linked to pyrrole saddling[145], and likely play a role in the observed

stress effects.

An estimation of the applied stress in Figure 3.9 is possible from earlier studies. Theoretical esti-

mates of the surface stress anisotropy in the Au(111) surface atomic layer are approximately 100±20

meV/Å2.[125] Compressive surface stress anisotropy estimates for perylene and iron phthalocyanine

on Au(111) are 6 meV/Å2 and 164 meV/Å2, respectively[164]. The large stress difference between

the two species is due to the particular nature of the adsorbates bonding to the surface: weak ad-

sorption in the case of perylene versus important Fe 3d states hybridization to Au surface atoms

in the case of FePC. We estimate the surface stress anisotropy required to form 100 nm domains

to be approximately 45 meV/Å2.[1] This value being significantly lower than that for FePC seems

reasonable considering the weaker interaction expected between ZnTPPs and Au(111).

3.2.3 ZnTPP on Au(111) Summary

In this work, a comprehensive study of the adsorption of ZnTPP molecules on a Au(111) surface

using STM is presented, with a particular emphasis on the molecular geometry with respect to the

atomic structure of the underlying Au substrate and on the consequences of thermal contribution

on the overall system reorganization.

In the case of room temperature deposition, ZnTPP molecules adsorb first at the high coordi-

nation step edge sites of the surface, and subsequent nucleation of molecular islands is observed

between domain walls of the HB reconstruction. No isolated molecule is observed on terraces at

room temperature indicating a weak surface-molecule interaction and favoring a large molecular

mobility.

For near-monolayer coverage, an adsorption model is proposed, where the ZnTPP molecules

form a rectangular array in registry with the Au surface atoms. Within this model, each ZnTPP is

submitted to the same local environment of the Au surface atoms: the molecules are centered on the

top site of the Au surface, downward and upward bent pyrroles are found on top- and hollow-sites,

respectively, leaving the phenyl groups in hollow sites. For this system, occurrences of unusually long

HB domains were observed, that are explained in terms of reduction of the surface stress anisotropy

by the adsorbate.
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Obtaining a surface via desorption of a ZnTPP multilayer at 265◦C enables a new molecular

packing, where the molecular array is described by a larger parallelogram lattice, but still allowing for

ZnTPP molecules to assume a local environment on the Au surface that is similar to the one observed

for room temperature deposition: the molecules are centered on the top site of the Au surface,

downward and upward bent pyrroles are found on top- and hollow-sites, respectively, allowing the

phenyl groups in hollow sites. However, the symmetry of this molecular arrangement resulting in

quasi-isotropic surface stress, the typical domain size of the HBs is found close to the domain size

measured on a clean Au surface. Annealing the system to higher temperatures results in molecular

desorption from the surface.

This study finds that in the ZnTPP on Au(111) system, adsorption is characterized by a fine

interplay between molecule-surface adsorption energy, molecule-molecule interactions and Au surface

stress, with none of the energetics dominating another one. Finally the HB reconstruction appears as

a valuable source of information to understand adsorption properties of a self-assembled monolayer.

3.3 ZnTPP on Ag(111)

3.3.1 Self-Assembled ZnTPP Monolayer on Ag(111): Direct Deposition

Figure 3.13: Clean Ag(111) surface showing large terraces. Image scanning parameters: 100×100nm,
-2.0V, 1.0nA.

Ag(111) presents an opportunity to explore the effects of a different noble metal with the same

symmetry as Au(111) on the ZnTPP self-assembly. An STM image of clean Ag(111) prepared prior

to in situ ZnTPP deposition is shown as Figure 3.13. After sublimation deposition of a approximately

0.1 ML of ZnTPPs onto the room-temperature Ag(111) surface, ZnTPPs organize along step edges
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Figure 3.14: Direct-deposited low coverage showing ZnTPP molecules tracing step edges, however
not enough to populate terraces. Image scanning parameters: 35× 35nm, -1.5V, 0.5nA.

as shown in Figure 3.14. Note also that the step edges align with ZnTPPs and create straight

stretches of step edge, implying possible Ag surface atom reorganization just as in the Au(111) case,

however in this image the system has not been annealed. The room temperature reorganization

of substrate surface atoms to align with ZnTPPs possibly indicates a stronger molecule-substrate

interaction than ZnTPP on Au(111).

Directly depositing a near-monolayer of ZnTPPs on Ag(111) results in the formation of multiple

domains on a given terrace, as shown in Figure 3.15. Three domains labelled I, II, and III correspond

to ZnTPP organization with respect to the three high symmetry directions of the Ag(111) surface.

A row of ZnTPPs in domain I aligns with the [110] direction, domain II with the [011] direction,

and domain III with the [101] direction. In addition to the three domains, three additional domains

exist that are mirrored with respect to the substrate surface atom high symmetry directions. These

additional domains are shown as II′ and III′, delineated by dashed black lines. Note that while I′ is

not visible in this frame, it is observed in other images. To map from III to III′, mirror the molecule

about the Ag [110] direction, and to map from II to II′ mirror about the [101] direction. This is

similar to the three ZnTPP domains observed on Au(111) in Figure 3.6.

A high resolution STM image of this organization near a series of step edges is shown as Figure

3.16. The domain on the large terrace lines up with the step edge near the upper right corner,
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Figure 3.15: Direct-deposited near-monolayer showing ZnTPPs self-assembled into domains I, II,
and III. Molecules appear with the saddle conformation at this tunneling bias. A row of ZnTPPs in
Domain I aligns with the [110] direction, II with [011], and III with [101]. Also shown are mirrored
domains of II and III labelled II′ and III′, respectively. The mirror plane, i.e., the plane across which
a mirror operation is performed on the individual molecules to map to the adjacent domain, for II
and II′ is the [101] direction, and for III and III′ is the [110] direction. Image scanning parameters:
60× 50nm, +1.7V, 0.5nA.

however the step edges in the upper left corner seed a domain of another orientation, which is

evidenced by three rows of ZnTPPs extending from the step edge into the large terrace. The

ZnTPPs in each domain arrange in a nearly-square unit cell. This image also shows that ZnTPPs

straddle step edges with two phenyl groups and roughly half of the molecule hanging over the

step edge. In this way, ZnTPP phenyl groups behave similar to a grappling hook, enabling higher

coordination and in turn stronger molecule-substrate interaction at step edges. The inset image is

taken at a bias that reveals the ZnTPP saddle-conformation, with bright lobes corresponding to

upward pointing pyrroles (filled circles). Though not shown here, annealing this direct-deposited

system to 260◦C does not alter the binding geometries; only nearly-square organizations are observed,

indicating that the nearly-square organization is a stable configuration or an energetic minimum. In

contrast, annealing ZnTPP/Au(111) in the multilayer-desorbed monolayer preparation resulted in

a reconfiguration of both ZnTPPs and the substrate surface atoms to minimize the surface stress of

the system. Therefore, surface stress likely has a lesser impact on this system compared to Au(111).

The nearly-square unit cell observed in this image is described by the binding model shown in Figure

3.18 that will be discussed below for the multilayer-desorption case.
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Figure 3.16: High resolution STM image of a direct-deposited near-monolayer of ZnTPPs on Ag(111).
The inset is taken at a tunneling bias that reveals the ZnTPP saddle conformation. Schematic
ZnTPPs are overlaid to elucidate the adsorption geometry. Image scanning parameters: 30× 26nm,
-1.0V, 0.5nA; (Inset) 13× 10nm, +1.5V, 0.5nA.

3.3.2 Self-Assembled ZnTPP Monolayer on Ag(111): Multilayer Desorption

A representative STM image showing monolayer coverage of ZnTPPs on Ag(111) obtained via

multilayer desorption is shown as Figure 3.17. The larger portion of Figure 3.17 was obtained

with negative sample bias (i.e., tunneling from the occupied states). The striking long range self-

assembled order is characterized by a repeating pattern of a large bright ring, interpreted as the

Zn-porphyrin macrocycle, surrounded by four small protrusions, associated with the four meso-

phenyl groups of the ZnTPP molecule, just as with Au(111) and the direct-deposited monolayer of

Ag(111). Again, the low tunneling intensity at the center of the porphyrin rings, at the location

of the Zn ions, can be tentatively explained by considering that the Zn ion has a filled d orbital

(3d10) with states that are too deep to be probed by the tunneling biases used (-2V to +2V), thus

its expected contribution to the tunneling current is small.[6] The inset in Figure 3.17 is obtained

using a tunneling bias that reveals the saddling conformation for each ZnTPP molecule, rather than

the four-fold symmetry observed at other biases.

It is evident from this image that the ZnTPPs adsorb with the porphyrin macrocycle parallel to
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Figure 3.17: Monolayer coverage of ZnTPP on Ag(111) achieved by annealing multilayer coverage
to 500K, with schematic ZnTPPs shown as black crosses. The inset images are taken at a bias
which reveals the two-fold conformation of the ZnTPPs, interpreted as the pyrrole groups bending
toward (open circles) or away from (filled circles) the substrate surface. Primary image scanning
parameters: 30× 30nm, -1.2V, 0.3nA. Inset image scanning parameters: 10× 10nm, +1.5V, 0.5nA.

the substrate surface, just as with Au(111) and the direct-deposited case for Ag(111). Furthermore,

the ZnTPPs self-organize into a nearly-square lattice of 15.0× 14.5Å, which is the same ordering as

that of the direct-deposited monolayer. Similar ordering has been found for TPPs on metal surfaces,

and is primarily driven by the intermolecular phenyl-phenyl interactions[13, 20, 33–38, 124, 144, 146,

163, 173, 186, 194]. NEXAFS measurements performed by other groups indicate that the phenyl

groups are typically oriented approximately 60◦ with respect to the porphyrin macrocycle when

bound to the substrate in a densely-packed monolayer, rather than nearly perpendicular as in the

gas phase[52, 186]. The phenyl groups of neighboring molecules may take the form of so-called T-

stacking, i.e., perpendicular to one another, or π−π stacking, i.e., parallel to one another. On noble

metal (111) surfaces T-stacking is primarily observed [33, 36, 146, 199], however DFT calculations

attempting to describe proper van der Waals interactions between benzene molecules with varied

relative orientations do not strongly favor pure T-stacking over pure π − π stacking[69].

Having established the geometry of the molecular unit cells, as well as the azimuthal orientation

of the ZnTPPs within the unit cell, and knowing the orientation of the high-symmetry directions of

the underlying metal substrate from low-energy electron diffraction (LEED) measurements, we can
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now align the ZnTPPs to the lattice of the Ag(111) substrate surface. Figure 3.18 shows the binding

model for ZnTPPs on Ag(111), in which we use the molecular dimensions of the free molecule and

apply the ZnTPP unit cell measurements obtained using STM.

Figure 3.18: (a) Representative STM image on which this model is based. (b) Binding model of
schematic ZnTPP molecules with open (filled) circles representing downward (upward) bending
pyrrole groups. (c) Unit cell of ZnTPP organization on Ag(111) for a monolayer obtained by
multilayer desorption via annealing to 470K. Note that if we fix the central Zn ion to an Ag top site,
all molecules adsorb in the same way: downward (upward) pyrroles bind to top (3-fold hollow) sites,
and all phenyls bind to 3-fold hollow sites. Image scanning parameters: 19× 19nm, -1.0V, 0.5nA.

A model for the adsorption of ZnTPPs on the Ag(111) surface is presented in Figure 3.18. A

typical STM image used to determine the unit cell of the molecular overlayer and its azimuthal

orientation is shown in Figure 3.18a, while the corresponding model is schematically represented in

Figure 3.18b. A model for the adsorption of ZnTPP is given in Figure 3.18b and characteristic dis-

tances are shown in Figure 3.18c. It is assumed that the ZnTPP is centered on top of an underlying

Ag atom, consistent with what has been observed for most transition metal TPP molecules on noble

metal surfaces[13, 33, 34, 36, 38, 41, 52, 144, 146, 163, 173, 187, 194, 199]. Using the experimental

nearly-square unit cell of 15.0× 14.5Å and measured azimuthal orientation, all the significant com-

ponents of the ZnTPPs molecules are in registry with substrate atoms; phenyls are above threefold

hollow and atop sites, and downward and upward pyrroles are above atop sites. The corresponding

molecular array can be described in matrix notation:
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A
B

 =

6 3

0 5

a
b

 (3.3)

where (AB) are the unit cell vectors of the molecular overlayer, and (ab) the unit cell vectors of

the Ag(111) surface along the [101] and [011] directions, respectively. The packing density for this

organization is 4.6×1013 molecules/cm2.

3.3.3 ZnTPP on Ag(111) Summary

In this section, ZnTPPs on the Ag(111) surface are investigated for both direct-deposited and

multilayer desorbed monolayers. Direct-deposited low-coverage ZnTPPs first adsorb to Ag(111)

step edges, with Ag step edges conforming to the molecular organization. With greater ZnTPP

coverage, islands nucleate from step edges onto terraces. ZnTPPs organize into a nearly-square unit

cell in domains that are in registry with the high symmetry substrate directions. Additionally, a

binding model is proposed in which all molecules bind to the substrate surface in the same way.

This binding model describes both the direct-deposited and the multilayer-desorbed monolayers.

Annealing the system, either to obtain a monolayer via multilayer desorption or to test the stability

of a direct-deposited monolayer, does not alter the ZnTPP organization, in stark contrast to what

is observed on Au(111). A detailed comparison of ZnTPP/Ag(111) compared to Au(111) is found

in the conclusions of this chapter.

3.4 ZnTPP on Ag(100)

3.4.1 Self-Assembled ZnTPP Monolayer on Ag(100): Direct Deposition

To further probe the adsorption behavior of ZnTPPs on noble metals, we study ZnTPPs on the

Ag(100) surface to compare how different surface symmetries of the same metal effect the adsorption

geometry. Figure 3.19 shows an STM image of the clean Ag(100) surface. Atomic resolution imaging

of the Ag(100) surface is shown as Figure 3.20. Directly depositing a sub-monolayer of ZnTPPs

results in the formation of islands near step-edges, as shown in Figure 3.21. The streaky imaging

is the result of the STM tip interacting with molecules moving too quickly to be imaged on the

terraces. Note also that the Ag step edges appear aligned with the ZnTPP overlayer, even though

this system has not been annealed in the presence of molecules. This suggests room-temperature Ag

surface atomic reorganization due to the presence of ZnTPPs. Additionally, since the ZnTPPs first

adsorb to Ag step edges due to higher coordination with Ag surface atoms, the island then grows

outward from the step edge onto the terrace.
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Figure 3.19: STM image of the clean Ag(100) surface, with step edges parallel to the Ag [110]
direction. Image scanning parameters: 300× 230nm, -2.0V, 1.0nA.

Figure 3.22 shows a near-monolayer of ZnTPPs on Ag(100) exhibiting self-assembled order de-

scribed by two rows in a roughly-square arrangement adjacent to one row that is offset by a half-

molecule distance. This creates a striking pattern that extends nearly perfectly along each row for

hundreds of nanometers (limited by terrace size), and with very few mistakes perpendicular to the

rows. A high-resolution STM image of a direct-deposited near-monolayer of ZnTPPs is shown as

Figure 3.23, with schematic ZnTPPs overlaid showing the centers of phenyl rings as small crosses,

and upward (downward) bent pyrroles as filled (open) circles. The schematic ZnTPPs outline the

rectangular unit cell of the pattern, containing three molecules per unit cell. It is clear that this

“2+1” pattern exhibits a 45◦ azimuthal rotation between the different rows, in addition to a half-

molecule offset. Henceforth, the more frequently occurring ZnTPPs that make up the “2” of the

“2+1” pattern will be referred to as majority rows, and the “1” will be referred to as minority rows.

Obtaining an image at a tunneling bias that reveals the saddle-conformation of the ZnTPPs, shown

as the inset of Figure 3.23, reveals the orientation of upward and downward bent pyrroles with

respect to the ZnTPP unit cell and elucidates the azimuthal rotation from the majority to minority

rows.

Figure 3.24a shows a portion of the STM image from Figure 3.23 with the ZnTPP unit cell

overlaid, from which the unit cell dimensions and azimuthal orientations are measured. Assuming

the dimensions of the gas-phase ZnTPP molecule, ZnTPP schematic molecules and unit cell di-

mensions are overlaid on a model Ag(100) surface, shown as Figure 3.24b. Figure 3.24c elucidates
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Figure 3.20: Atomic resolution STM image of the clean Ag(100) surface. Image scanning parameters:
12× 10nm, -1.0V, 0.5nA.

Figure 3.21: Direct-deposited low coverage of ZnTPPs on Ag(100). ZnTPP islands form outward
from step edges, and step edges align with ZnTPP overlayer. Image scanning parameters: 100 ×
100nm, -1.0V, 0.5nA.

the dimensions and azimuthal orientations within the unit cell. Placing the Zn atoms on a top

site, the ZnTPPs in the square portion of the unit cell all reside above the same Ag sites; phenyls

centered above top sites, and pyrroles centered between four fold hollow and top sites. The az-

imuthally rotated molecule has phenyl rings centered above four fold hollow sites, with both upward

and downward pyrroles above top sites. This unit cell consists of three molecules and is a rectangle

with dimensions of 38.7×12.9Å, which results in a packing density of 6.01 × 1013molecules/cm2.

Expressing the overlayer in terms of the Ag(100) high symmetry directions gives the following,A
B

 =

12 6

−2 4

a
b

 (3.4)

where (AB) are the ZnTPP unit cell vectors, and (ab) are the [110] and [110] high symmetry
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Figure 3.22: Direct-deposited near-monolayer of ZnTPPs on Ag(100) showing striking low-defect
large scale order. This “2+1” pattern continues nearly perfectly with one defect row near the right
of the image. Note the step edge tracing the pattern as well as defect rows in the pattern on the
lower terrace possibly induced by the step edge. Image scanning parameters: 100 × 100nm, -1.2V,
0.5nA.

directions of the Ag(100) surface, respectively.

To test the stability of the monolayer, the system is annealed to 240◦C and allowed to come to

room temperature before imaging. The STM image of Figure 3.25 shows the result of annealing the

near-monolayer from Figure 3.23. Two domains are visible, both of which are square, however the

larger domain matches the orientation of the majority ZnTPPs in the “2+1” pattern, whereas the

smaller domain corresponds to the minority orientation seen earlier (i.e., 45◦ rotated ZnTPPs). In

this case, both domains form square unit cells. In the as-deposited monolayer, the “2+1” pattern

consisted of double rows forming squares combined with single rows of 45◦ rotated ZnTPPs in

between. The formation of two adjacent or consecutive minority rows occurred in the as-deposited

monolayer, albeit sparsely, however in this annealed case domains several minority rows wide have

formed. This marks the beginning of a thermal-induced transition seemingly toward large square

domains rather than the “2+1” pattern.

Further annealing the system to 260◦C results in completely square domains, as shown in Figure

3.26. Two domains shown in this image appear rotated with respect to the Ag(100) surface, however

they are equivalent domains of the same registry with the Ag(100) substrate except for a mirror

operation. This mirroring does not change the registry with the substrate, it simply results from

a different direction of growth of the ZnTPP island with respect to the substrate. These domains
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Figure 3.23: Direct-deposited near-monolayer of ZnTPPs on Ag(100). ZnTPPs organize into a
highly-ordered array described by two adjacent rows with a square unit cell next to one row of
ZnTPPs rotated by 45◦. The inset shows the saddle conformation of ZnTPPs upon adsorption and
elucidates exactly how the pyrrole groups rotate azimuthally. Schematic molecules are shown as
large black crosses, with small crosses indicating the centers of phenyl groups, and open (filled)
circles representing downward (upward) pyrroles. Image scanning parameters: 25 × 25nm, -1.0V,
0.3nA; Inset 10× 10nm, +1.2V, 0.3nA.

match the majority ZnTPP configuration from the “2+1” pattern. The presence of rotated ZnTPP

rows or two adjacent domains with a half-molecule offset (as seen in Figure 3.25) were not observed

within a given island after this anneal. Thus the thermodynamically favored nearly-square unit cell

is achieved by annealing the “2+1” direct-deposited monolayer to 260◦C.

3.4.2 Self-Assembled ZnTPP Monolayer on Ag(100): Multilayer Desorption

Recall that annealing the direct-deposited monolayer between 510K and 530K resulted in a gradual

transformation from “2+1”, to two square domains (510K, Figure 3.25), to one dominant square

domain (530K, Figure 3.26). A monolayer obtained via multilayer desorption at 470K, shown as

Figure 3.27 reveals two alternating square domains. The domains outlined by black molecules are

the same as the majority domains of the “2+1” pattern, whereas the domain outlined by green

molecules is the same as the minority domains of the direct-deposited monolayer. Thus, it seems

the first layer of molecules for multilayer coverage may organize similarly to the direct-deposited

case, even though there are many extra layers of molecules above the first layer during the anneal.

Perhaps the overlayers of molecules do not significantly influence the binding geometry of the first

layer as the first layer interacts more strongly with the substrate than with other molecular layers.
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Figure 3.24: (a) Representative STM image on which this model is based. (b) Binding model
of schematic ZnTPP molecules with open (filled) circles representing downward (upward) bending
pyrrole groups. (c) Unit cell of ZnTPP organization on Ag(100) for a monolayer obtained by direct
deposition with sample at room temperature. Image scanning parameters: 10×10nm, -1.0V, 0.5nA.

A higher resolution STM image after annealing this system to 500K is shown as Figure 3.28.

The larger portion of Figure 3.28 was obtained with negative sample bias (i.e., tunneling from

the occupied states). It is evident from this image that the ZnTPPs adsorb with the porphyrin

macrocycle parallel to the substrate surface. Furthermore, the ZnTPPs self-organize into a nearly-

square lattice of 12.9× 12.9Å. The brighter molecules could be related to metal-free ZnTPPs or to

different substrate-molecule interaction due to a localized surface impurity. The inset of Figure 3.28

is obtained using a tunneling bias that reveals the saddling conformation for each ZnTPP molecule,

rather than the four-fold symmetry observed at other biases. The upward bent pyrroles are observed

as two bright lobes, with the dark lobe in between them connecting the downward pyrroles through

the Zn ion. This is represented schematically by superimposed ZnTPP frameworks, with outermost

crosses indicating the width and extent of the phenyl groups and the open (filled) circles representing

pyrrole groups bending toward (away from) the substrate surface.

Having established the geometry of the molecular unit cells, as well as the azimuthal orientation

of the ZnTPPs within the unit cell, and knowing the orientation of the high-symmetry directions

of the underlying metal substrate from low-energy electron diffraction (LEED) measurements, we
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Figure 3.25: This image shows a direct-deposition near-monolayer of ZnTPPs that has been annealed
to 240◦C, after which one square domain (black molecules; the majority domain in the as-deposited
monolayer case) begins to dominate over another square domain (green). Image scanning parameters:
40× 40nm, -1.0V, 0.5nA.

can now align the ZnTPPs to the lattice of the Ag(100) substrate surface. Figures 3.29 shows the

binding model for a monolayer of ZnTPPs on Ag(100) obtained via multilayer desorption, in which

we use the molecular dimensions of the free molecule and apply the ZnTPP unit cell measurements

obtained using STM.

Figure 3.29a shows an example STM image from which we extract the ZnTPP unit cell dimensions

and azimuthal orientations within the unit cell. Figure 3.29b shows a model Ag(100) surface where

each gray circle represents a Ag atom, with the ZnTPP unit cell overlaid. Figure 3.29c shows the

measured 12.9×12.9Å square unit cell with phenyls axis rotated by 26.6◦ counterclockwise from the

unit cell directions. Centering each ZnTPP on a Ag top site, the resulting arrangement is obtained

using the measured ZnTPP unit cell dimensions. In this organization, each ZnTPP molecule has

identical binding geometry; the phenyls and pyrroles are located at atop sites of the Ag(100) surface.
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Figure 3.26: This image shows a direct-deposition near-monolayer of ZnTPPs that has been annealed
to 260◦C. Only one square domain is observed on a given terrace which matches the square pattern
(i.e., the “2” of the 2+1 pattern) of the as-deposited system. Image scanning parameters: 65×65nm,
-1.2V, 0.5nA.

The corresponding molecular array can be described in matrix notation:A
B

 =

4 −2

2 4

a
b

 (3.5)

where (AB) are the unit cell vectors of the molecular overlayer, and (ab) the unit cell vectors of the

Ag(100) surface along the [110] and [110] directions, respectively. This unit cell matches the square

portion of the as-deposited unit cell shown in Figure 3.24 except for a mirror operation across the

vertical. The packing density for this organization is 5.9×1013 molecules/cm2, which agrees quite

well with previous studies on similar systems[13, 33, 146, 197, 199].
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Figure 3.27: Monolayer coverage of ZnTPP on Ag(100) achieved by annealing multilayer coverage to
470K, with schematic ZnTPPs shown as black crosses. Two domains are visible, the more prominent
domain is outlined by black schematic molecules, while the smaller domains are outlined by green
molecules. Black molecules match the majority domain (the 2 of the “2+1” pattern) observed in the
direct-deposited Ag(100) images, while green molecules match the minority domain. Image scanning
parameters: 32× 22nm, -1.0V, 0.3nA.

3.4.3 ZnTPP on Ag(100) Summary

A direct-deposited ZnTPP monolayer on Ag(100) exhibits a striking “2+1” pattern not observed

on either of the (111) surfaces discussed earlier. Upon annealing the system, this pattern gradually

transforms to one square domain of ZnTPPs. This behavior combined with the observations that Ag

step edges align with ZnTPPs possibly indicate that the Ag surface atoms and ZnTPPs reorganize as

the system is annealed. Furthermore, the multilayer-desorbed monolayer shows similar organization

to the direct-deposited monolayer that was annealed to 510K; two square domains coexisting, with

one more prominent than the other. This implies that the organization of the first layer of molecules

is not significantly influenced by the other layers of molecules above it. Just as in the direct-deposited

monolayer case, further annealing of this coverage to higher temperatures results in just one square

domain throughout which matches the majority domain in the “2+1” pattern.

3.5 Conclusions

From the ZnTPP/Au(111) system, the impact of the molecular monolayer on the surface stress

anisotropy is evident through the increase of HB domain size after adsorbing a monolayer of ZnTPPs.

This observation combined with knowledge of 2-fold saddling conformation and associated phenyl

rotation implies that the ZnTPPs contribute an anisotropic surface stress to the Au(111) surface
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Figure 3.28: Monolayer coverage of ZnTPP on Ag(100) achieved by annealing multilayer coverage
to 500K, with schematic ZnTPPs shown as black crosses. The inset image is taken at a bias which
reveals the two-fold conformation of the ZnTPPs, interpreted as the pyrrole groups bending toward
(open circles) or away from (filled circles) the substrate surface. Primary image scanning parameters:
25× 25nm, -1.0V, 0.3nA. Inset image scanning parameters: 8× 6nm, +1.0V, 0.5nA.

through a combination of pyrrole saddling and phenyl orientations. In this argument the down-

ward pyrroles, which are closest to the substrate surface, exert a net compressive force along the

Au [112] direction, thus decreasing the surface stress anisotropy and increasing HB domain sizes.

Upon annealing the system, ZnTPPs reconfigure such that pyrrole saddling alternates between ad-

jacent ZnTPP rows and reduces the net surface stress anisotropy imparted to the Au surface. This

reconfiguration allows the substrate surface atoms to revert back to pristine surface stress values.

ZnTPPs adsorbed onto Ag(111) proves to be a useful system to compare with Au(111). The

qualitative ZnTPP direct-deposited adsorption behavior is similar for both systems in that nearly-

square domains form aligning with the three high symmetry directions of the substrate surfaces.

However, at step edges, Ag atoms align with ZnTPPs prior to any annealing, and ZnTPP islands

extend outward from step edges. Recall that on Au(111) islands formed on terraces via HB elbow

sites. Additionally, high resolution imaging reveals that ZnTPPs organize with a slightly larger unit

cell and different azimuthal orientation within the unit cell on Ag(111) compared to Au(111). This

results in a lower packing density on Ag(111) (4.6×1013 molecules/cm2) compared with Au(111)

(5.7×1013 molecules/cm2). Annealing the ZnTPP/Ag(111) system ultimately results in molecular

decomposition rather than desorption seen on Au(111), indicating a stronger molecule-substrate
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Figure 3.29: (a) Representative STM image on which this model is based. (b) Binding model of
schematic ZnTPP molecules with open (filled) circles representing downward (upward) bending
pyrrole groups. (c) Unit cell of ZnTPP organization on Ag(100) for a monolayer obtained by
multilayer desorption via annealing to 500K. Note that if we fix the central Zn atom to an Ag
top site, all molecules adsorb in the same way: pyrroles and phenyls above top sites. Image scanning
parameters: 10× 10nm, -1.0V, 0.5A.

interaction in this system. It is likely that the stronger Ag-ZnTPP interaction, specifically the Ag-

Zn and Ag-N interactions, inhibits the formation of packing as tight as seen on Au(111) due to

molecule-molecule phenyl interactions competing with maintaining molecule-substrate registry.

ZnTPP monolayers obtained via multilayer desorption on Ag(111) exhibit a different organization

compared to Au(111). A nearly-square organization is observed which shares the same organization

as the direct-deposited monolayer. Recall that ZnTPPs in a square configuration impart a net

anisotropic surface stress, in this case to the Ag(111) surface, due to the saddling conformation.

However, on Ag(111) the nearly-square organization persists after annealing both a direct-deposited

monolayer and for a multilayer-desorbed monolayer. This implies that surface stress plays less of

a role in the ZnTPP/Ag(111) system compared to ZnTPP/Au(111). Indeed, the surface energy,

surface stress, and surface relaxation (i.e., the decrease in separation of the first and second layer of
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surface atoms to attain equilibrium charge distribution) calculated for Ag(111) are typically lower

than Au(111) and most 4d transition metals[101, 103, 159, 181].

While there are differences between the ZnTPP overlayer models for the Ag(100) and Ag(111)

surfaces, it is clear that the ZnTPP molecules adsorb in registry with the surface atoms. On both

surfaces, each phenyl group is subjected to T-type interactions with neighboring molecules, but

with slightly different phenyl-phenyl distances due to the different surface symmetry. The pyrrole

and phenyl groups have different local environments with respect to the Ag atoms on each surface,

indicating that their local interaction with the surface could have a lesser impact on the total energy

than the phenyl interactions. On the Ag surfaces, molecular registry with the surface appears to be

governed by a subtle equilibrium between interactions with Ag surface atoms at different positions

and the T-type interphenyl stacking in order to minimize the total energy of the system.

On Ag(100), the gradual transition from the “2+1” pattern to one dominant domain (i.e., the

majority domain from the “2+1”) by way of thermal annealing suggests there exists a delicate

balance between molecule-molecule and molecule-substrate interactions for this system. We can

better understand the behavior of ZnTPPs on Ag(100) from the observations on Au(111), since the

Au(111) HB provides insight into surface stress anisotropy. Recall that the downward pyrroles (i.e.,

the pyrroles closest to the substrate surface) supply a compressive stress along a line connecting

two downward pyrroles through the Zn atom of a given ZnTPP. Looking at the binding model

for ZnTPP/Ag(100) shown in Figure 3.24, two ZnTPP orientations exist: the minority orienta-

tion with pyrroles along high-symmetry nearest-neighbor directions, and the majority orientation

with pyrroles along next-nearest-neighbor directions. Using the same argument as for Au(111) sur-

face stress effects, let a line drawn connecting two downward pyrroles through the Zn atom of a

given ZnTPP molecule represent the compressive surface stress vector that the pyrroles apply to

the substrate surface. For the minority ZnTPPs on Ag(100), this line is parallel to the [110] high-

symmetry direction, however for the majority ZnTPPs this vector has equal components along both

the [110] and [110] directions. It follows then that the downward pyrroles of the minority ZnTPPs

induce a greater surface stress anisotropy than the majority ZnTPPs, assuming each ZnTPP sup-

plies the same magnitude of compressive stress. This could explain the preferential orientation of

the majority ZnTPPs over the minority ZnTPPs; the majority ZnTPPs induce smaller surface stress

anisotropy per molecule than the minority ZnTPPs. Furthermore, upon annealing the system the

majority ZnTPP conformation dominates, with minority ZnTPPs diminishing as annealing temper-

ature is increased. As with Au(111), due to an intimate link between pyrrole saddling and phenyl

orientation[145], phenyl groups likely contribute to the surface stress as they too bind close to the

substrate surface.
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To further investigate the transformation from “2+1” to square patterning via annealing, we

are collaborating with theorists who perform DFT calculations of the ZnTPP unit cell adsorption

geometry and binding energy on a Ag(100) surface to help determine realistic (i.e., energy-minimized)

pathways through which the transformation can progress. By approaching this STM evidence with

DFT, we can learn more about the fundamental interactions at organic/noble metal interfaces; in

particular the relative strengths of molecule-molecule and molecule-substrate interactions, as well

as the effects of thermal annealing on the ZnTPPs and Ag(100) surface atoms. The fundamental

interactions and principles studied for this system can then be compared to Au(111) and Ag(111)

and eventually extended to other organic/metal systems. In this way, we hope to obtain general

principles governing the organization of molecules at weakly-interacting organic/metal interfaces.
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Chapter 4

Molecular Dehydrogenation on Ag(100) and Ag(111)

4.1 Introduction

Figure 4.1: Skeleton models of (a) the intact ZnTPP molecule, comprised of a zinc-centered por-
phyrin macrocycle and four phenyl moieties, as well as (b) the “spiral” C4h and (c) “rectangle” D2h
dehydrogenated ZnTPPs in which meso-phenyls and pyrroles lose hydrogen atoms and subsequently
form C-C bonds. Also shown as (d) is the space-filling model of the intact ZnTPP elucidating the
saddle conformation as well as the phenyl rotation with respect to the porphyrin macrocycle typi-
cally seen upon adsorption to metal substrates. Additionally, (e) and (f) show space-filling models
of the spiral and rectangle molecules, respectively.

The following discussion is based in part on work I performed that is already published[147]. As

mentioned in the previous chapter, multilayer desorption is a typical method of obtaining monolayer

coverage, but care must be taken when considering annealing temperatures. Annealing above 600K

can desorb the monolayer or chemically alter the molecules and destroy the long-range order[52].

Investigating the evolution with temperature of TPPs on metal substrates for multilayer coverages

down to a monolayer has therefore been a topic of recent interest. For free-base TPPs (2HTPPs)

on metal substrates, annealing a monolayer above 450K may result in dehydrogenation of the two

hydrogen atoms in the porphyrin core and subsequent metallation by abstraction of an atom from
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the substrate surface[49, 51, 53, 75, 128, 143, 160, 194]. For both 2HTPPs and metal-centered

TPPs (MTPPs), annealing the intact monolayer above 550K results in dehydrogenation of meso-

phenyl and pyrrole groups and subsequent C-C bond formation between the two[49, 52, 53, 143,

194]. This intramolecular rehybridization forces both the phenyls and the pyrroles to be coplanar

with the porphyrin core, flattening the molecule. In earlier studies of this process, two types of

dehydrogenation products were postulated, each with different symmetry. One dehydrogenated

TPP exhibits C4h symmetry, often referred to as “spiral”, and involves one phenyl bonding to an

adjacent pyrrole with no two phenyls bonded to the same pyrrole, shown as Figure 4.1b. The other

exhibits D2h symmetry, often referred to as “rectangle”, and involves two adjacent phenyls bonding

to the same pyrrole, leaving two pyrroles devoid of phenyl bonding shown as Figure 4.1c.[52]

Although not reported for 2HTPP on Ag(111)[52], intermolecular bonding upon dehydrogenation

should also be possible for high molecular coverage. The formation of covalent bonds upon annealing

intact TPP molecules is a relatively new frontier and has broad implications on the creation of highly

ordered 1D or 2D structures through direct chemical reactions at the surface. Self-assembled TPP

monolayers exhibit extremely low defect densities and high order over many tens or hundreds of

nanometers with their intermolecular interactions dictated by phenyl-phenyl van der Waals forces.

However van der Waals interactions lead to fragile structures with weak intermolecular attraction.

The formation of covalent bonding could in principle alleviate these drawbacks, and ideally one

could take the long-range self-assembled structure created via weaker interactions and lock it in

place using covalent bonding, resulting in a rigidly-connected 2D structure.[68, 105, 169] Although

some evidence of intramolecular dehydrogenation of TPPs on metal substrates has been proposed

from STM imaging,[52, 143] a complete description of the dehydrogenation processes, from a highly-

ordered monolayer of intact ZnTPPs to final rehybridized species is highly desirable, in particular for

2D-polymeric growth. Furthermore, the subsequent alteration of the adsorbate electronic structure

upon dehydrogenation needs to be fully explored.

In this chapter, we study the progression with annealing temperature of an intact ZnTPP mono-

layer to a dehydrogenated layer, exhibiting novel intra- and inter-molecular rehybridization, on both

the Ag(100) and Ag(111) surfaces. To investigate this progression further, we perform the same pro-

cedure using the zinc phthalocyanine (ZnPC) molecule which is similar in structure to the ZnTPP

however it is completely planar in the gas phase and upon adsorption. Additionally, for ZnPC there

are no obvious intramolecular bonding pathways that can occur upon dehydrogenation akin to the

D2h and C4h symmetries of the ZnTPP. In this way, we hope to isolate which features of the ZnTPP

and the ZnPC are most influential in the final organization of the dehydrogenated molecular layer.

Finally, since STM does not supply chemical sensitivity, we use photoemission spectroscopy and gas
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phase density of states calculations to investigate the dehydrogenation process for similar sample

treatment from an electronic structure perspective.

4.2 ZnTPP Dehydrogenation on Ag(100) and Ag(111)

After characterizing the monolayer coverages of ZnTPP on Ag(100) and Ag(111), further annealing

was done to probe the stability of the monolayer as a function of temperature. Recall that 500K

anneals were done to obtain the monolayers from multilayer desorption. Upon annealing to 550K,

STM imaging becomes unstable and streaky. When brief episodes of stability occur, a loss of long

range order is observed. Further annealing to 600-640K results in a stable, highly-disordered layer

of molecules.

Figure 4.2 shows an STM image of a monolayer of ZnTPPs on Ag(100) annealed to 610 K. An

interesting feature is the persistence of short range order in the presence of long range disorder. Note

that these molecules do not appear covalently bonded to each other and are likely interacting via

van der Waals forces. The measured unit cell of this array is 1.47nm×1.41nm, significantly larger

than for the intact ZnTPP layer (1.29×1.29nm) due to the increased footprint of the dehydrogenated

ZnTPP molecule. The overall molecular coverage for this image is about 0.7 ML, indicating that

about 0.3 ML desorbed due to the anneal. Additionally, when annealed at 610K, several bright

molecules exhibiting a saddle conformation are observed, reminiscent of the intact ZnTPP at room

temperature. These features are indicated with black circles in Figure 4.2. After annealing at 640K,

these intact molecules are no longer observed at the surface of the Ag(100) crystal.

Figures 4.3a and b show examples of ZnTPPs on Ag(100) and Ag(111), respectively, after anneal-

ing to 640K. Individual molecules are observed in both images, however the shape of the molecules is

very different, the molecular array is highly disordered, and the overlayer has a much lower density of

molecules than was found for the self-assembled monolayers of ZnTPP molecules found in the STM

images of Figures 3.17 and 3.28. This suggests that, in addition to a loss of order in the overlayer,

molecular rehybridization has occurred. To further investigate the nature of this new molecular

overlayer system, STM images were acquired using a variety of tunneling conditions.

The STM images of Figures 4.3a and b were taken under the same tunneling conditions as

the insets of Figures 3.17 and 3.28, i.e., conditions under which the intact molecule exhibits the

saddle conformation. However the molecules in these images, and other images taken with biases

ranging from -2.0V to +2.0V, appear planar. At annealing temperatures greater than 550K, previous

work has shown that the meso-phenyls and pyrroles could dehydrogenate and form C-C bonds

[49, 52, 53, 143, 194]. This C-C bond formation forces the phenyl and pyrrole to be coplanar,
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Figure 4.2: STM image of a ZnTPP monolayer on Ag(100) annealed to 610K. Note the striking
persistence of order amongst the dominant disorder in the layer. Image parameters: 20 × 20nm,
+1.5V, 0.7nA.

consistent with our STM observations.

The low density of molecules remaining on the surface in Figures 4.2 (about 0.7 ML) and 4.3

(about 0.5 ML) is likely a result of the larger molecular footprint of the dehydrogenated ZnTPP

molecule, forcing some molecules to leave the surface. Additionally, note that annealing at 640K re-

sults in a lower density of molecules than at 610K shown in Figure 4.2, indicating thermal desorption

of molecules even after dehydrogenation. The striking lack of translational order observed for this

system can be a consequence of the planar conformation assumed by the dehydrogenated molecules.

As the phenyls are no longer upright, they can no longer achieve the attractive T- or π-type stacking

over long distances as they did prior to dehydrogenation. However, Figure 4.2 clearly shows short

range order over the distance of several molecules, indicating there still exists an attractive inter-

molecular interaction in the absence of T-type phenyl stacking. This ordered area is likely a remnant

of order from the intact ML and possibly dehydrogenated at a later time when there is more space

to accommodate the larger unit cell. Annealing at 640 K eliminates any instances of order seen in

Figure 4.2.

Although the dehydrogenated ZnTPPs appear randomly ordered in the large scale images of
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Figure 4.3: Dehydrogenated ZnTPPs on (a) Ag(100) and (b) Ag(111) after a 640K anneal, showing a
disordered layer of molecules. The tunneling bias at which these images were taken is the same as the
previously shown images with two-fold ZnTPPs. Insets show zoomed in areas of the larger images,
with framework ZnTPP molecules of C4h symmetry (defined below) overlaid on selected spiral
molecules elucidating different adsorption orientation with respect to the substrate high symmetry
directions. The relative orientation of the porphyrin core is not altered upon dehydrogenation.
Image parameters: (a) 30× 30nm, +1.5V, 0.7nA, (b) 30× 30nm, +1.5V, 0.5nA.

Figure 4.3a and 4.3b, the insets reveal that the dehydrogenated ZnTPPs adopt preferred orientations

with respect to the high symmetry directions of the substrate surfaces. In this case, we have only

used spiral molecules of C4h symmetry, as it is easier to represent their orientation using a large

cross, terminated by four smaller crosses representing the center of the fused phenyl groups. In

order to compare these adsorbates to the intact ZnTPP molecules, an orange square (linking the

four pyrrole groups) represents the relative orientation of the porphyrin core at the bottom of Figure

4.3a and 4.3b. On both surfaces, the porphyrin core is not altered upon dehydrogenation. From

this observation we conclude that, for the dehydrogenated ZnTPPs, molecule-molecule interactions

are too weak to give rise to a translationally ordered overlayer. However, the molecule-surface

interaction is strong enough to establish a preferred molecular orientation with respect to the lattice

of the substrate.

A theoretical description for the formation of dehydrogenated 2HTPPs was developed by Di Santo

et al. in an effort to explain NEXAFS measurements indicating phenyls becoming coplanar with



86

Figure 4.4: Representative STM images of (a) intact ZnTPP, (b) spiral, and (c) rectangle dehydro-
genated ZnTPPs with framework models overlaid. Other structures were observed with bonding
characteristics different from purely spiral or rectangle, shown as (d) hybrid 1 and (e) hybrid 2, also
with framework models overlaid to indicate the proposed bonding. All images shown were taken on
Ag(100), with (a) for the intact monolayer case and (b)-(e) after a 640K anneal. Image parameters:
(a) +1.5V, 0.5nA, (b)-(e) -0.3V, 0.7nA.

the porphyrin macrocycle after annealing a multilayer to 550K on Ag(111)[52]. Subsequent studies

of TPPs on several noble metal surfaces using NEXAFS confirmed those observations[41, 49, 53].

Furthermore TPD has been used to characterize dehydrogenation rates as a function of coverage and

showed that the rate of dehydrogenation is lower at higher coverages due to the stabilizing effect of

higher intermolecular coordination[75, 143, 194, 200].

While dehydrogenated TPPs have been studied using NEXAFS and TPD, only limited STM

evidence for the nature of the product molecules exists. Röckert et al.[143] and Xiao et al.[194]

show single molecule dehydrogenation of 2HTPP on Cu(111), with the molecule dehydrogenating in

a two-step process by which half of the molecule dehydrogenates and appears dark in STM due to

reduced substrate-molecule separation, followed by the other half at a higher temperature anneal.

However, the formation of long-range order of 2HTPPs on Cu(111) is inhibited due to the strong

interaction between the porphyrin core iminic nitrogen atoms and the Cu surface, and thus their

work focuses on the single-molecule regime.

Figures 4.4a, b, and c respectively show high-resolution STM images of adsorbed intact ZnTPP

as well as spiral and rectangle dehydrogenated ZnTPPs after annealing to 640K on Ag(100). In

addition, Figures 4.4d and 4.4e show two new dehydrogenation products called hybrid 1 and hybrid
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Figure 4.5: STM image of dehydrogenated ZnTPPs on Ag(100) after a 640K anneal. A chain
of covalently bonded dehydrogenated ZnTPPs is shown, comprised of 5 molecules labeled in red.
A framework bonding model of the ZnTPP chain is overlaid elucidating the C-C bond formation
due to intermolecular hybridization. Note the presence of spiral C4h dehydrogenated species with
counterclockwise and clockwise symmetry (molecules 2 and 3, respectively) as well as hybrid 1
(molecule 1) and hybrid 2 (molecules 4 and 5) types. Image parameters: 5.5× 6nm, -0.3V, 0.7nA.

2, respectively, due to their inclusion of features from both spiral and rectangle symmetries. The

submolecular resolution obtained is sufficient to propose intramolecular bonding models for each

structure, shown as overlaid framework models. The spiral molecule exhibits clockwise C-C bonding

between phenyls and pyrroles. The chiral counterpart of this molecule (i.e., counterclockwise C-

C bonding) was also observed. On the other hand, the rectangle molecule shows two phenyls

bonding to the same pyrrole, with two pyrroles devoid of phenyl bonding. Hybrid 1 has the two

leftmost phenyls bonding to the same pyrrole, similar to the rectangle molecule, whereas the two

rightmost pyrroles bond clockwise to adjacent pyrroles, similar to the clockwise spiral. In hybrid 2,

the leftmost phenyls share the same characteristics as rectangle and hybrid 1, however on the right

side one phenyl bonds to a counterclockwise pyrrole whereas the other phenyl bonds to a clockwise

pyrrole. The higher symmetry spiral and rectangle molecules were predicted and calculated assuming

the dehydrogenation of a single TPP molecule, however hybrids 1 and 2 show dehydrogenation

characteristics with lower symmetry. Thus, dehydrogenated close-packed molecular layers exhibit

distinct features possibly arising from intermolecular interactions that are not present in the single-

molecule regime. A comparison of ground-state energies of the four dehydrogenated TPP structures
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has been calculated using DFT for gas phase 2HTPPs[188]. The rectangle is the lowest energy

configuration (∆E = 0 eV), followed by hybrid 1 (∆E = 0.176 eV), then spiral (∆E = 0.263 eV),

and finally hybrid 2 (∆E = 0.420 eV). However, gas-phase TPP conformation is markedly different

from saddled TPPs on a noble metal substrate such as Ag; the substrate surface should be taken

into account to obtain more accurate ground state energies.

Figure 4.5 shows a high-resolution STM image of dehydrogenated ZnTPPs on Ag(100) after

annealing to 640K. In this figure, adjacent molecules appear connected via phenyl group covalent

bonding, forming a chain of dehydrogenated ZnTPPs. These dehydrogenated ZnTPP chains were

also observed on Ag(111) for similar annealing temperatures, and can be seen in Figure 4.3b. A bond-

ing scheme is overlaid with five labeled molecules that are covalently bonded via (dehydrogenated)

phenyl C-C bonds. Note the presence of spiral dehydrogenation products with counterclockwise

and clockwise symmetry (molecules 2 and 3, respectively) as well as hybrid 1 (molecule 1) and hy-

brid 2 (molecules 4 and 5) types. The intermolecular bonding scheme shown is similar to that of

the biphenylene molecule, which is comprised of two benzene rings connected by way of a strained

but stable square bonding configuration.[57, 113, 135, 136] To establish the validity of this model,

we compare the idealized structural model with the measured distances in STM. For example, for

molecules 4 and 5 the calculated Zn-Zn distance in this configuration, with the square C-C bond

length of 1.5Å[135], is 16.5Å. The measured STM Zn-Zn distance of 17.1Å is consistent with this

model. Repeating this process for all molecules shown gives similar results. Additionally, the bond

dissociation energy of biphenylene, i.e., the amount of energy required to cleave one of the two C-C

bonds, is approximately 2.84 eV or 65.4 kcal/mol, and the additional energy required to cleave the

last C-C bond is 5.13 eV or 118.4 kcal/mol, suggesting these structures are stable configurations

at room temperature.[136] The formation of porphyrin chains upon annealing is similar to the ob-

servations of Haq et al., who examined dehydrogenation of porphyrins and diphenylporphyrins on

Cu(110) and showed the formation of macromolecular chains by way of C-C and C-Cu-C bonding[75].

However, in our case the inclusion of an Ag atom into the C-C bonding shown in Figure 4.5 is in-

consistent with our observations, as the inclusion of a C-Ag bond length of 2.0Å would increase the

theoretical Zn-Zn distance to 18.5Å, a value much larger than what is observed.[131]. Furthermore

the presence of Ag atoms would be evident by their bright appearance at low tunneling biases (<0.5

V, i.e., in the HOMO-LUMO gap of the molecule), which was not observed.

In summary, this STM study has shown that an intact monolayer is obtained after annealing a

multilayer to 500K. Dehydrogenated ZnTPPs form after annealing above 550K, and above 600-640K

ZnTPPs interact with one another to form covalent molecular chains described by the formation
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of C-C bonds between neighboring dehydrogenated phenyl groups. Further annealing above 650-

700K decomposes the molecules and the ZnTPP signature geometries are lost, confirming that the

monolayer of TPP molecules do not desorb intact, but dehydrogenate or decompose before desorbing

as was observed in similar systems[49, 114].

4.3 ZnPC on Ag(100)

4.3.1 Monolayer Adsorption Geometry via Multilayer Desorption

Figure 4.6: Skeleton models of (a) ZnTPP and (b) ZnPC.

The progression of ZnTPP binding behavior with annealing temperature on Ag(100) and Ag(111)

showed that annealing above 280◦C resulted in the loss of large scale order. Additionally, annealing

above 280◦C induced dehydrogenation of the mesophenyls and pyrroles accompanied by intramolec-

ular rehybridization resulting in several rehybridization products. All of these products have a larger

footprint than the intact ZnTPPs due to phenyl rotation parallel to the porphyrin plane. This in-

creased footprint forces molecules out of the tightly packed monolayer, causing difficult imaging in

STM as well as disruption of the large scale order. To investigate this idea, ZnPC molecules are

used, shown as Figure 4.6b, which have a planar configuration that is more likely to remain intact

in the event of dehydrogenation. These molecules have fewer parameters influencing the adsorption

behavior upon dehydrogenation since all molecules likely retain four-fold geometries after dehydro-

genation, rather than ZnTPPs which can rehybridize several ways. In this way, we hope to learn

more about the progression of self-assembled monolayers with annealing temperature, specifically

the transition from intermolecular van der Waals interactions to dehydrogenation and subsequent

intermolecular rehybridization.

PCs have been studied using STM and have proven to be highly stable molecules in UHV

capable of withstanding UHV sublimation deposition methods. Metal PCs adsorbed to noble metal
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Figure 4.7: STM image of a ZnPC monolayer on Ag(100) after annealing to 300◦C showing several
domains. Image parameters: 75×53nm, -1.0V, 0.3nA.

surfaces from sub-ML to multilayers have been studied with both STM and spectroscopic techniques,

supplemented with DFT electronic structure calculations.[16, 28, 104, 115, 123, 166, 167] PCs are

found to form disordered monolayers in cases with strong substrate-molecule interaction, however

they can also organize into a variety of patterns depending on the crystallographic orientation of the

substrate surface as well as the strength of the metal-center interaction with the substrate.

We followed the same sample preparation that was done for ZnTPPs; depositing a multilayer

onto clean Ag(100) and annealing to desorb all but the monolayer. Figure 4.7 shows an STM image

of a monolayer of ZnPC on Ag(100) with several domains and significant disorder near the step edge

bends. ZnPC molecules arrange to fit the curvature of the step edge, whereas step edges regularly

conformed to ZnTPP organizations for similar preparations. This is likely due to the planarity of

the ZnPC molecules. In contrast, ZnTPP phenyl groups act as a grappling hook to interact more

strongly with substrate step edges as evidenced by ZnTPPs straddling the step edge between two

terraces, as shown in Figure 3.16. Additionally, the annealing temperature required to reach a

stable ZnPC monolayer was approximately 50◦C greater than that for ZnTPPs. This is likely due

to the reduced substrate-molecule separation since ZnPCs are planar; this planarity results in the

ZnPC macrocycle adsorbing closer to the substrate surface compared to that of the ZnTPP with

its protruding phenyl legs. That is, ZnTPP phenyl groups are typically rotated with respect to the

porphyrin macrocycle in such a way to increase the separation of the ZnTPP macrocycle from the
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substrate surface, possibly resulting in decreased macrocycle-substrate interaction and therefore less

temperature required to desorb overlayers.

Figure 4.8: High resolution STM image of a ZnPC monolayer on Ag(100) after annealing to 320◦C.
Image parameters: 25×25nm, -1.0V, 0.3nA.

Figure 4.8 shows a high resolution STM image of a ZnPC monolayer after annealing a multilayer

to 320◦C. The adsorption geometry is described by long range self-assembled square order, with

each ZnPC imaged as a cross with a dark center at the location of the Zn ion. Scanning with a

range of tunneling biases consistently reveals crosses with dark centers, whereas for ZnTPPs a 2-fold

saddling conformation was observed at certain biases. Metal-centered PCs tend to conform to Ag

substrates with either a D4h symmetry or a so-called “shuttlecock” shape, with the metal center

closer to the surface than the rest of the molecule.[16, 123] Due to the relatively weak nature of the

Zn-Ag interaction, a planar D4h symmetry likely describes ZnPC adsorption to Ag(100). Just as

with ZnTPP, the Zn ion states are not accessible by the tunneling biases used here (-1.5V to +1.5V)

so the dark appearance of the Zn ion persists for this preparation and these tunneling conditions.

The measured unit cell for this organization is 13.9×13.9Å, similar to that found in comparable

systems.[115, 167]

Figure 4.9a shows a high resolution STM image with a schematic ZnPC unit cell overlaid, in

which large black crosses represent the ZnPC molecule and smaller crosses identify the centers and

width of the benzene-like rings. Figure 4.9b shows a model Ag(100) surface with the ZnPC unit cell
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overlaid. In this model, Zn ions are placed above Ag top sites, and the measured unit cell dimensions

are applied to create the final organization shown. The unit cell of 12.9×12.9Å is identical to that

found for ZnTPPs (Figure 3.29) and is described in matrix notation as follows:A
B

 =

 4 2

−2 4

a
b

 (4.1)

where (AB) are the unit cell vectors of the molecular overlayer, and (ab) the unit cell vectors of

the Ag(100) surface along the [110] and [110] directions, respectively. The packing density for this

organization is 5.9×1013 molecules/cm2.

Figure 4.9: (a) High resolution STM image of a ZnPC monolayer on Ag(100) after annealing to
320◦C. (b) Binding model of schematic ZnPC molecules on a model Ag(100) surface. (c) ZnPC unit
cell geometry showing the 12.9×12.9Å square unit cell. Image parameters: 8×8nm, -1.0V, 0.3nA.

4.3.2 ZnPC Monolayer Evolution via Annealing

Further annealing to 350◦C results in a loss of long range order and difficult STM imaging, similar

to what was observed for ZnTPPs annealed above 280◦C. Just as with ZnTPPs, higher annealing

was required to obtain high resolution images. In this case, 380◦C was sufficient to obtain high

resolution STM images of ZnPCs, such as that shown in Figure 4.10. It is clear that ZnPCs do

not maintain long range order upon annealing to such high temperatures, however they do appear

to form intermolecular bonds just as ZnTPPs did. ZnPC chains in Figure 4.10 appear connected
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in several ways. First is by way of benzene groups of adjacent molecules that connect at positions

along the benzene ring forming either a straight or bent chain. Second, in some cases the molecules

appear connected between a benzene ring and the ZnPC macrocycle, possibly through the formation

of a C-N bond with a nitrogen atom on the macrocycle perimeter.

Even though ZnPCs reduce the possible intramolecular changes due to dehydrogenation com-

pared to ZnTPPs, there is an important issue that arises: how does one conclusively distinguish a

dehydrogenated ZnTPP or ZnPC molecule from its intact counterpart using STM? Recall that for

ZnTPPs a 2-fold saddling conformation identified intact ZnTPPs, whereas planar ZnTPPs identified

dehydrogenated (and rehybridized) ZnTPPs. Phenyl dehydrogenation and rehybridization with pyr-

role groups flattens the molecule, changing its conformation from saddled to planar. However, ZnPCs

are planar molecules without any obvious intramolecular rehybridization pathways that would cause

the ZnPCs to appear as anything but crosses. So, while the number of rehybridization products

has been reduced compared to ZnTPP, so too has our ability to infer the onset of dehydrogenation.

Therefore, the best we can do with STM is deduce that dehydrogenation occurred by observing

either intramolecular changes or intermolecular bond formation in the absence of intramolecular

rehybridization.

STM provides invaluable information regarding the adsorption behavior of molecular monolayers,

however it does not supply chemical sensitivity. In the example of dehydrogenation above, changes

in the electronic structure of the molecule can provide conclusive evidence of the onset of dehydro-

genation, rather than inferring the onset by intra- and inter-molecular behaviors. To gain further

insight into the dehydrogenation behavior of ZnTPP monolayers, electronic structure information is

obtained via UPS, IPS, and XPS performed on samples prepared in the same way as for the STM

dehydrogenation study.

4.4 Photoemission and Electronic Structure Calculations

4.4.1 ZnTPP on Noble Metals

Before studying ZnTPP dehydrogenation on Ag(100) and Ag(111) in the context of electronic struc-

ture, it is beneficial to first understand the electronic structure of intact ZnTPP as a function of

coverage and annealing temperature on noble metal substrates. Recall from STM observations that

ZnTPP on Au(111), Ag(111), and Ag(100) proved to be relatively weakly interacting systems with

no significant alteration of the molecular structure upon adsorption, such as decomposition or ex-

treme bending or twisting. Additionally, little charge transfer is expected between the organic and

metals. Therefore, we can expect that the ZnTPP gas phase density of states should sufficiently
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Figure 4.10: High resolution STM image of ZnPC on Ag(100) after annealing a monolayer to 380◦C.
Annealing at these temperatures induces intermolecular bonding as well as a loss of long range
self-assembled order. Image parameters: 8×6nm, -0.5V, 0.7nA.

describe the measured occupied and unoccupied states.

Figure 4.11 shows a summary of UPS and IPS measurements of ZnTPP on Au(111) for multilayer

and subsequent anneals to reach a monolayer. In these spectra, the Au surface contribution has been

subtracted following the procedure described in Appendix B, leaving only the experimentally mea-

sured molecular states. These spectra can therefore be directly compared to DOS spectra calculated

for molecular species, which is shown as the top curve in Figure 4.11. In Figure 4.12 is a graph that

represents the calculated density of states (DOS) of the ZnTPP molecule, obtained as a convolution

of the DOS with a 1 eV FWHM gaussian function. Individual states are indicated as vertical bars

below the DOS curve, and representative molecular orbitals are shown above the DOS curve. Ex-

amples of the nearly-degenerate or degenerate HOMOs and LUMOs are presented, as well as typical

phenyl-bearing states such as the HOMO-5 and LUMO+2 states. For the intact ZnTPP molecule,

the HOMOs and LUMOs primarily reside on the macrocycle and are decoupled from phenyl states.

Strong phenyl-localized states are found around -6.5 eV in occupied states and around 0 eV in unoc-

cupied states. A multilayer matches the DOS quite well, with the HOMOs located around -2.0V and

LUMOs around +2.4V, as well as occupied and unoccupied phenyl states around -4V and +4.5V,

respectively. Annealing from multilayer to monolayer causes the HOMO-LUMO gap to decrease,

as well as significant broadening of the HOMOs and LUMOs. In the monolayer, the HOMOs are

located -1.7V below the Fermi level, and LUMOs +1.9V above the Fermi level. Secondary electron

cutoff measurements were also performed to measure the vacuum level and interfacial dipole of the

system.

By combining these measurements we create a complete electronic energy level diagram for
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Figure 4.11: Combined UPS (negative binding energy) and IPS (positive binding energy) spectra
for a ZnTPP multilayer on Au(111), followed by anneals at 400K and 500K (monolayer).

ZnTPP/Au(111), as shown in Figure 4.13, from which trends can be extracted. First, the interfacial

dipole upon adsorbing a multilayer is 0.8 eV due to the pillow effect[32, 98]. Annealing to reach

a monolayer decreases the dipole by 0.2 eV. Additionally, the HOMO-LUMO gap decreases going

from multilayer to monolayer in a nearly-symmetric way.

The decreasing HOMO-LUMO gap in going from multilayer to monolayer can be explained using

a substrate screening model[126]. When a molecule is brought within the vicinity of a metal surface,

several effects influence the HOMOs and LUMOs. The self-consistent molecule-surface interaction

rearranges electron densities and alters the alignment of the HOMOs and LUMOs energies. Then,

electronic coupling to metallic states will broaden discrete molecular orbitals into resonances, as

well as further shift orbital energies. Lastly, which is depicted in Figure 4.14, Coulombic interac-

tions between the substrate and either the electron added to the LUMO or the hole added to the

HOMO (generated via IPS or UPS, respectively), results in a polarization of the metal substrate.

Additionally, neighboring molecules can also contribute to the polarization of the system. Note
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Figure 4.12: Electronic structure of the ZnTPP molecule: DOS and chosen molecular orbitals.

that the transport gap, Et, is distinct from the optical gap, Eopt. The transport gap is measured

in photoemission experiments and is the energetic threshold for creating an unbound electron-hole

pair. In contrast, the optical gap is the threshold for the creation of a bound electron-hole pair,

for example, by optical excitation of an electron from the valence band to conduction band, and is

lower energy than the transport gap. This process of creating a bound electron-hole pair maintains

a neutral charge state for the system. Consequently, the energy difference between the transport

gap and optical gap is known as the binding energy of the exciton created upon optical absorption,

Eexc.

While the qualitative trends seem to match the experimental summary, in practice it is difficult

to quantitatively fit this model to the experimental trends. The main issue is the uncertainty in the

number of molecular layers present in the multilayer as well as in intermediate states in obtaining

the monolayer. Approximating the number of layers in a given multilayer preparation is difficult

due to the inherent instability of the sublimation deposition source. This results in a very high

uncertainty in the separation between the substrate surface and the outermost molecular layer. The

most accurate data point is therefore the monolayer, as the molecule-substrate separation can be

approximated with some certainty, however the molecule-substrate separation for all other data

points is difficult to determine. Additionally, for multilayers, measurements integrate over several

molecular layers effectively averaging over gradual changes that may be present in different layers.

To summarize, photoemission measurements indicate that the ZnTPP/Au(111) system is weakly
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Figure 4.13: Electronic energy level alignment diagram for ZnTPP on Au(111), with respect to the
Fermi level of the system.

interacting. The molecular contribution to the experimental spectra is accurately described by gas-

phase DOS calculations, indicating, for example, that ZnTPPs do not form strong chemical bonds

with Au, nor do they transfer significant amounts of charge. Substrate polarization screens the

singly-ionized HOMO and LUMO resulting in a decreased HOMO-LUMO gap as the thickness

progresses from multilayer to monolayer. Furthermore a 0.8 eV interfacial dipole develops primarily

due to the pillow-effect, commonly observed for weakly interacting molecular layers on noble metal

surfaces.

4.4.2 ZnTPP Dehydrogenation

Spectroscopic techniques probing the density of occupied and unoccupied electronic states can

provide a way to distinguish intact and dehydrogenated molecules, provided the dehydrogenated

molecules exhibit strong changes in the DOS. For example, ZnTPP phenyl groups drastically alter

their orientation with respect to the porphyrin macrocycle from being nearly perpendicular with

decoupled electronic states to being coplanar. Such a large change in molecular structure is ac-

companied by a large change in electronic structure. Thus, while the STM study provides valuable

topographical information and helps in defining local order as well as some aspects of the molecular

transformations upon dehydrogenation, access to the electronic structure is limited. In particular the
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Figure 4.14: Electronic energy level alignment diagram depicting the HOMO-LUMO energy separa-
tion decreasing with distance to the substrate surface for an organic multilayer down to monolayer
due to more efficient substrate screening.

nature of the molecule-surface interaction and resulting interface dipole are not directly accessible.

Therefore XPS, UPS and IPS have been used in parallel to investigate the electronic structure of

ZnTPPs on Ag(100) and Ag(111), starting from a ZnTPP multilayer and following by its subsequent

anneals at 500K, 550K, and 600K.

Figure 4.15 is of the same construction as Figure 4.12 but for the spiral (top) and rectangle

(bottom) dehydrogenated ZnTPPs. For both C4h and D2h symmetries, the phenyls and porphyrin

core are coplanar and the HOMOs and LUMOs are now delocalized over the entire π-system, lead-

ing to a reduction of the HOMO-LUMO gap. Intramolecular hybridization leads to a splitting of

the initially degenerate and localized phenyl states of the intact ZnTPP molecule resulting in a

broadening and intensity reduction of the spectral features found experimentally around -4 eV. In

Figure 4.15, remaining phenyl states are still found peaking around -6.5 eV and 0 eV in occupied

and unoccupied states, respectively, but appear attenuated in intensity, as their contribution is now

spread across a large energy range (from -7.5 eV to -5 eV). As the DOS calculated for both C4h and

D2h symmetries are similar in nature, we have chosen to visually compare the experimental spectra

to an average spectrum of these two DOS shown in Figure 4.15.

Figures 4.16a and b show the combined experimental molecular occupied (E<0) and unoccupied
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Figure 4.15: Electronic structure of two models for the dehydrogenated ZnTPP molecule: spiral
(top) and rectangle (bottom) products DOS and chosen molecular orbitals.

(E>0) states spectra measured on Ag(100) and Ag(111), respectively. In these spectra, the Ag

surface contribution has been subtracted following the procedure described in Appendix B, leaving

only the experimentally measured molecular states. These spectra can therefore be directly compared

to DOS spectra calculated for molecular species. The occupied and unoccupied states spectra

measured on the ZnTPP multilayer on both Ag surfaces are, as expected, similar and compare

well to the DOS calculated for a ZnTPP molecule shown at the top of Figures 4.16a and b. The

ZnTPP HOMOs and LUMOs states found at -2.3 eV and +1.7 eV, respectively, are confined to the

porphyrin macrocycle of the molecule, whereas the strong states found at -4.3 eV and +4.0 eV are

phenyl-related.

After annealing to 500K, a temperature for which the STM images of Figures 3.28 and 3.17
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indicate that an ordered monolayer of intact ZnTPP is obtained, the occupied and unoccupied

states spectra of the monolayer possess all the characteristic features measured previously on the

multilayer, therefore indicating a weak interaction between ZnTPPs and the Ag surfaces, as pos-

tulated from STM imaging. Aside from minor broadening, a shift of the HOMOs-related feature

and of the occupied phenyl states toward the Fermi energy by 0.1eV on Ag(100) and 0.2eV on

Ag(111) is measured, with respect to their positions for the multilayer, likely due to more efficient

screening from the substrate[126] as explained above. Indeed, while the occupied states features are

shifted, the unoccupied states remain at the multilayer positions, indicating that band bending is

not occurring.[98]

Further annealing to 550 K and 600 K results in a significant increase in broadening of the

HOMOs region and of the region between -5 eV and -11 eV of the UPS spectra for both substrates.

The unoccupied molecular states are not strongly altered upon annealing, although a broadening

of the LUMOs states is visible. Again, the relatively good agreement between experimental spectra

and calculated DOS indicates a weak interaction between the dehydrogenated molecules and the Ag

surfaces.

Figure 4.16: Combined ultraviolet photoemission (negative binding energy) and inverse photoe-
mission (positive binding energy) spectra of ZnTPP on (a) Ag(100) and (b) Ag(111) for multilayer
coverage, and after annealing to 500K, 550K, and 600K, with the zero of energy defined as the Fermi
energy of the system. Also shown are the calculated density of states of both gas phase ZnTPPs (top
curve) and the sum of spiral (C4h) and rectangle (D2h) dehydrogenated species (bottom curve).

To gain further insight into the electronic structure changes upon dehydrogenation, the C1s core
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Figure 4.17: (a) XPS C1s core level spectra for ZnTPP on Ag(100) multilayer, and 500K, 550K, and
600K anneals. (b) Secondary electron cutoff (SECO) measured using HeI UPS for clean Ag(100),
ZnTPP multilayer on Ag(100), and 500K, 550K, and 600K anneals.

levels are measured using XPS. The C 1s core level spectra, shown in Figures 4.17a and 4.18a for

Ag(100) and Ag(111) respectively, shift progressively to lower binding energies from an as-deposited

multilayer and through subsequent anneals at 500 K, 550 K, and 600 K. From the multilayer to

550 K anneals, the system progressively reaches a monolayer coverage, therefore the 0.5 eV shift

is explained by an improved screening of the core hole in the presence of the substrate when the

thickness of the molecular layer decreases. Beyond 550 K, dehydrogenation occurs and alters both

the local chemistry and likely the molecule-surface distance[143, 194]. Therefore the 0.1 eV shift

cannot be explained only as a screening effect.[114, 143, 194]

As a supplement to the previous occupied and unoccupied states measurements, the secondary

electron cutoff (SECO) is measured for the same surface preparations and are shown as Figures

4.17b and 4.18b, for the Ag(100) and Ag(111) surfaces, respectively. Upon deposition of the ZnTPP

multilayer on the clean Ag surfaces, the SECO shifts by 0.8 eV toward lower electron kinetic energies.

This shift has been described for similar weakly-interacting adsorbates on metal surfaces in terms

of the pillow-effect.[93, 178] Annealing to 500K, i.e., desorbing the multilayer, results in little or no

shift in the SECO, however the 550K anneal shifts the SECO by 0.1 eV toward the Fermi level.

After annealing to 600K, the SECO shifts toward higher kinetic energy by 0.2 eV on Ag(100) and

0.4 eV on Ag(111).

Combining UPS and IPS measurements with measurement of the SECO using HeI UPS, we can

create a complete electronic energy level alignment diagram for ZnTPP on Ag(100) and Ag(111)

as shown in Figures 4.19a and 4.19b, respectively. Specifically, the relative energy separations of

the ZnTPP HOMO and LUMO with respect to the Fermi energy of the system (EF ) as well as the
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Figure 4.18: (a) XPS C1s core level spectra for ZnTPP on Ag(111) multilayer, and 500K, 550K, and
600K anneals. (b) Secondary electron cutoff (SECO) measured using HeI UPS for clean Ag(111),
ZnTPP multilayer on Ag(111), and 500K, 550K, and 600K anneals.

vacuum level shift, or interfacial dipole (∆), are depicted.

Upon adsorption of either the multilayer ZnTPP or the monolayer ZnTPP onto clean Ag, there is

a pronounced decrease in the vacuum level (∆=0.8 eV) due to the push-back or pillow effect.[32, 98]

As mentioned earlier, from a multilayer to a monolayer configuration, a subtle HOMO-LUMO gap

narrowing is measured, attributed to a more efficient screening from the substrate when all the

molecules are in direct contact with the Ag surface.[126] Additionally, no change in the interfacial

dipole is measured in going from multilayer to monolayer for either surface.

Upon dehydrogenation, the HOMO-LUMO gap is further reduced due to the increased delo-

calization of the HOMOs and LUMOs enabled by the planar geometry of the new species at the

surface. Moreover, ∆ is further reduced by 0.2eV for Ag(100) and 0.4eV for Ag(111). Recall that

from STM observations molecular coverage decreased from 1 ML to 0.7 ML after a 610K anneal and

0.5 ML after a 640K anneal. Such decreases in molecular coverage could result in a reduction of

the pillow effect compared to 1 ML, and therefore a decrease of ∆. Additionally, recall that upon

dehydrogenation the molecules flatten, significantly altering their conformation to the substrate sur-

face. The phenyls and pyrroles are closest to the substrate for the intact molecule, however after

dehydrogenation they are coplanar with the porphyrin core. This could have one of two effects:

the porphyrin core remains fixed as the phenyls and pyrroles flatten resulting in a net increase in

molecule-substrate separation, or the porphyrin core settles closer to the substrate surface after

the phenyls and pyrroles flatten which results in a decreased molecule-substrate separation. In the

latter case, a decreased molecule-substrate distance results in greater electron density pushed back
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Figure 4.19: Electronic energy level alignment diagram for ZnTPP multilayer, monolayer, and de-
hydrogenation on (a) Ag(100) and (b) Ag(111). ∆ represents the change in vacuum level from that
of the clean Ag(100) or Ag(111) substrate. LUMOs were inferred from inverse photoemission spec-
troscopy, and HOMOs from ultraviolet photoemission spectroscopy, both of which are in reference
to the Fermi level of the system (EF ), shown as the horizontal dashed line.

into the metal surface and an increase in the pillow-effect dipole, which is opposite to what is ob-

served. However in the former case, an increase in molecule-substrate separation would reduce the

pillow dipole. Alternatively, as we will note in the next chapter for ZnTPP/TiO2(110), a reduced

molecule-substrate separation increases the probability of electron transfer between the molecule

and substrate, which would also effect the interfacial dipole in a way that depends on the direction

of electron transfer. The interfacial dipole consists of a combination of charge redistribution and

charge transfer effects that is complicated to interpret, and we cannot conclusively say which of the

aforementioned situations best represents our system.

Note that we have only performed spectroscopic measurements on ZnTPP, and not ZnPC. This

is because dehydrogenated ZnTPPs are significantly different than intact ZnTPPs in that the phenyl

states are no longer decoupled from the macrocycle states, resulting in large changes of electronic

structure. ZnPCs are not likely to reconfigure intramolecularly upon dehydrogenation and instead

remain planar. Given that the majority of measurable DOS differences between intact ZnTPPs and

dehydrogenated ZnTPPs were related to significant changes of molecular geometry, and assuming

ZnPCs are unlikely to alter their structure upon dehydrogenation besides the removal of H atoms,

it is unlikely that UPS and IPS will distinguish intact ZnPCs from dehydrogenated ZnPCs. As of

this writing, no such DOS comparison has been performed, and so we leave the DOS comparison

and subsequent spectroscopic investigation for future study.
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4.5 Conclusions

The progression of an intact ZnTPP monolayer, obtained via multilayer desorption, to a dehydro-

genated layer upon annealing was described using STM. It was shown that an intact monolayer

is achieved by annealing a multilayer to 500K. Further annealing to 550K induces dehydrogena-

tion which flattens the molecules, increasing their footprint and forcing them out of the densely-

packed monolayer. Annealing to 600-640K dehydrogenates the remaining ZnTPPs and desorbs any

molecules in the second layer, leaving a stable dehydrogenated layer on the surface that is easily

imaged but has lost long range order. High resolution imaging elucidates intramolecular dehydro-

genation processes leading not only to spiral or rectangular rehybridizations but also to an array of

hybrid dehydrogenation products. Intermolecular bonding through hydrogen loss was also observed

and indicates a possible route for long-range 2D polymer growth.

To test the hypothesis that the flattening of ZnTPP molecules upon dehydrogenation primarily

disrupted the self-assembled order, ZnPC was studied. Since ZnPC self-assembles and is a planar

molecule, its footprint should not change upon dehydrogenation. Furthermore, there are no obvious

intramolecular rehybridization pathways that are likely to occur upon dehydrogenation of ZnPC,

providing a better chance to maintain the intact ZnPC self-assembled organization. The qualitative

STM progression with temperature was similar to that for ZnTPP; annealing the monolayer to

subsequently higher temperatures resulted in large scale disorder and difficult imaging, followed by

the desorption of molecules as well as intermolecular bonding forming ZnPC chains. Additionally,

identifying the onset of dehydrogenation in ZnPC is more difficult than for ZnTPP, and can only be

inferred by observing intermolecular bonding.

Spectroscopic measurements of the occupied and unoccupied molecular states, using UPS and

IPS respectively, provide valuable and conclusive chemical information of the dehydrogenation evo-

lution of the ZnTPP molecules with temperature. The results show gradual evolution from intact

ZnTPP states to dehydrogenated states as a function of annealing temperatures that agree well with

the progression seen in STM. The HOMOs and phenyl states shift toward the Fermi energy from

multilayer to monolayer coverage after a 500K anneal due to enhanced substrate screening compared

to the multilayer. Annealing to 550K and 600K broadens the HOMO and occupied phenyl states

and decreases the intensity of the phenyl-derived state. The spectra obtained after annealing to

600K agree well with the C4h + D2h calculated DOS and no longer show contribution from the

intact ZnTPP calculated DOS, which is consistent with the STM results.

In summary, this work provides a unique perspective on dehydrogenated TPPs on noble metal

surfaces by confirming the existence of spiral or rectangle dehydrogenation products, as well as
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hybrid symmetries and intermolecular bond formations. Furthermore, in an attempt to simplify the

system using ZnPC, a molecule whose structure does not significantly change upon dehydrogenation,

we showed that the dehydrogenation process is more intricate than originally thought. Indeed, the

planar ZnPC molecule exhibits loss of long range order upon dehydrogenation just as ZnTPPs do.

Additionally, electronic structure information obtained with UPS and IPS confirms the progression

of an intact ZnTPP monolayer to a dehydrogenated ZnTPP layer by way of a direct comparison

with electronic structural calculations.
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Chapter 5

Organic/Oxide Interfaces: Adsorption Geometry and

Electronic Energy Level Alignment

5.1 Introduction

Characterizing self-assembly is a crucial step in understanding the organic/metal interface and gives

insight into molecule-substrate and molecule-molecule interactions. It is also beneficial to study the

chemistry at the surface using a combination of theoretical and experimental methods that, when

combined, provide valuable insights and interpretation of the interactions at the interface. Then,

taking results from adsorption geometry measurements and applying them to theoretical models

of electronic structure at the interface greatly aids in accurate interpretation of the occupied and

unoccupied states measurements. For example, constraints placed on the organic conformation and

organization at the substrate surface from STM provide a foundation for theoretical modeling of

adsorption geometry and subsequent electronic structure calculations, which, in principle, should

more accurately reflect the measured occupied and unoccupied states from XPS, UPS, and IPS.

Combining these three methods improves the confidence of energy level alignment models for a

given molecular adsorption geometry on the substrate of interest.

In the previous chapter, we introduced how electronic structure measurements are obtained and

interpreted using gas-phase molecular DOS calculations. To briefly review, the clean substrate

surface occupied and unoccupied states are fully characterized prior to deposition of molecules to

test that the surface is properly prepared. The clean substrate spectra is also subtracted from

the combined molecule/substrate spectra to give the molecular contribution. After subtraction of

the substrate contribution from the total molecule/substrate spectra, we compare the remaining

molecular contribution to gas phase molecular DOS calculations to aid in interpretation of the

experimental spectra (see Appendix B). If the molecule-substrate interaction is sufficiently weak

that the spectra is well-described by gas phase molecular DOS (e.g., ZnTPP on Ag(111), Ag(100)),

the binding energies of molecular HOMOs, LUMOs, and other prominent orbitals are extracted

from experimental spectra. Furthermore, the secondary electron cutoff of the clean substrate and

molecule-covered substrate are measured to give the substrate vacuum level and work function, as
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well as the change in vacuum level due to the presence of the molecule. The change in vacuum level

is directly linked to the interfacial dipole at the surface in the presence of molecules and provides

insight into the charge redistribution upon molecule adsorption. In this way, we can create complete

electronic energy level alignment diagrams of the clean substrate as well as the multilayer- and

monolayer-covered substrate with respect to the Fermi level of the system, with substrate band

edges and organic HOMOs and LUMOs measured directly.

As was shown in the previous chapter for ZnTPPs on noble metal surfaces, gas phase molecular

DOS sufficiently describes weakly interacting systems to match experimental results. However, to

better understand charge transfer and charge reorganization at the interface, molecular conformation

to the surface, and interpretation of the interfacial dipole, more sophisticated theoretical methods

are used that include the substrate. The approach used is as follows. The adsorption geometry

of a single molecule on the surface of a substrate slab is first calculated at zero temperature and

compared with STM measurements. Then, energy alignment of the molecule with the substrate

surface is calculated for zero temperature and room temperature, with intermolecular effects on

the molecule of interest included. In this chapter, we compare experimental energy alignment to

theoretical models of the electronic structure at the interface based on the adsorption geometry taken

from STM, for both ZnTPP/TiO2(110) and TCNQ/TiO2(110). As each molecule/TiO2 system is

unique, the exact applied calculational method varies from case to case. Thus, details for the ZnTPP

and TCNQ systems can be found in references [142] and [119], respectively.

Hybrid materials that contain interfaces between transition-metal oxides and organic species

exhibit very promising properties for applications in devices like solar cells, light-emitting diodes,

fuel cells, and thin-film transistors. In particular, the easy injection of charge between the oxide and

the organic, which depends critically on the barriers formed at the interface between the materials,

plays a very important role in the good efficiency of those devices.[60, 92, 109, 121, 130, 158]

A large amount of work has been undertaken in an effort to understand the energy level alignment

between different metal/organic and organic/organic interfaces.[39, 59, 98] In contrast, very few

studies have analyzed the energy level alignment at the interface between transition-metal oxides

and organic semiconductors. In a recent work, Greiner et al.[67] analyzed a variety of nonreactive

oxide/organic interfaces and concluded that the energy level alignment is determined mainly by

one driving force: the electron chemical potential equilibration between the oxide Fermi level and

the organic ionization energy. On the other hand, Xu et al.[195] have conclusively shown that a

second driving force is the oxide doping and the concomitant formation of a space-charge layer upon

the interaction with the organic material; for strongly n-doped oxides, such as ZnO or TiO2, this

mechanism is particularly important when the organic affinity level is located below the oxide Fermi
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level, as is the case of F4TCNQ physisorbed on a H-saturated ZnO(0001) surface.[195] Recently,

other groups have also shown the important role that the oxide/organic interface chemistry has in

the barrier formation.[109, 189] This suggests that the injection of charge between transition-metal

oxides and organic materials depends crucially on the interface barrier that is determined mainly by

the relative electronegativity of both materials, the possible space-charge layer formed in the oxide,

and the chemical interaction between the oxide and the organic.

Figure 5.1: Relative energy level alignment diagram showing TiO2(110) CBM and VBM, and the
HOMOs and LUMOs of isolated TCNQ and ZnTPP defined with respect to the vacuum level (a
large distance from the substrate surface).

Figure 5.1 shows the relative energy level alignment of the TiO2(110) conduction band minimum

(CBM) and valence band maximum (VBM) with the HOMOs and LUMOs of TCNQ and ZnTPP

with respect to the vacuum level far from the substrate surface. The large electron affinity of TCNQ

makes it a strong electron acceptor, whereas ZnTPP HOMOs and LUMOs are relatively far from the

TiO2 band edges, thus it is not expected to interact as strongly. Monolayers of each of these molecules

on the TiO2(110) surface are studied using photoemission spectroscopy and DFT electronic structure
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calculations, as well as STM for ZnTPP. The experimental approach to each system is similar;

molecules are sublimated in UHV onto a clean TiO2(110) surface, and photoemission measurements

are taken in situ. However, due to the wide range of chemical composition and electronic structure of

each molecule and the resulting differences in molecule-substrate interactions, the electronic structure

calculations and theoretical energy level alignment are unique for each system.

In this chapter, we start with ZnTPP on the wide bandgap oxide semiconductor, TiO2(110),

using the same multilayer and monolayer preparation method as on the noble metals, i.e., multilayer

desorption. Next we study a TCNQ monolayer on TiO2(110). Recall that TCNQ is a relatively

small molecule with significantly larger electron affinity than ZnTPP, and represents an organic/oxide

interface with relatively strong interactions compared to ZnTPP/TiO2. We will show that the gas

phase molecular DOS is not sufficient to describe the system, necessitating a more sophisticated

theoretical approach. From this approach, we elucidate the fundamental physical interactions that

contribute to the electronic energy level alignment at the interface, including an interpretation of

the interfacial dipole.

5.2 ZnTPP on TiO2(110)

5.2.1 Introduction

Figure 5.2: STM images of (a) a clean TiO2(110) surface before and (b) after ZnTPP adsorption.
Both images were taken at Vs = +2V and are thus mapping unoccupied states. (c) Zoomed-in area
of (b) that contains both a ZnTPP-covered region and a clean surface region, allowing determination
of the molecular adsorption scheme in (d).

The following discussion of ZnTPP on the TiO2(110) surface is based on work I have done in

collaboration with theoretical physicists that has been published[142]. For details on the calculational

methods used in this work, please see reference [142].
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Figure 5.3: Surface geometry for the densely packed ZnTPP/TiO2(110) interface. (a) Gas-phase
molecule. (b) Geometry of the molecule on TiO2(110). (c) Close-packed geometry of the ZnTPP
monolayer.

Owing to their strong light absorption properties, interfaces between metalloporphyrins and wide

band gap semiconductors have been natural candidate systems for photovoltaic and photochemical

applications.[40, 86, 140, 176, 185, 198] For such applications, the efficiency of photoexcited charge

transfer processes depends on the relative energy alignment of the molecular orbitals involved in light

absorption (typically HOMO-LUMO transitions) with respect to the band edges of the surface onto

which they are adsorbed. Molecule-substrate energy level alignment at interfaces cannot be readily

predicted using, for example, the individual properties of the molecule and of the surface,[39, 59, 98]

as upon contact complex charge rearrangement occurs, leading to the creation of an interface dipole.

To date, experimental energy alignment studies of porphyrin derivatives on TiO2 have been lim-

ited to solution-sensitized films or single-crystal surfaces where molecular adsorbates are covalently

bound to the surface via carboxylic acid anchor groups. These methods, although representative of

real-life devices, can obscure the intrinsic properties of the molecule/oxide interface owing to disor-

der arising from multiple bonding geometries and from exposure to the ambient as well as charge

exchange associated with the carboxylic acid anchor groups.[139–141]

In this work, we performed a combined experimental and theoretical study of a paradigmatic

model interface: a ZnTPP monolayer deposited via sublimation onto a well-characterized TiO2(110)

surface in a controlled UHV environment. The result is a well-ordered ZnTPP/TiO2(110) interface
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Figure 5.4: Comparison between (a) experimental and (b) simulated STM images at Vs = +2.0V
for the ZnTPP/TiO2(110) interface model represented in (c). For comparison, (d) shows a series of
computed STM images for Vs = +1.5, +2.0, and +2.5V.

that is highly suited for study using a joint experimental-theoretical approach. The geometry, relative

on-surface orientation, periodicity, and registry of the ZnTPP molecular array with the TiO2(110)

substrate have been studied using STM, and a detailed adsorption model has been proposed, based on

a DFT energy minimization approach and supported by simulations of the STM images. Moreover,

the energy level alignment has been determined experimentally using a combination of XPS, UPS,

and IPS. The nature of the charge rearrangement at the interface has been explored using a DFT

approach introducing appropriate corrections. Excellent agreement between experiment and theory,

in both the geometric structure and the energy level alignment, is found for this system at monolayer

coverage. The calculated interface dipole for a different ZnTPP monolayer, taking for each ZnTPP

molecule the geometry of an isolated molecule interacting with the oxide, differs substantially from

the experimental findings, illustrating the importance of intermolecular effects in establishing the

ZnTPP geometry and the interface dipole of the molecular monolayer.
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Figure 5.5: (a) XPS survey scans measured on the clean TiO2(110) surface and covered with a
monolayer of ZnTPP molecules. No band bending was observed upon ZnTPP adsorption as observed
from (b) the O1s and (c) Ti2p core levels of the TiO2 substrate before and after ZnTPP monolayer
formation.

5.2.2 Surface Preparation

The rutile TiO2(110) sample was a commercially produced single crystal from MTI corporation, cut

to within 0.5◦ of the (110) plane. The surface was degassed and prepared in an ultrahigh vacuum

using several cycles of 1 keV Ar+ ion sputtering (while maintaining a maximum sample current of

2 µA) and annealing in UHV at 600◦C. The cleanliness of the surface was checked using XPS, and

the surface termination was assessed either by low-energy electron diffraction (LEED) or by STM.

ZnTPP molecules [Frontier Scientific, >95% purity] were deposited by way of sublimation depo-

sition in the same UHV environment using a thoroughly degassed Knudsen cell held between 250

and 280◦C. The deposition rate was measured using a quartz crystal monitor.

5.2.3 Results and Discussion

Adsorption Geometry

When cut along the (110) plane, rutile TiO2 crystals expose a surface with 2-fold symmetry, com-

prised of alternated O and Ti rows running along the [001] crystallographic direction. STM images

of the clean and ZnTPP-covered TiO2(110) surface, measured by tunneling into the unoccupied

states (+2V), are shown in Figure 5.2. Figure 5.2a is an STM image of the clean surface. Although

the O rows are protruding above the plane containing the first exposed Ti atoms, the latter appear

as bright rows in STM images obtained at this bias owing to the unoccupied Ti 3d states of the con-

duction band, and the former as darker lines between those rows.[50] A detailed analysis of Figure

5.2a gives a measured row separation of 6.3 ± 0.2 Å, which is in good agreement with the value of

6.5 Å expected based on the bulk lattice parameters.
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Figure 5.6: (a) Secondary electron cutoff (SECO); (b) UPS and IPS spectra of the clean (heavy
black curve) and ZnTPP-covered (heavy green curve) TiO2(110) surface. The difference spectrum
(dotted green curve) is to be compared to the calculated DOS (thin green curve).

Studies of the ZnTPP molecule deposited by sublimation onto single-crystal surfaces in ultrahigh

vacuum have used two different methods to achieve monolayer coverage: (i) molecular deposition

with increasing exposure until the surface is fully covered by a monolayer of molecules or (ii) de-

position of a molecular multilayer followed by low-temperature (150-200◦C) annealing to desorb

weakly bound molecules and leave a monolayer on the surface.[52, 114, 146] Recently, method i has

been used to study adsorption of a ZnTPP derivative on TiO2(110) and led to a somewhat disor-

dered monolayer with no clear evidence of preferred adsorption sites.[129] In the study described

here, we have chosen method ii : desorption of a multilayer at room temperature followed by an-

nealing at 150◦C. An STM image of a surface prepared in this way is shown in Figure 5.2b. This

method of preparation leads to large terraces that are nearly completely covered by ordered molec-

ular features. The molecular array is comprised of a rectangular lattice with measured dimensions

of 16.3Å×14.3Å. Figure 5.2c is a close up of the lower right corner of Figure 5.2b showing adjacent

regions with and without ZnTPP molecules. The smaller repeating unit, which is composed of four

bright lobes arranged in a square configuration, is characteristic of ZnTPP and associated with the

four mesophenyls of the molecule. The center of ZnTPP typically appears as a depression owing to

the absence of unoccupied Zn states at this bias.[140, 146]

Using the adjacent clean and molecule-covered regions of the surface, the registry of the molecular

array with respect to the surface lattice of the substrate can be determined. Extrapolating the oxygen

rows in Figure 5.2c toward the molecule-covered area shows that the Zn center of each molecule as

well as opposite pyrroles of the porphyrin macrocycle lie along an oxygen row. As a result, the
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Figure 5.7: Energy alignment. Comparison: (a) Experiment for a monolayer, (b) theory for the
ZnTPP monolayer, and (c) theory for a ZnTPP monolayer with the molecular adsorption geometry
corresponding to an isolated ZnTPP molecule on TiO2(110) (see text).

phenyls are aligned with the Ti rows adjacent to the oxygen row on which the molecule is centered.

While it is not possible to determine the precise location of the ZnTPP molecules along the oxygen

row, it is clear that the primitive vectors of the molecular lattice (A and B) are not aligned with those

of the underlying surface (a and b). Figure 5.2d shows an adsorption geometry that is consistent

with the STM images of Figure 5.2b and 5.2c. For simplicity, only the Ti rows are represented here.

Using a notation where a is the unit vector along the [001] direction with a Ti-Ti distance of 3Å and

b the unit vector in the [110] direction with a Ti-Ti distance between two rows of 6.5Å, the ZnTPP

lattice vectors A and B can be expressed in terms of the substrate lattice vectors as A = 5a+ b and

B = 2a+ 2b. Additionally, Figure 5.2b shows that two different domains are visible on the surface,

indicating that the ZnTPP molecules can organize themselves in two equivalent ways, which are

reflected about a 110 mirror plane.

The overlayer geometry deduced from our STM measurements is both confirmed and refined by

our theoretical calculations, the details of which can be found in reference [142]. Using the Quantum

Espresso code, as described briefly in Appendix A and in detail in reference [142], we find that the

lowest energy configuration corresponds to a geometry in which the central Zn atom is placed 3.0Å

directly above an oxygen atom of the O row, as shown Figure 5.3b. In this model geometry the

ZnTPP molecules form a monolayer with one molecule per unit cell with dimensions 16.4Å×14.5Å

(see Figure 5.3c), quite close to the experimentally measured values. For reference, the calculated

geometry of the gas-phase ZnTPP molecule is shown in Figure 5.3a. We should stress that in our

calculations the final molecule geometry depends crucially on the repulsive interaction between the

mesophenyl rings of adjacent molecules; calculations for an isolated molecule on the oxide surface

yield a distinct molecular conformation, and if this geometry is used in the monolayer case, we obtain

a smaller charge transfer to the oxide. We will see later that accounting for the adsorption geometry



115

Figure 5.8: DOS projected on the molecule and oxide orbitals.

of the full monolayer is critical for obtaining the correct energy alignment at the interface. Upon

adsorption, the ZnTPP molecules become distorted as shown in Figure 5.3c. The ZnTPP porphyrin

ring is adsorbed at a distance of 2.5-3.0Å above the TiO2(110) O row, with the mesophenyl rings

keeping a rotation with respect to the flat ZnTPP molecular skeleton similar to the one found for the

gas-phase geometry. In particular, the mesophenyl rings of the molecule rotate by an angle between

2.5◦ and 6.5◦ with respect to the gas-phase geometry, so that those rings form an angle of 50 ± 2◦

with the flat porphyrin molecular skeleton, instead of 54.5◦ in the gas phase; these rotations enable

some of the H atoms of the mesophenyl rings to form weak bonds with the O atoms of the surface,

such that the H-O distances are between 2.2 and 2.4Å.

Using this relaxed geometry summarized in Figure 5.3, we also calculated the theoretical STM

image for the ZnTPP monolayer on TiO2(110) using a combination of a Greens function formalism

and local-orbital DFT, described in detail in reference [142]. Figure 5.4a reports the experimental

STM image measured at Vs = +2V. Figure 5.4b shows the theoretical STM image for a tunneling

bias of Vs = +2.0 V, and Figure 5.4d shows a series of computed STM images for Vs = +1.5, +2.0,

and +2.5 V. For comparison, the adsorption geometry of the ZnTPPs on the TiO2(110) surface

is also reported in Figure 5.4c. The details of the “shift and stretch” corrections[157] introduced

in the local-orbital DFT electronic structure calculation are discussed in reference [142], and these

corrections to the energy alignment are taken into account in the theoretical STM images. At these

tunneling conditions the mesophenyls appear as bright lobes arranged in a square, while the central

Zn atom is not contributing to the image, in good agreement with the experimental STM image.
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Notice that in the STM image of Figure 5.4b, two out of four mesophenyl rings show, due to their

rotation, some non-negligible overlap with the corresponding mesophenyls of neighboring molecules.

This suggests the possibility of probing different surface geometries depending on the alternative

rotation of those ZnTPP mesophenyls.

The good agreement between the experimentally determined molecular bonding geometry and

that found by a DFT energy minimization approach combined with simulations of the STM images

strongly suggests that this theoretical interface geometry is an appropriate structural model for our

combined theoretical and experimental analysis of the interface electronic structure and energy level

alignment.

Energy Alignment

In order to fully characterize the energy alignment of the TiO2(110)/ZnTPP monolayer interface,

XPS, UPS, and IPS spectra of the core levels, valence band, and conduction band, respectively, were

measured before and after the ZnTPP monolayer was established. A survey scan of the TiO2(110)

surface before and after molecular deposition is shown in Figure 5.5a. The XPS spectrum of the

clean surface (black curve) indicates the presence of only Ti 2p and O 1s core levels, whereas the

spectrum after ZnTPP monolayer formation (green curve) contains peaks associated with the Zn

2p, C 1s, and N 1s core levels. Figure 5.5b and 5.5c contains high-resolution O 1s and Ti 2p core

level spectra. The absence of any appreciable shift in these core levels after ZnTPP deposition

indicates that adsorption of this molecule does not induce band bending, which suggests that there

is relatively little charge transfer between the surface and the ZnTPP overlayer.[119] This is not

surprising given that the molecule is weakly bound to the TiO2 surface.

UPS spectra of the valence band and secondary electron cutoff as well as IPS spectra of the

conduction band region for the clean TiO2(110) and ZnTPP monolayer covered surfaces are shown

in Figure 5.6. All spectra have been referenced to a common Fermi level set at 0 eV, so that occupied

states occur at negative energy and unoccupied states at positive energy. The VB and CB of clean

TiO2(110) (black curve) shown in Figure 5.6b are characteristic of that surface. The VB is mainly

composed of O 2p states with a sharp high-energy edge that when extrapolated yields a valence band

maximum at 3.4 eV. The CB possesses strong Ti 3d features, whose edge when extrapolated puts

the conduction band minimum at 0.2 eV. Thus, the band gap measured on this TiO2(110) surface is

3.6 eV, consistent with that reported in the literature.[139–141] As expected, the TiO2(110) surface

appears strongly n-doped with the Fermi energy near the conduction band minimum. The electron

affinity of the pristine surface is estimated to be 4.6 eV, based on the SECO edge of Figure 5.6a.

The spectra of Figure 5.6b that were obtained from the ZnTPP monolayer-covered TiO2(110)
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surface (thick green curve) exhibit strong molecular features both in the occupied and in the unoc-

cupied states. By subtracting appropriately scaled UPS and IPS spectra of the clean surface from

the spectra of the ZnTPP-covered surface, features associated with the molecular layer can be iso-

lated. The background-subtracted curves, representing the molecular contribution to the spectra, are

shown as green dotted lines in Figure 5.6b. This experimentally measured electronic structure can

be directly compared to the DOS calculated (GAMESS-US,[154] B3LYP,[18, 19, 106] 6-31G∗[155]

adjusted to fit the experimental HOMO-LUMO gap) for a ZnTPP gas-phase molecule shown on top

of Figure 5.6b as a thin green line.

It is clear that there is a good correspondence between the measured occupied and unoccupied

states and the calculated ZnTPP molecule electronic structure. In particular, molecular states that

are found in the TiO2(110) band gap region around 1.9 eV can be attributed to the ZnTPP HOMOs,

while the first unoccupied states measured around 2 eV in IPS correspond to the ZnTPPs LUMOs.

Additionally, both the theoretical and the experimental curves exhibit strong mesophenyl-related

features in both the occupied and the unoccupied states, centered at 3.0 and 4.0 eV, respectively.

The good agreement between the difference spectra and the molecular calculation provides fur-

ther evidence that there is relatively little charge transfer between the surface and the molecular

layer.[119] Finally, using the SECO measured on the ZnTPP monolayer shown in Figure 5.6a, an

effective electron affinity of 1.9 eV is calculated for the ZnTPP monolayer. These results are very

similar to those found in earlier studies of TiO2(110) surfaces sensitized with ZnTPP derivatives in

solution.[139–141]

Figure 5.7a shows the full energy diagram for the monolayer ZnTPP/TiO2(110) system that

is drawn from the experimental measurements. The shift in the vacuum levels of the clean and

ZnTPP-covered TiO2(110) surfaces indicates that there is an interface dipole of 0.9 eV.

We analyzed theoretically the interface energy level alignment by means of the local-orbital

(FIREBALL) DFT code using the geometry provided by our plane-waves (QUANTUM ESPRESSO)

DFT calculations (see Figure 5.3). In our local-orbital Hamiltonian we introduced the scissor and

shift operators with the values U and ε chosen to yield initially the values of the molecular levels as

shown by the experimental data of Figure 5.7a. In particular, the HOMO/LUMO energy gap for the

(deformed) organic molecule is set to 3.9 eV using the scissor operator; also, the initial affinity level

is set to 1.9 eV (energy difference from the LUMO level to the initial vacuum level) using the shift

operator. Figure 5.7b shows the final position for the different energy levels at the organic/oxide

interface (i.e., after self-consistency), and Figure 5.8 shows our calculated DOS projected on the

molecule and on the oxide orbitals. We should mention that our LDA calculations for TiO2 yield an

energy gap for the oxide of 3.0 eV instead of the 3.6 eV measured experimentally; we minimized the
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effects of this energy difference, assuming that the CB and VB edges of the oxide are 4.9 and 7.9 eV,

respectively, instead of 4.6 and 8.2 eV. From Figure 5.8 we see that the HOMO level (taken as an

average of the different levels of the HOMO broken symmetry) is located around 1.25 eV above the

oxide valence band edge, while the LUMO level is 2.15 eV above the oxide conduction band edge.

This indicates, as shown in Figure 5.7b, that in our calculations the interface dipole is around 0.85

eV, in excellent agreement with the experimental evidence (0.9 eV, see Figure 5.7a). This dipole is

mostly due to the electron charge transfer from the molecule to the oxide, which we find to be around

0.28 electrons per molecule. The electron transfer alone yields an interface dipole of around 0.8 eV.

An additional 0.05 eV is associated with the intrinsic dipole of the slightly deformed molecule. It is

also worth mentioning that in the calculated DOS shown in Figure 5.8 the occupied and unoccupied

mesophenyl-related states already mentioned above (see Figure 5.6) are found around 3 and 4 eV,

respectively, in reasonable agreement with the results shown in that figure.

As a final note we point out that in performing these theoretical calculations it was important to

consider full monolayer coverage in order to accurately represent the experiments. When calculations

were performed for the case of an isolated ZnTPP molecule on the TiO2(110) surface it was found

that the ZnTPP molecule acquired a saddle-shaped porphyrin ring and rotated mesophenyls: an

adsorption geometry similar to the one obtained for ZnTPP embedded in a monolayer. However,

the molecule-surface distance is significantly larger for the isolated molecule case: the zinc-terminal

oxygen distance is found to be 3.9Å, which is 0.9Å larger than the same distance calculated for the

monolayer. This has non-negligible effects on the energy alignment at the interface. The calculated

energy alignment for a monolayer, taking for each molecule the geometry of the isolated case, is

shown in Figure 5.7c. Although the HOMO and LUMO positions are not markedly different from

the ones calculated for the monolayer, the interface dipole is reduced by 0.7 eV to a value of 0.15 eV.

This change is the result of less charge transfer from the molecule to the oxide, a consequence of the

larger molecule-surface separation. In other words, the repulsive interaction between the mesophenyl

rings of adjacent molecules stabilizes a densely packed monolayer with a reduced molecule-surface

distance, resulting in greater molecule-surface charge transfer and a larger interface dipole.

5.2.4 Summary

The adsorption geometry and the energy level alignment of a ZnTPP monolayer on the rutile

TiO2(110) surface, a model weakly bound organic monolayer/oxide semiconductor interface, has

been studied using a combination of STM, XPS, UPS, IPS, and DFT calculations.

It is found that for the ZnTPP monolayer obtained by desorption of a multilayer grown on a

TiO2(110) surface, ZnTPPs forms a dense and highly ordered array in registry with the underlying
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TiO2(110) surface. In particular, each ZnTPP molecule is centered on top of an oxygen atom of

a bridging oxygen row and that the molecule is distorted upon adsorption. In this configuration,

rotated phenyls accommodate weak hydrogen bonds to the surface oxygen atoms.

Theoretical exploration indicates that the energy alignment of the ZnTPP molecular levels with

respect to the TiO2(110) band edges is highly sensitive to the molecular coverage and subsequent

adsorption configurations. Only a densely packed monolayer model, accounting for molecular dis-

tortions and molecule-molecule interactions, led to the correct interface dipole. These results point

to the fact that it is crucial for organic/oxide interfaces, even for weakly bonded adsorbates, to

properly take into account the short- and long-range interactions of the system as whole.

5.3 TCNQ on TiO2(110)

5.3.1 Introduction

The following discussion of TCNQ on the TiO2(110) surface is based on work I have done in collabo-

ration with theoretical physicists that has been published[119]. As mentioned in the introduction to

this chapter, organic/oxide interfaces exhibit a variety of effects such as electron chemical equilibra-

tion between the oxide Fermi level and organic ionization energy, oxide doping and subsequent forma-

tion of a space-charge layer, and organic/oxide interface chemistry and its effect on barrier formation.

To understand how the combination of all these effects operates in the formation of the oxide/organic

level alignment, we have analyzed in this work the particular case of the TiO2/TCNQ interface; TiO2

is one of the most extensively studied substrates for organic devices,[148, 149] while TCNQ is an

organic molecule frequently used because of its very electronegative properties,[10, 22, 58, 118] show-

ing a strong chemical interaction with the substrate. We can expect that an important chemical

interaction and charge transfer should appear between the two materials, which should affect the

interface barrier formation as well as the creation of a metal oxide space charge layer. In the follow-

ing we shall show experimentally and theoretically that this charge transfer is significant with one

electron being transferred from the oxide to the LUMOTCNQ level which is located below the oxide

conduction band edge; our results are also compatible with an important increase in the metal oxide

work function. We shall also show that the chemical interaction between the oxide and this very

electronegative organic material plays an important role in the creation of that charge transfer and

in the formation of an oxide space charge layer.

In our approach, we first use UPS, IPS, and XPS to characterize the electronic properties of

the TCNQ/TiO2 interface. A theoretical analysis of these data is a delicate task[195] because of

the different length scales associated with the oxide space charge layer or with the intimate contact
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between the organic and the oxide. In our analysis we combine a DFT-LDA calculation of that

contact with a classical description of the space charge layer; the connection between these two

different regimes is provided by the charging energy of the molecule, which is associated with the

charge transfer from the oxide space charge layer to the LUMOTCNQ level.

5.3.2 Experimental Results

Figure 5.9: (a) Valence and conduction band spectra measured using UPS (He II, hν = 40.8 eV) and
IPS (E = 20.3 eV), respectively, of the clean TiO2(110) surface and of the same surface saturated
with TCNQ. The zero of energy is chosen as the position of the Fermi level. (b) Secondary electron
cutoff determination using the full width of the emitted photoelectrons (He I, hν = 21.2 eV).

A TiO2(110) single-crystal surface prepared in UHV and exposed to TCNQ was found to saturate

at room temperature to a coverage referred to as monolayer coverage (ML) in the following. The va-

lence and conduction band spectra of the clean and TCNQ-exposed TiO2, measured using ultraviolet

and inverse photoemission spectroscopies, respectively, are displayed in Figure 5.9a. In this figure,

the zero of energy is defined as the Fermi level, so that the occupied states are characterized with a

negative energy and the unoccupied state with a positive energy. The VB of the pristine TiO2(110)

surface originates mainly from O 2p states, while the CB is composed of Ti 3d states. A linear fit

of the sharp band edges to the background of the spectra indicates a valence band maximum at -3.5

eV and a conduction band minimum at 0.1 eV, resulting in a 3.6 eV gap for TiO2. The position of

the Fermi level, only 0.1 eV below the conduction band, is indicative of the strong n-doped nature of

the TiO2 crystal (see the supporting information below for the details of band edges measurements).

Upon TCNQ adsorption, molecular states appear in both occupied and unoccupied states, as seen

in Figure 5.9a. These molecular states cannot be interpreted in terms of the molecular signature of

an intact TCNQ molecule. (In contrast, the VB and CB spectra of a TCNQ multilayer grown at

230 K on a metal substrate, shown in the supporting information below, can be directly compared
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to the DOS calculated for a TCNQ molecule.) This indicates that TCNQ is strongly affected by

the presence of the TiO2 surface. Particularly important for this study, the first occupied molecular

states are found in the gap of TiO2, 1.5 eV below the measured Fermi level, as indicated by the

arrow in Figure 5.9a. In the unoccupied states, broad molecular features, superimposed upon the

contribution of the strong Ti 3d state of the TiO2 substrate CB, prevent a clear determination of the

unoccupied frontier molecular states. The position of the VL of the system has also been measured

Figure 5.10: (a) O 1s and (b) Ti 2p core levels of the substrate before and after TCNQ adsorption.
A clear peak displacement is observed for both core levels and attributed to upward band bending.
(c) Energy diagram obtained from the experimental data shown in Figures 5.9 and 5.10.

for the clean and TCNQ-exposed TiO2(110) surface, using the position of the SECO of the total

spectra of emitted photoelectrons shown in Figure 5.9b. An energy separation of 13 eV (delimited

by the arrows) is measured between the VB edge and the SECO of the clean TiO2(110) surface.

With a photon excitation energy of 21.2 eV and a measured gap of 3.6 eV, the electron affinity for

the TiO2(110) surface is found to be 4.6 eV. For the TCNQ-saturated TiO2 surface, the distance

between the first occupied molecular state and the SECO (delimited by the arrows) is measured to

be 13.8 eV, giving a distance of 7.4 eV between that first occupied molecular state and the VL of

the molecule (see Figure 5.10c).

Figure 5.10 shows X-ray photoemission spectra measured on the clean and on the subsequently

saturated TiO2(110) surface. In Figure 5.13 (see supporting information below), large-scale survey

scans indicate that, as expected, only C 1s and N 1s core levels are added to the initial Ti 2p and O

1s core levels belonging to the surface. The molecular coverage can be evaluated by comparing the

relative ratio of C 1s and Ti 2p core levels to no more than a monolayer. Upon TCNQ adsorption,

a noticeable shift of the TiO2 surface core levels is observed, as shown in panels a and b of Figure

5.10. Both the O 1s and Ti 2p core level spectra are found shifted toward the Fermi level by about
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0.2 eV after TCNQ adsorption. Such behavior is interpreted as an upward band bending at the

surface of the TiO2 substrate, due to charge reorganization at the TCNQ/TiO2 interface. This

band bending and the VL (of the TiO2 and 1 ML TCNQ system) shift, shown in panel c of Figure

5.10, are indicative of a strong negative charge transfer from the oxide to the molecule. This is

analyzed theoretically in the following.

5.3.3 Theoretical Analysis and Discussion

Figure 5.11: Surface geometry for the TiO2/TCNQ interface. Notice the pronounced on-surface
molecule bending of 2.05 Å, which is the height of the molecule, hTCNQ. Width and length of
the molecule, wTCNQ and lTCNQ, respectively, are also indicated, as well as the average distances

between N atoms and the oxide O-rows, d̂N/O; between the N atoms and the topmost oxide Ti-O

plane, d̂N/Ti−O; and between the oxide O-rows and the topmost oxide Ti-O plane, d̂O/Ti−O. The

blackdashed square of size (13.2× 15.0) Å2 shows the unit cell used in the calculations.

The TCNQ/TiO2 interface was analyzed by means of an accurate and efficient local-orbital DFT

approach (see reference [119] for further details). In a first step, we consider the T = 0 K case and

analyze the interface geometry neglecting van der Waals interactions due to the strong chemical

bonds between the molecules and the oxide surface, which are partially ionic. In a second step, the

electronic properties of the interface, including the TiO2/TCNQ level alignment and charge trans-

fer, are calculated introducing appropriate corrections in the DFT calculation.[22, 118] Although
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the intermolecular distance is long, there is an important interaction between molecules related to

the electrostatic potential induced by the molecule/oxide charge transfer. Finally, we introduce

temperature effects and analyze the space charge layer formation and the charge transfer from the

oxide to the LUMOTCNQ level.

For a careful discussion of the organic/oxide interface electronic properties, one has to introduce

some corrections to the standard DFT calculations because of limitations of this approach: (a) the

Kohn-Sham energy levels yield transport gaps that are usually too small;[22, 59, 118] (b) although

the local-orbital basis set has been optimized in each material to give a reasonable description of

the electronic properties of either the oxide or the organic (except for their energy gaps), their

initial relative level alignment is not correctly described, a general problem that appears for even

well-converged LDA calculations.[102]

The energy gap for a TCNQ molecule in the gas phase, Egasg , (measured as the energy difference

between its electron affinity and ionization potential) is about 5.3 eV, whereas the energy gap be-

tween the Kohn-Sham HOMO and LUMO levels in LDA (or in generalized gradient approximation)

calculations, ELDAg , is 1.7 eV.[95, 117, 120, 122] This difference is related to the self-interaction en-

ergy and is described by the molecular charging energy term, Umol, with Umol = Egasg −ELDAg = 3.6

eV for TCNQ in the gas phase.[59]

In the case of the organic/oxide interface, additional electron correlation effects reduce the

gas phase charging energy, Umol, to U and, consequently, the energy gap of the adsorbed TCNQ

molecule. These effects are associated with the image potential induced by the oxide and the other

molecules on the electron (LUMO) or the hole (HOMO) of the molecule under consideration. Similar

to what has been reported before for organic adsorbates on metal surfaces, U is calculated by ana-

lyzing the case of an isolated molecule on the oxide[7] (neglecting in this way the effects of the other

molecules) and relating U to the electrostatic energy shift introduced in the frontier orbitals of the

molecule, eV charge, by the charge transfer, n (expressed in electron units), between the oxide and the

single molecule: eV charge = nU . In our calculation, we find U = 1.9 eV leading to a TCNQ energy

gap of 1.7 eV +1.9 eV = 3.6 eV. We stress that this is the energy gap for any TCNQ molecule of the

organic monolayer, even though we have calculated it for an isolated one; the rationale behind this

is that the image potential effects, which are mainly controlled by the effects of the oxide on a single

molecule, determine the organic energy gap. Accordingly, we account for those polarization effects

on the energy gap by introducing the scissor operator in the DFT-LDA calculation.[7, 8, 21] We

stress that once U is determined from the single-molecule case, the corresponding scissor operator is

applied for all the molecules of the monolayer; this implies, as already mentioned, neglecting other

molecules contributions to the dynamical polarization effects of the system on the organic energy
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levels.

The misalignment between the initial levels of the oxide and the organic is corrected by introduc-

ing the shift operator mentioned earlier.[7, 8, 21] In our calculations, the initial LUMOTCNQ level

is chosen 5.0 eV below the vacuum level, a value close to the ones reported for TCNQ multilayers

(and by this work within our error bars as shown in Figure 5.14) if the energy gap is reduced sym-

metrically around the midgap to 3.6 eV.[21] For the oxide, the conduction band edge, EC , is located

4.6 eV below the vacuum level (as shown in Figure 5.10c). Although in our calculations the oxide

energy gap is only 3.0 eV, we expect a good description of the most important charge transfer that

takes place at the TCNQ/TiO2(110) interface: the charge transfer from the conduction band of the

strongly n-doped oxide to the LUMOTCNQ level.

Figure 5.12: Energy alignment calculated for the TCNQ/TiO2(110) interface at (a) T = 0 K and (b)
room temperature. A 0.30 eV band bending is estimated at room temperature for n-doped TiO2.

Figure 5.12a shows the energy level alignment obtained at T = 0 K for a TCNQ monolayer on

TiO2(110). Although before contact (i.e., with vacuum levels aligned), the LUMOTCNQ level was

initially located 0.4 eV below the oxide CB edge, its final position is now 1.9 eV below the CB.

This shift originates from two effects: (a) a strong oxide-molecule hybridization resulting in a 1.6

eV shift of the LUMOTCNQ toward higher binding energies, competing with (b) an electrostatic

dipole of 0.1 eV moving the LUMO level toward lower binding energies due to charge rearrangement

upon hybridization. This electrostatic dipole has two contributions: V mol, a dipole induced by the

distortion of the molecule upon adsorption on the surface (eV mol = 0.50 eV) and V charge from

charge transfer (eV charge = 0.60 eV). The result of the hybridization and the total electrostatic

dipole is a downward displacement of the LUMO level with respect to its initial position by 1.50 eV,
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yielding a LUMO that is now found 1.9 eV below the CB.

Given the highly n-doped nature of the TiO2 substrate (for our doping level, the Fermi level

is found 0.1 eV below the conduction band edge), this energy alignment suggests that, at room

temperature, there should be a strong thermally excited charge transfer from the oxide to the

LUMOTCNQ. This populated LUMO will be referred to as LUMO′ in the following as it is not

formally the lowest unoccupied state of the system anymore. This transfer of charge should create

an important electrostatic potential at the interface with two contributions: a surface potential

V SCL due to the space charge layer in the oxide extending a distance of a Debye length, LD, into

the crystal (as shown in Figure 5.12b) and an interface potential due to the negative charge (Q in

electron unit) in the LUMO′ level and the corresponding opposite positive charge in the oxide (−Q,

also in electron unit).[3]

The space-charge (or boundary layer) potential, V (z), can be analyzed using the Poisson equa-

tion:

L2
D

d2

dz2

(
eV

kBT

)
= −[e−eV/kBT − 1], (5.1)

where L2
D = εkT/4πene (ne being the electron charge density for the n-doped oxide material) and

z is the direction normal to the interface.[62] In our calculations, we consider ne ≈ 1019cm−3 and

ε ≈ 120 for the oxide (110) direction resulting in LD ≈ 40 Å at room temperature. At the surface

of the oxide, the surface potential V SCL can be approximated to V SCL ≈ 4πQeLD/εA, A being

the surface area per molecule (around 200 Å2), resulting in an energy shift of eV SCL/Q ≈ 0.30 eV.

Assuming Q = 1, this value is compatible with the 0.2 eV O 1s and Ti 2p core levels shifts measured

in photoemission upon TCNQ adsorption (as shown in Figure 5.10). Consequently, the effect of the

space charge layer on the oxide-organic alignment is to displace both the oxide surface layers and

the organic levels to lower binding energies.

The strong charge transfer Q from the oxide toward the LUMO′ level that results in the formation

of the space charge layer also induces a shift of the molecular levels. We denote this shift by eV S ,

and its value is given by eV S = UeffQ, where Ueff incorporates not only the charging energy of the

molecule but also the interaction between molecules; this means that Ueff collects the electrostatic

effects created by the monolayer on a single molecule. Similarly to what is done for an isolated

molecule, for the monolayer case, Ueff is calculated from the equation eV chargeML = UeffnML, where

V chargeML is the electrostatic potential induced on the frontier orbitals of the molecule by the charges

of the system (including all the molecules) and nML the oxide-to-TCNQ charge transfer per molecule

expressed in electron units. It is convenient to calculate V chargeML and nML as incremental quantities
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introducing a fictitious shift, ∆, to the TCNQ molecular levels. Then, eδV chargeML is obtained from

the atomic charges induced in the molecules by the energy shift ∆, and Ueff is calculated from

eδV chargeML = UeffδnML; our calculations yield Ueff = 2.2 eV, a value slightly larger than U = 1.9

eV (calculated in a similar way for an isolated molecule). The value of U for the single molecule was

used to incorporate the dynamical polarization processes (image potential effects) in the organic

energy gap,[7] while Ueff is introduced to incorporate the induced electrostatic potential on the

organic molecular levels due to the charge transfer from TiO2 to the TCNQ monolayer.

Once Ueff is established, we analyze how that induced potential, eV S , modifies the oxide-

organic alignment by making use of the previous monolayer calculations for T = 0 K. The idea is

to introduce an external shift ∆0 to the TCNQ-levels to simulate the effect of that charge transfer

induced shift, eV S . Assuming Q = 1, then eV S = Ueff , which implies that one has to apply a

shift of ∆ = ∆0 = 2.2 eV to the TCNQ molecular levels and recalculate the resulting oxide-organic

realignment.[4, 153] The result of this process is shown in Figure 5.12b. In the energy diagram, the

LUMO′ of TCNQ is found 1.3 eV below the oxides conduction band edge, to be compared to the

experimental value of 1.80 eV, indicating that the charge transfer to TCNQ is about 1 electron. A

shift from ∆ = 0 to ∆ = 2.2 eV induces a change in the charge transfer of about 0.5 electrons from

TCNQ to the oxide, which creates a potential shift of 0.5×2.2 eV = 1.1 eV that opposes the original

displacement. Therefore, the room-temperature realignment of the LUMO′ level with respect to the

oxide band edges is the result of two effects: (a) a strong oxide-molecule hybridization shift of 2.1

eV (toward higher binding energies), 0.5 eV larger than the value found for T = 0 K; and (b) a new

interface electrostatic dipole of 2.2− 1.1 = 1.1 eV (toward lower binding energies), yielding a total

interface electrostatic dipole of 1.2 eV (see Figure 5.12b).

It is important to point out that all these effects also alter the work function of the surface

by 1.50 eV, when taking into account the mentioned total interface electrostatic dipole of 1.2 eV

and the space charge layer shift of 0.30 eV. This value is in good agreement with the experimentally

measured 1.2 eV work function increase upon TCNQ adsorption on the TiO2(110) surface (as shown

in Figure 5.10c). We stress that the main contribution to this work function shift comes from the

transfer of charge to the LUMO′ level.

Finally, it is worth mentioning that a second TCNQ layer (or a multilayer) physisorbed on-top

of this first monolayer would feel an important realignment with respect to the oxide because the

chemical shift of 2.1 eV, associated with the interaction between the oxide and the TCNQ first layer,

should disappear. At the same time, we can expect an increase of the TCNQ energy gap to around

5.2 eV, which should also shift the LUMO′ level by 0.8 eV (1/2 of the change in the energy gap) to

higher energies. These two effects should dramatically displace the LUMO′ level from 1.3 eV below
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to 1.6 eV above the conduction band. As a consequence, only the first TCNQ layer would be able

to develop a strong accumulation of charge incoming from the oxide.

5.3.4 Summary

We have shown that there is an important charge transfer between TiO2 and a TCNQ monolayer,

with one electron filling the LUMO level of the organic molecule. This is strongly suggested by the

experimental evidence showing that, upon the deposition of a TCNQ-monolayer on TiO2, a space

charge in the oxide is formed and that an important increase in the work function of the TiO2 and 1

ML TCNQ system appears. Our theoretical analysis based on a combination of a DFT approach and

a calculation of the space charge potential, as provided by the molecule charging energy, supports

this interpretation and shows the important role that the oxide/organic interface chemistry as well as

their electron-chemical equilibration and the oxide space charge have in the barrier formation. Our

results are tantamount to the formation of an electron accumulation layer in the first organic layer;

although this strong accumulation of charge can be expected to disappear for successive layers, this

effect should be considered as an important ingredient for tuning devices having those components.

5.3.5 Supplementary Information

Surface Characterization

Figure 5.13: Survey scans of the TiO2(110) surface before and after saturation with TCNQ at room
temperature. The main core levels are labeled and used for coverage determination.

Figure 5.13 shows large scale survey scans before and after saturation with TCNQ at RT. These

data indicate that, as expected, after a monolayer saturation, only C 1s and N 1s core levels are

added to the initial Ti 2p and O 1s core levels belonging to the surface. The molecular coverage
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Figure 5.14: (a) Valence and conduction band spectra measured using UPS and IPS respectively,
of a TCNQ multilayer on Cu at 230K compared to a calculated TCNQ gas phase DOS, and (b)
corresponding energy diagram. The zero of energy is chosen as the position of the Fermi level.

can be evaluated by comparing the relative ratio of C 1s and Ti 2p core levels to no more than a

monolayer.

Figure 5.14 shows the valence and conduction spectra for a TCNQ multilayer on Cu at 230K as

well as the DOS for the gas phase molecule calculated[154] using the B3LYP exchange-correlation

functional and a 6-31G basis set, with a scissor operator applied to align to experimental features.

The DOS was calculated by performing a sum of the individual electronic states convoluted with a 1

eV full width half maximum gaussian function. The energy diagram, Figure 5.14b, can be expected

to be similar for other multilayer cases. However, for a TCNQ monolayer on TiO2 the energy gap

is reduced to 3.6 eV; assuming this narrowing of the gap to be symmetric around the mid-gap, we

find the LUMO level at 4.4 eV from vacuum. Notice that this energy has a resolution of around 0.6

eV.

TiO2(110) Band Gap Determination

Figure 5.15 shows the valence and conduction band edges measured using UPS and IPS, respectively.

Linear extrapolation is used to determine band onsets, giving a gap of 3.6 eV. Note that another

common method used to determine the band gap is to consider the band edge as the onset of signal,

which gives a narrower gap than what is used in this work. For example, using the latter method

this data gives a gap of about 2.8 eV.
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Figure 5.15: Details of the pristine TiO2(110) band edges. The edges are determined as the intersec-
tion of the linearly fitted band edges with the flat spectral background. The VB edge is estimated
at -3.5 eV and the CB edge at 0.1 eV.

Theoretical Details

Figure 5.16 shows the projected DOS onto TCNQ and a layer of TiO2 after introducing the ∆0-shift

in the molecular levels. At RT a space charge is created in the oxide due to the electron transfer to

the LUMO level; this charge transfer is simulated in our calculations introducing that ∆0-shift in

the molecular levels.

5.4 Conclusions

ZnTPP and TCNQ on TiO2(110) are examples of two organic/oxide interfaces spanning a large

range of interaction strengths and, as a result, different phenomena influencing the electronic energy

level alignment. In the weakly-interacting ZnTPP/TiO2(110) system, molecular conformation to

the substrate and molecular coverage significantly impact the energy level alignment and interfacial

dipole. Monolayer coverage stabilizes individual molecules, altering their local conformation to the

TiO2 surface such that the Zn-O distance is 0.9Å shorter than for a single ZnTPP. Thus, for such a

weakly interacting system the molecular conformation and bonding upon adsorption to the surface

as well as the intermolecular interactions strongly influence energy level alignment.

In the TCNQ/TiO2(110) system, molecular distortion and chemical bonding upon adsorption
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Figure 5.16: Projected DOS onto the TCNQ molecule and the TiO2 first layer, for the TCNQ/TiO2

interface (1 ML) at RT. The inset shows the space charge potential and the molecule charging energy
induced by the electron transfer to the LUMO level.

at zero temperature are more extreme than for ZnTPPs. At room temperature, electron transfer

from the TiO2 CB to the TCNQ LUMO and the subsequent development of a space charge layer

in the oxide emerge as significant effects in addition to the zero temperature interactions. Further-

more, molecular charging and intermolecular electrostatic effects as a result of filling the LUMO

in the TCNQ monolayer contribute to the energy alignment. For strongly interacting systems, un-

derstanding the individual chemistry of the organic with the oxide is crucial to modeling energy

level alignment. The relative strength of the effects listed above, as well as the possible emergence

of other effects not seen here, likely vary for different strongly-interacting organic/oxide interfaces.

However, this work provides insight on fundamental interactions that exist at both weakly- and

strongly-interacting organic/oxide interfaces from which future organic/oxide interface studies will

benefit.
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Appendix A

Hartree-Fock and DFT: Formulation and Calculational

Insights

A.1 Introduction

A formidable problem in the physics of solids is how to solve the many-body Schrödinger equation

(i.e., obtain the many-body wavefunction, Ψ(ri)) for the complete hamiltonian of the solid, which

incorporates electron-ion, electron-electron, and ion-ion interactions. Practical approximations are

made that aid in obtaining testable approximate solutions to the problem, and perform reasonably

well. Discussed below is a theoretical foundation and framework for obtaining approximate solutions

to the many-body Schrödinger equation first by simplifying the hamiltonian of the solid, then by in-

troducing approximations in which we can treat valence electrons with single particles wavefunctions

while still capturing the many-body nature of the system.[96]

Then we discuss the theoretical basis and formulation of density functional theory (DFT) in

which one deals with the total density of electrons, n(r), rather than the many-body wave function.

DFT is one of the most powerful computational methods in physics and chemistry today that

produces astonishingly accurate results with relatively little computational fortitude, and its impact,

importance, and success is justified by the shared 1998 Nobel price for Chemistry between the main

developers of DFT, W. Kohn and J.A. Pople. Finally we will discuss details of the DFT calculations

presented in this work, in particular the B3LYP hybrid exchange-correlation functional with the

6-31G basis set, as well as the principles behind the FIREBALL code and a brief summary of the

Quantum ESPRESSO code suite.

A.2 The Hamiltonian of a Solid

To obtain an exact theory of the electronic behavior in a solid, one must necessarily deal with

the quantum mechanical Schrödinger equation and a hamiltonian that describes all interactions

of electrons with electrons, electrons with ions, and ions with ions. The many-body Schrödinger
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equation may be written as

HΨ(RI ; ri) = EΨ(RI ; ri), (A.1)

where H is the hamiltonian describing the system, Ψ(RI ; ri) is the wavefunction of the ions and

electrons with position vectors RI and ri respectively, and E is the energy of the system. In the

Born-Oppenheimer approximation the motions of electrons and ionic nuclei are separated due to

the 3 to 5 orders of magnitude difference in mass, and one may think of the electrons responding

instantaneously to any ionic motion. Within this approximation, and assuming the ions are at rest,

the hamiltonian describing the interactions mentioned above may be written as

H = −
∑
i

~2

2me
∇2

ri +
∑
i,I

ZIe
2

|RI − ri|
+

1

2

∑
i,j(j 6=i)

e2

|ri − rj |
+

1

2

∑
I,J(J 6=I)

ZIZJe
2

|RI −RJ |
, (A.2)

where the first term is the kinetic energy of the electrons, the second term describes ion-electron

interaction, the third term electron-electron interaction, and the fourth term ion-ion interaction.

Then, if we neglect the ion-ion interaction term, which is simply a constant from the perspective of

the electronic degrees of freedom, we have

H = −
∑
i

~2

2me
∇2

ri +
∑
i

Vion(ri) +
e2

2

∑
i,j(j 6=i)

1

|ri − rj |
. (A.3)

where

Vion(ri) = −
∑
i,I

ZIe
2

|RI − ri|
. (A.4)

Solving for Ψ(ri) using this simplified hamiltonian is still extremely difficult due to the electron

exchange and correlation properties. The exchange property is another name for the antisymmetric

or fermionic nature of electrons, for example, exchanging positions of two electrons with the same

spin induces a sign change of Ψ due to the Pauli exclusion principle. The correlation property is

that every electron is affected by the motions of every other electron in the system. In the next

sections we will discuss how to introduce these properties in an average way through a mean-field

approximation starting with simple single-electron equations.

A.3 Hartree Approximation

The Hartree approximation assumes a specific form for the many-body wavefunction, in particular

a product of N normalized single-particle states that represent non-interacting electrons, written as

ΨH(ri) = φ1(r1)φ2(r2)...φN (rN ). (A.5)
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Here, each state φN (rN ) is the single-electron state of the Nth electron, and the superscript H

denotes the Hartree approximation. Then the total energy is,

EH = 〈ΨH |H |ΨH〉

=
∑
i

〈φi|
−~2∇2

r

2me
+ Vion(r) |φi〉+

e2

2

∑
i,j(j 6=i)

〈φiφj |
1

|r− r′|
|φiφj〉

(A.6)

and from this we obtain the single-particle Hartree equation via a variational argument:−~2∇2
r

2me
+ Vion(r) + e2

∑
(j 6=i)

〈φj |
1

|r− r′|
|φj〉

φi(r) = εiφi(r), (A.7)

where εi are Lagrange multipliers introduced to take into account the normalization of the single-

particle states, φi. Then φi can be determined by solving the single-particle Schrödinger equation

if all other φj(rj)(j 6= i) are known. One accomplishes this iteratively, due to the self-consistency

of the problem, by assuming a set of φi states to construct the single-particle hamiltonian. Then

compare the resulting new φi states with the original ones and modify the original ones such that

they resemble the new φi states and repeat until some tolerance condition is met. However, the

Hartree approximation only includes the Coulomb repulsion via a mean-field approximation to the

electron-electron interaction, that is, each electron sees all of the others as an average field, and the

approximation also does not address the fermionic nature of electrons.

A.4 Hartree-Fock Approximation

To add another level of reality to this approximate system, one must introduce the fermionic nature

of electrons into the many-body wavefunction. To do this, we choose a wavefunction that is an

antisymmetrized version of that used in the Hartree approximation. That is, the wavefunction

which includes the fermionic nature of electrons must change sign upon switching the coordinates

of two electrons. In doing this, we obtain the so-called Slater determinant[162]:

ΨHF (ri) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(r1) φ1(r2) . . . φ1(rN )

φ2(r1) φ2(r2) . . . φ2(rN )

...
...

. . .
...

φN (r1) φN (r2) . . . φN (rN )

∣∣∣∣∣∣∣∣∣∣∣∣∣
(A.8)

where superscript HF denotes the Hartree-Fock approximation, and N is the total number of elec-

trons. The spin components are neglected and may be added later by considering two electrons, one

with spin up and one with spin down, located at each position ri. Then the total energy using the
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HF wavefunction is:

EHF = 〈ΨHF |H |ΨHF 〉 =
∑
i

〈φi|
−~2∇2

r

2me
+ Vion(r) |φi〉

+
e2

2

∑
i,j(j 6=i)

〈φiφj |
1

|r− r′|
|φiφj〉 −

e2

2

∑
i,j(j 6=i)

〈φiφj |
1

|r− r′|
|φjφi〉 (A.9)

and the single-electron HF equation obtained similarly to equation A.7 is:−~2∇2
r

2me
+ Vion(r) + e2

∑
(j 6=i)

〈φj |
1

|r− r′|
|φj〉

φi(r)

− e2
∑
(j 6=i)

〈φj |
1

|r− r′|
|φi〉φj(r) = εiφi(r), (A.10)

The extra term in this equation compared to the Hartree equation (A.7) is the exchange term that

takes into account the effect of exchanging electrons. We may rewrite this equation in simplified

notation as follows: [
−~2∇2

r

2me
+ Vion(r) + V Hi (r) + V Xi (r)

]
φi(r) = εiφi(r), (A.11)

where

V Hi (r) = e2

∫
ρ(r′)− ρi(r′)
|r− r′|

dr′ (A.12)

V Xi (r) = −e2

∫
ρXi (r, r′)

|r− r′|
dr′ (A.13)

and Vion(r) is given in equation A.4. In this simplified notation, we have

ρi(r) = |φi(r)|2 (A.14)

ρ(r) =
∑
i

ρi(r) (A.15)

ρXi (r, r′) =
∑
j 6=i

φi(r
′)φ∗i (r)φj(r)φ∗j (r

′)

φi(r)φ∗i (r)
(A.16)

So, in the end, we can write the total electron-electron interaction potential in the HF approximation

as:

V HFi (r) = e2

∫
ρ(r′)

|r− r′|
dr′ − e2

∫
ρi(r

′) + ρXi (r, r′)

|r− r′|
dr′ (A.17)

where the first term represents the total Coulomb repulsion potential felt by all electrons in states

φi(r), and the second term represents the effects of fermionic exchange and is different for each state

φi(r).

The HF approximation makes five significant simplifications to the many-body Schrödinger equa-

tion: the Born-Oppenheimer approximation is assumed valid, the solution is assumed to be a linear
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combination of a finite number of typically orthonormal basis functions, each energy eigenfunction

is assumed to be properly described by a single Slater determinant, the mean-field approximation

is used for the electron-electron interaction, and relativistic effects are entirely neglected. Of these,

averaging over the electron-electron interactions can lead to large deviations in the theoretical HF

results from experimental results on real systems. There are many post-HF methods that are used

to improve the accuracy of this method which will not be discussed here.[45] In general, HF proves to

be a useful method for solving the Schrödinger equation for atoms, molecules, and solids. However

it is also computationally expensive to approach this problem from the wavefunction perspective.

Fortunately another approach was developed, DFT, that revolutionized computational chemistry,

which attacks the many-body problem from the perspective of electron densities rather than wave

functions.

A.5 Density Functional Theory

Hohenberg, Kohn, and Sham developed DFT between 1964 and 1965 with the basic ideas contained

in two original papers.[83, 100] Instead of attempting to extrapolate the physics of many-body

electronic systems from the many-body Schrödinger equation involving the many-body wavefunction,

Ψ(ri), as is done in HF theory, DFT formulates the problem using the total density of electrons, n(r).

Note that this formulation is an enormous simplification since the many-body wavefunction need

not be specified. Additionally, the approximations listed above for HF theory are no longer needed

at the onset, and instead we develop single-particle equations exactly and add approximations as

necessary. The relationships established by Hohenberg and Kohn are as follows. First, for any

system of interacting particles in an external potential V (r), the external potential is determined

uniquely, except for a constant, by the ground state particle density, n0(r). Since the hamiltonian is

fully determined, except for a constant energy shift, it follows that the many-body wavefunctions for

all states, ground and excited, are determined. Therefore, all properties of the system are completely

determined given only the ground state density, n0(r). Second, a universal functional for the energy

E[n(r)] in terms of the particle density can be defined, valid for any external potential V (r). For

any particular external potential the exact ground state energy of the system is the global minimum

value of this universal functional, and the density n(r) that minimizes this functional is the exact

ground state density, n0(r). Furthermore, the functional E[n(r)] is sufficient to determine the exact

ground state energy and density.[116]

We start by assuming a functional of the total electron density, n(r), may be written as

F [n(r)] = 〈Ψ| (T +W ) |Ψ〉 , (A.18)
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with

n(r) =
∑
i

|φi(r)|2, (A.19)

where T and W are the kinetic energy and electron-electron interactions, Ψ is the wavefunction for

a system with hamiltonian H, and φi(r) are the single-particle orbitals of the Slater determinant.

Since the electron density is determined uniquely by the external potential V (r), and since T and

W are common to all solids, we conclude that the total energy of the system is itself a functional of

the electron density and may be written as

E[n(r)] = 〈Ψ|H |Ψ〉 = F [n(r)] +

∫
V (r)n(r)dr. (A.20)

Explicitly writing out the terms in the energy equation gives,

F [n(r)] = TS [n(r)] +
e2

2

∫ ∫
n(r)n(r′)

|r− r′|
drdr′ + EXC [n(r)] (A.21)

where the first term is the kinetic energy of the Slater determinant states denoted by superscript S

and is given by

TS [n(r)] =
∑
i

〈φi| −
~2

2me
∇2

r |φi〉 . (A.22)

The second term in equation A.21 is the Coulomb interaction, and the final term is the exchange-

correlation term, EXC . This term incorporates all of the many-body characteristics of the real

electronic system and will be elaborated on below. First, we apply a variation of the electron

density

δn(r) = δφ∗i (r)φi(r) (A.23)

while enforcing that ∫
δn(r)d(r) =

∫
δφ∗i (r)φi(r)d(r) = 0 (A.24)

which states the the total number of particles does not change. We may then write single-particle

equations, with the use of the Lagrange multipliers εi, as[
− ~2

2me
∇2

r + V eff (r, n(r))

]
φi(r) = εiφi(r) (A.25)

with the potential, V eff (r, n(r)), given by

V eff (r, n(r)) = V (r) + e2

∫
n(r)′

|r− r′|
dr′ +

δEXC [n(r)]

δn(r)
(A.26)

where V (r) is the ionic external potential, and the last term is the variational derivative of the

exchange-correlation energy functional. The single-particle equations of equation A.25 are known

as the Kohn-Sham equations, and their solutions are single-particle orbitals, φi(r), known as Kohn-

Sham orbitals. Since the effective potential, V eff (r, n(r)), depends solely on the electron density,
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n(r), we may solve these equations iteratively until a self-consistency condition is reached. However,

the exact form of the exchange-correlation energy, EXC , is not known and must first be accounted

for.

It is interesting to note that the form of EXC required to capture all many-body effects of a

real system is not known, and many models have been developed to approximate this term. It is

convenient to write the exchange-correlation energy as

EXC [n(r)] =

∫
(εX [n(r)] + εcor[n(r)])n(r)dr, (A.27)

with εX [n(r)] representing the pure exchange energy and εcor[n(r)] representing the correlation part.

The exchange-correlation term then appears in the Kohn-Sham equations as

V XC [n(r)] =
δEXC [n(r)]

δn(r)
. (A.28)

In a uniform system where only the Coulomb repulsion and exchange interaction describe the

electron-electron interactions, the exchange energy may be written as

EX = −3

4

e2

π
kFN, (A.29)

where kF is the wavenumber of electrons at the Fermi energy, and N is the total number of electrons.

If we rewrite the total number of electrons as N =
∫
ndr, then the energy becomes

EX [n] = −3

4

e2

π

∫
kFndr = −3

4
e2

(
3

π

)1/3 ∫
[n]1/3ndr. (A.30)

Generalizing this equation to situations where the density is not uniform gives

EX [n(r)] =

∫
εX [n(r)]n(r)dr (A.31)

εX [n(r)] = −3

4
e2

(
3

π

)1/3

[n(r)]1/3. (A.32)

If electrons only interacted via Pauli exclusion principle, that is, if εcorr = 0 then the exchange term

εX [n(r)] can be used in the Kohn-Sham equations and give an exact solution in terms of the single-

particle wavefunctions φi(r). However, in real systems electrons interact via Coulomb repulsion

amongst each other as well as attraction to the ions, in addition to the Pauli exclusion principle.

The attraction to ion cores is incorporated in the external potential term, V (r), and one part of the

electron-electron Coulomb interaction is included in the second term of equation A.26, which leaves

the long range interaction felt by every electron that depends on the motions of all other electrons,

which is incorporated in the correlation term, εcor[n(r)].

Approximate functionals developed to deal with the exchange-correlation potential in DFT is

an active field of study. For example, in the local density approximation (LDA), the exchange-

correlation energy is simply an integral over all space with the exchange-correlation energy density
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at each point assumed to be the same as that of a homogenous electron gas with the same density.

However, this approximation performs poorly in systems with large electron density gradients, and

so the generalized gradient approximations (GGAs) was developed as an improvement. GGAs take

a first step beyond LDA by considering the magnitude of the gradient of the density as well as

the value of the density at each point. There now exist many GGA functionals that are used in

quantitative calculations.

A class of exchange-correlation energy functional is known as the hybrid functional class, which

incorporate both an orbital-dependent Hartree-Fock exchange and an explicit density functional.

These functionals are the most accurate functionals available for energetics calculations and is

the preferred choice for the computational chemistry community[55, 99]. A popular hybrid func-

tional known as the Becke three-parameter Lee-Yang-Parr (B3LYP) functional uses a combination

of Becke’s three-parameter exchange functional of the form

EXC = ELDAXC + a0(EHFX − EDFAX ) + aXE
Becke
X + aCEC . (A.33)

with the Lee-Yang-Parr correlation to give

EB3LY P
XC = ELDAXC +a0(EHFX −ELDAX ) +aX(EGGAX −ELDAX ) +ELDAC +aC(EGGAC −ELDAC ), (A.34)

where a0 = 0.20, aX = 0.72, aC = 0.81, EGGAX is the Becke 88 (B88) exchange functional[18], EGGAC

is the Lee-Yang-Parr correlational functional[106], and ELDAC is the Vosko-Wilk-Nusair (VWN) LDA

approximation to the correlation functional[180]. Here, subscript XC means exchange-correlation,

subscript X means exchange, and superscript DFA denotes an LDA or GGA functional. The co-

efficients are typically empirically adjusted to fit atomic and molecular data. The B3LYP hybrid

functional is used in this work in gas-phase density of states calculations for the molecules presented.

A.6 Basis Sets

Localized functions provide an intuitive description of electronic structure and bonding. Quantitative

methods in which the wavefunction is expanded as a linear combination of atomic-like orbitals, such

as Gaussians, Slater-type orbitals, and numerical radial atomic-like orbitals can be very efficient

and accurate. In performing DFT calculations for a given system one must specify a basis, and

thus efficiency is gained while generality is lost. This is in contrast to plane wave methods where

one basis applies more generally but is computationally costly. In choosing localized basis functions

for a given calculation, there are two competing considerations: reduction of the number of basis

functions and ease of computation. Additionally, functions must be well-chosen to be chemically

relevant, that is, to accurately describe a given system.
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Pairs of electrons are assigned to molecular orbitals, ψi, which are written as a linear combination

of atomic orbitals (LCAO) as

ψi =
∑
µ

cµiφµ, (A.35)

where cµi are variational coefficients, and φµ are the one-electron basis functions. The obvious choice

for atomic orbital basis functions are the orbitals of the hydrogen atom, which are referred to as

Slater-type orbitals (STO), and are written as

φµ(r) = rle−ζrY ml (θ, φ). (A.36)

Here, Y ml (θ, φ) are spherical harmonics with −l ≤ m ≤ l, and ζ is a constant related to the effective

charge of the nucleus due to partial shielding by electrons. The integer l has values of 0, 1, 2, 3...

corresponding to the s, p, d, f... orbitals. While the STOs describe exactly the H atom and have

qualitatively correct asymptotic behavior for r → 0 and r → ∞ in that they decay exponentially

away for large r and s-types have a cusp at the nucleus as r → 0, they are also inefficient when

computing integrals.

The next class of orbitals are the Gaussian-type orbitals (GTOs), and are given as

φµ(r) = rle−ζr
2

Y ml (θ, φ). (A.37)

GTOs also decay as r →∞ however they do so faster than STOs, additionally, s-type GTOs do not

have a nuclear cusp and are generally much easier to compute than STOs. STOs are more accurate

than GTOs, however they take longer to compute. A solution is to compose a new GTO that mimics

an STO by taking a linear combination of GTOs to create so-called contracted Gaussian-type orbitals

(CGTOs), which maintain the accuracy of STOs while having the computational efficiency of GTOs.

Basis sets are also classified by the number of basis functions they contain. The minimal basis

set has just one basis function (e.g., one STO, GTO, or CGTO), whereas a double-zeta or triple-zeta

has two or three basis functions for each atomic orbital. Additionally, there are split-valence basis

sets that use only one basis function for each core-level atomic orbital and a larger basis (i.e., two

or more basis functions) for the valence atomic orbitals. For example, the H atom has just one

atomic orbital, the 1s, and the minimal basis would be one basis function (STO, GTO, or CGTO).

For the C atom, which has an electronic structure of 1s, 2s, 2px, 2py, 2pz with five atomic orbitals,

the minimal basis would have 5 basis functions. A double-zeta basis would have two basis functions

per orbital, or ten basis functions total. A split-valence double-zeta basis would have nine basis

functions: one basis function for the core 1s level, and two basis functions for each of the four

valence levels, 2s, 2px, 2py, 2pz.
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In dealing with molecular environments, orbitals become distorted from their spherical harmonic

shapes due to the presence of other atoms. For example, an s orbital can polarize in one direction

if it is mixed with a p orbital, just as p orbitals can polarize if mixed with d orbitals. In general, to

polarize a basis function with angular momentum l, mix it with basis functions of angular momentum

l+1. Furthermore, the use of diffuse functions which have small ζ components (i.e., electrons are held

far away from the nucleus) are necessary when dealing with anions and electronegative atoms (e.g.,

fluorine) with large electron density. Diffuse functions are also necessary for accurate polarizabilities

or binding energies of van der Waals complexes.

One of the so-called Pople basis sets, developed by Nobel Laureate, John Pople, is the 6-31G

basis set.[54, 79] This is a split-valence double-zeta basis set in which the core orbital is a CGTO

made of six Gaussians, and the valence is described by two orbitals, one single Gaussian and one

CGTO made of three Gaussians. In basis set naming notation, one denotes a polarization set with

an asterisk at the end, for example, 6-31G∗, which in this case adds d polarization functions on non-

hydrogen atoms and may also be written as 6-31G(d). 6-31G∗∗ is simply 6-31G∗ with the addition

of p polarization functions for hydrogen, or 6-31G(d, p). For the DFT calculations presented in this

work, the 6-31G basis set is used with the B3LYP hybrid functional and calculations are performed

in the GAMESS software package.[154]

A.7 FIREBALL

The FIREBALL method is based on the ab initio tight-binding molecular dynamics formalism

developed by Sankey and Niklewksi (SN method).[150] The SN method is based on norm-conserving

pseudo-potentials[15, 73] and solely uses the LDA approximation limit of DFT, using the Harris-

Foulkes functional.[61, 76] The atomic basis set is a minimal non-orthogonal local-orbital basis of

so-called fireball orbitals, which are slightly excited pseudo-atomic orbitals that vanish at some

radius rc rather than at infinity for typical orbitals. This boundary condition is equivalent to an

atom-in-the-box and has the effect of raising the electronic energy levels due to the confinement of

the atom. The radial cutoffs, rc, are chosen such that these electronic eigenvalues remain negative

and are only mildly perturbed from the free-atom case. The electronic eigenstates are expanded as a

linear combination of pseudo-atomic orbitals within a localized minimal sp3 basis for the atoms. In

short, FIREBALL is a real-space local-pseudo-atomic-orbital molecular dynamics implementation

of DFT, cast in a tight-binding-like form that provides a substantial improvement in computational

efficiency and high accuracy. The Kohn-Sham self-consistent density functional is replaced by an

approximate self-consistent functional based on atomic occupation numbers.[48]
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A.7.1 Orbitals and Basis Sets

To solve the one-electron Schrödinger equation:{
− ~2

2me
∇2 + V (r)

}
ψi(r) = εiψi(r), (A.38)

where

V (r) = Vext(r) +
δEXC [ρ(r)]

δρ(r)
+
e2

2

∫
ρin(r)

|r− r′|
d3r′, (A.39)

where ρ(r) are charge densities and a set of numerical atomic-like orbitals is used based on a pseudo-

potential formalism. Note that V (r) is similar to equation A.26 above, with slightly different no-

tation, i.e. using ρ(r) rather than n(r) for charge density. Construction of pseudo-potentials starts

by solving the Kohn-Sham equations self-consistently for all electrons of the free atom. Then, the

pseudo-potential and pseudo-atomic wavefunctions are generated using the fhiPP code, which is

freely available[64], via the Hamann-scheme.[72] The pseudo-potentials are then transformed into a

fully separable form. The fireball orbitals are expressed in the form ψ(r) = f(r)Ylm(θ, φ), where f(r)

is a radial component, and Ylm(θ, φ) is the angular component made up of spherical harmonic func-

tions. These orbitals vanish at some radius rc as mentioned above. Interactions are pre-computed

using a multi-center expansion. Given any two atomic orbitals, i and j, beyond some cutoff radius

(rci + rcj), the matrix elements become exactly zero. That is, if the distance between any two

atomic centers is larger than the cutoffs of the two wavefunctions on the centers, then the overlap

is zero and the interactions between atomic centers will go to zero. Thus, there is only a prescribed

interaction range over which the integrals must be evaluated, which are computed for up to three-

centers exactly. In the FIREBALL approach, integrals are pre-calculated on a numerical grid and

the specific values required are extracted from the tabulated values via interpolation. Since the

integral tables depend only on the atom type, the rc values of each atom, and the type of DFT

exchange-correlation functional used, the integral tables need only be calculated once for a given

number of atomic species, rather than calculating them in real time. With this pre-generation of

integrals, the integrals may be spread out over multiple processors based on integral types, which is

beneficial since the number of integrals for each database grows as N3, where N is the number of

atoms.

A.7.2 Tight-Binding Density Functional Formalism

FIREBALL replaces the Kohn-Sham energy functional with a self-consistent extension of the Harris-

Foulkes functional, written as

EHarristot = EBS + {U ion−ion − Uee[ρin(r)]}+ {UXC [ρin(r)]− V XC [ρin(r)]}. (A.40)
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The primary difference is that the Kohn-Sham equations are defined in terms of both an input and

output charge density, whereas the Harris-Foulkes functional is defined only by an input charge

density, ρin(r). The first term, EBS , is the band-structure energy
∑
i,occ εi, where the eigenvalues

εi are the eigenvalues of the one-electron Schrödinger equation given by equation A.38 above, and

the summation is over all i occupied states. The second term in equation A.40 is the short-range

repulsive ion-ion interaction that is offset by the overcounting of Hartree interactions. Written

explicitly,

Ushort−range(r) = {U ion−ion − Uee[ρin(r)]}, (A.41)

with

U ion−ion =
e2

2

∑
i,j

ZiZj
|Ri −Rj |

, (A.42)

and

Uee[ρin(r)] =
e2

2

∫
ρin(r)ρin(r′)

|r− r′|
d3rd3r′. (A.43)

The last term of equation A.40 is a correction of the exchange-correlation energy, given by

{UXC [ρin(r)]− V XC [ρin(r)]} =

∫
ρin(r){εXC [ρin(r)]− δEXC [ρ(r)]

δρ(r)
}. (A.44)

In evaluating the total energy of the system from equation A.40, the input density is a sum of

confined spherical atomic-like densities,

ρin(r) =
∑
i

ni|φi(r−Ri)|2, (A.45)

where the fireball orbitals φi(r − Ri) are used as basis functions for solving the one-electron

Schrödinger equation, equation A.38. The self-consistent occupation number, ni, determines the

number of electrons occupying each spherically confined atomic-like density, and is given by ni =

n0
i + δni, where n0

i is the number of electrons of the neutral atom, and δni describes the charge

transfer between the atoms of the system.

A.7.3 Exchange-correlation Interactions

Exchange-correlation interactions are evaluated in FIREBALL using the McWEDA method[89],

which uses a many-center expansion based on an expansion of the density one site at a time. Note

that this is a higher order approximation than the nearly-uniform density approximation used in the

original SN method, and it can be used with gradient-corrected functionals. The primary goal here is

to calculate the exchange-correlation contributions from precalculated integrals stored in data tables,

using a three-center approximation. Let iµ and iν be the atomic sites corresponding to orbital µ

and ν respectively, then we consider two cases: on-site matrix elements (iµ = iν), and off-site matrix
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elements (iµ 6= iν). To improve upon the original SN approach and generalize it beyond the minimal

sp3 basis sets, the exchange-correlation matrix elements are calculated as the sum of a one-center or

two-center term plus a correction. The main term (one- or two-center term) is calculated exactly,

and the correction is calculated using the many-center expansion of the SN method. To calculate

this correction, a generalized SN approximation (GSN) for the exchange-correlation matrix elements

is defined as the following,∫
φiµ(r)VXC [ρ; r]φiν(r)dr = VXC [ρµν ; r]S

+ V ′XC [ρµν ; r]

(∫
φiµ(r)ρ(r)φiν(r)dr− ρµνS

)
(A.46)

with

S =

∫
φiµ(r)φiν(r)dr. (A.47)

Furthermore,

ρµν =
〈wµ| ρ |wν〉
〈wµ|wν〉

, (A.48)

where wµ are the weighting functions taken as a spherical average of the pseudo-atomic orbital, i.e.,

wil = |Ril(r)|Y00(Ω), where |Ril(r)| is the absolute value of the radial function Ril(r) associated

with the particular orbital φil.

Now we address on-site and off-site matrix elements in detail. Starting with the on-site matrix

elements iµ = iν , we have,∫
φiµ(r)VXC [ρ; r]φiν(r)dr =

∫
φiµ(r)VXC [ρi; r]φiν(r)dr

+ V ′XC [ρµν ; r]

(∫
φiµ(r)ρ(r)φiν(r)dr− ρµνS

)
− V ′XC [ρi; r]

(∫
φiµ(r)ρi(r)φiν(r)dr− ρiS

)
+ (VXC [ρµν ; r]− VXC [ρi; r])S, (A.49)

with

ρi =
〈wµ| ρi |wν〉
〈wµ|wν〉

. (A.50)

In the previous equations, ρi, is the density at atomic site i, and the matrix elements are written as

a one-center contribution (first term on the right side) plus a correction consisting of several terms

based on the functional derivative of the potential (V ′XC), and the average density, ρ. The one-center

term is calculated exactly and is much larger than the correction terms.

For off-site matrix elements ((iµ = i) 6= (iν = j)) we write the matrix element as a two-center

main contribution that is exactly calculated (ρij = ρi + ρj), plus a correction. Writing this out
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explicitly gives,∫
φiµ(r)VXC [ρ; r]φjν(r)dr =

∫
φiµ(r)VXC [ρij ; r]φjν(r)dr

+ V ′XC [ρµν ; r]

(∫
φiµ(r)ρ(r)φjν(r)dr− ρµνS

)
− V ′XC [ρij ; r]

(∫
φiµ(r)(ρi(r) + ρj(r))φjν(r)dr− ρijS

)
+ (VXC [ρµν ; r]− VXC [ρij ; r])S, (A.51)

with

ρij =
〈wµ| ρij |wν〉
〈wµ|wν〉

. (A.52)

Here, ρµν includes all density contributions, and is defined in equation A.48. Equations A.48 through

A.52 represent the foundation of the McWEDA approximation for the calculation of the exchange-

correlation matrix elements. To summarize, the initial SN method multi-center expansion combined

with the improvements of the McWEDA method, fireball orbitals, and pre-computed data files

form the underpinnings of the FIREBALL method and are key to its computational efficiency and

accuracy. Note that this approach is independent of the type of functional used, however LDA and

Becke exchange (B88) with Lee-Yang-Parr correlation have been used in previous works.

A.7.4 Self-Consistency Implementation

Representing the input electron density by equation A.45 prevents this method from obtaining

self-consistency in the usual way where, for each point r, ρin(r) = ρout(r). Instead, this method

implements self-consistency on the orbital occupancies. Recall that the occupation numbers are

written as ni = n0
i + δni, where n0

i is the occupation number that gives a charge density equivalent

to that of the neutral atom and δni describes the charge transfer between the atoms of the system.

Allowing ni to vary implies that the charge distribution around each atom is in general non-neutral.

Now, the total energy is a function of the self-consistent occupation numbers ni,

Etot[ρin(r)] ≡ Etot[ni](ni 6= n0
i ) (A.53)

To find the self-consistent ni’s we first define the output occupation numbers as,

nouti = 2
∑
α

| 〈ψα|ϕi〉 |2, (A.54)

where ψα are the occupied eigenstates of equation A.38, and ϕi are the atomic-like orthogonal

Löwdin orbitals given by,

ϕi =
∑
j

(S)
−1/2
ij φj , (A.55)
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With S given by equation A.47. Then, the occupation numbers ni are determined from the self-

consistency condition that nouti = ni for all i. Recall that these ni are the input occupation numbers

defining the input density from equation A.45, then equation A.54 is a way of projecting the output

electron density from equation A.38 into a density of the form given by equation A.45. The problem

of finding a self-consistent solution has then changed from matching the input and output densities

on the M ×M ×M real space grid, where M are the number of points on the grid, to that of

matching n × N real numbers, where N is the number of atoms, and n is the number of valence

shells on each atom. A brief review of the successful applications of FIREBALL, for example as

applied to TiO2, may be found in reference [108]. More detailed descriptions of the FIREBALL

method and formulation are found in references [89] and [107].

A.7.5 Simulations of Scanning Tunneling Microscopy Images

Proper theoretical interpretation of STM images requires the inclusion of several effects such as the

influence of electronic and atomic structure of the tip and also electron transfer going beyond the first

order and image potential effects. Total energy DFT calculations using FIREBALL code combined

with Green’s function techniques for electron transport calculations provides a path to achieve

a more accurate theoretical description of STM images. The practical approach to theoretically

modeling STM images is to first treat the tip and sample electronic structures as independent and

then coupling both parts using Green’s functions. Furthermore, an extended basis formalism that is

based on a local basis formalism may be used to calculate the tip and sample electronic structure.

In this formalism, the tip-sample interaction is obtained by calculating hopping integrals between

orbitals of both sides, tip and sample. This approach addresses both the tunneling and contact

electron transfer regimes in similar ways.

The hamiltonian of the tip-sample system may be written as the sum of three terms,

Ĥ = Ĥs + Ĥt + Ĥt−s, (A.56)

where tip and sample are denoted by superscript t and s, respectively, with the last term taking

into account the interaction between the tip and sample. We then can write an expression for the

electrical current flowing between the tip and sample involving the calculation of Green’s functions

for the isolated tip and sample, and use a hopping matrix to couple them,

I =
4πe

~

∫ +∞

−∞
dE × [ft(E)− fs(E)]× Tr[T̂tsρ̂ss(E)D̂r

ss(E)T̂stρ̂tt(E)D̂a
tt(E)], (A.57)

where T̂st, T̂ts are hopping matrices, ft(E), fs(E) are the corresponding Fermi-Dirac distribution

functions, ρ̂tt, ρ̂ss are density of states matrices associated with the tip and sample, respectively.
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Additionally,

D̂r
ss(E) = [1̂− T̂stĝrtt(E)T̂tsĝ

r
ss(E)]−1 (A.58)

and

D̂a
tt(E) = [1̂− T̂tsĝass(E)T̂stĝ

a
tt(E)]−1 (A.59)

where ĝrtt(E) and ĝass(E) correspond to the retarded and advanced Green’s functions for the tip and

sample, respectively, and 1̂ is the identity matrix. The effectiveness of the FIREBALL method in

analyzing atomic scale STM images of semiconductor and metal surfaces has been shown in previous

works[27, 47, 94, 132, 165].

A.8 Quantum ESPRESSO

Quantum ESPRESSO is an integrated suite of computer codes for electronic-structure calculations

and materials modeling based on DFT using plane wave basis sets, with pseudo-potentials to rep-

resent electron-ion interactions.[66] Quantum ESPRESSO is freely available and is an open-source

software package. In terms of its relevance to the work shown here, it can calculate the Kohn-Sham

orbitals and energies for isolated and extended or periodic systems as well as their ground state

energies and can also calculate STM images. It is capable of many other calculation and simulation

feats that are not relevant to this work, which are described in detail elsewhere.[66]



167

Appendix B

UPS Spectrum Calibration and Work Function Measurement

B.1 UPS Calibration: Obtaining Binding Energies

UPS is a useful spectroscopic method to determine information regarding the occupied states of

the sample. Recall that ultraviolet photons impinge on the sample, and electrons in the sample

occupied states may absorb a photon and eject from the sample and subsequently be detected by

a cylindrical mirror analyzer and channeltron. While this detection method does not directly yield

binding energies of the electrons, it does provide kinetic energies which can then be converted into

the binding energy scale if the appropriate steps are taken.

It is reasonable to assume that the Fermi level of any sample in thermodynamic equilibrium

with the measurement equipment (i.e., sample holder, vacuum chamber, etc.) aligns with the Fermi

level of the chamber itself. Additionally, since the chamber is massive and conducting enough to

be considered an electron reservoir, the Fermi level of the chamber is not significantly altered by

the presence of the sample. It follows that the Fermi levels of subsequent samples are aligned with

respect to one another.

Samples that have a band gap, such as semiconductors, do not have electrons at the Fermi level,

which is located within the band gap, so one cannot directly determine the Fermi level from the

electron kinetic energy spectrum. Metals, however, have finite electron occupation at the Fermi

level and the Fermi level may be extracted from the UPS spectra. Figure B.1 (a) shows a UPS

spectrum of Au foil, dominated by Au 5d states, with a sharp decrease in intensity starting near

34 eV and ending around 34.6 eV on the kinetic energy scale. These are the highest kinetic energy

electrons emerging from the sample, and thus originate from the Fermi level of the Au foil. Taking

the derivative of the spectrum and fitting this section of the curve with a Gaussian gives the position

of the Fermi level on the kinetic energy scale. Since the Fermi energy defines the zero of the binding

energy scale, we then apply the following scaling equation to convert kinetic energies to binding

energies

EB = EK − EK,F , (B.1)

where EK is the kinetic energy of the photoelectrons, EK,F is the kinetic energy of the Fermi level
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measured from the Au foil, and EB is the resulting binding energy of the photoelectrons which is

a negative number since EK ≤ EK,F . Since the Fermi level is the same for all samples and the

position on the kinetic energy scale is known, we then apply this same method to a TiO2(110) single

crystal sample, as shown in figure B.1 (b), to identify the location of the Fermi level in the TiO2

band gap and convert the kinetic energy scales to binding energy.

Figure B.1: UPS He II spectrum (hν = 40.8eV ) of (a) Au foil and (b) TiO2(110) as a function of
photoelectron kinetic and binding energies.

B.2 UPS Work Function Measurement: Secondary Electron Cutoff

To obtain a complete description of the occupied states of the system, we must have information

regarding the work function and vacuum level in addition to the Fermi energy. With these values

determined, we can calculate the ionization potential of the sample and (along with the electron

affinity from IPS) draw a complete energy level alignment diagram. We can monitor these values
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to establish if an interfacial dipole has formed (possibly indicated by a change in the vacuum level)

due changes in the system, such as adsorbing an organic species onto the surface, and obtain greater

insight into the fundamental physical interactions at the interface.

In order to determine the vacuum level and work function we must measure the secondary

electron cutoff (SECO) of the sample. Primary electrons that are photoexcited out of their occupied

states arrive at the detector with some kinetic energy and contribute to the measured spectrum

as a peak, for instance. However, there are many primary electrons that interact with the sample

inelastically before leaving the sample, and also photoelectrons that lose too much energy in these

inelastic interactions to leave the sample at all. These photoelectrons that inelastically interact

with the sample after initial photoexcitation, and still have enough energy to leave the sample and

reach the detector, contribute to the secondary electron background signal which greatly increases

as kinetic energy decreases. Figure B.2 shows a schematic energy level diagram illustrating how

this process may occur for two electrons originating from different occupied states. An electron

excited from the Fermi level that does not inelastically interact with the sample will arrive with the

maximum kinetic energy possible. However, another photoelectron originating from deep within the

valence band may, in this case, lose energy before leaving the sample such that it has just enough

kinetic energy to reach the detector. Thus there is a minimum amount of energy needed to leave

the sample and reach the detector, and the SECO corresponds to this minimum energy.

Figure B.3 shows a HeI UPS spectrum of Au(111) with the sample biased at -5V to observe

the SECO, which corresponds to the drastic drop-off in signal at the low-kinetic-energy end of the

spectrum. Using a linear extrapolation method, as shown by the two red lines, we obtain the energy

position of the SECO ( 4.5 eV) and the Fermi energy ( 20.6 eV) to obtain the total energy width of

the spectrum, W (16.1 eV).

To make use of these values, we first need to understand the relative energy alignment by con-

sidering the energetics of the photoelectrons we detect. Figure B.4 (a) shows a schematic energy

level diagram for the SECO measurement of a metallic sample. The energy difference between the

incident photon energy, hν, and the spectrum width, W, gives the work function of the metal, eφ.

Written out explicitly, we have

hν = W + eφ. (B.2)

The spectrum width, W, is simply the kinetic energy separation between the Fermi level and the

SECO, or the total kinetic energy range of detected electrons between a maximum at EK,F to a

minimum of zero just beyond the SECO. Recall, we bias the sample to -5V to measure the SECO;



170

the applied bias shifts the spectrum toward greater kinetic energies.

hν = EK,F + eφ, (B.3)

and finally,

hν = EK − EB + eφ, (B.4)

which can be interpreted as a conservation of energy equation for the incident photon energy (hν):

the photoexcitation releases the electron from its occupied state (EB), removes the electron from

the sample (eφ), and gives enough kinetic energy to reach the sample (EK).

For a semiconducting sample the presence of a band gap necessitates additional terms, as shown

in figure B.4 (b), to give the following relationship

hν = W + eχ + Egap, (B.5)

where eχ is the electron affinity of the semiconductor, and Egap is the width of the band gap

between the valence band maximum and conduction band minimum. eχ can be directly determined

using IPS in the same chamber that we perform UPS, and, combined with the UPS valence band

measurements, Egap is determined.

Figure B.2: Schematic energy level diagram illustrating the spectral width (W) measurement, defined
by the energy separation between the highest kinetic energy electrons, EK ,max, and the secondary
electron cutoff.
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Figure B.3: HeI (21.2 eV) UPS spectrum of Au(111) showing the secondary electron cutoff on the
far left. The sample was biased -5V in order to obtain this spectrum. The Fermi energy of the
gold sample is located at around 20.6 eV, as indicated by the dotted vertical line. The spectrum
width, W, defines the energy separation between the SECO and the highest kinetic energy electrons
detected, in this case at the Fermi energy, EF .

B.3 UPS Molecular States: Subtracting the Substrate Signal

In the thesis are presented UPS spectra from which the substrate contribution has been subtracted

in order to extract only the molecular counterpart to the UPS valence band spectra. Here details of

the subtraction process are presented.

Figure B.5 contains from top to bottom: a valence band spectrum measured on a ZnTPP mono-

layer on Ag(111), a valence band spectrum measured on the clean Ag(111) surface and a result of the

subtraction of the second spectrum from the first one. Note that the spectra have been normalized

so that the Fermi level, clearly visible at 0 eV, coincides in intensity for the first and second spectra.

Thus assuming that the Ag surface electronic structure is not significantly modified upon molecular

adsorption (which is likely acceptable given the lack of strong chemical bond between ZnTPPs and

Ag), the subtraction results should reflect the experimental molecular counterpart to the valence

band. This spectrum can be directly compared to the calculated DOS corresponding to the ZnTPP

molecule.
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Figure B.4: Schematic energy level diagram depicting the important values in electronic energy level
alignment energy diagrams for (a) metals and (b) semiconductors.

Figure B.5: Example of the subtraction scheme used to obtain the molecular contributions to the
UPS HeII spectra.
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Appendix C

IPS Spectrum Calibration

C.1 IPS Calibration

Recall that in inverse photoemission spectroscopy (IPS) incident electrons of known energy impinge

on the sample, and a fraction of those electrons couple to the sample unoccupied states, decay to

lower-lying unoccupied states, and release a photon in the process. This photon is energetically

analyzed by way of a spherical diffraction grating and a two-dimensional circular detection plate.

The horizontal direction is the direction of photon dispersion and thus indicates the photon energy.

The detected events for a given horizontal channel are summed along the vertical channels to yield a

photon spectrum. In this way, all photons impinging on the detector are detected at the same time.

However, the raw spectrum observed does not directly yield the unoccupied states of the sample; we

must first account for contributions from the detector system itself.

Figure C.1: IPS spectrum of Au foil normalized to the highest intensity feature.

The detector response to incident photons is not uniform across the photon dispersion direction.

The detector is circular and thus there are fewer vertical channels for a given horizontal channel at
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the extreme ends of the detector compared to the center, resulting in inherently decreased detection

probability. Additionally, the spherical diffraction grating may have inhomogeneities that contribute

false signals to the spectrum. To account for these artifacts, we create a detector function which

maps the sensitivity of the detector as a function of horizontal channel number. This involves taking

spectra of an Au foil sample, which has a relatively flat conduction band above the Fermi level, then

normalizing the signal by dividing the spectrum by the highest intensity feature, yielding an intensity

scale with a maximum value of 1. Figure C.1 shows an example of this normalized spectrum from

an Au foil sample. The broad feature from 100 to 150 on the channel number scale indicates that

the detector is most sensitive in this region, and provides a striking example of the importance of

the detector normalization. Once the normalized detector function is obtained, all sample spectra

are divided by it to eliminate the detector’s contribution to the spectrum, leaving only the sample’s

contribution.

The sample spectrum must now be converted from a channel scale to an energy scale. The

incident electron energy can be varied and in doing so the highest energy photons produced are

varied, and thus the measured Fermi energy is also varied since the photons of highest energy

originate from the incident electrons relaxing to the lowest unoccupied levels at the Fermi level in a

metal. This is captured in the spectrum since the change in photon energy corresponds to different

horizontal channels. Figure C.2 shows multiple spectra taken at varying incident electron energies

illustrating how the detected Fermi level shifts due to the different photon energies produced, the

Fermi level corresponding to the sloped portion of the spectra on the far left. Note that the sharp

decrease in intensity at channel numbers 30 and 240 correspond to the horizontal channel limits of

the detection system and are not indicative of the unoccupied states of the sample. By recording at

which horizontal channel the Fermi energy is measured for a given incident electron energy (and thus

photon energy), the direct relationship between photon energy and channel number is mapped. To

more rigorously quantify this relationship we determine the function that relates the photon energy

to the horizontal channel number by way of a best-fit curve of the Fermi level measurements as a

function of channel number, and then apply this curve to all spectra.
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Figure C.2: Au foil IPS spectra taken at varying incident electron energies. Incident electron energies
decrease from left to right from 22 eV down to 11 eV.


