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The work presented in this thesis aims to study the conditions essential for reliable dictionary recovery based on the maximal response criterion and exploit the application of dictionary learning in classification of distributed data.

The first part of this thesis revisits the problem of recovery of an overcomplete dictionary in a local neighborhood from training samples using the so-called maximal response criterion. While it is known in the literature that the maximal response criterion can be used for asymptotic exact recovery of a dictionary in a local neighborhood, those results do not allow for linear (in the ambient dimension) scaling of sparsity levels in signal representations. The first contribution in this work is introducing a new condition for the sparse representation of signals and leveraging a new proof technique to establish that maximal response criterion can in fact handle linear sparsity (modulo a logarithmic factor) of signal representations. While the focus of this work is on asymptotic exact recovery, the same ideas can be used in a straightforward manner to strengthen the original maximal response criterion-based results involving noisy observations and finite number of training samples.

The second part of this thesis addresses the problem of collaborative training of non-linear classifiers using big, distributed training data. The proposed supervised learning
strategy corresponds to data-driven joint learning of a nonlinear transformation that maps the (training) data to a higher-dimensional feature space and a ridge regression based linear classifier in the feature space. The key aspect of this work, which distinguishes it from related prior work, is that it assumes:

- The training data are distributed across a number of interconnected sites.
- Sizes of the local training data as well as privacy concerns prohibit exchange of individual training samples between sites.

The main contribution is formulation of an algorithm, termed cloud D-KSVD, that reliably, efficiently and collaboratively learns both the nonlinear map and the linear classifier under these constraints. In order to demonstrate the effectiveness of cloud D-KSVD, a number of numerical experiments on the MNIST dataset are also reported.
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Chapter 1
Introduction

Sparsity-based data processing has gained significant attention in recent years due to the explosion of data. In 2014 alone, the amount of information stored worldwide exceeded 5 ZetaBytes [1]. This number is expected to grow rapidly in the next years, hence, there is an increased demand for approaches to store and process big data. Dictionary learning [2, 3] is a powerful tool to obtain sparse representations of signals in computational harmonic analysis. Specifically, the task of dictionary learning corresponds to obtaining an overcomplete basis $D \in \mathbb{R}^{m \times p}$, $p \gg m$, such that each sample in the training data is well approximated by no more than $S \ll m$ columns (atoms) of $D$. Such a dictionary, which is a linear map from $\mathcal{F}_S = \{x \in \mathbb{R}^p : \|x\|_0 \leq S\}$ to $\mathbb{R}^m$, in turn (under suitable conditions on $D$ and $S$) induces a nonlinear map $\Phi_D$ from the input space $\mathbb{R}^m$ to the feature space $\mathcal{F}_S$ as follows:

$$\Phi_D(y) = \arg\min_{x \in \mathcal{F}_S} \|y - Dx\|_2.$$ (1.1)

In the literature, evaluation of nonlinear maps of the form (1.1) for a given $y \in \mathbb{R}^m$ is termed sparse coding [3]. These sparse representations can then be used in a variety of applications, such as denoising [4, 5], classification [6–8], and compressed sensing [9].

The existing literature on dictionary learning ranges from designing dictionary learning algorithms to analyzing the performance of these algorithms. The proposed algorithms are used to obtain dictionaries suitable for specific tasks such as data representation and data classification, or deal with specific data such as distributed data or online data. In this thesis, we touch upon both aspects of dictionary learning.

While initial focus in the literature has been on developing efficient algorithms for dictionary learning, it is important to also understand the performance of such algorithms theoretically. To this end, our focus in Chapter 2 is on dictionary identifiability,
i.e., recovering the reference dictionary from generated observations, for a relatively-
new maximization criterion proposed in [10, 11] for dictionary learning. The proposed
criterion not only leads to an efficient computational algorithm for dictionary learning,
but it is also shown in [10] that this new criterion results in provable local recovery
of an $m \times p$ dictionary from training signals. Sample complexity results for dictionary
learning under both noiseless and noisy settings are also provided in [10]. The com-
mon thread underlying these results is a decay constraint on sparse representations of
the signals, which is a crucial element in the arguments used throughout [10]. Un-
fortunately, even in the best setting, the decay condition stated in [10] dictates that
if the training signals have $S$-sparse representations in the dictionary then one must
have $S = \mathcal{O}(\sqrt{m})$. Nonetheless, it is suggested in [10] that it may be possible to break
this “square-root bottleneck” using different proof techniques (although no formal ar-
guements are provided).

In Chapter 2, we revisit the maximization criterion of [10] for dictionary learning
and obtain an alternative decay condition on the coefficients of the sparse representa-
tions that is less restrictive than the one obtained in [10]. Specifically, the new decay
condition allows us to break the square-root bottleneck in the sense it can allow for
asymptotic exact recovery of the true dictionary even if the sparse representations of
the signals satisfy $S = \mathcal{O}(\frac{m}{\log p})$. Similar to [10], our focus here is on local analysis,
i.e., there exists a neighborhood around the true dictionary in which only the true dic-
tionary maximizes the objective function. Our new condition also results in a larger
neighborhood compared to the one given in [10]. Our proofs rely on a new measure
of dictionary coherence studied in [12, 13] as well as the method of bounded differences
[14] and a complex variant of Azuma’s inequality [15]. Our proof techniques can be
used in a straightforward manner to improve the results reported in [10] for both noisy
and finite sample settings.

There has been some prior works that focus on the theoretical guarantees of dic-
tionary learning algorithms and required sample complexity for reliable recovery of the
true underlying dictionary. Among these works, [16, 17] focus on recovery of square
dictionaries, while [10, 11, 18–25] study overcomplete dictionaries. In some works such
as [17–22], global identification results for several algorithms are obtained under various assumptions on noise and the objective function. On the other hand, [16, 23] study local identifiability for objective functions without the presence of noise, while in [10, 11, 24, 25] local identifiability results are obtained for algorithms such as K-SVD [3], ITKM [10, 11], and SPAMS [26]. To the best of our knowledge, our work is the first work in the literature that formally shows $S \approx \mathcal{O}(m)$ is sufficient for reliable dictionary recovery.

Classification is one of the most important information processing tasks. There exists an extensive body of literature on training classifiers from labeled data, but much of that work assumes the training data to be available at a centralized location [27, 28]. On the other hand, many disciplines in the world today—ranging from search engines to medical informatics—are increasingly faced with scenarios in which the training data are geographically distributed across different interconnected locations (sites). While each one of the sites in this setting can rely only on its local data for supervised learning, such an approach can be suboptimal due to issues ranging from noisy local data and labels to local class imbalance. At the same time, it might be infeasible in many of these cases to gather all the distributed data at a centralized location for supervised learning due to the massive nature of these data and/or privacy concerns. The challenge in this setting then is design of a collaborative supervised learning framework in which individual sites collaborate with each other to approach centralized classification performance without exchange of individual training samples between the sites.

In Chapter 3, we undertake this challenge and develop a framework that collaboratively learns a nonlinear classifier at individual sites from the distributed training data. Our collaborative supervised learning strategy in this regard corresponds to data-driven collaborative and joint learning of a nonlinear transformation that maps (training) data in the input space $\mathbb{R}^m$ to a higher-dimensional feature space and a ridge regression based linear classifier in the feature space. In order to learn the nonlinear mapping, we resort to the framework of dictionary learning. We use the dictionary learning terminology to formally describe the goal of Chapter 3 as follows: collaborative exploitation of labeled training data distributed across sites for joint learning of a dictionary $\mathbf{D}$ (equivalently,
the nonlinear map $\Phi_D : \mathbb{R}^m \to \mathcal{F}_S$) and a linear classification rule in $\mathcal{F}_S$.

We develop a collaborative supervised learning framework for joint dictionary learning and linear classification rule from distributed training data. Our development in this regard leverages the centralized framework of [8] for joint dictionary and classifier learning, termed discriminative K-SVD (D-KSVD), and the collaborative framework of [29] for reconstructive dictionary learning from distributed data, termed cloud K-SVD. We accordingly term the framework developed in this work as cloud D-KSVD. The second main contribution of Chapter 3 is that it evaluates the performance of cloud D-KSVD by carrying out a series of numerical experiments on the MNIST dataset of handwritten digits [30]. The results of these experiments confirm that collaborative supervised learning is superior to local supervised learning, especially in the presence of class imbalance at (some of the) individual sites. These experiments also demonstrate that the classification performance of our proposed framework not only comes very close to that of centralized supervised learning, but is also better than the classification performance of a collaborative framework based on cloud K-SVD alone.

In terms of connections to prior work, a number of dictionary learning based classifiers have been developed in the literature in recent years [7, 8, 26, 31–35]. Some of these works are based on reconstructive dictionary learning [26, 31], while others are based on discriminative dictionary learning [7, 8, 32–35]. To the best of our knowledge, however, all of these works assume the (labeled or unlabeled) training data to be available at a centralized location. Recently, the collaborative framework of cloud K-SVD was proposed in [29] for reconstructive dictionary learning. In this regard, our work can be viewed as a demonstration of the usefulness of some of the principles underlying cloud K-SVD for collaborative discriminative dictionary learning.

While our focus in Chapter 3 has been on combining the ideas in cloud K-SVD and D-KSVD due to the superior classification performance of D-KSVD in a centralized setting, it is plausible that the D-KSVD part of our collaborative framework can be replaced with some of the other (centralized) discriminative dictionary learning approaches in the literature.

Outside the realm of dictionary learning, distributed classification has been studied
in the literature in various guises. Some of the earliest interest in this topic arose in the context of distributed sensor networks [36–40]. But the distributed classification problems studied in works like [36–39] primarily focus on fusion of distributed data for classification, rather than collaborative training of classifiers at individual sites from distributed data. Similarly, the focus in works like [40] is on collaborative decision making, rather than collaborative training, using related (but different) distributed measurements of the same object. In recent years, there has also been an interest in parallelizing supervised learning algorithms [41–44]. Such works, however, are based on the premise that training (labeled) data is initially available at a centralized location.

In terms of the distribution of labeled training data, our work is most closely related to [45–56]. In [45, 46], the authors collaboratively learn kernel-linear least-squares regression estimators from training data, which can in principle also be used for classification. In [47–56], the focus is on the collaborative training of (linear and/or kernel) support vector machines (SVMs). Although works [47, 48] require the sites to be connected in either a fully connected [47] or a ring [48] topology, other works [49–56] can deal with more general topologies. The fundamental difference between these works and our work is that we are interested in collaborative learning of both a nonlinear map and a classifier. In the context of kernel SVM training, this would be akin to joint, collaborative learning of a kernel and an SVM. To the best of our knowledge, however, none of the earlier works address such a problem.

1.1 Notational Convention

Bold upper-case and lower-case letters are used to denote matrices and vectors, respectively. Lower-case letters denote scalars. We denote the \(\ell_0\), \(\ell_1\), and \(\ell_2\) norm of the vector \(v\) by \(\|v\|_0\) (number of non-zero elements of \(v\)), \(\|v\|_1\), and \(\|v\|_2\), respectively and \(\|X\|_F\) denotes the Frobenius norm of matrix \(X\). The \(k\)-th column of \(X\) is denoted by \(x_k\) and \(v_i\) denotes the \(i\)-th element of \(v\). \(X_I\) is the matrix consisting of columns of \(X\) with indices \(I\). \(e_j\) denotes the \(j\)-th column of the identity matrix. Furthermore, \(v_1 \odot v_2\) denotes the pointwise product of \(v_1\) and \(v_2\). We write \([K]\) for \(\{1, \ldots, K\}\). For
two matrices $A$ and $B$ of the same dimensions $m \times p$, we define their distance to be

$$d(A, B) = \max_{i \in [p]} \|a_i - b_i\|_2. \quad (1.2)$$

For any matrix $X \in \mathbb{R}^{m \times p}$ consisting of unit-norm columns, we denote the worst-case coherence as

$$\mu = \max_{\substack{i, j \in [p] \\ i \neq j}} |\langle x_i, x_j \rangle|, \quad (1.3)$$

where $\langle x_i, x_j \rangle$ denotes the inner product of $x_i$ and $x_j$. Also, we define the average coherence of $X$ as

$$\nu = \frac{1}{p-1} \max_{i \in [p]} \left| \sum_{j \in [p], j \neq i} \langle x_i, x_j \rangle \right| \quad (1.4)$$

We use $f(\epsilon) = \mathcal{O}(g(\epsilon))$ if $\lim_{\epsilon \to 0} f(\epsilon)/g(\epsilon) = c < \infty$ for some constant $c$.

### 1.2 Thesis Outline

The rest of this thesis is organized as follows. In Chapter 2 we analyze the performance of dictionaries learned using the so-called maximal response criterion. By introducing a condition for the coefficient vector, we provide conditions for which the true dictionary maximizes the objective function, in a local neighborhood. The implications of the conditions are discussed in section 2.3.

In Chapter 3 we study the problem of learning a nonlinear classifier from distributed training data. We assume the training data is distributed among connected sites and the sites collaboratively learn a dictionary and a linear classifier, without exchanging raw data points. We demonstrate the effectiveness of the proposed scheme in numerical experiments in section 3.3.
Chapter 2
Maximal Response-Based Local Identification of Overcomplete Dictionaries

In this chapter, we address the problem of dictionary identifiability. Considering the response maximization criterion proposed in [10] for dictionary learning, we obtain conditions on the sparse representation of signals and the underlying dictionary to ensure reliable recovery of the dictionary. We formulate the problem in the next section.

2.1 System Model

In dictionary learning, we assume an observation $y \in \mathbb{R}^m$ is generated via

$$y = D_0 x + n,$$  \hfill (2.1)

where $D_0 \in \mathbb{R}^{m \times p}$ is a fixed dictionary, $x \in \mathbb{R}^p$ is the signal coefficient vector, and $n \in \mathbb{R}^m$ is the underlying noise vector. Given a signal matrix $Y$ consisting of observations $y_k$, $k \in [N]$, the goal is to find a representative dictionary, $D$, and a coefficient matrix $X$ consisting of signal coefficient vectors $x_k$, $k \in [N]$, such that the representation error is minimized. In other words,

$$(D^*, X^*) = \arg \min_{D \in \mathcal{D}, X \in \mathcal{X}} \|Y - DX\|_F^2. \hfill (2.2)$$

The dictionary class $\mathcal{D}$ is defined by

$$\mathcal{D} \triangleq \{D' \in \mathbb{R}^{m \times p}, \|d'_{j}\|_2 = 1 : j \in [p], \text{rank} (D') = m \leq p\}. \hfill (2.3)$$

We also assume the non-zero singular values of $D \in \mathcal{D}$ are in the interval $[\sqrt{A}, \sqrt{B}]$. We assume the coefficient vector is sparse, i.e.

$$\mathcal{X} \triangleq \{X' \in \mathbb{R}^{p \times N}, \|x'_{j}\|_0 \leq S : j \in [N]\}, \hfill (2.4)$$
where $S$ denotes the sparsity of the coefficient vector and $S \ll m$.

Similar to [10], to minimize (2.2), we use the response maximization criterion

$$\max_{D \in D} \sum_{k \in [N]} \max_{|I| = S} \|D^*_k y_k\|_1,$$

which maximizes the $\ell_1$ norm of the $S$ largest responses. We can interpret (2.5) as the generalization of the K-means objective function [10]. The asymptotic version of (2.5) can be stated as

$$\max_{D \in D} \mathbb{E}_y \left( \max_{|I| = S} \|D^*_I y\|_1 \right).$$

In [10], local identifiability results are obtained using the response maximization criterion for dictionaries generated from randomly sparse signal coefficients in the presence of noise.

We now introduce the signal coefficient model. We consider a sequence $c \in \mathbb{R}^p$ satisfying

$$c_1 \geq c_2 \geq \ldots \geq c_p \geq 0, \|c\|_2 = 1.$$  \hspace{1cm} \hspace{1cm} (2.7)

We construct the signal coefficient vectors using the relation

$$x = \sigma \odot P c,$$

where $P \in \mathbb{R}^{p \times p}$ is a random permutation matrix and $\sigma \in \mathbb{R}^p$ is a sign vector with elements taking values $\pm 1$ randomly. In this case, the coefficient vector $x$ is equal to $\sigma \odot P c$ with probability $\frac{1}{2^p p!}$, for permutation matrix $P$ and the sign vector $\sigma$. While there is no sparsity assumption on $x$, additional constraints on the decay of the elements of $c$ can be made to prove identifiability results for the underlying dictionary.

### 2.2 Asymptotic Identifiability Results

In this section, we provide a variation of Proposition 6 in [10]. While this case is the most basic setting where noise is not present, the proof technique can be used in all theorems in [10] to improve the results stated in there.
Theorem 1. Consider observations generated via (2.1) with noise variance $\sigma = 0$, let $D \in \mathcal{D}$ be a dictionary with worst-case coherence $\mu$ and average coherence $\nu$, where $\nu \leq \mu \sqrt{\log p / p}$ holds and let $x$ be the signal coefficient generated according to (2.8). If $c$ satisfies

$$c_S > c_{S+1} + 26\mu\sqrt{\log p},$$

then there is a local maximum of (2.6) at $D$ with high probability. Moreover, for any perturbation of the true dictionary, $\tilde{D} = (\tilde{d}_1, \ldots, \tilde{d}_p)$ with $d(D, \tilde{D}) \leq \epsilon$, we have $E_y \left( \max_{|\mathcal{I}|=S} \|\tilde{D}^*_\mathcal{I} y\|_1^2 \right) < E_y \left( \max_{|\mathcal{I}|=S} \|D^*_\mathcal{I} y\|_1^2 \right)$ with high probability as soon as

$$\epsilon \leq \frac{c_S - c_{S+1} - 26\mu\sqrt{\log p}}{1 + 3 \sqrt{\log \left( \frac{25p^2S\sqrt{\mathcal{B}}}{(c_S - c_{S+1} - 26\mu\sqrt{\log p})(\sum_{i \in [S]} c_i)} \right)}}.$$  

Outline of Proof: The proof of the theorem follows from steps taken in [10]:

- We show that for a fixed permutation, the maximal response is obtained by $D_{\mathcal{I}_s}$, where $\mathcal{I}_s$ denotes the indices of the coefficient vector elements corresponding to $\{c_i\}_{i \in [S]}$. To this end, we introduce the decaying condition in (2.9), which is less restrictive than the decaying condition in [10] for the decay of elements of $c$.

- The rest of the proof is similar to the proof of Proposition 6 in [10]. (2.6) is computed for $\epsilon$-perturbations of the original dictionary, i.e. $d(D, \tilde{D}) \leq \epsilon$, and it is shown that for small perturbations of the original dictionary and most sign sequences, the maximal response is obtained by $\tilde{D}_{\mathcal{I}_s}$. Using arguments on the loss of $\tilde{D}$ over the typical sign sequence of all permutations compared to the maximal gain over approximately atypical sign sequences, it is shown that $D$ maximizes (2.6) locally.

We introduce a lemma essential to prove Theorem 1.

Lemma 1. Consider observations generated according to (2.1) with noise variance $\sigma = 0$, where the dictionary $D \in \mathcal{D}$ has worst-case coherence $\mu$ and average coherence $\nu$, and let the coefficient vector be generated according to (2.8). Then, for any $i \in [p]$,
any $t > 0$, and any $p$ satisfying $\sqrt{p} \leq t/\nu$, we have
\[
\mathbb{P} \left( \left| \sum_{j \in [p]} x_j \langle d_i, d_j \rangle \right| > t \right) \leq 4 \exp \left( -\frac{(t - \nu \sqrt{p})^2}{144\mu^2} \right). \tag{2.11}
\]

2.3 Discussion

The condition $\nu \leq \mu \sqrt{\log p}$ in Theorem 1 is implied by conditions $\frac{p \log p}{p} \leq m$ and $\nu \leq \frac{\mu}{\sqrt{m}}$ and according to [12], there exist dictionaries that satisfy $\nu \leq \frac{\mu}{\sqrt{m}}$.

To analyze our result and compare it to the analogous result in [10], we study the basic setting where $c$ is $S$-sparse and $\{c_i\}_{i=1}^S = \frac{1}{\sqrt{S}}$, resulting in $\|c\|_1 = \sqrt{S}$. According to the decay condition in [10], $c_S > c_{S+1} + 2\mu\|c\|_1$, we have recovery of the true dictionary as long as $S < \frac{1}{2\mu}$. From the Welch bound [57], this translates to sparsity levels of order $O(\sqrt{m})$. With the new decay condition $c_S > c_{S+1} + 26\mu\log p$, we can recover the true dictionary as long as sparsity levels are of order $O(\frac{m}{\log p})$. Hence, we are able to overcome the fundamental limitations of [10] where, regardless of the dictionary, there is a square-root bottleneck for $S$, whereas, we get close to a linear scaling. Although we have only studied the noiseless asymptotic case, the decay condition for the coefficient vector can also be used in noisy and finite sample settings.

2.4 Appendix

Lemma 2 (The Complex Azuma’s Inequality [12]). Assuming the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, let $\tilde{M}_1, \ldots, \tilde{M}_n$ be a complex-valued martingale difference sequence on $(\Omega, \mathcal{F}, \mathbb{P})$ with $|\tilde{M}_i| \leq c_i$ for $i \in [n]$. Then for any $t > 0$,
\[
\mathbb{P} \left( \left| \sum_{i \in [n]} \tilde{M}_i \right| \geq t \right) \leq 4 \exp \left( -\frac{t^2}{4 \sum_{i \in [n]} c_i^2} \right). \tag{2.12}
\]

2.4.1 Proof of Lemma 1

The proof of the lemma follows similar steps as Lemma 3 in [12]. Assuming the permutation matrix $P \in \mathbb{R}^{p \times p}$:
\[
P = [e_{\pi(1)}, e_{\pi(2)}, \ldots, e_{\pi(p)}]^T, \tag{2.13}
\]
the measurement vector \( y \) can be stated as

\[
y = D(\sigma \odot Pc) = D_\Pi(\sigma \odot c), \tag{2.14}
\]

where \( \Pi = \{ \pi(i) \}_{i=1}^p \) and \( D_\Pi \) is the column-wise permuted version of \( D \). We now introduce the method of bounded differences (MOBD) [14] that uses Azuma’s inequality for bounded martingale difference sequences (BMDS). For a fixed index \( i \), conditioned on the event \( \mathcal{A}_i = \{ \pi(i) = i' \} \) and the sign vector \( \sigma \), writing the coefficient vector elements as \( x_j = \sigma_j c_{\pi(j)}, j \in [p] \), we get

\[
P \left( \left| \sum_{j \in [p]} \sigma_j c_{\pi(j)} \langle d_{i'}, d_j \rangle \right| > t \mid \mathcal{A}_i, \sigma \right) = P \left( \left| \sum_{j \in [p]} \sigma_{\pi^{-1}(j)} c_j \langle d_{i'}, d_{\pi(j)} \rangle \right| > t \mid \mathcal{A}_i, \sigma \right).
\tag{2.15}
\]

To obtain an upper bound for (2.15), we define a random \((p-1)\)-tuple \( \Pi^{-i} = \{ \pi(k) \}_{k=1}^p, k \neq i \) and construct a Doob Martingale \((M_0, M_1, \ldots, M_{p-1})\):

\[
M_0 = \mathbb{E} \left[ \sum_{j \in [p]} \sigma_{\pi^{-1}(j)} c_j \langle d_{i'}, d_{\pi(j)} \rangle \mid \mathcal{A}_i, \sigma \right], \text{ and}
M_\ell = \mathbb{E} \left[ \sum_{j \in [p]} \sigma_{\pi^{-1}(j)} c_j \langle d_{i'}, d_{\pi(j)} \rangle \mid \{ \pi_k^{-1} \}_{k=1}^\ell, \mathcal{A}_i, \sigma \right], \tag{2.16}
\]

for \( \ell \in [p-1] \), where \( \{ \pi_k^{-1} \}_{k=1}^\ell \) denotes the first \( \ell \) elements of \( \Pi^{-i} \). Similar to [12], we can bound \(|M_0|\) by

\[
|M_0| = \mathbb{E} \left[ \sum_{j \in [p]} \sigma_{\pi^{-1}(j)} c_j \langle d_{i'}, d_{\pi(j)} \rangle \mid \mathcal{A}_i, \sigma \right] \\
\leq \sum_{j \in [p]} |\sigma_{\pi^{-1}(j)} c_j \mathbb{E} \left[ \langle d_{i'}, d_{\pi(j)} \rangle \mid \mathcal{A}_i, \sigma \right] | \\
\leq \sum_{j \in [p]} c_j \left| \sum_{q \in [p]} \frac{1}{p-1} \langle d_{i'}, d_q \rangle \right| \\
\leq \nu \|c\|_1 \\
\leq \nu \sqrt{p} \|c\|_2 \\
= \nu \sqrt{p}.
\tag{2.17}
\]
To utilize Azuma’s Inequality, we have to construct a BMDS from \((M_0, \ldots, M_{p-1})\). Defining \(\widetilde{M}_\ell = M_\ell - M_{\ell-1}\) for \(\ell \in [p - 1]\), it is necessary to find the upper bound \(|\widetilde{M}_\ell|\). According to [58], we have \(|\widetilde{M}_\ell| \leq \sup_{r,s}[M_\ell(r) - M_\ell(s)]\) where \(M_\ell(r)\) is defined as

\[
M_\ell(r) \triangleq \mathbb{E}\left[ \sum_{j \in [p]} \sigma_{\pi^{-1}(j)} c_j \langle d_{r}, d_{\pi(j)} \rangle \left| \left\{ \pi^{-i}_{k} \right\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = r, A_{i'}, \sigma \right. \right],
\]

for \(\ell \in [p - 1]\). To find an upper bound for \(|M_\ell(r) - M_\ell(s)|\), we have

\[
|M_\ell(r) - M_\ell(s)| = \left| \sum_{j \in [p]} \sigma_{\pi^{-1}(j)} c_j \mathbb{E}\left[ \langle d_{r}, d_{\pi(j)} \rangle \left| \left\{ \pi^{-i}_{k} \right\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = s, A_{i'}, \sigma \right. \right] \right|
\]

\[
- \mathbb{E}\left[ \langle d_{r}, d_{\pi(j)} \rangle \left| \left\{ \pi^{-i}_{k} \right\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = r, A_{i'}, \sigma \right. \right] \right| \right|
\]

\[
\leq \sum_{j \in [p]} c_j \mathbb{E}\left[ \langle d_{r}, d_{\pi(j)} \rangle \left| \left\{ \pi^{-i}_{k} \right\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = s, A_{i'}, \sigma \right. \right] \right| \right|
\]

\[
- \mathbb{E}\left[ \langle d_{r}, d_{\pi(j)} \rangle \left| \left\{ \pi^{-i}_{k} \right\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = r, A_{i'}, \sigma \right. \right] \right| \right|
\]

\[
= \sum_{j \leq \ell+1} \frac{c_j |d_{\ell,j}|}{j \neq i} + \sum_{j > \ell+1} \frac{c_j |d_{\ell,j}|}{j \neq i},
\]

where

\[
d_{\ell,j} \triangleq \mathbb{E}\left[ \langle d_{r}, d_{\pi(j)} \rangle \left| \left\{ \pi^{-i}_{k} \right\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = r, A_{i'}, \sigma \right. \right] \right| \right|
\]

\[
- \mathbb{E}\left[ \langle d_{r}, d_{\pi(j)} \rangle \left| \left\{ \pi^{-i}_{k} \right\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = s, A_{i'}, \sigma \right. \right] \right| \right|
\]

(2.20)

We consider various cases to upper bound (2.19). For the case where \(\ell \not\in [p - 3]\), \(\Pi\) is deterministic. In this case, if \(i \leq \ell\),

\[
\sum_{j \in [\ell+1]} \frac{c_j |d_{\ell,j}|}{j \neq i} = c_{\ell+1} |\langle d_{r}, d_{r} \rangle - \langle d_{r}, d_{s} \rangle| \leq 2\mu c_{\ell+1}.
\]

(2.21)

Similarly, if \(i > \ell\), \(\sum_{j \in [\ell+1]} c_j |d_{\ell,j}| \leq 2\mu c_{\ell}\).

If \(\ell \in [p - 3]\), for any \(j > \ell + 1, j \neq i\), \(\pi(j)\) has a uniform distribution over \([p] - \{\pi^{-i}_{k}\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = r, A_{i'}\}\) and \([p] - \{\pi^{-i}_{k}\}_{k=1}^{\ell-1}, \pi^{-i}_{\ell} = s, A_{i'}\}\), conditioned on
\[ \{\{\pi^{-i}_k\}_{k=1}^{\ell-1}, \pi^{-i}_\ell = r, \mathcal{A} r'\} \text{ and } \{\{\pi^{-i}_k\}_{k=1}^{\ell-1}, \pi^{-i}_\ell = s, \mathcal{A} s'\}, \text{ respectively and we have} \]
\[ |d_{\ell,j}| = \frac{1}{p - \ell - 1} |\langle d_{r'}, d_r \rangle - \langle d_{s'}, d_s \rangle| \]
\[ \leq \frac{2\mu}{p - \ell - 1}. \quad (2.22) \]

If \( \ell \in [p - 3] \), for any \( j \leq \ell + 1 \), we study three cases for \( i \). If \( i < \ell \), \( \sum_{j \neq i} j |d_{\ell,j}| \leq 2\mu c_{\ell+1} \). If \( i = \ell \), \( \sum_{j \neq i} j |d_{\ell,j}| \leq 2\mu c_{\ell} \) and if \( i > \ell + 1 \),
\[ \sum_{j \in [\ell + 1] \setminus j \neq i} c_j |d_{\ell,j}| \leq 2\mu (c_{\ell} + \frac{c_{\ell+1}}{p - \ell - 1}). \quad (2.23) \]

Denoting \( d_{\ell} \triangleq \sum_{j \neq i} j |d_{\ell,j}| \), we have \( \sup_{r,s}[M_{\ell}(r) - M_{\ell}(s)] \leq 2\mu d_{\ell} \), where
\[ d_{\ell} = \begin{cases} c_{\ell} + c_{\ell+1} + \frac{1}{p - \ell - 1} \sum_{j=\ell+2}^{p} c_j, & \ell \in [p - 3], \\ c_{\ell} & \ell \not\in [p - 3]. \end{cases} \quad (2.24) \]

To use the complex Azuma’s inequality, it is necessary to upper bound \( \sum_{\ell \in [p - 1]} d_{\ell}^2 \):
\[ \sum_{\ell \in [p - 1]} d_{\ell}^2 = \sum_{\ell \in [p - 3]} (c_{\ell} + c_{\ell+1} + \frac{1}{p - \ell - 1} \sum_{j=\ell+2}^{p} c_j)^2 + \sum_{\ell = p - 2}^{p-1} c_{\ell}^2 \]
\[ = \sum_{\ell \in [p - 3]} \left( c_{\ell}^2 + c_{\ell+1}^2 + 2c_{\ell}c_{\ell+1} + \frac{2(c_{\ell} + c_{\ell+1})}{p - \ell - 1} \sum_{j=\ell+2}^{p} c_j + \left( \frac{1}{p - \ell - 1} \sum_{j=\ell+2}^{p} c_j \right)^2 \right) \]
\[ + c_{p-2}^2 + c_{p-1}^2. \quad (2.25) \]

Since \( c \) is non-negative and non-increasing, \( 2c_{\ell}c_{\ell+1} \leq 2c_{\ell} \) and we can write
\[ \sum_{\ell=1}^{p-3} c_{\ell}^2 + c_{\ell+1}^2 + 2c_{\ell}c_{\ell+1} \leq 4\|c\|_2^2 - c_{p-2}^2 - c_{p-1}^2. \quad (2.26) \]

Denoting \( \|c\|_1^{-n} \triangleq \|c\|_1 - \sum_{i \in [n]} c_i \), which has \( p - n \) elements, we have \( \|c\|_1^{-n} \leq (p - n)c_{n+1} \). Therefore,
\[ \sum_{\ell \in [p - 3]} \frac{2(c_{\ell} + c_{\ell+1})}{p - \ell - 1} \sum_{j=\ell+2}^{p} c_j = \sum_{\ell \in [p - 3]} \frac{2(c_{\ell} + c_{\ell+1})\|c\|_1^{\ell+1}}{p - \ell - 1} \]
\[ \leq \sum_{\ell \in [p - 3]} \frac{4c_{\ell}(p - \ell - 1)c_{\ell+2}}{p - \ell - 1} \]
\[ = \sum_{\ell \in [p - 3]} 4c_{\ell}c_{\ell+2} \]
\[ \leq 4\|c\|_2^2. \quad (2.27) \]
Similarly, we have

\[ \sum_{\ell \in [p-3]} \left( \frac{1}{p - \ell - 1} \sum_{j=\ell+2}^{p} c_j \right)^2 = \sum_{\ell \in [p-3]} \left( \frac{\|c\|_{1}^{-(\ell+1)}}{p - \ell - 1} \right)^2 \leq \sum_{\ell \in [p-3]} c_{\ell+2}^2 \leq \|c\|_2^2. \]  

(2.28)

Adding the upper bounds in (2.26), (2.27), and (2.28) for (2.25) results in

\[ \sum_{\ell \in [p-1]} d_{\ell}^2 \leq 9\|c\|_2^2. \]  

(2.29)

We have established that \( (\widetilde{M}_1, \ldots, \widetilde{M}_{p-1}) \) is a BDMS with \( |\widetilde{M}_{\ell}| \leq 2\mu d_{\ell} \) for \( \ell \in [p-1] \).

We have

\[ \mathbb{P}\left( \left| \sum_{j \in [p], j \neq i} \sigma_{\pi^{-1}(j)} c_j \langle d_{i'}, d_{\pi(j)} \rangle \right| > t \left| A_{i'}, \sigma \right) \right) \]

\[ \leq \mathbb{P} \left( |M_{p-1} - M_0| > t\|c\|_2 - \nu \sqrt{p}\|c\|_2 | A_{i'}, \sigma \right) \]

\[ = \mathbb{P} \left( \left\{ \sum_{i \in [p-1]} \widetilde{M}_i \right\} > t\|c\|_2 - \nu \sqrt{p}\|c\|_2 | A_{i'}, \sigma \right) \]

\[ \leq 4 \exp \left( - \frac{(t - \nu \sqrt{p})^2}{144\mu^2} \right), \]

(2.30)

where (a) follows from (2.17) and (b) follows from the complex Azuma’s inequality for BDMS in Lemma 2. Taking the union bound over all events \( A_{i'} \) and sign sequences, we have

\[ \mathbb{P}\left( \left| \sum_{j \in [p], j \neq i} \sigma_{\pi^{-1}(j)} c_j \langle d_{i'}, d_{\pi(j)} \rangle \right| > t \right) \]

\[ \leq \sum_{j \in [p]} \sum_{i' \in [p]} \mathbb{P}\left( \left| \sum_{j \in [p], j \neq i} \sigma_{\pi^{-1}(j)} c_j \langle d_{i'}, d_{\pi(j)} \rangle \right| > t\|c\|_2 | A_{i'}, \sigma \right) \mathbb{P}(A_{i'}) \mathbb{P}(\sigma_j) \]

\[ \leq 4 \exp \left( - \frac{(t - \nu \sqrt{p})^2}{144\mu^2} \right), \]

(2.31)

where \( i' \) can be replaced with any \( i \in [p], i \neq i' \) and the inequality holds for all \( i \).
2.4.2 Proof of Theorem 1

The objective function in (2.6) can be restated as

$$E_y \left( \max_{|I|=S} \| D^*_I y \|_1 \right) = E_{\pi} E_{\sigma} \left( \max_{|I|=S} \| D^*_I D x \|_1 \right)$$

$$= E_{\pi} E_{\sigma} \left( \max_{|I|=S} \sum_{i \in I} | \langle d_i, D x \rangle | \right). \quad (2.32)$$

We now show that the maximum of (2.32) is obtained via $I = I_s$, where $I_s = \pi^{-1}(\{1, 2, \ldots, S\})$.

Selecting $t = 13 \mu \sqrt{\log p}$, as long as the condition $\nu \leq \mu \sqrt{\frac{\log p}{p}}$ is satisfied, we have $t - \nu \sqrt{p} \geq 0$ and $\exp \left( - \frac{(t - \nu \sqrt{p})^2}{144 \mu^2} \right) \leq p^{-1}$. Therefore, with high probability, for any $i \in I_s$, we have

$$| \langle d_i, D c_{\pi, \sigma} \rangle | = | \sigma_i c_{\pi(i)} + \sum_{j \in [p]} \sigma_j c_{\pi(j)} \langle d_i, d_j \rangle |$$

$$\geq c_s - \left| \sum_{j \in [p]} \sigma_j c_{\pi(j)} \langle d_i, d_j \rangle \right| \tag{c}$$

$$\geq c_s - 13 \mu \sqrt{\log p}, \quad (2.33)$$

where (c) follows from the triangle inequality and (d) follows from substituting $\epsilon = 13 \mu \sqrt{\log p}$ in (2.11). Similarly, for all $i \notin I_s$, we have

$$| \langle d_i, D c_{\pi, \sigma} \rangle | = \left| \sigma_i c_i + \sum_{j \in [p]} \sigma_j c_{\pi(j)} \langle d_i, d_j \rangle \right|$$

$$\leq c_{S+1} + \left| \sum_{j \in [p]} \sigma_j c_{\pi(j)} \langle d_i, d_j \rangle \right|$$

$$\leq c_{S+1} + 13 \mu \sqrt{\log p}, \quad (2.34)$$

with high probability. Thus, the condition $c_s > c_{S+1} + 26 \mu \sqrt{\log p}$ ensures that the maximum of the objective function is attained at $I_s$. The next steps follow similarly.
from [10]. We can write (2.32) as
\[ E_y \left( \max_{|I|=S} \| D_x^* y \|_1 \right) = E_x E_\sigma \left( \| D_x^* D x \|_1 \right) \]
\[ = E_x E_\sigma \left( \sum_{i \in I_s} |c_{\pi(i)} + \sigma_i \sum_{j \in [p]} \sigma_j c_{\pi(j)} \langle d_i, d_j \rangle | \right) \]
\[ = c_1 + \cdots + c_S. \]  
(2.35)

Now, we compute the expectation for the perturbation dictionary \( \tilde{D} \) with the distance \( d(D, \tilde{D}) = \epsilon \) from the original dictionary \( D \). It is clear that \( \| d_i - \tilde{d}_i \|_2 = \epsilon_i \) and \( \max_i \epsilon_i = \epsilon \). We can state \( \tilde{d}_i \) as
\[ \tilde{d}_i = \alpha_i d_i + \beta_i z_i, \quad i \in [p], \]  
(2.36)
where \( \alpha_i \triangleq \left( 1 - \frac{\epsilon_i^2}{2} \right), \quad \beta_i \triangleq \left( \epsilon_i^2 - \frac{\epsilon_i^4}{4} \right)^{1/2} \), and \( z_i \) satisfies \( \langle d_i, z_i \rangle = 0, \quad \| z_i \|_2 = 1 \). Hence,
\[ E_y \left( \max_{|I|=S} \| \tilde{D}_x^* y \|_1 \right) = E_x E_\sigma \left( \max_{|I|=S} \sum_{i \in I} \| \tilde{d}_i, D c_{\pi,\sigma} \| \right). \]  
(2.37)

We show that for perturbed dictionary \( \tilde{D} \) and most sign sequences, the maximum of (2.37) is also attained by \( I_s \). For all \( i \in I_s \) we have
\[ |\langle \tilde{d}_i, D c_{\pi,\sigma} \rangle| \geq \alpha_i (c_S - 13\mu \sqrt{\log p}) - \beta_i |\langle z_i, D c_{\pi,\sigma} \rangle|, \]  
(2.38)
where (e) follows from (2.33). For all \( i \notin I_s \) we have
\[ |\langle \tilde{d}_i, D c_{\pi,\sigma} \rangle| \leq \alpha_i (c_{S+1} + 13\mu \sqrt{\log p}) + \beta_i |\langle z_i, D c_{\pi,\sigma} \rangle|, \]  
(2.39)
where (f) follows from (2.34). Using Hoeffding’s inequality, we get
\[ P \left( \beta_i |\langle z_i, D c_{\pi,\sigma} \rangle| \geq t \right) \leq 2 \exp \left( -\frac{t^2}{2\epsilon_i^2} \right). \]  
(2.40)

Therefore, except with probability \( 2 \exp \left( -\frac{t^2}{2\epsilon_i^2} \right) \), we have
\[ |\langle \tilde{d}_i, D c_{\pi,\sigma} \rangle| \geq \alpha_i (c_S - 13\mu \sqrt{\log p}) - t, \quad \forall i \in I_s, \]
\[ |\langle \tilde{d}_i, D c_{\pi,\sigma} \rangle| \leq \alpha_i (c_{S+1} + 13\mu \sqrt{\log p}) + t, \quad \forall i \notin I_s. \]  
(2.41)

Setting \( t \triangleq \frac{1}{2} (c_S - c_{S+1} - 26\mu \sqrt{\log p} - \epsilon_i^2) \), we ensure that
\[ \max_{|I|=S} \sum_{i \in I} |\langle \tilde{d}_i, D c_{\pi,\sigma} \rangle| = \sum_{i \in I_s} |\langle \tilde{d}_i, D c_{\pi,\sigma} \rangle|. \]  
(2.42)
The next step is to compute the expectation of (2.42) over $\sigma$. For this purpose, for each permutation $\pi$, we define two sets. One set is the set of all sign sequences that results in $\beta_i |\langle z_i, Dc_{\pi,\sigma} \rangle| \geq t$, while the second set is the set of all sign sequences that results in $\beta_i |\langle z_i, Dc_{\pi,\sigma} \rangle| < t$. Following similar steps as [10], we get

$$E_\sigma \left( \sum_{i \in I_s} |\langle \tilde{d}_i, Dc_{\pi,\sigma} \rangle| \right) = E_\sigma \left( \sum_{i \in I_s} |\alpha_i c_{\pi(i)} + \sigma_i \langle \alpha_i d_i + \beta_i z_i, \sum_{j \in [p]} \sigma_j c_{\pi(j)} d_j \rangle| \right)$$

$$= \sum_{i \in I_s} \alpha_i c_{\pi(i)}$$

and the form of the objective function for the perturbed dictionary becomes

$$E_y \left( \max_{|I|=S} \| \tilde{D}_I^* y \|_1 \right) \leq 4cS\sqrt{B} \sum_{i \in [p]} \exp \left( -\frac{(c_S - c_{S+1} - 26\mu \sqrt{\log p} - \frac{c_i^2}{2})^2}{8\epsilon_i^2} \right) + \frac{c_1 + \cdots + c_S}{p} \sum_{i \in [p]} \alpha_i.$$  

(2.44)

To ensure $E_y \left( \max_{|I|=S} \| D_I^* y \|_1 \right) > E_y \left( \max_{|I|=S} \| \tilde{D}_I^* y \|_1 \right)$, the following condition arises:

$$\epsilon > \frac{8Sp^2 \sqrt{B}}{c_1 + \cdots + c_S} \exp \left( -\frac{(c_S - c_{S+1} - 26\mu \sqrt{\log p} - \frac{c_i^2}{2})^2}{8\epsilon_i^2} \right),$$

(2.45)

which is ensured by (2.10).
Chapter 3
Dictionary Learning Based Nonlinear Classifier Training from Distributed Data

In this Chapter, dictionary learning is employed to design a non-linear classifier from
distributed training data. We consider a distributed setting where training data is
distributed among sites. Our goal is for the sites to collaboratively learn a joint dictio-
nary that transforms the data to a higher dimension and a linear classifier to classify
transformed data. We formulate the problem formally in the next section.

3.1 Problem Formulation

Consider a collection of \( K \) interconnected sites. We express this collection through
an undirected, connected graph \( G = (V, E) \), where \( V = [K] \) and \( E = \{(i, j) \in V \times V : \text{sites } i \text{ and } j \text{ are connected}\} \). Each of these \( K \) sites is interested in classifying \( p \)-dimensional data into one of \( L \) possible classes. In order to facilitate this classification

Given these \( N = \sum_{i \in V} N_i \) labeled training samples distributed across different sites,
we are interested in collaboratively and jointly learning a nonlinear (feature) map \( \Phi_D \)
and a linear classifier \( C \) such that (ideally) \( C(\Phi_D(x)) = \ell_x \) for any sample \( x \in \mathbb{R}^p \) that
belongs to class \( \ell_x \in \mathcal{L} \). Note that the composition \( C \circ \Phi_D : \mathbb{R}^m \rightarrow \mathcal{L} \) in this case is a
nonlinear classifier in the input space.

In order to solve this problem, we resort to the framework of discriminative dictio-
nary learning in which the nonlinear map \( \Phi_D \) is induced by a dictionary \( D \in \mathbb{R}^{m \times p} \)
according to (1.1). We motivate that framework by collecting the training samples
\( \{y^j_i\}^{N_i}_{j=1} \) into a matrix \( Y_i \in \mathbb{R}^{m \times N_i} \) and writing \( Y = [Y_1, Y_2, \ldots, Y_K] \). In addition, we
associate with each label $\ell_i^j$ a label unit-vector $h_{ij}^j = e_{\ell_i^j} \in \mathbb{R}^L$, where $e_{\ell_i^j}$ denotes the $\ell_i^j$-th column of the $L \times L$ identity basis. Then, collecting the label vectors $\{h_{ij}^j\}_{j=1}^{N_i}$ into a matrix $H_i \in \mathbb{R}^{L \times N_i}$ and writing $H = [H_1, H_2, \ldots, H_K]$, the problem of joint learning of a dictionary $D \in \mathbb{R}^{m \times p}$ and a linear classifier $C$ can be posed in terms of the following optimization problem [8]:

$$
(D^*, W^*, X^*) = \arg \min_{D, W, X \in \mathcal{X}} \|Y - DX\|_F^2 + \gamma \|H - WX\|_F^2 + \beta \|W\|_F^2, 
$$

where

$$
\mathcal{X} \triangleq \{X' \in \mathbb{R}^{p \times N}, \|x_j'\|_0 \leq S : j \in [N]\}.
$$

Here, $X \in \mathbb{R}^{p \times N}$ denotes the coefficient matrix, $W \in \mathbb{R}^{L \times p}$ denotes the classification matrix, and the final classification rule $C$ is defined in terms of the matrix $W$ as $C(\Phi_D(x)) = \arg \max_{\ell \in L} \|W\Phi_D(x)\|_\ell$. Note that the regularization parameters $\gamma$ and $\beta$ in (3.1) control the discriminative power and the complexity of the classifier, respectively.

While (3.1) is a non-convex problem, [8] provides a solution to this problem under the rubric of discriminative K-SVD (D-KSVD). But the D-KSVD framework, which relies on the K-SVD algorithm of [3] for dictionary learning, assumes $(Y, H)$ to be available at one location. In contrast, our goal is to collaboratively solve (3.1) at each individual site when the training data is split across $K$ sites (see Fig. 3.1) and sites do now want to gather all the distributed data at a centralized location for supervised learning due to the massive size of these data or privacy concerns. Given the nature of this problem, we can in fact only learn $K$ different dictionary–classifier pairs $(\tilde{D}_i, \tilde{W}_i)$, one pair at each site, but our goal is to ensure that the classification performances of these pairs remain close to each other.

### 3.2 Proposed Collaborative Framework

In this section, we present our approach to collaborative learning of $(\tilde{D}_i, \tilde{W}_i)$ at each individual site from distributed training data. We term our proposed approach cloud D-KSVD, which is based on the centralized D-KSVD solution to (3.1) proposed in [8].
Before discussing cloud D-KSVD, however, we first provide a brief review of (centralized) D-KSVD for discriminative dictionary learning.

### 3.2.1 Centralized D-KSVD

The key to the D-KSVD solution of [8] is transformation of the discriminative dictionary learning problem (3.1) into the classical reconstructive dictionary learning problem [3]. Specifically, notice that (3.1) can be rewritten in the following form:

\[
(D^*, W^*, X^*) = \arg \min_{D,W,X \in \mathcal{X}} \left\| \begin{pmatrix} Y \\ \sqrt{\gamma}H \end{pmatrix} - \begin{pmatrix} D \\ \sqrt{\gamma}W \end{pmatrix} X \right\|_F^2 + \beta \|W\|_F^2.
\] (3.3)

Next, define \( \tilde{Y} \in \mathbb{R}^{(m+L) \times N} \triangleq \begin{bmatrix} Y^T & \sqrt{\gamma}H^T \end{bmatrix}^T \) as “training data” and \( \tilde{D} \in \mathbb{R}^{(m+L) \times p} \triangleq \begin{bmatrix} D^T & \sqrt{\gamma}W^T \end{bmatrix}^T \) as “reconstructive dictionary”. The \( \beta \|W\|_F^2 \) term in (3.3) can be removed as \( \tilde{D} \) is normalized column-wise. In other words, [8] promotes the use of the following optimization program as a surrogate for (3.3):

\[
(\tilde{D}^*, X^*) = \arg \min_{\tilde{D},X \in \mathcal{X}} \|\tilde{Y} - \tilde{D}X\|_F^2.
\] (3.4)
Training Algorithm

The formulation in (3.4) reduces the problem of learning \((D, W)\) from the training data to that of learning a reconstructive dictionary \(\hat{D}\) from \(\hat{Y}\). In the D-KSVD formulation, (3.4) is solved using the K-SVD dictionary learning algorithm \[3\]. This involves initialization with some \(\hat{D}^{(0)}\), followed by an alternate-minimization procedure that alternates between solving (3.4) first for \(X\) by fixing \(\hat{D}\) and then for \(\hat{D}\) by fixing \(X\). Specifically, assuming K-SVD has started iteration \(t > 0\), it estimates \(X^{(t)}\) by carrying out sparse coding as follows:

\[
X^{(t)} = \arg \min_{X \in \mathcal{X}} \|\hat{Y} - \hat{D}^{(t-1)}X\|_{F}^2. \tag{3.5}
\]

Note that (3.5) can be efficiently solved using a number of greedy or optimization-based algorithms \[3\].

Next, K-SVD estimates \(\hat{D}^{(t)}\) by carrying out dictionary update as:

\[
\hat{D}^{(t)} = \arg \min_{D} \|\hat{Y} - DX^{(t-1)}\|_{F}^2. \tag{3.6}
\]

The main novelty of K-SVD lies in the manner it efficiently solves (3.6). To this end, K-SVD fixes all but the \(k\)-th column \(\hat{d}_k^{(t)}\), \(k \in [p]\), of \(\hat{D}^{(t)}\) and then (dropping the iteration count for ease of notation) defines the representation error matrix \(E_k = \hat{Y} - \sum_{j \neq k} \hat{d}_j x_j^T\), where \(x_j^T\) denotes the \(j\)-th row of \(X^{(t)}\). Next, it obtains a column submatrix \(E^R_k\) of the matrix \(E_k\) by retaining those columns of \(E_k\) whose indices match the indices of the samples in \(\hat{Y}\) that utilize \(\hat{d}_k^{(t)}\). For this purpose, \(\omega_k\) is defined as

\[
\omega_k = \{i \mid i \in [p], \ x^T_k(i) \neq 0\} \tag{3.7}
\]

and \(\Omega_k\) is defined to be a matrix of size \(N \times |\omega_k|\) with ones on the \((\omega_k(i), i)\) entries and zeros elsewhere. Then, \(x^k_R = x^k_T \Omega_k\) denotes the row vector consisting of only non-zero entries of \(x^k_T\) and \(Y^R_k = Y \Omega_k\) denotes a matrix consisting of samples that utilize column \(d_k\). Similarly, \(E^R_k = E_k \Omega_k\) denotes the error columns corresponding to \(Y^R_k\). It then attempts to minimize \(\|E^R_k - d_k x^k_R\|_F^2\) using SVD. It updates \(\hat{d}_k^{(t)}\) by setting it equal to the dominant left singular vector of \(E^R_k\). In addition, it is advocated in \[3\] to simultaneously update the \(k\)-th row of \(X^{(t)}\) at this point by setting its nonzero entries
equal to $\sigma_1 v_1^T$, where $\sigma_1$ and $v_1$ denote the largest singular value and right singular vector of $E_k^R$, respectively.

**Classification Algorithm**

Since K-SVD is guaranteed to converge under appropriate conditions [3], the D-KSVD algorithm obtains $\hat{D}$ from (3.4). The next challenge then becomes splitting $\hat{D} = \left[D^T \sqrt{\gamma W}^T\right]^T$ into a desired discriminative dictionary $\tilde{D}$ and a classification matrix $\tilde{W}$. One of the main contributions of [8] is establishing this relationship between the desired $(\tilde{D}, \tilde{W})$ and the $(D, W)$ learned using (3.4). Specifically, [8] shows that

$$\tilde{D} = \begin{bmatrix} d_1/\|d_1\|_2 & d_2/\|d_2\|_2 & \cdots & d_p/\|d_p\|_2 \end{bmatrix}, \quad \text{and} \quad (3.8)$$

$$\tilde{W} = \begin{bmatrix} w_1/\|d_1\|_2 & w_2/\|d_2\|_2 & \cdots & w_p/\|d_p\|_2 \end{bmatrix}. \quad (3.9)$$

Once the pair $(\tilde{D}, \tilde{W})$ is obtained, the classification proceeds as follows. Given a test sample $\tilde{y} \in \mathbb{R}^n$ that belongs to one of the $L$ classes in $\mathcal{L}$, we first obtain

$$\tilde{x} = \Phi_{\tilde{D}}(\tilde{y}) = \arg\min_{x \in \mathcal{X}} \|\tilde{y} - \tilde{D}x\|_2^2. \quad (3.10)$$

Next, we define $\tilde{h} = \tilde{W}\tilde{x}$ and then use the classification rule $\mathcal{C}(\Phi_{\tilde{D}}(\tilde{y})) = \arg\max_{\ell \in \mathcal{L}} |[\tilde{h}]_{\ell}|$, where $|[\tilde{h}]_{\ell}|$ is the $\ell$-th entry of $\tilde{h}$.

**3.2.2 Cloud D-KSVD**

We are now ready to discuss our proposed collaborative framework for discriminative dictionary learning. Similar to D-KSVD, we are interested in solving (3.4) for $D$ at each site. But the major difference is that $\tilde{Y} = [\tilde{Y}_1, \tilde{Y}_2, \ldots, \tilde{Y}_K]$ is now distributed across $K$ sites, where $\tilde{Y}_i = \left[Y_i^T \sqrt{\gamma H_i}^T\right]^T$.

**Initialization**

Unlike D-KSVD, initialization of $\hat{D}^{(0)}$ in (3.4) is also a function of the training data at individual sites. In cloud D-KSVD, we proceed with the initialization of the dictionary $\hat{D}_i^{(0)}$ locally at the $i$-th site as follows. First, we initialize a dictionary $D_i^{(0)} \in \mathbb{R}^{m \times p}$.
and carry out local sparse coding using $D_i^{(0)}$, i.e.,

$$X_i = \arg \min_{X \in \mathcal{X}_i} \|Y_i - D_i^{(0)}X\|_F^2,$$  \hspace{1cm} (3.11)

where

$$\mathcal{X}_i \triangleq \{X' \in \mathbb{R}^{p \times N_i} : \|x'_j\|_0 \leq S : j \in [N_i]\}. \hspace{1cm} (3.12)$$

Next, we initialize a local classifier matrix $W_i^{(0)}$ by solving

$$W_i^{(0)} = \arg \min_W \|H_i - WX_i\|_F^2 + \beta\|W\|_F^2.$$  \hspace{1cm} (3.13)

Note that (3.13) is simply a multivariate ridge regression problem, with the closed-form solution given by

$$W_i^{(0)} = (X_iX_i^T + \beta I)^{-1}X_iH_i^T.$$  \hspace{1cm} (3.14)

Finally, we set the initial dictionary at the $i$-th site, $i \in \mathcal{V}$, as follows: $\hat{D}_i^{(0)} = [D_1^{(0)^T} \sqrt{T}W_i^{(0)^T}]^T$.

**Training Algorithm**

After initialization, each site $i \in \mathcal{V}$ has access to $\hat{D}_i^{(0)}$ that is obtained using local data only. Our next goal is to solve (3.4) at each site for $\hat{D}_i \in \mathbb{R}^{(m+L) \times p}$ by relying on a collaborative variant of K-SVD that alternates between solving (3.4) first for (global) $X$ by fixing $\hat{D}_i$ at each site and then for $\hat{D}_i$ by fixing $X = [X_1, X_2, \ldots, X_K]$, which will always be partitioned across the $K$ sites. In a recent work [29], it is proposed such a collaborative variant using the moniker of cloud K-SVD. Specifically, assuming cloud K-SVD has started iteration $t > 0$ in the network, each site only updates the sparse representation of its local $\hat{Y}_i$ through sparse coding as follows:

$$X_i^{(t)} = \arg \min_{X \in \mathcal{X}_i} \|\hat{Y}_i - \hat{D}_i^{(t-1)}X\|_F^2.$$  \hspace{1cm} (3.15)

Next, sites focus on collaboratively updating their individual dictionary estimates $\{\hat{D}_i^{(t)}\}_{i \in \mathcal{V}}$. In this regard, cloud K-SVD takes its cue from K-SVD and fixes all but the $k$-th column $\hat{d}_{i,k}^{(t)}$ of $\hat{D}_i^{(t)}$ at each site. The next challenge then is defining the global, reduced representation error matrix $E_k^R$ (we are once again dropping the iteration count
for ease of notation), since there are \( K \) different versions of dictionaries in the network. In order to address this challenge, cloud K-SVD first defines local representation error matrices \( \mathbf{E}_{i,k} = \hat{\mathbf{Y}}_i - \sum_{j \neq k} \hat{d}_{i,j} \mathbf{x}_{i,T}^j \), where \( \mathbf{x}_{i,T}^j \) denotes the \( j \)-th row of \( \mathbf{X}_i^{(t)} \). It then obtains a submatrix \( \mathbf{E}_{i,k}^{R} \) of \( \mathbf{E}_{i,k} \) by retaining the columns of \( \mathbf{E}_{i,k} \) whose indices match the indices of the samples in \( \hat{\mathbf{Y}}_i \) that utilize \( \hat{d}_{i,k}^{(t)} \). Finally, it defines the global, reduced representation error matrix as \( \mathbf{E}_k^R = \left[ \mathbf{E}_{1,k}^{R}, \mathbf{E}_{2,k}^{R}, \ldots, \mathbf{E}_{K,k}^{R} \right] \), which is distributed across the network. Cloud K-SVD then advocates to update \( \hat{d}_{i,k}^{(t)} \) by setting it equal to the dominant left singular vector \( \mathbf{u}_1 \) of \( \mathbf{E}_k^R \). Note that \( \mathbf{u}_1 \) is also equal to the dominant eigenvector of \( \mathbf{M} = \mathbf{E}_k^R \mathbf{E}_k^{R T} = \sum_{i \in \mathcal{V}} \mathbf{M}_i \), where \( \mathbf{M}_i \) denotes \( \mathbf{E}_{i,k}^R \mathbf{E}_{i,k}^{R T} \). One of the main novelties of cloud K-SVD in this regard is formulation of a collaborative variant of the classical power method [59] for estimation of the dominant eigenvector of \( \mathbf{M} \). This variant, which is described and rigorously analyzed in [29], relies on a finite number of iterations of distributed consensus averaging [60]. While more details of this part of cloud K-SVD can be found in [29], including a discussion of the doubly-stochastic mixing matrix needed for distributed consensus, the end result is that each site obtains an updated \( \hat{d}_{i,k}^{(t)} \) that can come arbitrarily close to \( \mathbf{u}_1 \). Finally, cloud K-SVD also simultaneously updates the \( k \)-th row of \( \mathbf{X}_i^{(t)} \) at this point by setting its nonzero entries equal to \( \hat{d}_{i,k}^{(t)} \mathbf{E}_{i,k}^{R} \).

**Classification Algorithm**

The classification algorithm in cloud D-KSVD is identical to that in D-KSVD. Specifically, each site at this point obtains a dictionary \( \hat{\mathbf{D}}_i = \left[ \mathbf{D}_i^T \sqrt{\gamma} \mathbf{W}_i^T \right]^T \), which is then transformed into the final pair \((\hat{\mathbf{D}}_i, \hat{\mathbf{W}}_i)\) according to (3.8) and (3.9). Using this pair, each site can then individually classify any test sample \( \tilde{\mathbf{y}} \in \mathbb{R}^m \) according to the procedure described in Sec. 3.2.1.

### 3.3 Numerical Results

In this section, we demonstrate the effectiveness of cloud D-KSVD. We use the MNIST database [30], which consists of 70,000 \( 28 \times 28 \) pixel images of handwritten digits. Due
to the large number of samples in the MNIST database, dictionary learning yields better representations of samples compared to other learning techniques such as SVD or principle component analysis [61], as the data is represented by union of subspaces in this method.

For simplicity, each image is down-sampled to have only 256 features. We work on digits 0 to 4 in experiments \( L = 5 \) and we consider a total of 10 sites. We perform 5-fold cross validation on the database by treating \( \frac{1}{5} \) of the data as test data and the rest as training data in each fold. In the first set of experiments, we divide the training data uniformly, between the 10 sites. We train dictionaries using centralized D-KSVD (assuming all data is available at a single location), cloud D-KSVD, local D-KSVD (assuming each site performs training on local training data only) and cloud K-SVD (sites collaboratively learn purely representative dictionaries, one for each class). We also train a linear SVM for the centralized data for comparison with cloud D-KSVD.

To initialize the discriminative dictionaries, we first perform 10 iterations of K-SVD for the centralized and local setting and cloud K-SVD in the distributed setting. We then initial the classifiers according to (3.14) using these initial dictionaries. Then, we perform 50 iterations of D-KSVD for centralized and local setting and cloud D-KSVD for distributed setting. The parameters selected in these experiments correspond to a sparsity constraint of \( S = 10, \gamma = 0.83 \) and \( p = 500 \) number of dictionary columns (100 columns for each class).

For the representative dictionary, we train a separate dictionary for each data label by performing 60 iterations of cloud K-SVD. We set \( S = 10 \) and \( p = 100 \) for each dictionary (total of 500 atoms for 5 dictionaries). To classify a test data sample, the coefficient vector of the test sample is obtained for each dictionary using sparse coding. The assigned class to the sample is the index of the dictionary that best represents the sample (has the least representation error).

The test data classification results are shown in Fig. 3.2(a) where the sites’ average classification error is plotted along with the worst case and best case error for each label for cloud D-KSVD, local D-KSVD and cloud K-SVD. The results demonstrate that cloud D-KSVD outperforms local D-KSVD and has a performance close to the
centralized D-KSVD and centralized linear SVM. Also, the classification performance of various sites is approximately identical when using cloud D-KSVD due to the fact that they are collaborating with one another. Note that non-linear SVM will likely outperform linear SVM, but we do not make the comparison with non-linear SVM here as our parameters are not optimally chosen. Finally, observing the classification error of cloud D-KSVD and cloud K-SVD, it is evident that cloud D-KSVD outperforms cloud K-SVD for all the class labels.

In the second set of experiments, we consider the case of the sites not having the same number of training data. In real world applications, some sites may have access to a smaller number of training data and there may be class imbalance in some sites (different class sizes). We consider that 80% of the labeled data is distributed among half of the sites, while the other 20% is distributed among the other half of the sites. The chosen parameters are similar to the previous simulations. The classification errors for this case are plotted in Fig. 3.2(b). It is apparent that distributed learning of the dictionary and classifier has a great advantage over training based on locally available data for sites with a smaller number of training data.

In the case of balanced data across sites, the normalized distance of the dictionary learned by centralized D-KSVD, $\tilde{D}_C$, and the one learned by cloud D-KSVD at site $i$, $\tilde{D}_{D,i}$, as a function of the number of dictionary learning iterations, is defined as

$$d(t) = \frac{1}{p} \left\| \tilde{D}_C^{(t)} - \tilde{D}_{D,i}^{(t)} \right\|_F^2, \quad t = [50], \quad i \in \mathcal{V}. \quad (3.16)$$

The dictionary $\tilde{D}_C$ is equivalent to $p!2^p$ other dictionaries that consist of column-wise permuted versions of $\tilde{D}_C$ with all possible sign flips for atoms. Due to different initialization of dictionaries, the normalized distance between $\tilde{D}_C$ and $\tilde{D}_{D,i}$ is an upper bound for the normalized distance between the equivalent class of $\tilde{D}_C$ and $\tilde{D}_{D,i}$.

Fig. 3.3 plots this normalized distance averaged over 10 sites along with the least and most normalized distance as a function of the number of iterations. It is evident that the average normalized distance does not vary significantly across different iterations and sites obtain similar dictionaries.
Figure 3.2: Performance summary of cloud D-KSVD. (a) and (b) compare the classification performance of cloud D-KSVD with that of centralized and local D-KSVD, centralized linear SVM, and cloud K-SVD. The results for cloud D-KSVD, local D-KSVD and cloud K-SVD are displayed using bars to highlight the best, worst, and average error across sites.
Figure 3.3: The average normalized distance along with the least and most normalized distance between the dictionaries obtained using cloud D-KSVD and centralized D-KSVD as a function of the number of dictionary learning iterations.
Chapter 4

Conclusion and Future Work

In the first part of this thesis, we focused on the problem of dictionary identifiability. Considering the maximal response criterion, we obtained conditions on the underlying dictionary and the coefficient vector to ensure reliable recovery of the true dictionary. Future directions of this work include extension of this proof technique to other dictionary learning objective functions, developing minimax lower bounds for dictionary learning, and analyzing dictionary identifiability for structured signals such as tensors.

In the second part, we developed a collaborative framework for learning a nonlinear classifier from distributed data. Our framework corresponded to joint learning of a dictionary and a linear classifier by leveraging recent results on discriminative and collaborative dictionary learning. In order to verify the effectiveness of our approach, we carried out numerical experiments that showed that the performance of our framework comes very close to that of centralized methods. Further aspects of this work that can be further explored are providing rigorous analysis for the convergence of local dictionaries and linear classifiers and their deviations from centralized counterparts and replacing D-KSVD part of our collaborative framework with some of the other (centralized) discriminative dictionary learning approaches for enhanced efficiency and performance.
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