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Performed over 1.5 billion times each year, venipuncture is the most ubiquitous clinical intervention and leading cause of medical injury in the United States. This dissertation describes the development of a medical device aimed at minimizing venipuncture-related adverse events by drawing blood and placing peripheral vascular catheters in an automated manner. The device may be particularly suited to challenging populations, including pediatric, geriatric, chronically-ill, and obese patients, for whom the rates of success depend heavily on practitioner skill. The device combines 3D near-infrared and ultrasound imaging, computer vision software, and a miniaturized dexterous robot that inserts the needle based on real-time image guidance. Methods to robustly segment, localize, and track the pose of the vessels are presented, and robotic prototypes capable of autonomously aligning and servoing the needle under real-time image guidance are introduced. In imaging studies on human volunteers spanning a broad range of demographic characteristics, the device was able to detect a majority of forearm veins that remained invisible to clinical visual assessment. In cannulation studies on in vitro and in vivo models, the device demonstrated significant improvements in first-stick accuracy and completion time compared to unassisted and image-guided manual venipuncture techniques. The results of these studies may be used to inform future clinical trials evaluating device feasibility in normal and difficult patient groups. Once translated, the device may be targeted to high-volume laboratory testing facilities and hospitals, and the underlying technologies may be extended to other diagnostic and interventional procedures, including automated point-of-care blood analysis, in-clinic and at-home hemodialysis venipuncture, peripherally-inserted central catheter placement, and emergency or military use.
ACKNOWLEDGEMENTS

I would like to thank my advisors, Dr. Martin Yarmush and Dr. Tim Maguire, for their support over the past six years. I am grateful to Dr. Yarmush for believing in my ability to develop as a scientist and for giving me the independence to pursue my research goals. I would like to thank Dr. Maguire for guiding me in and outside of my graduate studies, both as a mentor and a friend. I would also like to thank my committee members, Dr. Mark Pierce, Dr. Sheikh Alam, and Dr. Enrique Pantin, for providing me with their invaluable feedback and knowledge.

I would like to thank the past and present members of the Yarmush group for making the lab a great place to work. I want to express my appreciation to Max Balter, who has worked side-by-side with me on this project - your fingerprints are all over these pages. I’d like to thank Nir Nativ, Mehdi Ghodbane, Jeff Barminko, and Kevin Nikiteczuk for collaborating with me and for serving as role models early on in my studies. I’d also like to acknowledge the many undergraduate students who have contributed to this research.

Thanks to all of my friends for the laughter and memories you’ve shared with me. I would like to show my gratitude to Jack Zheng for being a good friend and confidante throughout graduate school. I also wish to thank Sagar Singh, Jeff Turner, Yong Soo Lee, Connie Wu, and my other friends and colleagues in the BME department. A special thanks to Jean Lo for your care, companionship, and patience over the past few years.

I would like to say thank you to my sister, Melanie, for being my closest childhood friend. I’d like to thank my dad for always being interested in my work and for setting the bar high. Finally, I’d like to dedicate this thesis to my mom. You’ve taught me everything important, and you’ve given me everything there is to give.
TABLE OF CONTENTS

Abstract of the Dissertation .............................................................................................................................................. ii
Acknowledgements ................................................................................................................................................................. iii
Table of Contents ....................................................................................................................................................................... iv
List of Figures ........................................................................................................................................................................... viii
List of Tables .............................................................................................................................................................................. xii
List of Abbreviations .............................................................................................................................................................. xiv

Chapter 1 – Introduction .............................................................................................................................................................. 1
  1.1. Clinical challenges of peripheral venous access ................................................................. 1
  1.2. Medical complications associated with peripheral venous access ....................................... 2
  1.3. Adjunct imaging technologies ................................................................................................. 5
  1.4. Medical robotic technologies .................................................................................................... 7
  1.5. Hypothesis and research objectives ......................................................................................... 8
  1.6. Outline of the dissertation ......................................................................................................... 9

Chapter 2 – Bimodal 3D near-infrared and ultrasound imaging of peripheral vessels ........ 12
  2.1. Overview ............................................................................................................................................................... 12
  2.2. Background and previous work ................................................................................................. 14
      2.2.1. Nomenclature ............................................................................................................................................... 14
      2.2.2. Optical properties of human skin and vessel tissues ............................................................. 14
      2.2.3. Acoustic properties of human skin and vessel tissues ............................................................ 16
      2.2.4. Limitations of current methods of US-guided venous access ........................................... 18
      2.2.5. Limitations of current methods of NIR-guided venous access ...................................... 20
      2.2.6. Clinical studies report negative outcomes for NIR and US guidance ................................ 21
      2.3. Rationale and approach ......................................................................................................................... 23
  2.4. Methods ............................................................................................................................................................... 25
      2.4.1. 3D NIR stereo imaging approach .......................................................................................... 25
      2.4.2. B-mode and Doppler US imaging approach ........................................................................ 28
      2.4.3. Computer vision and image analysis approach ................................................................. 29
      2.4.4. Combining bimodal NIR+US imaging and motorized needle insertion ....................... 47
  2.5. Results ............................................................................................................................................................... 48
      2.5.1. Optimization of NIR vessel imaging in human subjects ................................................. 48
      2.5.2. Comparison of NIR imaging and segmentation to expert visualization ....................... 51
Chapter 3 – Autonomous, image-guided robotic vessel cannulation ........................................ 93

3.1. Overview .......................................................................................................................... 93

3.2. Background and previous work .................................................................................... 94

3.2.1. Mechanical properties of human skin and vessels: .................................................. 94

3.2.2. Limitations of current methods of robotic venous access .......................................... 98

3.3. Rationale and approach ................................................................................................ 100

3.4. First-generation 4-DOF robot using 3D NIR guidance .................................................. 101

3.4.1. Methods ...................................................................................................................... 101

3.4.1.1. Device workflow and architecture ...................................................................... 101

3.4.1.2. Robot mechanical design ....................................................................................... 104

3.4.1.3. Robot motion control .............................................................................................. 105

3.4.2. Results......................................................................................................................... 108

3.4.2.1. Cannula insertion accuracy on phlebotomy training model .................................. 108

3.5. Second-generation 7-DOF robot using 3D NIR+US guidance .......................................... 112

3.5.1. Methods ...................................................................................................................... 112

3.5.1.1. Device workflow and architecture ...................................................................... 112

3.5.1.2. Robot mechanical design ....................................................................................... 116

3.5.1.3. Robot motion control .............................................................................................. 118

3.5.2. Results......................................................................................................................... 119

3.5.2.1. Free-space positioning accuracy ......................................................................... 119

3.5.2.2. US-guided cannula insertion accuracy ................................................................. 123

3.5.2.3. Robot servoing in response to tissue motion and vessel deformation ................. 125

3.6. Third-generation 9-DOF robot using 3D NIR+US and force guidance ................................. 131
3.6.1. Methods ........................................................................................................... 133
  3.6.1.1. Device workflow and architecture ......................................................... 133
  3.6.1.2. Robot mechanical design .................................................................. 134
  3.6.1.3. Force sensitive needle insertion mechanism ..................................... 138
  3.6.1.4. Device calibration .............................................................................. 139
  3.6.1.5. Robot motion control ................................................................ ....... 139
3.6.2. Results ........................................................................................................... 141
  3.6.2.1. Kinematic workspace analysis ............................................................ 141
  3.6.2.2. Free-space positioning accuracy ......................................................... 142
  3.6.2.3. Robot control based on stereo vision guidance .................................. 144
  3.6.2.4. Robot control based on ultrasound guidance ..................................... 147
  3.6.2.5. Robot control based on force guidance ............................................... 148
3.7. Discussion ........................................................................................................ 151

Chapter 4 – In vitro and in vivo device validation in phantom and animal models ......... 157
4.1. Overview ........................................................................................................... 157
4.2. Tunable, multilayered tissue-mimicking skin and vessel phantoms .................. 159
  4.2.1. Methods ................................................................................................... 161
    4.2.1.1. Nomenclature ................................................................................ 161
    4.2.1.2. TMM design and fabrication ......................................................... 161
    4.2.1.3. Modification of TMM mechanical properties .................................. 162
    4.2.1.4. Modification of TMM optical properties ....................................... 165
    4.2.1.5. Modification of TMM acoustic properties .................................... 167
    4.2.1.6. Packaging and storage .................................................................. 169
  4.2.2. Results ....................................................................................................... 169
    4.2.2.1. Characterization of TMM mechanical properties .......................... 169
    4.2.2.2. Characterization of TMM optical properties ................................ 175
    4.2.2.3. Characterization of TMM acoustic properties .............................. 178
    4.2.2.4. Quantitative comparison of TMM and human tissue material properties ............................................. 182
  4.2.3. Discussion .................................................................................................. 183
    4.2.3.1. Development of customized vessel tubing ..................................... 183
    4.2.3.2. Characterizing composite TMM material properties .................... 184
    4.2.3.3. Reliability of reference data obtained from ex vivo tissues ............ 184
    4.2.3.4. Evaluating TMM stability and longevity ......................................... 184
    4.2.3.5. Use of TMM for robotic vessel cannulation testing ...................... 185
4.3. Autonomous robotic vessel cannulation in tissue phantoms ............................ 186
4.3.1. Results
4.3.1.1. Optimization of needle insertion parameters
4.3.1.2. Investigation of tissue conditions affecting cannulation performance
4.3.1.3. Comparative study of manual and robotic vessel cannulation
4.3.2. Discussion
4.3.2.1. Reducing effects of tissue elasticity on device performance
4.3.2.2. Developing synthetic vessels with tunable material properties
4.3.2.3. Studying additional performance measures
4.3.2.4. NIR and US imaging considerations
4.3.2.5. Investigating vessel rolling and deformation
4.3.3. Supplementary results
4.4. Autonomous robotic tail vein cannulation in rats
4.4.1. Results
4.4.1.1. Comparison of NIR tail vein imaging under reflectance and transillumination
4.4.1.2. Comparison of 12 MHz and 40 MHz US tail vein imaging
4.4.1.3. Comparison of manual and robotic tail vein cannulation
4.4.2. Discussion

Chapter 5 – Conclusions and future directions
5.1. Summary
5.2. Conclusions, challenges, and outlook
5.2.1. Vessel imaging and robust computer vision
5.2.2. Robotic vessel cannulation
5.2.3. In vitro validation in tissue-mimicking phantoms
5.2.4. In vivo validation in rats
5.2.5. Preparing for first-in-human validation
5.2.6. Addressing safety and usability
5.2.7. Addressing cost and clinical acceptance
5.3. Future research directions
5.3.1. Automated point-of-care blood testing
5.3.2. Peripheral vascular interventions
5.3.3. Looking outside the clinic

Appendix

References
LIST OF FIGURES

Chapter 2

Figure 2-1. Bimodal NIR+US vessel imaging ................................................................. 13
Figure 2-2. Design of handheld imaging device ............................................................. 24
Figure 2-3. Optical properties of human skin in the NIR wavelength range ..................... 26
Figure 2-4. Computer vision methods for NIR and US image analysis ............................... 30
Figure 2-5. Summary of NIR and US image analysis routines ........................................... 31
Figure 2-6. Segmentation and 3D reconstruction of peripheral forearm vessels from NIR images in one adult subject .................................................................................. 33
Figure 2-7. Active contours segmentation of vessel lumens in longitudinal US images ........ 35
Figure 2-8. Blood flow velocities estimated from longitudinal B-mode US images of four patients (columns) based on speckle motion tracking ............................................................. 36
Figure 2-9. Blood flow velocity profiles in superficial forearm veins of eight adult subjects .... 38
Figure 2-10. Needle segmentation based on log-Gabor wavelets, probabilistic Hough transform, local-invariant feature detection, and kinematic prior estimation ........................................ 39
Figure 2-11. Segmentation results of straight needle in a gelatin phantom .......................... 41
Figure 2-12. Algorithms for vessel recognition based on graph matching .......................... 44
Figure 2-13. Bayesian integration of segmentation, structure, depth, and motion .................. 45
Figure 2-14. Active stereo correspondence from structured illumination ............................ 46
Figure 2-15. Combining bimodal NIR+US imaging and motorized needle insertion ............. 48
Figure 2-16. Main effects plot showing the Taguchi SNR and explained variance (%) for five imaging parameters ........................................................................................................ 51
Figure 2-17. Demographic distribution of 101 patients recruited for human imaging study ...... 52
Figure 2-18. Vessel segmentation based on local second-order curvatures .......................... 53
Figure 2-19. Device demonstrates improved vein visualization compared to clinician across 101 patients ................................................................................................................... 54
Figure 2-20. VIS and NIR vessel visualization in relation to BMI and skin type .................... 55
Figure 2-21. Bimodal NIR+US imaging assessment on 9 healthy adult subjects ..................... 59
Figure 2-22. Cannulation testing in tissue phantoms .......................................................... 61
Chapter 3

Figure 3-1. Design of first-generation 4-DOF automated venipuncture device. .......................... 103
Figure 3-2. Real-time vision-based robot guidance ................................................................. 104
Figure 3-3. Needle pose determined based on vessel position and orientation in 6-DOF space. 107
Figure 3-4. Optimization of device cannulation parameters .................................................... 110
Figure 3-5. Device demonstrates 100% first-stick accuracy in 270 cannulation trials on commercial phlebotomy training models ................................................................. 111
Figure 3-6. Design of second-generation 7-DOF automated venipuncture device .................. 113
Figure 3-7. Physical prototype of 7-DOF device with key systems highlighted ...................... 114
Figure 3-8. Graphical user interface and visual display ......................................................... 115
Figure 3-9. Hardware and software architecture of second-generation device ...................... 116
Figure 3-10. Experimental setup for device free-space positioning studies ......................... 121
Figure 3-11. Results of free-space positioning experiments .................................................... 123
Figure 3-12. Assessment of device cannulation accuracy in gelatin phantoms ......................... 125
Figure 3-13. Modeling vessel rolling and deformation in response to needle insertion .......... 128
Figure 3-14. Vertical and lateral vessel deflections observed during FEM simulations and phantom cannulation experiments ............................................................... 129
Figure 3-15. Longitudinal B-mode US images showing robotic needle guidance and vessel deformation in a phantom ............................................................. 130
Figure 3-16. Design of third-generation 9-DOF autonomous venipuncture device ................ 132
Figure 3-17. Hardware and software architecture of third-generation robotic device ........... 134
Figure 3-18. Compact integrated manipulator with force-sensitive needle insertion .............. 137
Figure 3-19. Joint calibration of stereo camera, ultrasound, and robot parameters ............... 140
Figure 3-20. 6-DOF real-time robot tracking based on NIR stereo guidance ......................... 147
Figure 3-21. US-guided lateral vessel tracking .................................................................. 148
Figure 3-22. Needle insertion with simultaneous US, force, and motor current feedback .... 150
Chapter 4

Figure 4-1. Design and characterization of skin and vessel mimicking TMM.............................. 162

Figure 4-2. Mechanical characterization of gelatin, agar, and TMM skin layers. ......................... 170

Figure 4-3. Shear modulus $G$ of TMM dermis (black) and hypodermis (blue). ....................... 172

Figure 4-4. Young’s modulus $E$ of epidermis mimicking gelatin sheets. ............................... 173

Figure 4-5. Tensile stress vs. strain curves for TMM vessels.................................................. 173

Figure 4-6. Optical absorption ($\mu_a$, top row) and reduced scattering ($\mu_s'$, bottom row) of TMM and human skin layers.................................................................................. 176

Figure 4-7. Absorption of (a) venous and (b) arterial blood mimicking fluids in comparison to human blood$^5$. ...................................................................................................................... 177

Figure 4-8. Acoustic properties of gelatin, IL-20, BSA, and silica microspheres. ..................... 179

Figure 4-9. Acoustic attenuation $\alpha$ of TMM dermis, hypodermis, and vessel wall (solid lines). .............................................................................................................................................. 181

Figure 4-10. Cannulation success rates (%) vary based on needle insertion settings and tissue conditions.............................................................................................................................. 188

Figure 4-11. Effects of needle insertion parameters on success rates in TMM with hypodermis elastic moduli of 5 and 25 kPa and vessel diameters of 1 and 3 mm (* $p < 0.1$, ** $p < 0.05$, *** $p < 0.01$). ...................................................................................................................... 188

Figure 4-12. Effects of 15 TMM material properties on cannulation success rate. ..................... 191


Figure 4-14. Effects of hypodermis tissue elasticity, vessel diameter, and vessel visibility on performance of unassisted manual, NIR-guided manual, US-guided manual, and NIR+US guided robotic cannulation................................................................. 195

Figure 4-15. Average number of needle insertion attempts required to obtain vascular access in 27 different tissue conditions. .............................................................................................................. 197

Figure 4-16. Cannulation performance in relation to the 27 TMM ranked in order of difficulty. 198

Figure 4-17. Representative VIS and NIR images of rat lateral tail veins under (a) reflectance imaging and (b) transillumination imaging........................................................... 213

Figure 4-18. Comparison of VIS and NIR tail vein imaging in white- and black-skinned rats... 213

Figure 4-19. Transverse and longitudinal US images of the left lateral tail vein of a 262 g female Sprague Dawley rat acquired using a 12 MHz transducer.............................................. 215

Figure 4-20. Transverse and longitudinal US images of the left lateral tail vein and ventral artery of a 154 g male Sprague Dawley rat acquired using a 40 MHz transducer. ..................... 216
Figure 4-21. *In vivo* assessment of device cannulation in rats...................................................... 217

Figure 4-22. Comparison of unassisted manual, NIR-guided manual, US-guided manual, NIR-guided robotic, and NIR+US-guided robotic vessel cannulations in 88 rat tail blood draw trials. .......................................................................................................................... 218

Figure 4-23. Low-cost, handheld device for automated, image-guided tail vessel cannulations in rodents. .................................................................................................................................. 223

Chapter 5

Figure 5-1. Summary of ongoing and future project directions.......................................................... 232

Supplementary

Supplementary Figure 4-1. First-stick success rates, shown with respect to three tissue properties and four cannulation methods. ........................................................................................................ 206

Supplementary Figure 4-2. Total procedure completion times, shown with respect to three tissue properties and four cannulation methods. ........................................................................................................ 207

Supplementary Figure 4-3. Total procedure completion times normalized by the average number of cannulation attempts, shown with respect to three tissue properties and four cannulation methods. ........................................................................................................ 208

Supplementary Figure 4-4. Comparison of manual cannulation performance by clinical expert and non-expert........................................................................................................................................ 209

Supplementary Figure 6-1. Practitioner opinions on current methods of NIR and US imaging for peripheral venous access ........................................................................................................................................ 236
LIST OF TABLES

Chapter 2

Table 2-1. Relative composition of human tissues. ......................................................... 15
Table 2-2. Summary of optical properties of human skin and vessel tissues .................. 16
Table 2-3. Acoustic properties of human skin and vessel tissues ................................... 18
Table 2-4. Comparison of methods for needle segmentation, needle tip extraction, and motion tracking .............................................................................................................. 40
Table 2-5. Fractional factorial experimental design to identify NIR imaging parameters in 24 patient sample ............................................................................................................. 50

Chapter 3

Table 3-1. Summary of the mechanical properties of human skin and vessel tissue layers. ....... 97
Table 3-2. Mean needle tip positioning errors from kinematic workspace studies .............. 122
Table 3-3. Comparison of the material properties used for the finite element models and the phantoms .......................................................... ............................................................................. 126
Table 3-4. Kinematic joint space of the robotic system .................................................... 142
Table 3-5. Needle tip positioning errors (n = 3 trials). Units in mm ................................... 144
Table 3-6. US-based vessel tracking results averaged over four square wave cycles (error units in mm) .................................................................................................................. 147

Chapter 4

Table 4-1. Summary of the material properties ($E, G, \mu, \mu_s, \alpha, \beta, c, Z, \delta, \gamma$) investigated. . 163
Table 4-2. Percent concentrations of TMM components used for each tissue mimicking layer. 164
Table 4-3. Relative composition of human tissues used to inform TMM designs ............ 164
Table 4-4. Thickness, $\delta$ (in mm) of TMM and human skin, vessel wall, and blood ............ 174
Table 4-5. Young’s modulus, $E$ (in kPa) of TMM and human skin, vessel wall, and blood ......... 174
Table 4-6. Shear modulus, $G$ (in kPa) of TMM and human skin, vessel wall, and blood ........ 175
Table 4-7. Summary of optical properties of TMM and human skin, vessel wall, and blood .... 178
Table 4-8. Summary of acoustic properties of TMM and human skin, vessel wall, and blood... 182
Table 4-9. RMSE and n-RMSE % errors (parentheses) for Young’s modulus, optical absorption, optical scattering, and acoustic attenuation measurements in comparison to human tissue data. .......................................................................................................................................................................................... 183

Table 4-10. TMM material property ranges used for \textit{in vitro} device cannulation studies. ........ 187


**Supplementary**

Supplementary Table 4-1. Needle insertion parameters evaluated to optimize cannulation accuracy.......................................................................................................................................................................................... 203

Supplementary Table 4-2. Fifteen tissue parameters evaluated using customizable TMM........ 203

Supplementary Table 4-3. Experimental design used to evaluate effects of 15 tissue material properties on the cannulation success rate of the device. .......................................................... 204

Supplementary Table 4-4. Tissue conditions tested to assess manual and robotic cannulation. 204

Supplementary Table 4-5. Average insertion attempts for manual and robotic cannulation...... 205

Supplementary Table 4-6. First-stick success rates for manual and robotic cannulation. ........ 205

Supplementary Table 4-7. Total completion times for manual and robotic cannulation......... 205

Supplementary Table 4-8. Mean time-per-attempt for manual and robotic cannulation........ 205

Supplementary Table 4-9. Fractional factorial subset of four TMM used to compare expert and non-expert cannulation performance.......................................................................................................................................................................................... 206

Supplementary Table 6-1. Total addressable U.S. market for automated venous access........ 234

Supplementary Table 6-2. Primary observations of venipuncture accuracy and time over 24 hr period in one major U.S. hospital.......................................................................................................................................................................................... 234

Supplementary Table 6-3. Primary observations of venipuncture-related costs over 24 hr period in one major U.S. hospital.......................................................................................................................................................................................... 235

Supplementary Table 6-4. Primary observation studies of venipuncture time, accuracy, and costs at a multi-personnel diagnostic laboratory testing facility in the U.S.................. 235
# LIST OF ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>two-dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>ACF</td>
<td>antecubital fossa</td>
</tr>
<tr>
<td>ANCOVA</td>
<td>analysis of covariance</td>
</tr>
<tr>
<td>ANOVA</td>
<td>analysis of variance</td>
</tr>
<tr>
<td>BMF</td>
<td>blood-mimicking fluid</td>
</tr>
<tr>
<td>BSA</td>
<td>bovine serum albumin</td>
</tr>
<tr>
<td>CVC</td>
<td>central venous catheter</td>
</tr>
<tr>
<td>DH</td>
<td>Denavit-Hartenberg</td>
</tr>
<tr>
<td>DOF</td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>DOG</td>
<td>difference of Gaussians</td>
</tr>
<tr>
<td>FE</td>
<td>finite element</td>
</tr>
<tr>
<td>F-LSD</td>
<td>Fisher's least significant difference</td>
</tr>
<tr>
<td>FOV</td>
<td>field of view</td>
</tr>
<tr>
<td>FPGA</td>
<td>field-programmable gate array</td>
</tr>
<tr>
<td>FPS</td>
<td>frames per second</td>
</tr>
<tr>
<td>GMP</td>
<td>good manufacturing practices</td>
</tr>
<tr>
<td>GUI</td>
<td>graphical user interface</td>
</tr>
<tr>
<td>GVF</td>
<td>gradient vector flow</td>
</tr>
<tr>
<td>IL-20</td>
<td>Intralipid-20%</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>LBP</td>
<td>loopy belief propagation</td>
</tr>
<tr>
<td>LED</td>
<td>light-emitting diode</td>
</tr>
<tr>
<td>MAP</td>
<td>maximum a posteriori</td>
</tr>
<tr>
<td>MLE</td>
<td>maximum likelihood estimation</td>
</tr>
<tr>
<td>MLESAC</td>
<td>maximum likelihood estimation sample consensus</td>
</tr>
<tr>
<td>MRF</td>
<td>Markov random field</td>
</tr>
<tr>
<td>NIR</td>
<td>near infrared</td>
</tr>
<tr>
<td>n-RMSE %</td>
<td>normalized root mean squared percent error</td>
</tr>
<tr>
<td>PDMS</td>
<td>polydimethylsiloxane</td>
</tr>
<tr>
<td>PICC</td>
<td>peripherally-inserted central catheter</td>
</tr>
<tr>
<td>PID</td>
<td>proportional-integral-derivative</td>
</tr>
<tr>
<td>RANSAC</td>
<td>random sample consensus</td>
</tr>
<tr>
<td>RMSE</td>
<td>root mean squared errors</td>
</tr>
<tr>
<td>ROI</td>
<td>region of interest</td>
</tr>
<tr>
<td>SIFT</td>
<td>scale-invariant feature transform</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SSD</td>
<td>sum of squared differences</td>
</tr>
<tr>
<td>TMM</td>
<td>tissue-mimicking model</td>
</tr>
<tr>
<td>US</td>
<td>ultrasound</td>
</tr>
<tr>
<td>VIS</td>
<td>visible spectrum</td>
</tr>
</tbody>
</table>
Chapter 1 – Introduction

1.1. Clinical challenges of peripheral venous access

The cannulation of veins and arteries is a central aspect of medical care and is necessary for collecting blood samples, delivering fluids, and monitoring patient health. For 90% of patients admitted to hospital, ambulatory, and emergency care settings, venipuncture represents a first step in the medical intervention. Outside the hospital, venipuncture enables a majority of the diagnostic services provided by primary care clinics and laboratory testing facilities. Carried out 1.4 billion times each year in total, venipuncture is the most commonly performed invasive medical routine in the United States (U.S.).

Today, venipuncture procedures are conducted almost exclusively by trained clinical personnel. In this approach, the operator visually locates or palpates for a suitable vein and then introduces a cannula aiming to reach the center of the vein. In standard practice, practitioners use their knowledge of surface and vessel anatomy, as well as anatomical landmarks, to identify vessels before cannulation. Oftentimes, however, it is difficult to find a suitable cannulation site, particularly in patients with small veins, dark skin, or a high body weight. When a vein is identified, it may also be difficult to estimate its depth or to accurately place the cannula if the vein moves. For these reasons, successful venipuncture depends heavily on the patient's physiological characteristics and the operator's experience and skill.

Depending on the cannulation site, manual techniques for peripheral vascular access have an overall success rate of 70 to 95%. The success rate can decrease below 50% in difficult populations, including pediatric, geriatric, and chronically-ill patients. On average, difficult patients require three needle stick attempts per vessel, and the incidence of complications increases six-fold when more than three attempts are made by the same operator. Venipuncture injuries due
to multiple failed attempts significantly increase the likelihood of bruising, internal bleeding, acute pain, accidental puncture of nerves or arteries, and delays in medical treatment\(^{11}\). The inaccurate placement of a peripheral catheter increases the chance of extravasation and tissue damage, and repeated failures may necessitate a switch to riskier and more costly interventions such as central venous access\(^3,12\). Repeated failures have also been associated with an increased likelihood of accidental contact with contaminated sharps, which exposes the practitioner to the risk of blood-borne diseases, including Hepatitis B, Hepatitis C, and HIV\(^{13-15}\). As a consequence of these challenges, venipuncture remains the number one cause of patient and practitioner complications in the U.S., and difficulties are estimated to cost the U.S. healthcare system $5B each year\(^{16}\) (see Appendix for a summary of venipuncture-related costs).

### 1.2. Medical complications associated with peripheral venous access

The most common complications or adverse events seen during peripheral venous access are described below and listed approximately in order of their frequency of occurrence\(^{11,17-19}\).

**Pain:** Needle pain is usually reported by patients as the worst aspect of a healthcare encounter and may induce stress symptoms, anxiety, and onset of needle phobia\(^{20-22}\). Avoidance of healthcare visits, e.g., for immunization or regular blood work, has been strongly associated with the fear of needle pain. Pain is exacerbated when repeated needle insertion attempts are needed, for example, in difficult populations or when complications such as hematoma and nerve puncture occur.

**Failure to access the vessel:** Incorrect needle positioning, incorrect angle of penetration, inadequate skin traction, and vessel collapse can all result in a failed attempt at accessing the vessel. In this case, repeated insertions are needed, either at the same site or, if the vessel is compromised, at a different site. If it is believed that the selected vein should be accessible, the standard practice is to withdraw the venous access device to just beneath the skin and reattempt the insertion.
Stoppage of blood flow into the flashback chamber: The most common way to confirm that the needle has been successfully inserted into the vessel is by confirming flashback of the blood in the flashback chamber at the base of the needle. If blood does not flow into the flashback chamber upon insertion, or stops flowing during collection, the position of the needle must then be adjusted (often blindly), or the needle must be withdrawn and inserted at a different site. Possible reasons for a stoppage of blood flow or a lack of flashback include vessel collapse or constriction, accidental penetration of the posterior wall of the vessel, slippage of the needle from within the vessel during collection, placement of the needle against a venous valve, and difficulties advancing the catheter.

Hematoma: Hematomas are one of the most frequent occurrences following peripheral venous access and are typically formed when blood leaks out of the vessel and into the surrounding tissues\textsuperscript{11}. Hematomas are caused by an injury to the wall of the vessel during puncture and can be seen under the skin as a large bruise. The bruise can cause discomfort and pain and can complicate further cannulations at that location. Hematomas are particularly common in children and elderly patients. In children, small vessels can easily rupture if the needle tip punctures the posterior wall. In elderly patients, vessels become brittle due to hardening of the elastin and collagen fibers in the vessel wall, and this likewise increases the chance of vessel rupture.

Unintended arterial puncture: It can sometimes be difficult to distinguish arteries from veins. To avoid accidental arterial punctures, practitioners are normally taught to palpate the vein carefully to ensure that there is no detectable pulse before attempting to insert the needle. However, particularly in young children and obese patients, it may be difficult to detect palpation, and arteries may be easily mistaken as veins. Accidental arterial puncture can sometimes be recognized by observing pulsation of blood into the flashback chamber. However, if an accidental arterial puncture is not recognized, the delivery of intravenous fluids into the arterial circulation can lead to serious complications.
Peripheral nerve damage: Accidental puncture of superficial nerves is rare but possible when the nerves are located near a vessel\textsuperscript{23–25}. Nerve injuries most often occur when the needle is not accurately inserted into the vessel, or when the vessel rolls away from the needle and causes the needle to puncture an adjacent nerve. Nerves in the antecubital fossa (ACF) classically lie on a plane just beneath the veins, making them vulnerable to injury. The median nerve is particularly susceptible to accidental puncture, as it is located just posterior to the basilic vein in the ACF and can lead to acute pain, numbness, and (in rare cases) temporary paralysis of the region around the cannulation site.

Phlebitis: Superficial phlebitis, i.e., inflammation of the superficial veins, can be caused by the accidental puncture of the posterior vessel wall or rupture of the lateral walls during needle or catheter insertion\textsuperscript{26}. Particularly when delivering medications, mechanical movements of the needle or catheter can lead to irritation of the vessel lining. If undetected, serious medical complications can result. The risk of phlebitis has been associated with demographic factors related to difficult venous access and is particularly high in patients in which the veins are difficult to see or secure.

Extravasation: Though more closely associated with the placement of the catheter than the actual insertion of the needle, extravasation may sometimes occur following procedures in which the needle tip ruptures the posterior vessel wall, causing leakage of medication out of the vessel lumen and into the surrounding tissues\textsuperscript{27}. Depending on the medication, amount of exposure, and location, extravasation can potentially cause serious injury and permanent harm, for example, by inducing severe inflammation or tissue necrosis.

Central venous access following failed peripheral access: Though peripheral access is generally safer, easier to obtain, and less painful than central venous access, central venous access is oftentimes required if a suitable peripheral vessel is not available or after multiple failed peripheral access attempts\textsuperscript{9,28}. The risk of serious complications, including mechanical injury,
accidental puncture of the central arteries, bleeding, thrombosis, embolism, and infection, are all dramatically increased in central venous access compared to peripheral venous access procedures.

*Blood-borne disease transmission due to contact with used sharps:* Aside from complications to the patient, venipuncture procedures also represent the leading cause of blood-borne disease transmission among US healthcare workers. In 2009, 64% of working nurses reported injuries from contaminated needles; 66,000 were infected with Hepatitis B, 16,000 with Hepatitis C, and 1000 with HIV\textsuperscript{14,20}. Annually, accidental contaminated sharps injuries among U.S. healthcare personnel lead to hospital costs of approximately $100K to treat the injuries, $160K for excess needles, and $200K as a result of lowered productivity\textsuperscript{14}. Large service providers for diagnostic laboratory blood testing, including Quest Diagnostics and LabCorp, have reported annual losses of approximately $160M due to contaminated sharps injuries to phlebotomists\textsuperscript{30,31}. The likelihood of contact with a used needle increases dramatically with repeated insertion attempts, largely as a result of stress and anxiety. Thus, a significant proportion of sharps-related worker injuries occur when performing venous access in neonatal and pediatric patients, elderly patients, and other difficult groups.

**Summary:** Ideally, new technologies should demonstrate a clear ability to minimize the likelihood of adverse events. Recent studies have shown that the majority of these adverse events occur as a direct result of inaccurate cannula insertion. Thus new technologies and approaches that improve cannulation accuracy would likely reduce the rate of venipuncture-related complications, particularly in difficult patients.

### 1.3. Adjunct imaging technologies

The challenges associated with venipuncture have led to the adoption of imaging technologies most commonly utilizing near-infrared (NIR) light or ultrasound (US) signals to visualize otherwise invisible subcutaneous vessels. NIR imaging devices typically operate in the wavelength range of 760 to 1000 nm, as the decreased absorption and scattering of light through skin tissue at these
wavelengths can allow vessels up to 3 mm beneath the skin to be observed\textsuperscript{32}. These devices can, in some cases, provide a noticeable increase in vessel contrast compared to standard visualization and can potentially allow hands-free visualization of the vascular map. Nevertheless, existing NIR systems are limited to providing a two-dimensional (2D) representation of the vasculature and offer no information regarding the depth of the vessel within the tissue. The maximum spatial resolution of current NIR devices further limits their effectiveness. In particular, the scattering of light in the tissue leads to a significant decorrelation of the spatial information, and this prevents the needle tip from being visualized once it is in the skin. Possibly as a result of these drawbacks, the evidence from recent clinical studies suggest that NIR imaging devices do not improve cannulation success rates and that such devices may in fact lead to worse outcomes compared to standard practices\textsuperscript{33,34}.

The use of US imaging has also shown potential for improving cannulation success and reducing complications\textsuperscript{35}. US modalities suited to imaging vascular structures and surrounding anatomy include 2D imaging, Doppler color flow, and spectral Doppler. The main advantage of US over optical approaches is the capacity for imaging tissues residing far beneath the penetration limits of light. To effectively utilize US, however, the operator must be able to interpret 2D images of vessel lumens and differentiate these from surrounding structures. The technique also requires the necessary hand-eye coordination to manipulate the probe and needle simultaneously according to the live image display. The supplemental use of color Doppler to confirm the presence and direction of blood flow requires an understanding of the mechanisms of Doppler image generation. This skill set must then be paired with the manual dexterity to perform the three-dimensional (3D) task of placing a needle or catheter into a vessel target based on 2D images. For these reasons, the utility US-guided vessel cannulation tends to vary greatly from one operator to another\textsuperscript{33,36,37}.

In the end, successful vessel access depends most directly on how accurately the one can advance the needle, particularly in the presence of hidden vessels, patient movement, and tissue deformation. While imaging devices can help to identify vessels that would otherwise be hard to
find, they may also inhibit other modes of sensory feedback that are important for needle insertion, including the operator’s tactile response. Imaging devices may furthermore entail a departure by the operator from standard practices and established habits, and this may negatively affect performance. Overall, research findings have been mixed regarding the efficacy of imaging devices, with several studies observing no significant differences in first-stick success rates, number of attempts, or procedure times compared to standard techniques\textsuperscript{33–38}. The absence of clinical improvement suggests that the accurate insertion of the cannula, and not the initial localization of the vein, may be the primary cause of difficulties during venipuncture.

1.4. Medical robotic technologies

One alternative approach to manual venipuncture that has received recent attention is to leverage the potential benefits of robotics\textsuperscript{39,40} in performing the cannulation. In principle, a robotic system would be able to servo the needle in real-time\textsuperscript{41,42}, and its performance would not be dependent on human factors such as operator training and experience. Robotic systems could utilize imaging modalities such as NIR or US to provide exact information about the 3D position of a target vessel and translate this information into movement commands based on the robot’s kinematic configuration. By handling the cannula insertion task, such systems could significantly reduce the learning curve for lesser trained personnel and allow them to work with patients who might otherwise prove challenging. Robotic technologies could also enable routine procedures to be carried out in a supervised autonomous manner. If made sufficiently affordable, robotic technologies may find use outside of the central hospital in settings such as the diagnostic testing lab, physician’s office, or nursing home. In environments of extreme stress such as the ambulance, the trauma center, or the combat zone, a robotic device may outperform trained personnel and could allow medical attention to be fully devoted to other urgent aspects of patient care.
Over the past few decades, robotic systems have slowly entered the realm of modern medicine\textsuperscript{43,44}, where their primary role has been to assist medical practitioners in a wide range of surgical interventions, including prostatectomy\textsuperscript{45,46}, orthopedic and neurosurgery\textsuperscript{47}, endoscopy\textsuperscript{48,49}, brachytherapy\textsuperscript{50}. Such systems are used to precisely manipulate medical instruments within the operating workspace of the procedure, and some have demonstrated the ability to carry out complex soft-tissue suturing procedures in an autonomous fashion with comparable performance to trained surgeons\textsuperscript{51}. Recently, a number of robotic systems have achieved regulatory approval for central and peripheral intravascular or endovascular surgical procedures\textsuperscript{52,53}, and some research groups are working on developing robotic systems to perform central vascular catheterization\textsuperscript{54–56}. Nevertheless, while surgical robots have the potential to improve treatment times and postoperative outcomes, their size, cost, and complexity make them incompatible for use outside the operating room. Thus, despite significant advances in the fields of robotics and computer-aided medical intervention, there is no clinically or commercially available technology that successfully utilizes a robotic methodology for the purpose of peripheral venous access.

1.5. Hypothesis and research objectives

The goal of my dissertation research is to develop a portable medical device that performs peripheral venous access procedures in an automated manner and with improved accuracy and speed compared to manual cannulation techniques. The central hypothesis is that the use of NIR and US vessel imaging, in combination with robotically-guided cannulation, can significantly reduce the number of needle placement attempts in normal and difficult patient populations. The rationale for this work is that such a device would have the potential to (1) provide healthcare professionals the ability to draw blood and start intravenous lines with unparalleled accuracy and speed, (2) minimize the effects of patient and practitioner variability on cannulation success, and (3) remove the practitioner from contact with exposed sharps, thus eliminating the risk of blood-
borne transfection. In this way, the likelihood of adverse events associated with difficult venipuncture could be substantially reduced.

The device employs NIR and US imaging techniques to visualize subcutaneous vessels, an image analysis framework to extract relevant position information, and a miniaturized dexterous robot that performs the cannulation. The device operates by mapping the 3D spatial coordinates of a selected vessel and guiding the needle into its center under real-time image feedback. In the chapters that follow, I present methods to robustly segment, localize, and track the pose of superficial vessels in real-time using image guidance, and I describe how these functions are integrated within the robotic system to enable device autonomy. I then demonstrate, through human clinical imaging studies, in vitro cannulation studies, and in vivo experiments, the ability of the device to visually identify and cannulate superficial veins with higher rates of success than unassisted and image-guided manual techniques. The device, once translated, may be conducive to use in high-volume facilities, such as diagnostic labs and hospitals, and may impact a range of other arenas, including pediatric, geriatric, emergency, and military use. The device may also serve as a platform to merge automated venipuncture with on-device diagnostic blood analysis, which would allow critical patient information to be provided at the point-of-care. Finally, the technology may be adapted for other peripheral vascular interventions as well as for applications outside of the clinical domain.

1.6. Outline of the dissertation

Chapter 2 describes our approach to 3D vessel imaging and localization. I discuss the design of the imaging systems and their validation in human clinical studies. I also describe the computer vision and image analysis techniques that the system implements in order to extract 3D spatial position information in real-time from the acquired images. In the NIR images, these include methods for enhancement, segmentation, feature extraction, registration, stereo reconstruction, and
tracking of the detected vessels and the forearm surface. In the US images, these include segmentation and tracking of the vessel and needle. Several of the more computationally expensive steps are optimized using code developed for parallel graphics processing. I evaluate the reliability and speed of each image analysis step using image and video datasets acquired from our human studies. I then suggest possible ways to further improve our imaging and image analysis approach.

Chapter 3 presents the design of the robotic system. I describe three prototype generations that were sequentially developed as part of my thesis work. The most recent system comprises 9 degrees of freedom (DOF) to allow itself to align with a target vessel in a large workspace of possible orientations. The kinematic and motion control systems are described, as is the force-sensitive needle insertion mechanism, which may in turn be used for blood sample collection or for peripheral catheter placement. The accuracy and precision of the robot are evaluated through a series of positioning experiments and robotic guidance studies. Methods to improve the speed, adaptability, and overall intelligence of the robot are examined with particular focus on advancements in probabilistic learning and dynamic control. Ongoing work to further miniaturize the system is also discussed.

Chapter 4 presents the results of in vitro and in vivo studies carried out to evaluate the performance of the device in comparison to manual cannulation techniques. Needle insertion parameters and tissue material properties hypothesized to affect device performance are first investigated using customizable, multilayered tissue-mimicking phantoms that simulate the mechanical, optical, and acoustic characteristics of human skin and vessels over a broad demographic range. In a series of simulated in vitro blood draw and intravenous infusion experiments, measures of accuracy and completion time are compared to results obtained by unassisted, NIR-guided, and US-guided manual cannulation. In vivo experiments are then carried out using an animal model for neonatal and pediatric venipuncture. Venous and arterial cannulations are performed in the tail of anesthetized rats, and the success rates of needle insertion
and blood collection using the device are again compared with outcomes from unassisted, NIR-guided, and US-guided manual cannulation trials. I then describe the design of a low-cost, handheld, and highly miniaturized prototype device developed specifically to perform rodent tail vessel cannulations and discuss the potential advantages of the device for preclinical applications.

Finally, Chapter 5 summarizes the results and main conclusions of the dissertation and discusses ongoing work in preparation for planned human feasibility studies, subsequent clinical trials, and commercial translation. I also discuss a number of factors, including device safety, usability, cost, and clinical acceptance, that I believe will ultimately determine the impact of image-guided robotic technologies for venipuncture. I then suggest several ways in which this technology may be extended beyond venipuncture, including work being done to couple the device with microfluidics-based assays for rapid point-of-care blood testing. Finally, I discuss the possibility of extending to clinical interventions beyond routine venipuncture, including image-guided peripherally-inserted central catheter (PICC) placement, central venous catheter (CVC) placement, hemodialysis catheter placement, peripheral endovascular interventions, and surgical operations on other peripheral tissues.
Chapter 2 – Bimodal 3D near-infrared and ultrasound imaging of peripheral vessels

Parts of Chapter 2 were adapted from the publications listed below. All excerpts represent the original work of Alvin Chen, whose specific contributions as first author of the publications included: designing and conducting the described experimental studies; generating the presented data and corresponding figures; writing, editing, and revising the original text; and addressing reviewers’ comments as corresponding author of the original manuscript submissions.


2.1. Overview

Two imaging approaches that have shown promise in facilitating vascular access, particularly in difficult patient populations, are US and NIR imaging. In Chapter 2, a bimodal vessel imaging is introduced for mapping and localizing subcutaneous vessels in three dimensions based on the combined use of NIR stereo vision, US, and image analysis (Figure 2-1). In this approach, 3D maps of subcutaneous vessels are generated in real-time over a broad field-of-view (FOV) using NIR illumination in the wavelength range between 700 and 1000 nm. Local position information about the vessel target and the needle is then captured through US. The imaging approach also incorporates techniques from the field of computer vision to extract 3D position pose information from the images; in later chapters, this information is provided as an input to the robotic system. In the NIR modality, the computer vision techniques consist of algorithms for automated skin surface and vessel segmentation, stereo correspondence, and motion tracking. In the US modality, the techniques involve segmenting the target vessel, determining blood flow, and tracking needle as it advances through the tissue. Several of the more computationally expensive steps are optimized using code developed for parallel graphics processing. During the procedure, the clinician may
choose a vessel as the cannulation target, either based on standard visualization and palpation or by selecting from the device’s graphical user interface (GUI); this step is left to the clinician’s decision-making. A prototype imaging device integrating these functions is developed and evaluated on normal and difficult patient groups in comparison to manual visualization by clinical experts. The results provide evidence of the system’s clinical potential – both as a standalone imaging tool and as a means for autonomous, image-guided robotic cannulation. In addition to describing the imaging and image analysis approach, the optical and acoustic properties of human skin and vessels that affect NIR and US imaging quality is reviewed, and recent advancements and current limitations of both techniques, as applied to needle guidance, are summarized. Finally, some of the limitations of the current system are discussed, and methods to improve the imaging approach and the associated computer vision techniques are proposed.

Figure 2-1. Bimodal NIR+US vessel imaging. The two imaging modalities are combined to determine the 3D position \((x_i, y_i, z_i)\) of a selected vessel target and to guide the needle to the target. With the use of computer vision approaches, the full 6-DOF vessel pose \((x_i, y_i, z_i, \alpha_i, \beta_i, \gamma_i)\) may also be estimated.
2.2. Background and previous work

2.2.1. Nomenclature

\[ \lambda = \text{wavelength (nm)} \quad f = \text{frequency (MHz)} \]
\[ \mu = \text{extinction coefficient (cm}^{-1} \text{)} \quad \alpha = \text{acoustic attenuation (dB cm}^{-1} \text{)} \]
\[ \mu_a = \text{absorption coefficient (cm}^{-1} \text{)} \quad \beta = \text{acoustic backscatter (sr}^{-1} \text{cm}^{-1} \text{)} \]
\[ \mu_s = \text{scattering coefficient (cm}^{-1} \text{)} \quad Z = \text{acoustic impedance (10}^6 \cdot \text{kg m}^{-2} \text{s}^{-1} \text{)} \]
\[ \mu_s' = \text{reduced scattering coefficient (cm}^{-1} \text{)} \quad c = \text{velocity of sound (m s}^{-1} \text{)} \]
\[ \varphi = \text{percent volume fraction (\%)} \quad \rho = \text{mass density (kg m}^{-3} \text{)} \]

2.2.2. Optical properties of human skin and vessel tissues

The extinction (attenuation) of light by a biological tissue can be determined from the optical properties of each tissue component (Table 2-1). In the skin and blood vessels, the main tissue components are (1) melanin pigment in the epidermis, (2) keratin, collagen and elastin fibers in the epidermis and dermis, (3) lipid in the hypodermis, (4) hemoglobin in blood, and (5) water, which often makes up the bulk tissue volume\textsuperscript{67,68}. Thus for a tissue, extinction can be approximated by:

\[
\mu(\lambda) = \varphi_{\text{melanin}} \mu_{\text{melanin}}(\lambda) + \varphi_{\text{fibers}} \mu_{\text{fibers}}(\lambda) + \varphi_{\text{lipid}} \mu_{\text{lipid}}(\lambda) + \varphi_{\text{hemoglobin}} \mu_{\text{hemoglobin}}(\lambda) + \varphi_{\text{water}} \mu_{\text{water}}(\lambda)
\]

where \( \varphi \) is the relative volume of each tissue component expressed as a percentage. The extinction coefficient at any wavelength is, in turn, defined as the sum of the absorption and scattering coefficients, i.e., \( \mu(\lambda) = \mu_a(\lambda) + \mu_s(\lambda) \). Compared to light in the visible spectrum (VIS), NIR light travels further into the tissue before being absorbed or scattered\textsuperscript{69}. This increased penetration is conducive to imaging subsurface tissues such as blood vessels. An overview of the parameters relevant to the optical design of the phantoms is summarized in this section. The reader is referred to surveys by other researchers\textsuperscript{68} for a comprehensive review of tissue optical properties.
Table 2-1. Relative composition of human tissues.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>Volume Percentages ($\varphi$) of Tissue Components</th>
<th>Melanin</th>
<th>Fibers</th>
<th>Lipid</th>
<th>Hemoglobin</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>1–10% (I,II)</td>
<td></td>
<td>40%</td>
<td>0%</td>
<td>&lt;1%</td>
<td>15–60%</td>
</tr>
<tr>
<td></td>
<td>11–20% (III,IV)</td>
<td></td>
<td></td>
<td>0%</td>
<td>&lt;1%</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td>21–45% (V,VI)</td>
<td></td>
<td></td>
<td>0%</td>
<td>&lt;1%</td>
<td>20%</td>
</tr>
<tr>
<td>Dermis</td>
<td>0%</td>
<td>50%</td>
<td>0%</td>
<td>&lt;1%</td>
<td>75%</td>
<td>50%</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>0%</td>
<td>0%</td>
<td>80%</td>
<td>&lt;1%</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>Vessel wall</td>
<td>0%</td>
<td>25%</td>
<td>0%</td>
<td>&lt;1%</td>
<td>75%</td>
<td>98%</td>
</tr>
<tr>
<td>Whole blood</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>2%</td>
<td>98%</td>
<td></td>
</tr>
</tbody>
</table>

Optical absorption: The optical absorption ($\mu_\alpha$) of the main tissue components in the skin and vessels have been well-characterized in the literature\textsuperscript{68,70}. Of the three skin layers, absorption is strongest in the epidermis due to the presence of melanin, which provides the pigmentation seen in the skin\textsuperscript{69}; as such, the volume fraction of melanin in the epidermis defines each person’s skin tone. The absorption profile of melanin is inversely dependent on wavelength, and at higher wavelengths the variability in epidermis pigmentation between different skin types is dramatically reduced.

Absorption in the dermis and vessel walls is relatively minor (<1 cm\textsuperscript{-1}), as both tissues mainly consist of weak absorbers such as collagen, elastin, and water\textsuperscript{32,71–73}. Absorption in the hypodermis is significant at the lipid absorption peaks and minor elsewhere\textsuperscript{74}. Absorption in venous and arterial blood is strong, particularly near wavelengths corresponding to local maxima in the absorption spectrums of deoxyhemoglobin and oxyhemoglobin, respectively\textsuperscript{75}. Table 2-2 provides the values of $\mu_\alpha$ for the five peripheral tissues at three deoxyhemoglobin absorption peaks, namely 556, 758, and 914 nm, based on literature findings.

Optical scattering: The reduced scattering coefficient $\mu_s'$ of most biological tissues can be approximated by power law expressions,

$$
\mu_s' = \mu_{s_1}'(\lambda/500)^{-n_s}
$$
where $\mu_s'$ is the reduced scattering coefficient at 1 nm and $n_s$ is the power law constant describing the dependence on wavelength. $\mu_s'$ can be further expressed as a lumped parameter that incorporates the anisotropy factor $g$ (the average cosine of the scattering angle):

$$\mu_s' = \mu_s(1 - g).$$

$\mu_s'$ is not as well characterized for the constituent materials compared to $\mu_a$. However the scattering characteristics of the whole tissue layers have been studied extensively\textsuperscript{32,68-74}, and the power law constants ($\mu_s'$ and $n_s$) for the skin, vessel wall, and whole blood are listed in Table 2-2. Nearly all of the internal scattering in the skin occurs in the dermis and hypodermis layers, which are 1 to 2 orders of magnitude thicker than the epidermis. Collagen and elastin fibers contribute the greatest scattering effect in the dermis, while in the hypodermis the main scatterers are the lipid droplets\textsuperscript{32,68}. Scatter in the vessel wall is similar to that of the dermis, and the scattering properties of whole blood are similar to those of water.

### Table 2-2. Summary of optical properties of human skin and vessel tissues.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>Absorption ($\mu_a$)</th>
<th>Scatter ($\mu_s'$)</th>
<th>Ref(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>556 nm</td>
<td>758 nm</td>
<td>914 nm</td>
</tr>
<tr>
<td>Epidermis</td>
<td>24.2</td>
<td>8.64</td>
<td>4.66</td>
</tr>
<tr>
<td></td>
<td>71.9</td>
<td>25.6</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>152.9</td>
<td>54.5</td>
<td>29.3</td>
</tr>
<tr>
<td>Dermis</td>
<td>3.39</td>
<td>0.34</td>
<td>0.21</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>0.94</td>
<td>0.13</td>
<td>0.72</td>
</tr>
<tr>
<td>Vessel wall</td>
<td>12.0</td>
<td>0.51</td>
<td>0.31</td>
</tr>
<tr>
<td>Whole blood</td>
<td>294.5</td>
<td>8.43</td>
<td>4.2</td>
</tr>
</tbody>
</table>

2.2.3. **Acoustic properties of human skin and vessel tissues**

A tissue’s acoustic behavior is determined by the mass density $c$ of the tissue, the velocity of sound $v$ in the tissue, the tissue’s acoustic impedance $Z$ (which is a function of $c$ and $v$), and
its acoustic attenuation $\alpha$. An acoustic impedance mismatch at a material interface is analogous to an optical index mismatch; in both cases, strong reflections of the incident wave occur at the interface. Acoustic attenuation, meanwhile, is a measure of the energy loss of sound propagation in the tissue and, like optical scatter, can be approximated using power law expressions,

$$\alpha(f) = \alpha_1 f^n \quad \text{(dB cm}^{-1}\text{)}$$

where $f$ is the frequency of sound, $\alpha_1$ is the attenuation at 1 MHz, and $n$ is the power constant. As with optical attenuation, $\alpha(f)$ can be further separated into acoustic absorption and backscatter components. However these are not well-characterized in the literature and were not be taken into consideration when designing the phantoms.

Table 2-3 provides some measurements of tissue layer acoustic properties reported in two studies. The general agreement between different studies is strong. Fibrous tissues such as the epidermis, dermis, and vessel walls have higher mass densities and thus higher $Z$ compared to water. In contrast, the density of adipose tissue is significantly lower than that of water and thus $Z$ is low. The low density of adipose, on the other hand, allows it to be a strong thermal insulator by readily converting incident energy (acoustic waves) into heat. As a result, the hypodermis is a very strong acoustic attenuator. The upper skin layers and vessel wall exhibit acoustic attenuation characteristics as well, but because these layers are much thinner than the hypodermis the overall effect is diminished.

Finally, blood, which comprises $>95\%$ water by volume, is a relatively weak attenuator. Blood echogenicity, that is, the weak signal caused by backscatter from the red blood cells flowing past the US transducer, is a critical parameter in Doppler-based imaging techniques. In designing phantoms for Doppler imaging, consideration must be given not only to the amplitude of the backscatter signal but also to the size of the individual scatterers, the velocity of the fluid flow, and the pattern of the flow, i.e., continuous or pulsatile movement.
Table 2-3. Acoustic properties of human skin and vessel tissues.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>$v$ (m s$^{-1}$)</th>
<th>$c$ (g cm$^{-3}$)</th>
<th>$Z$ ($10^6 \cdot$ kg m$^{-2}$ s$^{-1}$)</th>
<th>$\alpha_1$ (dB cm$^{-1}$ MHz$^{-1}$)</th>
<th>$n$</th>
<th>Ref(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>1540</td>
<td>1.151</td>
<td>1.99</td>
<td>0.44</td>
<td>1.55</td>
<td>78</td>
</tr>
<tr>
<td>Dermis</td>
<td>1580</td>
<td>1.151</td>
<td>1.8</td>
<td>0.26</td>
<td>1.55</td>
<td>78</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>1440</td>
<td>0.928</td>
<td>1.38</td>
<td>0.60</td>
<td>1.00</td>
<td>79</td>
</tr>
<tr>
<td>Vessel wall</td>
<td>1575</td>
<td>1.065</td>
<td>1.68</td>
<td>0.95</td>
<td>1.09</td>
<td>79</td>
</tr>
<tr>
<td>Whole blood</td>
<td>1584</td>
<td>1.055</td>
<td>1.66</td>
<td>0.15</td>
<td>1.21</td>
<td>79</td>
</tr>
<tr>
<td>Water</td>
<td>1480</td>
<td>1.000</td>
<td>1.48</td>
<td>0.002</td>
<td>2.00</td>
<td>79</td>
</tr>
</tbody>
</table>

2.2.4. Limitations of current methods of US-guided venous access

Compared to light waves, US waves can penetrate more deeply into human tissue, allowing tissue structures that are beneath the penetration limits of light to be identified. US also has the potential to exceed the spatial resolution of standard optical imaging approaches, depending on the frequency of the US system. US modalities suited to imaging vascular structures and surrounding anatomy include 2D imaging, Doppler color flow, and spectral Doppler. To image small, peripheral vessels, linear array US transducers capable of transmitting and receiving acoustic signals at relatively high frequencies (>12 MHz) are preferred. The size and cost of US imaging devices have been dramatically reduced in recent years, and portable, handheld, battery-powered, and wireless systems are now becoming available$^{80-82}$.

Nevertheless, for the purpose of needle guidance, ultrasonography requires a fairly long learning curve$^{35}$. To effectively utilize US, the operator must be able to interpret 2D images of vascular lumens and differentiate these from surrounding structures. The technique also requires the necessary hand-eye coordination to manipulate the probe and needle simultaneously according to the live image display. The supplemental use of color Doppler to confirm the presence and direction of blood flow requires an understanding of the mechanisms of Doppler image generation. This skill set must then be paired with the manual dexterity to perform the 3D task of placing a
needle or catheter into a vessel target based on 2D images. Specifically, in order to visualize the needle in the image, the transducer is most commonly held in the longitudinal orientation with the imaging plane parallel with the vessel. The operator must then align the needle so that it is parallel with the imaging plane (and thus the vessel), and maintain the needle in the plane as it is advanced into the vessel. Lateral deviations of 1 or 2 mm will cause the needle to disappear from the image. Similarly, if the vessel deforms or rolls laterally away from the image plane, it too can become invisible. Patient movement will likewise cause significant image artifacts and make it difficult to maintain the visibility of needle and the target vessel. Alternatively, if the operator orients the transducer in the transverse view, with the imaging plane perpendicular to the vessel axis, these challenges may be avoided. However, in the transverse view, it is impossible to visualize the entire length of the needle; instead, the only the reflection of single cross-section of the needle can be observed, specifically at its point of intersection with the transverse US plane. It is very difficult to visualize the needle as it punctures the vessel, and thus the operator is left to infer the needle position based on the motion of the vessel and whether flashback was observed in the needle hub.

US-guided cannulations are also made more difficult by the fact that the transducer must remain in contact with the patient’s skin at all times, since any air pockets that form in the acoustic coupling gel will significantly degrade the image quality. Thus in many cases, a second operator is needed to hold the transducer while the first performs the cannulation. The need for US gel further increases the time needed to complete the procedure. Together, these challenges limit the effectiveness of US-guided peripheral cannulation to all but the most experienced operators. Meanwhile, even for clinicians with substantial training, the potential benefits of utilizing US may simply not be worth the added complexity, particularly in real-world scenarios where patients may be anxious or scared, fidgeting (or, in the case of children, moving and crying), or otherwise uncooperative. For all of these reasons, the outcomes of peripheral venous or arterial cannulations guided solely by US tend to vary greatly from one operator to another.
2.2.5. **Limitations of current methods of NIR-guided venous access**

The second imaging method that has received early adoption involves the projection of light onto the skin\(^{83-87}\). Optical imaging devices most commonly utilize light in the NIR wavelength range (typically 700 – 1000 nm). Compared to visible light, NIR waves penetrate more deeply into scattering tissues and may resolve vessels that lie up to 3 mm below the skin\(^{32,68}\). Hemoglobin in the vessels absorb the light, leaving an image of the underlying vascular pattern that is invisible to human eyesight but which may be captured by a camera sensitive to NIR light. Once captured by the camera, the images are then processed and displayed back onto the patient’s skin in real time as a hologram. With this approach, NIR technologies can, in some cases, provide a noticeable increase in vessel contrast compared to standard visualization and can potentially allow hands-free visualization of the vascular map. Unlike US transducers, NIR devices do not need to make contact with the patient’s skin and are therefore less cumbersome to use. Furthermore, because the images are acquired in a top-down manner and provide a “bird’s-eye” view of the vasculature, difficulties related to the vessel or the needle escaping the FOV of the device are entirely avoided. More recent devices that integrate the imaging components into augmented-reality eyewear technology have the potential to further improve the usability of the NIR approach\(^{88}\).

Nonetheless, the NIR imaging approach has its own limitations. First, the spatial resolution of the NIR image is much lower than the resolution of a standard clinical US image acquired at a relatively high acoustic frequency. Since the camera must resolve the image over a sufficiently wide FOV to capture all of the suitable cannulation sites, the magnification of the lens must be low. A camera with a large pixel array sensor could provide increased spatial resolutions, but the sensitivity (quantum efficiency) of the sensor would be compromised since the individual CMOS or CCD elements would need to be smaller. The spatial resolution of the NIR images is also hampered by the scattering of light in the superficial layers of the skin. These scattering effects inhibit the visualization of structural details and limit the maximum possible imaging depth.
Vessels beyond 3 mm in depth, for example, remain invisible under NIR illumination. The vessel wall is a particularly strongly scattering tissue and, as a result, the position of the needle tip within the vessel lumen is nearly impossible to visualize. Unfortunately, the majority of adverse events result from small, millimeter-scale, vessel motions and needle positioning errors that occur both before and after the needle is inside the vessel. Existing NIR imaging devices lack the resolution needed to guide the adjustment of the needle when such issues arise.

Another major limitation of the NIR approach is that the projected top-down 2D images provide no information about the depth of the vessel and thus cannot inform the operator about whether the needle tip has punctured through the posterior vessel wall. This is significant because many of the adverse events that occur during cannulation, including poor sample collection, hematoma, and extravasation, occur most commonly due to posterior wall puncture. Finally, with current NIR imaging systems, it may be difficult to differentiate arteries from veins, particularly in obese patients or children where the pulsatile arterial flow is more difficult to discern via palpation. As a result of these limitations, clinicians often use NIR imaging devices preoperatively to approximate the location of a suitable vein. The cannulation itself is performed without NIR guidance.

### 2.2.6. Clinical studies report negative outcomes for NIR and US guidance

In recent years, a number of randomized trials have been conducted to evaluate the clinical value of US and NIR imaging for peripheral venous access. In five independent systematic meta-analytic reviews conducted since 2013 on the use of US guidance for peripheral catheterization in patients with difficult venous access,\(^{36-38,89}\) a consensus was reached that the clinical efficacy of US guided peripheral intravenous cannulation is not supported by the current literature, few outcomes reached statistical significance, and larger well-controlled trials are needed. It was also found that outcomes were sometimes worsened by the use of US guidance. Finally, in the studies where improvements were observed using US-guidance, the authors found that the practitioners were
much more well-trained than what would normally be expected. The authors concluded that US-guidance improved cannulation success rates only when operated by trained clinicians, for example anesthesiologists and cardiologists, and not when operated by nurse practitioners and phlebotomists. In general, significant improvements in first-stick success rates, number of attempts, or procedure times have not been observed in the current literature.

Similar meta-analytic studies have also been conducted to evaluate the effectiveness of NIR imaging on venipuncture success rates. Heinrichs et. al. provided a comprehensive review of randomized control trials and found no differences in first-attempt success using NIR devices in children\textsuperscript{34}. The also observed that clinicians often used the NIR imaging devices solely to approximate the location of a suitable vein; the actual cannulation was then attempted without NIR guidance. The authors concluded that, while it is possible that NIR devices are efficacious in other patient populations, the evidence did not support a benefit in pediatrics. Curtis et. al. compared the use of US and NIR vascular imaging to unassisted peripheral venous catheterization in 418 children at a pediatric emergency department\textsuperscript{33}. They did not find a significant improvement in first-attempt success rates using either imaging technology. In children 3 years and younger, the use of NIR imaging led to significantly worse success rates (-20.1%, \( p = 0.026 \)).

In addition to these broader studies, clinical trials have also been carried out to evaluate particular models of existing commercial NIR imaging devices. For example, De Graaf et. al. evaluated the use of three NIR imaging systems (the VeinViewer Flex system, the AccuVein AV300 system, and the VascuLuminator Vision system) in 1913 children in the age range of 0–18 years who were scheduled for elective surgery\textsuperscript{90}. The authors observed that suitable cannulation targets were identified with greater frequency among the patient population using either the VeinViewer (307/322 (95.3%)) or the AccuVein (239/254 (94.1%)) devices compared to using the VascuLuminator (229/257 (89.1%)) system (\( p = 0.03 \)) system. However, the first-stick success rates observed with these devices was not significantly different than the success rates obtained by
standard methods of unassisted venipuncture (73.1% without NIR guidance, 75.3% with NIR guidance, \( p = 0.93 \)). Aulagnier et. al. compared the use of the AccuVein AV300 system to unassisted intravenous catheter insertion in 266 adults\(^9\). Neither completion time nor the secondary outcomes (failure and pain) were significantly reduced using the AccuVein, and a qualitative assessment of the device by the clinical operators showed that the feedback was more often negative than positive. Cuper et. al. conducted studies in 491 children in the age range of 0–18 years who were in need of intravenous cannulation at a tertiary pediatric referral hospital\(^9\). They found no differences in first-attempt success (-1%, \( p = 0.69 \)) or completion time (+19 sec, \( p = 0.26 \)) with or without the use of NIR imaging.

### 2.3. Rationale and approach

We aimed to develop an imaging system to improve peripheral vessel visualization that could overcome the major limitations of current imaging techniques by providing (1) depth-resolved 3D maps of the subcutaneous vasculature to a depth of at least 3 mm over the approximate FOV of an adult forearm, (2) high-resolution visualization of a local vessel target and its flow characteristics, and (3) visualization of the needle as it is advanced through the tissue and of the needle tip when it is inside the vessel lumen. Ideally the cost of the system would be comparable to or less than that of existing NIR and US imaging devices, and the system would be amenable for use both as a standalone imaging tool and as a means for image-guided, robotic cannulation.

The system we developed uses a combination NIR stereo imaging and US imaging to map the 3D structure of peripheral vessels. Bimodal imaging devices have been previously used for tracking biopsy needles within tissues\(^9\). In these devices, the stereo cameras are used to estimate the pose of the needle, and the pose information is projected onto the 3D US image plane and the 2D views of each camera. Guidance cues are provided to the user in the form of alignment markers displayed on-screen, and the user is tasked with aligning the visible needle with the alignment markers.
simultaneously, as doing so would ensure the proper insertion trajectory. Illumination of the needle is provided the ambient visible light. In contrast, our approach utilizes NIR illumination, rather than ambient light, in order to increase the visibility of subcutaneous vessels. Figure 2-2 illustrates the design of the bimodal imaging system, highlighting the NIR stereo cameras and the US transducer. Here, the system is mounted on a flexible articulated arm that the operator can adjust to scan the patient. The flexible arm also allows the system to be positioned above a suitable vessel target that the clinician selects for cannulation.

![Figure 2-2](image)

**Figure 2-2.** Design of handheld imaging device. Imaging system coupled with a 3-DOF needle insertion mechanism for semi-automated cannula insertion. The system is mounted on a flexible articulated arm that the operator can adjust to scan the patient. The arm also allows the system to be positioned above a selected vessel target. (b) Hardware components including the pair of NIR-sensitive CMOS cameras, LED arrays, dome reflector, and optical elements. LEDs with center wavelengths around 690 and 830 nm were used to maximize absorption from deoxyhemoglobin and oxyhemoglobin in blood while minimizing absorption due to water, fat, and melanin. Red dotted lines show the light path of the inverted NIR LEDs. Black dotted rectangle shows one of the NIR camera subsystems. Also shown is the 18 MHz linear array US transducer and the US hydrogel clip. (c) Main optical components of the NIR camera subsystem. Each camera acquires 752x480 pixel images at 15 FPS. (d) US transducers used with imaging system. *Left:* 12 MHz single-element scanning sector probe; *Center:* 18 MHz linear array transducer; *Right:* 40 MHz high-frequency linear array transducer. (e) Disposable US transducer clip containing solid coupling hydrogel.
The device operates by first using NIR imaging to generate a 3D map of the vessels over the FOV of an adult forearm. Once an appropriate cannulation site has been identified, the device is then lowered onto the patient’s arm until the US transducer makes contact with the skin. The US imaging modality is then used to provide a high magnification longitudinal view of the selected vein, confirm blood flow, and finally track the needle as it pierces the tissue. Both the NIR and US images are processed and analyzed in real-time. The 3D positions of the cannulation site and the needle tip are both tracked from one frame of the image sequence to the next, and cues are provided to the operator as the needle is inserted until the needle tip position converges with the vessel target position, that is, until the vessel is punctured.

Figure 2-2 (a) also shows a simple 3-DOF motorized needle insertion mechanism that may be coupled with the imaging system to perform the cannulation in a semi-automated manner. In contrast to the fully autonomous robotic systems presented in later chapters, the majority of the alignment task must still be performed by the operator if the imaging system is used in a standalone manner. Coupling the imaging system with the motorized insertion mechanism simplifies the cannulation task for the operator by eliminating the need to simultaneously align the needle and the US probe with the vessel target.

2.4. Methods

2.4.1. 3D NIR stereo imaging approach

The signal-to-noise ratio (SNR) in peripheral vein imaging depends on the extent of hemoglobin absorption relative to melanin absorption and tissue scatter. In comparison to VIS light, for which the penetration depth is less than 1 mm, light in the NIR spectrum is relatively resilient to melanin absorption and tissue scatter (Figure 2-3) and thus can penetrate up to 3 mm through skin\cite{32}. The device takes advantage of the increased penetration to improve the contrast of subcutaneous veins relative to background tissue.
The general optical scheme of the NIR device for imaging venous structures consists of an illumination source, a diffuser, polarizers, an NIR filter, a CMOS camera, a video processor, and a monitor, as shown in Figure 2-2 (b, c). Six arrays of surface-mount light-emitting diodes (LEDs) were designed and used as the illumination source. Each array contains 32 surface mount LEDs. 12 of the LEDs in each array have a center wavelength of 690 nm (SMC690, Marubeni America Corp., CA, U.S.), half-width of 20 nm, and viewing half angle of ±55°. The radiant intensity of each LED at operating current was measured using a digital photometer (Tektronix J-6512) to be 2.0 mW/sr, giving a total radiant intensity at 690 nm of 12 x 2.0 mW/sr = 24.0 mW/sr. The remaining 20 LEDs have a center wavelength of 830 nm (SMC830, Marubeni America Corp., CA, U.S.), half-width of 35 nm, and viewing half angle of ±55°. The radiant intensity of each LED at operating current is 5.0 mW/sr, giving a total radiant intensity at 880 nm of 20 x 5.0 mW/sr = 100.0 mW/sr. The increased radiant intensity 880 nm compared to 690 nm compensates for the decreased quantum efficiency of the cameras at higher NIR wavelengths.

Figure 2-3. Optical properties of human skin in the NIR wavelength range. (a) Absorption coefficients ($\mu_a$), (b) scattering coefficients ($\mu_s'$), (c) reflectance, and (d) vessel contrast of human skin between 600 and 1100 nm. Vessel contrast was measured in three subjects with different skin tones. Vessel contrast was defined as the vessel-to-background intensity ratio, $I_C = |I_V - I_B| / (I_V + I_B)$. 


Two miniature monochrome CMOS cameras (VRmMS-12, VRMagic UAB, DEU) are used as the detectors. The cameras form a 3D depth sensor based on the use of stereo vision. The 3D information is used to compute the depth and pose of the arm and vessels, and this information is then used to direct the robot. Each camera acquires 752x480 images at 15 FPS. Each camera measures 28x19x5mm and are controlled by a single multi-sensor camera board to allow synchronous capture. The controller board includes a field-programmable gate array (FPGA) with 256 MB RAM that can perform basic low-level image processing. The small size of the cameras allows them to fit well within the robotic system, as will be discussed in later chapters. The CMOS sensors in each camera (Aptina MT9V024) exhibit a large pixel size (6 µm x 6 µm) and increased sensitivity to NIR light (57% quantum efficiency at 690 nm, 34% efficiency at 830 nm, 15% efficiency at 940 nm, etc.). Each camera is mounted with a miniature camera lens with an FOV of 120º (Marshall Electronics V-4402.1-2.5-HR 1/3" 2.1mm f/2.5 Lens).

To block unwanted ambient light, we used 15 mm diameter dual-band bandpass filters with center wavelengths of 688nm and 828 nm and bandwidths of 13 nm and 12 nm, respectively (BrightLine FF01-688/828, Semrock, Rochester, NY, U.S.). Two layers of ground-glass and holographic diffusers (Edmund Optics, NJ, U.S.) were used with the LED array to improve the uniformity of intensity across the skin. To minimize spectral reflections from the skin surface, 12.5 mm diameter NIR linear polarizing filters with wavelength range of 750 to 850 nm (Edmund Optics, NJ, U.S.) were placed in front of each camera. A rectangular dielectric polarizing film with the same wavelength range was placed in front of the six LED arrays in a perpendicular orientation relative to the polarizers in front of the cameras. The polarized waves propagating to the arm surface and backscattering within the first few path lengths retain their polarization and are filtered upon reaching cameras. In contrast, waves propagating past the first few path lengths lose their initial polarity and are received by the cameras. Cross-polarization gating in this manner has been shown to reduce surface reflections by approximately 7-8% of the total tissue scatter.
2.4.2. **B-mode and Doppler US imaging approach**

Different US transducers may be interchanged within the imaging system depending on the requirements on center frequency, bandwidth, spatial resolution, and imaging depth. We have used three different transducers (Figure 2-2 (e)). The first is a single-element sector probe (SeeMore NF-MV-12 Vascular Probe, Interson Corp., U.S.). The electronic elements are simplified to a single PCB board embedded in the probe, which can in turn be connected directly via a USB connection to a host computer. The center frequency is 6 MHz, but the transducer can also be pulsed at 12 or 24 MHz. To produce the 2D \((x, z)\) image, the single piezoelectric crystal is mechanically scanned along an arc with a DC brushed motor. The depth range is 0 to 25 mm, and the focus is 10 mm. Each sector line generates a 2048x1 vector, and 128 vertical scan lines are generated with each pass of the mechanically scanned crystal. The resulting 2048x128 array of backscattered intensity data is then interpolated using a lookup table to form the final 600x600 B-mode image. In total, 12 B-mode images are acquired per second. The main limitation of using the single-element transducer was that Doppler images cannot be generated, as doing so would require an impractically high mechanical scanning speed. Furthermore, even though 128 scanlines were generated per image, the spatial resolution was limited to approximately 150 \(\mu\)m per pixel. Finally, processing techniques such as compound imaging are not feasible using the scanning sector probe.

The second transducer that we used is an 18 MHz linear array transducer with 256 piezoelectric elements at 100 \(\mu\)m pitch (L18-10L30H-4, Telemed UAB, LTU). The depth range is 2 to 30 mm, the depth focus is 8 mm, and the lateral imaging window is 30 mm. 794x580 images are generated at 30 FPS, and the system is capable of compound, color Doppler, and spectral Doppler imaging with gain control of 50 dB. The beamformer measures 54 x 220 x 158 mm in volume and is connected to the transducer by a ZIF-260 pin connector interface. The beamformer is connected to the host computer via USB.
The third transducer is a 40 MHz linear array transducer with 256 piezoelectric elements at 100 \( \mu m \) pitch (MS 550S, Fujifilm VisualSonics Inc., U.S.). The depth range is 1 to 13 mm, the depth focus is 4 mm, and the lateral imaging window is 20 mm. Like the L18-10L30H-4, the system is capable of compound, color Doppler, and spectral Doppler imaging. The radiofrequency data can also be saved for further processing. The transducer is connected to a VisualSonics Vevo 2100 system, and is most commonly used for imaging small superficial structures in animals.

To avoid the need to apply liquid acoustic gel on the skin, we developed a solid agar-based hydrogel contained within a plastic clip that can be easily attached to the US transducer head before the procedure Figure 2-2 (f). After the procedure, the clip can be detached and discarded. The clip is 3D-printed in ABS plastic, and would for commercial use be distributed in a sterilized package. The coupling hydrogel is synthesized from 0.5% sterile-filtered agar powder (Sigma Aldrich, U.S.). One of the challenges of developing the solid gel is was controlling its mechanical rigidity. Ideally, the gel must be rigid enough to remain within the plastic clip (a commercial liquid gel would flow out of the clip onto the skin). However, the gel must also demonstrate sufficient mechanical compliance to deform when the clip is placed in contact with the skin surface. Compliance is important to minimize the presence of air pockets between the skin and the gel surface. An overly rigid gel would also compress the vessel before the needle can be inserted. The 0.5% agar gel exhibited elastic behaviors with a Young’s modulus of 5 kPa. Reducing the agar concentration below 0.5% significantly worsened the mechanical integrity of the gel. In future studies we will investigate alternative materials, including non-Newtonian (shear-thickening) polymers and hydrogels such as polydimethylsiloxane (PDMS) and guar gum, respectively.

2.4.3. **Computer vision and image analysis approach**

The sequence of image analysis routines (Figure 2-5) are executed continuously on a laptop computer (MSI-WS60, Micro-Star International Co., Ltd) equipped with a CUDA-enabled GPU.
Quadro K2100m, NVIDIA Corp.). Real-time implementations of the algorithms were developed in C++. Where possible, code from open libraries such as OpenCV and PCL or frameworks such as OpenCL were utilized. In the following section, I provide a short summary of each of the image analysis steps. Details of the algorithmic methods are provided in Section 2.7.

**Figure 2-4.** Computer vision methods for NIR and US image analysis. (a) The two imaging modalities are combined to provide 3D position information for needle guidance. (b) NIR image analysis approach. (i) Segmentation of forearm and blood vessels. Arm surface is segmented using an active contours approach. Vessels are segmented by enhancing curvilinear ridge-like structures using a second-order match filtering procedure. (ii) Feature point registration between left and right stereo images to obtain a 3D map of the vasculature. Feature points (white squares) are the local maxima of the gray-weighted distance transform of the segmented images. Registration is constrained to the epipolar lines of the stereo rig (red stripes). The normal vector \( \mathbf{n}_t \) and tangent plane (blue square) about the vessel target are computed from the 3D map. (iii) 3D arm surface estimation based on real time dense stereo correspondence. (c) US image analysis approach. (i) The target vessel is segmented using active contours (red outline). The contour is initialized by finding a region in the vessel using threshold and morphological operations (blue outline). (ii) Blood flow may be confirmed using Doppler imaging or speckle motion tracking. (iii) The needle is tracked during the cannulation using a Hough line detector and a probabilistic state estimation filter.
Figure 2-5. Summary of NIR and US image analysis routines. Visible-light images acquired under 690 nm illumination are used to extract the arm surface. NIR images acquired under 830 nm illumination are used to segment the blood vessels and estimate their 3D position below the skin. Once the cannulation target is selected and the US probe is lowered, the target vessel is then segmented from the US image scans. Gray boxes indicate routines performed on a CPU processor. Red boxes indicate GPU-enabled computations.

**Stereo camera calibration:** Camera calibration software was adapted from an open-source toolkit and rewritten in LabVIEW. A planar grid with circular control points was machined to the base of the system. During the calibration, the grid is imaged by the stereo camera pair at different viewing heights to form a nonplanar cubic calibration rig. The intrinsic and extrinsic parameters of the stereo setup are then extracted using the method of Heikkilä, allowing the camera coordinates to be registered to the robot frame. The resulting reprojection error is approximately ±0.1 mm in
our setup, which translates to an \((x, y, z)\) image reconstruction error of approximately 1 mm, given the image resolution of the cameras.

**Ultrasound image calibration:** To register the US system to the robot frame, the curvilinear coordinate system of the US transducer must be converted to the rectangular coordinate system of the image displayed on-screen. In this process of scan conversion, the raw B-mode scan lines extracted from the curved US transducer are spatially interpolated based on the known geometry of the transducer, sampling frequency, and line density\(^97\). Small spatial errors in the scan conversion are then minimized using an N-shaped fiducial-based calibration method\(^98\), which allows the pixel coordinates of the US image to be mapped back to the robot coordinates.

**Arm segmentation based on active contours with gradient vector flow (GVF) energy formulation:** As an initial step to extract the arm surface, a segmentation approach based on active contours is employed to obtain the 2D region of interest (ROI) of the arm from video images captured under illumination by the 690 nm LEDs. Left and right images are first rescaled to 188x120 pixels (factor of 0.25) to reduce the computation time, since only an approximation of the ROI is needed. Active contours segmentation is then performed to identify the boundaries of the arm in each image (Figure 2-6 (a)). In the first image frame, the contour is initialized by threshold and morphological operations. In all subsequent frames, the contours are initialized based on the segmentation result from the previous frame. A fundamental aspect of active contour segmentation is the formulation of the external force that pushes the contour into regions of high negative gradient (intensity edges). Here we used an external force based on the GVF field, which has been shown to reduce the sensitivity of the final contour to initialization and enable the contour to move into concavities\(^99,100\). To increase the speed of the optimization step, we applied an OpenCL implementation of GVF designed for parallel processing on a GPU\(^101\).
Figure 2-6. Segmentation and 3D reconstruction of peripheral forearm vessels from NIR images in one adult subject. (a) Regions-of-interest segmented from left and right NIR stereo images using an active contours approach (red outlines). Initial contours, determined by basic thresholding and morphological processing (blue dotted lines), are iteratively expanded using an energy minimization and contour evolution formulation based on the GVF external force. (b) Line enhancement based on the DOG filter (left image shown). (c) Vessel enhancement based on Hessian curvilinear filter. (d) Gray-weighted distance transform image. (e) Result of segmentation and skeleton pruning (red lines). A cannulation target (blue circle) is selected by the clinician. (f) Non-rigid registration of feature points along vessel centerlines in left and right stereo images. The local maxima of the distance images from (g) are used as the feature points (white squares). Registration is constrained along the epipolar lines of the stereo image pairs (red horizontal lines). (h) 3D point cloud of the arm surface based on dense stereo correspondence. (i) Surface normal (blue arrows) computed for each point in the 3D point cloud. (j) 3D reconstruction of vessels (red). Diameters were determined from the local maxima of the distance images from (d). The blue circle again indicates the selected cannulation target. (l) Tangent plane (dotted blue square) and normal vector $\mathbf{n}_t$ about the cannulation target.

**Vessel segmentation based on local curvature:** The overall segmentation approach was to model the vessels as curvilinear line- or tube-like structures. After first rescaling to 376x240 pixels (factor of 0.5), line structures inside the 2D arm ROI are enhanced by computing the scale-dependent difference of Gaussians (DOG) image (Figure 2-6 (b)). A second-order filtering method is then introduced in which tubular structures are enhanced based on eigendecomposition.
of the second partial derivatives (Hessian matrix) of the image (Figure 2-6 (c)). Segmentation is performed by modeling the resulting image as a mixture of two histogram distributions representing vessels and background. The gray-weighted distance transform of the binary segmentation image is shown in Figure 2-6 (d) and the final skeleton in Figure 2-6 (e).

*Vessel and arm surface 3D reconstruction:* The 3D positions \((x_i, y_i, z_i)\) along each vessel are computed by extracting feature points \(i\) and performing point registration between the left and right stereo images. We use the local intensity maxima of the distance map of the vessel segmentation images as feature points Figure 2-6 (d). The points lie along the vessel centerlines, and the intensity of each point represents the vessel diameter about \((i)\). Non-rigid point registration\(^{103}\) is constrained to occur only along the epipolar lines between the stereo cameras Figure 2-6 (f). The resulting 3D vessel geometry is shown in Figure 2-6 (g).

The 3D arm surface is needs to be estimated when the full 6-DOF pose information \((x_i, y_i, z_i, \alpha_i, \beta_i, \gamma_i)\) about each feature point \(i\) can be utilized, for example to align the US transducer with the target vessel. For this, we use a CUDA-optimized Bayesian network algorithm\(^{104}\) for real-time dense stereo correspondence. Figure 2-6 (h) shows the resulting 3D point cloud of the arm. The surface normal vectors \(n_i\) about each 3D vessel point (Figure 2-6 (i)), along with the tangent plane with respect to the arm surface, define the pose of the vessels (Figure 2-6 (j)).

*Vessel motion tracking:* Pairwise vessel feature points \((x_i^{left}, y_i^{left})\) and \((x_i^{right}, y_i^{right})\) are tracked between frames via optical flow estimation based on a pyramidal implementation of the differential method proposed by Lucase-Kanade\(^{105}\). We applied the OpenCV implementation of the algorithm, which is optimized for CUDA processing. Pairs of feature points are discarded if either point deviates beyond a minimum tolerance from the epipolar line between the points (that is, \(y_i^{left} \neq y_i^{right}\)). Furthermore, to ensure that the vessel target does not drift from the vessel centerline over time, new feature points are extracted from the segmented vessel images at every
tenth frame, and non-rigid point registration is performed as described previously. The updated vessel target is then set to the nearest feature point.

*Vessel segmentation from US images:* To isolate the target vessel in the US image after the transducer is lowered over the skin, we again apply the active contours segmentation model using the GVF external force (*Figure 2-7*). Here, US images are rescaled to 192x150 pixels before processing. As was done in the NIR arm segmentation step, the contour is initialized in the first US frame using threshold and morphological operations. The US system may also be used to confirm blood flow by displaying Color Doppler images for visualization.

*Figure 2-7.* Active contours segmentation of vessel lumens in longitudinal US images. Results are shown for 3 adult subjects (columns). Top row: B-mode images acquired with an 18 MHz transducer. *Bottom row:* Segmentation results. Initial contours (blue outlines) were determined by basic image processing and can be seen to lie fairly close to the vessel boundaries. Final active contours (red outlines) were propagated using the GVF energy model. Processing times for the initial and final contours are also shown.
Blood flow velocities were estimated from longitudinal B-mode US images of four patients (columns) based on speckle motion tracking. Images were acquired at 30 FPS using a 12 MHz single-element scanning sector probe. Rows show main processing steps (row 1: active contour segmentation result; rows 2: speckle enhancement based on DOG; row 3: speckle enhancement based on scale-dependent Hessian filter; row 4: Speckle motion vectors computed using Lucas Kanade optical flow. The average per-frame processing time is 22.5 ± 9.1 ms.

**Figure 2-8.** Blood flow estimation from US images: Blood flow velocities were estimated from 12 MHz B-mode US images based on speckle tracking (Figure 2-8). To first detect the weak echoes from red blood cells, we enhance the speckle contrast using DOG and a scale-dependent Hessian-based filter. Speckle motion vectors are computed using optical flow-based tracking. The average per-frame processing time is 22.5 ± 9.1 ms. Spurious vectors are removed by identifying outliers in the motion probability distribution, and the resulting flow profiles are compared to Doppler US measurements (Figure 2-9).

**Needle segmentation and tracking from US images:** Needle segmentation was performed by combining a log-Gabor wavelet filter to enhance line-like structures within a predefined ROI and a line detector based on the probabilistic Hough transform (Figure 2-10). The needle tip location was then determined with subpixel resolution using a Shi-Tomasi feature extractor. Once integrated
with the robotic system, real-time speeds were achieved by reducing the ROI search space using probabilistic priors as determined from the kinematic output of the robot.

The general approach described above may be adapted to using a wide range of line enhancement and detection techniques and feature extractors to localize the needle tip. To compare the accuracy and computation time of different feature extraction approaches, we implemented a range of needle segmentation and tracking algorithms (}
Table 2-4). Our goal was to identify an approach that would result in minimal error while maintaining a processing rate of 15 frames per second (FPS). In total, we compared two methods for image enhancement (the directional log-Gabor filter and the Hessian line filter), three methods of line detection (the Hough transform, probabilistic Hough transform, and random sample consensus (RANSAC) algorithm), three methods of needle tip extraction (a rotationally invariant template matcher, the Harris corner detector, and the Shi-Tomasi corner detector), and three methods of motion tracking based on optical flow (a pyramidal implementation of the Lucas-Kanade algorithm\textsuperscript{105}, the Horn-Schunck method\textsuperscript{107}, and a variational approach proposed by Brox et. al.\textsuperscript{108}). Shown in blue in Figure 2-10 is the approach described above, which has been implemented in the NIR+US imaging system. Figure 2-11 shows the results of the needle detection approach obtained in real-time during robotically-guided cannulations in a gelatin phantom.
Figure 2-9. Blood flow velocity profiles in superficial forearm veins of eight adult subjects. US images were acquired at 12 MHz. Black lines show the mean velocities based on axial position in vessel. Red lines show parabolic second-order best-fit estimation of parabolic (laminar) flow. Also shown are quantitative estimates of the venous blood flow velocities. *Red:* flow velocities estimated using speckle tracking approach. *Blue:* flow velocities estimated using Doppler ultrasound.
Figure 2-10. Needle segmentation based on log-Gabor wavelets, probabilistic Hough transform, local-invariant feature detection, and kinematic prior estimation. (a) Longitudinal B-mode US image of needle in a gelatin-based phantom. Image was acquired using a 12 MHz single-element scanning sector transducer. Disconnected segments of the needle can be seen. (b) Gaussian probabilistic prior distribution of the expected needle position and orientation based on the known kinematic state of the robotic system (or the estimated state of freehand needle insertion). (c) Result of the log-Gabor wavelet filter. (d) Result of the probabilistic Hough transform. Candidate lines are weighted based on the prior probability to determine the MAP estimation of the needle orientation. (e) Probability distribution of the needle tip position based on the robot kinematic state (in freehand insertions, this may be estimated from the result of the Hough transform). (f) Final result of needle segmentation and needle tip position estimation.
Table 2-4. Comparison of methods for needle segmentation, needle tip extraction, and motion tracking. Shown in blue is the approach that has been implemented in the NIR+US imaging system.

<table>
<thead>
<tr>
<th>Method</th>
<th>Software implementation</th>
<th>Mean error distance vs. kinematic ground-truth</th>
<th>Std. dev. of error distances</th>
<th>Mean computation time (ms)</th>
<th>Std. dev. of computation time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NEEDLE SHAFT SEGMENTATION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual Detection</td>
<td>Manual</td>
<td>0.65°</td>
<td>0.17°</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Hough transform Matlab implementation</td>
<td>Matlab</td>
<td>1.22°</td>
<td>0.70°</td>
<td>2231.4 ms</td>
<td>388.6 ms</td>
</tr>
<tr>
<td>Hough transform w/ Hessian line filter</td>
<td>OpenCV (CUDA)</td>
<td>1.02°</td>
<td>0.71°</td>
<td>163.9 ms</td>
<td>27.2 ms</td>
</tr>
<tr>
<td>Hough transform w/ log-Gabor filter</td>
<td>OpenCV (CUDA)</td>
<td>1.03°</td>
<td>0.66°</td>
<td>170.2 ms</td>
<td>30.1 ms</td>
</tr>
<tr>
<td>Probabilistic Hough w/ Hessian line filter</td>
<td>OpenCV (CUDA)</td>
<td>0.97°</td>
<td>0.57°</td>
<td>27.7 ms</td>
<td>8.6 ms</td>
</tr>
<tr>
<td>Probabilistic Hough w/ log-Gabor filter</td>
<td>OpenCV (CUDA)</td>
<td>0.89°</td>
<td>0.46°</td>
<td>32.7 ms</td>
<td>9.3 ms</td>
</tr>
<tr>
<td>RANSAC w/ Hessian line filter</td>
<td>LabVIEW</td>
<td>1.05°</td>
<td>0.54°</td>
<td>92.5 ms</td>
<td>28.5 ms</td>
</tr>
<tr>
<td>RANSAC w/ log-Gabor filter</td>
<td>LabVIEW</td>
<td>0.80°</td>
<td>0.31°</td>
<td>95.9 ms</td>
<td>21.1 ms</td>
</tr>
<tr>
<td><strong>NEEDLE TIP EXTRACTION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manual Detection</td>
<td>Manual</td>
<td>0.52 mm</td>
<td>0.25 mm</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Rotationally invariant template matching via norm cross-correlation of the gradient image</td>
<td>LabVIEW</td>
<td>11.72 mm</td>
<td>3.57 mm</td>
<td>7.7 ms</td>
<td>3.1 ms</td>
</tr>
<tr>
<td>Harris corner detector</td>
<td>OpenCV (CUDA)</td>
<td>1.207 mm</td>
<td>0.53 mm</td>
<td>6.2 ms</td>
<td>0.8 ms</td>
</tr>
<tr>
<td>Shi-Tomasi corner detector</td>
<td>OpenCV (CUDA)</td>
<td>0.93 mm</td>
<td>0.51 mm</td>
<td>5.4 ms</td>
<td>1.1 ms</td>
</tr>
<tr>
<td><strong>NEEDLE MOTION TRACKING</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyramidal Lucas Kanade optical flow</td>
<td>OpenCV (CUDA)</td>
<td>0.28 mm</td>
<td>0.12 mm</td>
<td>2.3 ms</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>Horn Schunck dense variational optical flow</td>
<td>OpenCV (CUDA)</td>
<td>0.25 mm</td>
<td>0.10 mm</td>
<td>35.1 ms</td>
<td>9.0 ms</td>
</tr>
<tr>
<td>Brox dense variational optical flow</td>
<td>OpenCV (CUDA)</td>
<td>0.48 mm</td>
<td>0.17 mm</td>
<td>161.3 ms</td>
<td>34.6 ms</td>
</tr>
</tbody>
</table>
Figure 2-11. Segmentation results of straight needle in a gelatin phantom. **Left column**: longitudinal B-mode US images were acquired at 12 MHz. **Middle column**: line-like structures were enhanced using a log-Gabor wavelet filter. **Right column**: Needle segments detected using an OpenCV implementation of the probabilistic Hough transform and Shi-Tomasi feature extractor optimized for CUDA.
**Vessel structure recognition and labeling based on graph matching:** Determining a suitable cannulation site can often be challenging and requires a thorough understanding of vessel anatomy. To support the clinician in his or her decision-making process, we introduced an image recognition approach to suggest suitable vessels for cannulation. The overall goal is to introduce a software capable of learning each patient’s vessel structure, using the structure information to label candidate vessels, and displaying the information to the clinician in a way that is easily interpreted by the clinician. For each image, the three major forearm veins, i.e., median cubital, cephalic, and basilic veins, are labeled and displayed in a color-coded fashion based on their ranked order of preference. Besides decreasing the reliance of the device on clinical expertise, the software may allow workers with less training, such as nurse assistants and technicians, to oversee the procedure. The software also represents a step toward full device autonomy.

We have implemented three vessel selection methods as initial steps toward achieving this goal. The first method quantifies the suitability of each segmented vessel based solely on image features. Given a vessel \( v \) with skeleton \( S \), we defined the suitability (\( \Psi_p \)) of a 3D point \( p \) for puncture by observing the visual cues used by clinicians in their decision process. \( \Psi_p \) is given as:

\[
\Psi_p = \left( \omega_1 \frac{L_{\max}}{L} + \omega_2 \frac{A_p}{A_{\max}} + \omega_3 \frac{C}{C_{\max}} + \omega_4 \frac{1 - I_p}{I_v} + \omega_5 \frac{1 - 2D}{L} + \omega_6 H \right) / \sum \omega_i
\]

where \( L \) is the skeleton length of \( v \); \( A_p \) is the vein cross sectional area about \( p \); \( C \) the contrast; \( I_p \) the intensity at \( p \); \( I_v \) the mean intensity of \( v \); \( D \) the distance between \( p \) and the skeleton midpoint, and \( \omega_i, i = 1…6 \) the weights for each term, each set to 1 in our studies. \( H \) is the output of the Hessian vessel enhancement step shown in Figure 2-6 (d).

The second method assumes that the structure of the major vessels in the forearm are largely conserved, and that graphs of an individual’s vessel structure may be matched to template maps of vessel anatomy, e.g., medical textbook diagrams. We employ a “path similarity” graph matching
algorithm recently developed by Latecki et. al.\textsuperscript{109}. Here, path dissimilarity matrices are computed and matching costs are computed for each node of the patient and template skeleton graphs Figure 2-12 (a). Structure representation then becomes a bipartite assignment problem, which can be performed using combinatorial optimization methods such as the Hungarian algorithm\textsuperscript{110}. The major advantage of this approach, which computes the geodesic path distances between the endpoints on the graph rather than analyzing the graph itself, is its stability when the vessels are discontinuous. In such images, though the distances between branches remain similar, the graph itself becomes fragmented, causing standard matching approaches to produce unreliable results.

The third method also models the structure of the graphs, though rather than matching based on path distances, the “shape context” of individual points lying on the vessel are used as the feature descriptor Figure 2-12 (b). The notion of shape contexts was first described by Belongie et. al.\textsuperscript{111}. They provide an efficient representation of the magnitude and angular distance of each skeleton point to each other. Shape context histograms are generated and matched based on simple cost functions such as the sum of squared differences (SSD). The bipartite assignment of nodes on the patient graph to the template graph can again be performed with the Hungarian algorithm.

The effectiveness of this feature-based approach is evaluated in a study of 101 adult patients, as described in Chapter 2.5.2. Some of the limitations of using only image features are discussed. Preliminary results of the path similarity and shape context approaches are shown in Figure 2-12 (c). In future work, we will evaluate the accuracy of the graph-based approaches in comparison to annotated results provided by a clinical expert. The dataset generated from the completed 101-patient study will be used for these studies. The goal will be to show that the reliability of vessel labeling can be improved using graphs when the segmented vessels are highly discontinuous.
Bayesian integration of segmentation, structure, depth, and motion: The Bayesian framework provides a way to merge different information sources by representing them as prior probability densities that influence the posterior estimation of a hidden state, i.e., the true vessel position and pose. We use a Bayesian model for coupling the stereo, segmentation, structure, and motion information that I described in the previous sections of Chapter 2.4. The approach involves introducing the labeling information provided by the arm and vessel segmentation steps, the motion vectors resulting from optical flow, and the graph representation of vessel structure, as additional constraints in the computation of the 2D disparity function \( f \) during stereo correspondence. Specifically, these constraints are passed around as conditional messages between neighboring
nodes of a Markov random field (MRF) to propagate information inferred about the global disparity (a process known as loopy belief propagation (LBP), as described in Chapter 2.7.3).

A similar approach may be implemented to maximize the information use from the processed US images. Here, the labeling information provided by the vessel segmentation step may be merged with the speckle motion vector maps generated from blood flow estimation. For active contour segmentation, information derived from the image about the boundary of the object is used as the data term that directs energy minimization and contour evolution. Others have shown that region statistics (and in our case motion vectors) may be incorporated without substantial modification of the energy model\textsuperscript{112}. It may also be possible to integrate needle tip information if a model of tissue deformation due to needle stresses can be developed; however, this has not yet been explored.

At present, we have developed Matlab software prototypes for both the NIR and US image analysis components. Further work in this area will involve leveraging CUDA optimization to ensure real-time performance. Once the algorithms are real-time capable, they may then be incorporated into the system software to improve the robustness of the vessel localization steps in the presence of image artifacts, motion noise, ambiguity, and uncertainty.

\[ E(f) = \sum_i \phi(f_i) + \sum_{(i,j)} \left( \psi(f_i, f_j) + r(f_i, f_j) + \eta(f_i, f_j) + \phi(f_i, f_j) \right) \]

**Figure 2-13.** Bayesian integration of segmentation, structure, depth, and motion. (a) Energy model updated in belief propagation during stereo correspondence. (b) Diagram showing how messages are passed from neighboring nodes of the MRF to propagate information inferred about the global disparity.
Active stereo from structured illumination: Currently, the imaging system relies on robust stereo correspondence to provide accurate 3D estimations of the arm and vessels. Unfortunately, stereo correspondence remains one of the most active fields of computer vision research, largely because current methods have not achieved satisfactory results in many real-world environments. In our system, inaccurate stereo estimation leads to inaccurate positioning of the US probe. One alternative approach is to make use of structured illumination to minimize ambiguities in the correspondence step. Figure 2-14 shows a schematic of a structured illumination setup that we have begun to develop. In this approach, a pattern projector is implemented in conjunction with a stereoscopic detector. Our system uses a laser diode emitting a lower wavelength of NIR light (here, 760 nm) through a diffraction grating that produces a pattern on the arm surface (a digital projector may also be used in place of the laser diffraction configuration). Meanwhile, a higher wavelength of NIR light (here, 940 nm) is emitted via LEDs to detect the vessels in the traditional manner. The laser diode and LEDs are pulsed at 50 FPS to generate disparity maps in rapid succession. In future studies, we will compare the accuracy of the passive and active methods. We will also investigate methods to merge passive and active stereo information to further improve the disparity estimate.

Figure 2-14. Active stereo correspondence from structured illumination. A pattern is generated based on laser diffraction and projected on the arm. The pattern provides markers to aid in the disparity estimation.
2.4.4. Combining bimodal NIR+US imaging and motorized needle insertion

Finally, we investigated whether it is feasible to couple the NIR+US imaging system and image analysis framework with a motorized needle insertion mechanism to perform cannulations in a semi-automated manner (Figure 2-15). The main advantage of this approach is the potential ability to precisely update the position and orientation of the needle in real-time based on image feedback. We developed a 3-DOF mechanized robotic manipulator (Figure 2-2) capable of insertion standard Butterfly needles or intravenous catheters at angles between 15° and 30°. A more detailed description of the manipulator design will be given in Chapter 3.6, where the manipulator is coupled with a 6-DOF base positioning system, resulting in a fully-autonomous 9-DOF robot capable of aligning, servoing, and inserting the needle with target vessels in the human forearm, hand, and wrist. In contrast, the experiments described in this section utilize only the 3-DOF manipulator. The system is operated in a handheld manner; the clinician manually scans the patients arm using the NIR+US imaging system and, once a suitable vessel is located, reorients the imaging device so that the needle is aligned with the selected vessel. Alignment markers are provided on the graphical display to assist the operator in orienting the device. When correct alignment is indicated on the GUI, the operator may then issue a command via the GUI or by pressing a button to direct the device to insert the needle. Compared to manual needle insertion, the semi-automated device may reduce the need for complex hand-eye coordination by the operator, who would otherwise need to insert the needle and manipulate the NIR+US imaging system simultaneously. Furthermore, by mounting the system on a passive flex-arm, it may be possible to perform the cannulation in a hands-free manner. The semi-automated system is also less costly than a fully autonomous device. Nevertheless, compared to a fully automated device, increased human intervention is needed, and it is likely that manual errors would not be fully eliminated. The advantages and limitations of the semi-automated approach are discussed later in Chapter 3.
Figure 2-15. Combining bimodal NIR+US imaging and motorized needle insertion. (a) The coupled system includes the handheld imaging system, an attachable 3-DOF needle insertion mechanism, and an attachable clip containing a solid US coupling hydrogel. (b) Schematic of main system functions. The US transducer may be oriented for transverse imaging (as shown in the device render) or for longitudinal imaging (as shown in the inset figures). (c) The system may be mounted on a flexible articulated arm that the operator can adjust to scan the patient. The arm also allows the system to be positioned above a selected vessel target. Using the flexible arm allows the cannulation procedure to be performed in a hands-free manner.

2.5. Results

2.5.1. Optimization of NIR vessel imaging in human subjects

Previous studies have compared the visibility of peripheral veins under NIR and VIS light. Various designs of NIR imaging systems for vein detection have also been developed, some of which have achieved commercial adoption. However, to our knowledge, there has yet to be described a systematic evaluation of the parameters that may affect peripheral forearm vein imaging. We applied orthogonal experimental design\textsuperscript{113,114} to compare the imaging proficiency of the device under NIR and VIS conditions across 24 patients (Table 2-5)\textsuperscript{58}. For each patient, the left and right forearm and ACF were scanned under VIS and NIR light, and the NIR images were segmented. Five device parameters, i.e., wavelength, the angle-of-incidence of the light source to the arm, the distance of the light source from the arm, power per LED, and the orientation of the cross-polarizers, and three demographic parameters, i.e., age, body mass index (BMI), and
Fitzpatrick skin type (FST), were assessed. Imaging performance was defined as the length of segmented veins divided by the length of the forearm. All five parameters were found to affect performance significantly, and the optimal imaging conditions determined from the results.

Statistical approach: Taguchi design of experiments was applied to optimize device imaging parameters. An experimental array comprising the control variables was tested against an array comprising the noise variables, with the result providing a model of imaging robustness with respect to patient variability. Imaging performance was defined as the total path length of the detected veins, normalized by the length of the patient’s forearm from wrist to elbow, and is here represented by \( \varphi \). In turn, \( \varphi \) was used to derive the robustness measure, namely the Taguchi nominal SNR, by the equation \( \text{SNR} = \log(\varphi^2 / \sigma^2) \), where \( \sigma \) is the standard deviation of the distribution of \( \mathcal{Y} \) across the sample. Fractional factorial (orthogonal) arrays were used to reduce the number of runs; a 5-variable 4-level L16 orthogonal design was used for the control array, and a 3-variable 2-level L4 design was used for the noise array. Six patients (replicates) were selected per run. The order of the experimental runs was randomized to eliminate the potential for study bias.

Main effects of the device parameters were evaluated across the sample population, and the set of device imaging conditions that maximized the SNR was identified (Figure 2-16). One-way analysis of variance (ANOVA) was performed to determine whether varying the control conditions changed the path lengths of the detected veins. Post-hoc analysis using Fisher’s least significant difference (F-LSD) was conducted following the ANOVA to identify the specific experimental levels between which the performance difference was significant. Significant differences, defined as two-tailed p-values < 0.05, were observed for all five device parameters.
Table 2-5. Fractional factorial experimental design to identify NIR imaging parameters in 24 patient sample. Taguchi orthogonal arrays were used to reduce the experimental size. Device parameters were evaluated using a 5-variable 4-level L16 orthogonal array. Demographic parameters were evaluated using a 3-variable 2-level L4 array. Six patients were selected per run for a total of 24 patients. Imaging performance $\psi$ was defined as the total path length of the detected veins, normalized by the length of the patient’s forearm from wrist to elbow. The outcome score was defined by the Taguchi SNR, defined as $SNR = log(\psi^2/\sigma^2)$, where $\sigma$ is the standard deviation in the set. In total, 384 trials were carried out to assess imaging performance.
Figure 2-16. Main effects plot showing the Taguchi SNR and explained variance (%) for five imaging parameters. Error bars show the standard deviation for each level. Bar plot shows the variance contributed by each parameter. Device parameters maximizing SNR are indicated by the black arrows. Parameters contributing statistically significant changes to imaging performance are indicated by red stars (*) above the arrows. Significant differences between levels within each demographic condition are indicated by black stars: two-tailed $p$-value < 0.05 (*), 0.01 (**).

2.5.2. **Comparison of NIR imaging and segmentation to expert visualization**

In the clinic, the focus of venipuncture is on the major veins of the ACF and forearm. For most blood draws, the phlebotomist will try to access the median cubital vein in the ACF by default. For intravenous infusions, the cephalic and basilic veins in the forearm are most commonly used. Thus in order to demonstrate clinical proof-of-concept for the imaging system, we compared the effectiveness of the device in detecting these three major veins to the effectiveness of the standard landmark technique performed by an experienced clinician\(^\text{58}\). 101 patients spanning a broad range of demographics were recruited (Figure 2-17). The left and right forearm and ACF of each patient was imaged by the device using VIS and NIR light and then analyzed manually by the phlebotomist. The path length of detected veins was quantified and normalized by forearm length following a series of segmentation routines (Figure 2-18), as described above. In the device’s case, path length was calculated directly from the image with a pixel to cm conversion. In the clinician’s case, markers were drawn at 1 cm increments along the patient’s arm over detected veins, and the number
of markers was counted. Age, sex, BMI, and FST, were documented for each patient and correlated to device performance.

Across the study population, the path length of detected veins per patient was observed to correlate inversely with two demographic factors, BMI and FST, to significant effect (Figure 2-19 (a)). Neither age nor sex correlated significantly with path length, though in the case of age, a contributing factor may have been the lack of volunteers less than 10 years old. For all demographic groups, mean path length per patient was observed to be significantly greater with the device using NIR imaging compared to the phlebotomist. Furthermore, for all groups, the regression coefficients representing physiological influence on path length were significantly reduced in the device trials compared to the control trials, indicating that the imaging performance of the device is less affected by demographic variability.

**Figure 2-17.** Demographic distribution of 101 patients recruited for human imaging study. Patients were recruited at Rutgers University following IRB-approved protocols.
Figure 2-18. Vessel segmentation based on local second-order curvatures. (a) Veins extracted from NIR images based on vessel geometry. (i) NIR image; (ii) Edge enhancement based on the DOG filter; (iii) Gaussian smoothing; (iv) Ridge enhancement based on second-order directionality of the eigenvectors in the Hessian matrix; (v) anisotropic curvilinear matched filter based on log-Gabor wavelets; (vi) local intensity normalization; (vii) segmentation based on the distance transform; (viii) skeletonization based on fast iterative thinning. (b) Forearm images of four patients from different demographic groups. Top row: VIS image; center row: NIR image; bottom row: vein segmentation of NIR images. From left to right: light skin and low BMI (19.1); light skin and normal BMI (23.4); dark skin and moderately high BMI (26.8); dark skin and very high BMI (35.0).
Figure 2-19. Device demonstrates improved vein visualization compared to clinician across 101 patients. (a) Effects of three demographic groups (age, sex, body mass index (BMI), and Fitzpatrick skin type (FST)) on the total path length of detected veins, normalized by the forearm length from wrist to elbow. Path lengths were quantified during the imaging routine by the device under NIR light and by the clinician using standard visual and tactile techniques. Multiple regression of the device and clinical control data was performed independently using least-squares fit. Significant effects were observed for BMI and FST, but not for age and sex. ANCOVA was conducted within each demographic grouping to determine whether the intercepts and slopes of the regression models were significantly different between the device and clinical controls. Significant differences (p-values < 0.05, indicated by asterisks (*)) between intercepts and slopes were observed in all cases. (b) Comparison of vein detection by the device and by the clinician. Results are categorized by into demographic groupings of age, BMI, FST, and sex. Numbers of samples per group are shown in parentheses. Statistical significance between the percent outcomes of the device and control trials was assessed using a one-sample t-test applied to percentages. Asterisks indicate statistical significance between outcomes, defined as having two-tailed p-values less than 0.10 (*), 0.05 (**), or 0.01 (***)}.
Figure 2-20. VIS and NIR vessel visualization in relation to BMI and skin type. The capacity to segment the three major veins in the forearm and ACF is shown in relation to the two demographic factors, BMI and FST, having previously demonstrated significant effects on visibility. A comparison of segmentation in VIS and NIR conditions is also presented. The number of people per demographic grouping is represented numerically on the right axes and visually by the width of the bars. (a) Segmentation results segregated by BMI (vertical, 4 groups) and FST (horizontal, 3 groups). BMI and FST are observed to inhibit vein segmentation to a greater extent under VIS light than multispectral NIR light. (b) Results in relation to BMI alone. (c) Results in relation to FST alone. (d) Results across the full population sample of 101 volunteers. Across all demographic groupings, the device was observed to detect at least one, at least two, or all three of the major peripheral forearm veins in a significantly greater percentage of the sample population using NIR light compared to VIS light. Statistical significance between the percent outcomes of the NIR and VIS imaging trials was assessed using a one-sample t-test applied to percentages. Asterisks indicate significance between outcomes, defined as having two-tailed p-values less than 0.05 (*) or 0.01 (**).

We additionally determined the percentage of patients for which the major peripheral veins of the forearm and ACF were detected. The device was observed to detect at least one, two, or three of the major veins in a significantly greater percentage of the population compared to the
phlebotomist (Figure 2-19 (b)). In 76 of 101 patients, the phlebotomist detected at least one of three major veins was detected by the phlebotomist. Meanwhile the device detected at least one major vein in 99 of 101 patients, representing an improvement of 30.3% over the manual approach. All three major veins were detected by the phlebotomist in 51 of 101 patients, while the device detected all three veins in 81 patients (58.8% improvement). Differences between phlebotomist and device outcomes were the most pronounced in more difficult patients, such as those presenting with dark skin or high BMI, indicating that the phlebotomist was affected by these conditions to a greater extent compared to the device. Figure 2-20 compares vein segmentation and detection by the device under VIS and NIR imaging conditions, in relation to BMI and FST. A significant improvement in vein detection was observed using NIR imaging compared to VIS imaging.

Finally, we evaluated the device's ability to autonomously select suitable locations for cannulation based on graph matching (see Chapter 2.4.3). In 89 of 101 patients, the algorithmically chosen cannulation site was confirmed by the phlebotomist as suitable for venipuncture. The most frequently chosen vein was the median cubital vein in the ACF (segmented in 92 patients and selected for cannulation in 70), followed by the cephalic vein (segmented in 75 patients and selected for cannulation in 17) and the basilic vein (segmented in 61 patients and selected in 8). Most of the discrepancies resulted from the clinician preferring certain vessels despite them being slightly smaller or less visible, indicating that anatomical knowledge was a key part of the decision process.

Summary of statistical approach: To assess the effects of demographic variability on the normalized path lengths of detected veins (Figure 2-19 (a)), multiple regression was applied using least-squares fit. The main effects for the four demographic parameters (age, sex, BMI, and skin type) were evaluated for the device and control sets independently. Significant effects, defined as effects having a two-tailed p-value < 0.05, were observed for BMI and FST in both the device and control trials. No significant effects were observed for age or sex. The overall coefficient of determination ($R^2$) was quantified to determine the proportion in the variability of path lengths
explained by demographic variability. After adjusting to take into account sample sizes and the statistical dimensionality of each factor, $R^2$ was found to 69.2%, indicating that the majority of variability can be explained by demographic differences, with the minority being therefore attributed to experimental variability. Correlation between demographic parameters was assessed by quantifying variation inflation factors. Multicollinearity, defined as a variation inflation factor $> 10$ for any case, was not observed. One-way analysis of covariance (ANCOVA) was conducted within each demographic group to determine whether the intercepts and slopes of the regression models were significantly different between the device and clinical controls. Significant effects (two-tailed p-values < 0.05) were observed in all cases, indicating that the differences in the magnitudes and slopes of the response between groups were not due to chance.

To compare the population percentage for which veins were successfully detected by the device and by the clinician (Figure 2-19 (b)), one-sample t-tests of percents were applied within-level for each demographic parameter, as well as to the overall population. Similarly, one-sample t-tests of percents were used to compare device imaging with NIR or VIS light. Because sample sizes within each level were small compared to the overall sample population, statistical significance between the outcomes of the device and control trials was defined based on two-tailed p-values at several different significance levels ($p < 0.10 (*)$, 0.05 (**), 0.01 (***)). A significant difference was observed between the clinician and the device in the percentage of the total population for whom at least one, two, or all three of the major forearm veins were detected. Within the patient groups, significant differences were most readily observed in patients with more difficult demographic profiles. Differences were not observed within all groupings, most likely due to small sample size.

2.5.3. Comparison of NIR+US imaging and segmentation to expert annotation

The speed and accuracy of each image analysis step were investigated on 9 adult subjects (Figure 2-21). Representative NIR segmentation, 3D reconstruction, and US segmentation results
are shown, and the average computational processing times for each step are listed. Unsurprisingly, the stereo matching routines were the most demanding (80 and 125 ms). The remaining steps each required less than 50 ms. The overall frame rate was found to be at 10.8 FPS by executing independent steps in parallel and carrying out demanding computations over multiple frames. Shown also are the root mean squared errors (RMSE) for the arm segmentation, NIR vessel segmentation, vessel tracking, and US vessel segmentation steps over 30 s relative to manual segmentation and tracking by a clinical expert. Errors are expressed as a % of the average per-frame segmentation area or motion displacement. The greatest error (9.6%) was observed in the NIR vessel segmentation step, largely due to the removal of small disconnected segments during post-processing. However, removal of these segments is not expected to affect insertion accuracy, as clinicians preferentially target long, continuous vessels when performing venipuncture.

Average RMSE’s for the NIR arm segmentation and US vessel segmentation steps were 4.5% and 4.9%, respectively. The errors were mostly due to inaccuracies in the initialization of the active contours. While the GVF algorithm is relatively more stable to initialization, the accuracy was nevertheless affected in a small number of cases. Currently we are investigating more robust approaches to initialize the GVF contour, including implementing region growing techniques or utilizing the US speckle statistics or Doppler image information.

The NIR vessel motion tracking step resulted in an average RMSE of 3.3%. The largest tracking error occurred on Subject 4 due to a rapid arm motion that caused the vessel target to be lost. In such circumstances, the vessel target must be re-selected. As an alternative to Lucas Kanade optical flow tracking, dense optical flow algorithms based on variational methods\textsuperscript{108,116}, level sets\textsuperscript{117}, and motion segmentation\textsuperscript{118,119} could potentially be implemented to enforce spatial smoothness constraints on the optical flow fields. It may also be possible to adapt the non-rigid point registration approach used here for stereo registration to perform motion tracking. However, the increased robustness of these alternative techniques will need to be weighed against their added
computational costs. NIR stereo reconstruction errors were not assessed in these studies, since such errors are more readily evaluated in conjunction with robotic cannulation. A focus of future studies will be to assess the 3D accuracy of the vessel maps by comparing reconstruction errors in human subjects to previous results by our group on patterned tracking targets.
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Figure 2-21. Bimodal NIR+US imaging assessment on 9 healthy adult subjects. (a) Representative NIR segmentation and 3D reconstruction results. (b) Representative US segmentation results, with initialization shown in blue and final contours in red. (c) Average per-frame processing times. (d) Root mean squared errors relative to manual segmentation and tracking.

2.5.4. Evaluation of NIR+US guided manual and semi-automated cannulation

Finally, we investigated whether it is feasible to couple the NIR+US imaging system with a motorized needle insertion mechanism. Figure 2-22 presents the experimental design and results of cannulation studies performed on tissue-mimicking phantoms simulating a range of human physiological properties. These phantoms are simplified variations on the fully customizable
multilayered phantoms that will be described in Chapter 4.2. Here, we evaluated the effects of vessel diameter, tissue elasticity, and skin tone on the first-stick accuracy and completion time of unassisted manual cannulation, NIR+US guided manual cannulation, and NIR+US guided robotic cannulation. Cannulations were performed on phantoms containing vessels with diameters of 0.8, 1.6, and 2.4 mm, tissue elasticities of 5, 15, and 50 kPa, and skin pigmentation matching that of light, medium, and dark toned patients. For each condition, 12 trials were conducted, and all manual trials were carried out by an expert clinician. Cannulation success was defined as the collection of at least 1 mL of fluid having blood-like viscosity that was perfused through the vessels.

The use of NIR+US guidance was observed to increase first-stick accuracy compared to unassisted cannulation, most notably in difficult conditions, i.e., small vessels, low elasticity, and dark skin tone. However, completion time was also seen to increase. Meanwhile, robotic cannulation increased accuracy and decreased completion time compared to manual techniques. These findings suggest a potential for improvement in venipuncture accuracy using image-guidance and for increased efficiency using robotic insertion. Additional measures of success, including the distance of the needle tip from the vessel center, the extent of random needle motion within the tissue, and the average blood volume collected, will be assessed in future studies. The effects of insertion parameters, such needle gauge, insertion speed, and insertion angle, will also be investigated. Finally, collaborative features between the imaging system, the robot, and the operator will be further developed to facilitate clinical translation.
Figure 2-22. Cannulation testing in tissue phantoms. (a) NIR+US imaging system coupled with robotic needle manipulator. (b) Phantom conditions used to assess cannulation performance. (c) First-stick accuracy and completion times of unassisted, image-guided, and robotic cannulation. Error bars indicate deviations for 12 trials.

2.6. Discussion

In general, imaging technologies such as NIR and US are typically used in the clinic if the practitioner has trouble locating a suitable vein for cannulation. While NIR is best suited for superficial veins, and US is ideal for deeper vessels, it remains controversial whether these imaging modalities significantly improve cannulation success rates and efficiency. To address the limitations of current imaging approaches, researchers have looked to methods that combine both imaging modalities to provide improved vessel visualization. For example, methods have been proposed that combine commercial US imaging systems with optical, laser, or electromagnetic sensors to track the position of the tissue structures and needle throughout the procedure120-125.
However, these methods require expensive external hardware, specialized needles, and/or extensive calibration before use.

Alternatively, techniques based on visual tracking using sensors local to the US probe may require less expensive hardware and may be compatible with standard needles and probes. One such device\textsuperscript{93} uses stereo cameras to infer the 6-DOF pose of the needle in real-world 3D space. The system then projects the pose information onto the 2D US image plane and the 2D view of each camera. The system is designed as an augmented reality device by providing guidance cues to the user in the form of alignment markers displayed on-screen. The user is then tasked with aligning the visible needle with the alignment markers simultaneously, as doing so would ensure the proper insertion trajectory. The computation of disparities between the stereo cameras is made more tractable with the use of structured light sensing, or active stereo, via a visible light digital projector coupled to the US probe. Nevertheless, while structured light sensing helps to texturize the images of the skin surface and allow for more accurate stereo correspondence, current digital projectors are fairly bulky. Even with the use of structured light, capturing reliable features reflected from the needle shaft for stereo correspondence will likely remain challenging, particularly in cluttered image scenes. Furthermore, even with the added visual cues, the system still requires good hand-eye coordination from the user such that they can adequately perform the alignment task. Thus, it remains to be seen whether the device will ultimately lead to improved clinical outcomes or completion times.

The bimodal 3D NIR+US imaging system described in Chapter 2.5.3 combines the advantages of both imaging modalities to improve visualization of the peripheral vasculature. We demonstrated that the NIR+US imaging system enhances the operator’s ability to locate a suitable vein for cannulation by constructing a 3D map of the subcutaneous vessels, providing a cue to guide the operator in lowering the US probe over a selected cannulation site, segmenting the vessel and confirming blood flow via image processing of the B-mode US scan, and tracking the needle as it
is inserted into the tissue. When further coupled with a semi-automatic needle insertion mechanism, as described in Chapter 2.5.4, the NIR+US imaging system demonstrated improved cannulation success rates and completion times compared to manual needle insertions with and without the use of assistive imaging devices. The improvements were particularly notable in conditions where the vessel was embedded at depths exceeding approximately 3 mm beneath the skin surface and when the skin tone affected the vein visibility, i.e., in phantoms with dark skin.

In the NIR imaging studies described in Chapter 2.5.1, NIR light at 940 nm was observed to significantly improve the detection of peripheral upper limb veins compared to visible light. The improved detection at 940 nm is most likely due to the local deoxyhemoglobin absorption peak as well as reduced scatter at longer wavelengths. We did not evaluate the system at wavelengths above 940 nm due the rapid decline in quantum efficiency for CMOS cameras past this range. However, if a multi-bandpass filter is needed (for example if a lower NIR wavelength is desired for forearm skin imaging and a higher wavelength is desired for subcutaneous vessel imaging), then it may not be possible to use 940 nm as the illumination wavelength. For dual-wavelength imaging, we used a combination of 690 and 830 nm LEDs to accommodate the use of commercially available 688/828 nm dual bandpass filters. It is unlikely that using 830 nm as opposed to 940 nm would substantially affect the visibility of the vessels; however, a direct comparative study would need to be carried out to verify this assumption.

Meanwhile, in the comparative imaging studies in Chapter 2.5.2, we allowed the phlebotomist to utilize visual and tactile techniques to find veins. In the majority of cases, the phlebotomist identified the median cubital vein in the ACF as the primary target for blood draws, and veins along the anterior lower forearm for intravenous infusions. Currently, the device suggests a cannulation target based on an aggregated score of various image features and displays the decision on the touchscreen interface in an overlay of the real time video. The clinician can either agree with the decision or select an alternative site of cannulation. Incorporate higher level information such as
vein structure and anatomical prior knowledge, e.g., by optimizing the graph-based structure recognition approaches described in Chapter 2.4.3 for real-time operation and implementing them into the imaging device, may allow the device to more closely replicate the deductive reasoning of an experienced clinician. It may also be possible to introduce artificial intelligence approaches\(^{126}\) that would allow the system to learn the correct clinical decisions by observing experts over time.

2.7. Supplementary – Algorithmic Approaches

2.7.1. Geometric camera calibration

In order to register the 2D camera coordinate frame to the 3D world coordinate frame, it is necessary to determine a set of camera parameters that describe the optimal mapping. Camera calibration is achieved by fitting a camera model to observations of a calibration target whose geometric properties are known. The measured positions serve as the control points in the calibration images. Typically, both the extrinsic (rotational and translational parameters) and intrinsic (projective transformations from the object frame to the image frame) camera parameters are estimated by non-linear optimization and minimization of a suitable cost function over the camera parameters.

Geometric camera calibration has been a major focus of computer vision research for the past few decades. A summary of camera models is presented by Kannala et. al.\(^{127,128}\). A review of the calibration methods can be found in Hartley and Zisserman\(^{129}\). In our implementation, the camera intrinsic and extrinsic parameters are automatically computed during device initialization. We used a pinhole camera model, which is a commonly used approximation that simplifies the optimization problem to a perspective projection followed by an affine transformation in the image plane. Each camera is represented by a 3x4 projection matrix \( P_i \) containing the 3x3 matrix \( R_i \) that describes the camera orientation, a 3x1 vector \( t_i \) that describes the camera position, and the camera intrinsic matrix \( A \):
Then, given \( x_{ij} = P_i X_j \) relating the 3D points to their 2D projections, \( P_i \) is numerically estimated, most often via Levenberg–Marquardt optimization. We obtain a maximum likelihood estimation (MLE) of \( P_i \) by minimizing the reprojection error, that is, the SSD between the measured 3D world points \( X = [X \ Y \ Z \ 1]^T \) and the 2D projected image points \( x = [x \ y \ 1]^T \). Isotropic and independent normally distributed measurement errors were assumed.

Our particular geometric calibration implementation is based on the method described by Heikkila\(^6\) and utilizes the camera calibration toolbox developed by Jean-Yves Bouguet\(^{130} \). In our system, a motorized system was designed to position the cameras vertically to present a calibration grid with circular control points at 15 different depths. A planar grid with circular control points was machined to the base of the system. During the calibration, the grid is imaged by the stereo camera pair at different viewing heights to form a non-planar cubic calibration rig. The cameras are positioned vertically by the z-axis of the 3-DOF gantry system, and the centers of each circular control point are extracted using an OpenCV circle detection algorithm with sub-pixel accuracy. Each camera’s intrinsic and extrinsic parameters are then computed, allowing the camera coordinates to be registered to the robot frame. The SSD reprojection error in our system is approximately \( \pm 0.1 \) mm, which translates to an image reconstruction error of approximately 0.2 mm in the x and y directions and an error of approximately 1 mm in the z direction.
2.7.2. Arm segmentation based on active contours in NIR images

To segment the arm in each of the left and right images, we implemented an active contours (snakes) approach based on the use of the GVF flow field as the external force. The traditional snake, first introduced by Kass\(^{131}\), is a continuous parametric curve \( f(s), s \in [0,1] \) that moves through the spatial domain of an image with the objective of coming to rest at the boundaries of the object to be segmented. Using the same notation as before but now in the context of segmentation, this snake should represent the maximum a posteriori (MAP) estimation of the joint probability

\[
p(f) = e^{-\phi} e^{-\psi}
\]
given data term \( \phi \) and prior term \( \psi \). For active contour segmentation, \( \phi \) is taken to represent information derived from the image about the boundary of the object and \( \psi \) to represent information about the known shape of the object. Finding \( \arg \max \left[ p(f) \right] \) is equivalent to minimizing the negative log of \( p(f) \), which for the continuous snake is:

\[
E(f) = -\log p(f) = \int \phi(f) + \psi(f) \ ds
\]

Kass defined the snake energy function in terms of an internal energy \( E_{\text{int}}(f(s)) \) and an external energy \( E_{\text{ext}}(f(s)) \) on the continuum \( s \in [0,1] \):

\[
E(f(s)) = \int_0^1 E_{\text{int}}(f(s)) + E_{\text{ext}}(f(s)) \ ds
\]

\[
= \int_0^1 \frac{1}{2}(\alpha|f'(s)|^2 + \beta|f''(s)|^2) + E_{\text{ext}}(f(s)) \ ds
\]

where \( E_{\text{int}}(f(s)) = \frac{1}{2}(\alpha|f'(s)|^2 + \beta|f''(s)|^2) \) contains weighting constants \( \alpha \) and \( \beta \) that determine the snake’s tension and rigidity, respectively. \( f'(s) \) and \( f''(s) \) are the first and second
derivatives of \( f(s) \) with respect to \( s \). \( E_{\text{ext}} \) is the external energy function derived from the image, and is formulated such that its values are smallest at the object boundaries.

The numerical method used to minimize \( E \) is based on solving the Euler equation

\[
\alpha f''(s) - \beta f'''(s) - \nabla E_{\text{ext}} = 0
\]

The main limitations of the traditional snake model are that it suffers from poor convergence, is highly dependent on where in the image the snake is initialized, and has extreme difficulty moving into concave regions. For arm segmentation, the latter is not presumed to be an issue, as the arm is generally convex. Nevertheless, the issues with convergence and initialization remain problematic.

Unlike the traditional snake, the GVF field\(^{99,100} \) can capture the object boundary from an initialization within the region boundary or outside the region boundary, and it can force the contour into concave regions. The GVF field is recovered through the diffusion of the edge-driven information, that is, it points toward the object boundary when very near to the boundary but varies smoothly over image regions whose intensities are homogenous. The GVF field is defined in terms of a 2D edge function \( g = -E_{\text{ext}} \), and its interpretation is also based on energy minimization. Specifically, the GVF is the 2D vector field \( \mathbf{v} = (u, v) \) that minimizes the energy function

\[
E(\mathbf{v}) = \iint \mu (u_x^2 + u_y^2 + v_x^2 + v_y^2) + |\nabla g|^2 |\mathbf{v} - \nabla g|^2 dxdy
\]

where \( u_x^2, u_y^2, v_x^2 \), and \( v_y^2 \) are the spatial derivatives of the field and \( \mu \) a smoothness parameter. When \( |\nabla g| \) is small, \( E(\mathbf{v}) \) is dominated by the partial derivatives of the vector field, and the field is smooth. On the other hand, when \( |\nabla g| \) is large, the second term dominates the integrand and is minimized by \( \mathbf{v} = \nabla g \). The parameter \( \mu \) determines the tradeoff between the first and second terms. The GVF can be found by solving a pair of Euler equations
\[ \mu \nabla^2 u - (u - g_x) (g_x^2 + g_y^2) = 0 \]
\[ \mu \nabla^2 v - (v - g_y) (g_x^2 + g_y^2) = 0 \]

where \( \nabla^2 \) is the Laplacian operator. Revisiting the edge function \( g = -E_{ext} \), we used the DOG operator, which will be described in the context of vessel segmentation in the next section. The choice of edge enhancement algorithm is not particularly important for the GVF computation, as any continuous edge detector may be used as the input with comparable results.

The resulting active contour \( E_{\min}(v) = \min_v (E(v)) \) is referred to as the GVF snake. In our system, near real-time computation of the GVF snake was made possible by an accelerated GPGPU implementation of the numerical optimization built on the OpenCL platform. Once \( v \) is computed, we can replace \(-\nabla E_{ext}\) in the snake Euler equation with \( v \), yielding:

\[ \alpha f''(s) - \beta f''''(s) + v = 0 \]

Solving for \( f(s) \) from the above is done in a similar fashion to the traditional snake, i.e., by numerical approximation via gradient descent.

One issue with the use of an edge function to drive the snake is that edges corresponding to vessels (rather than corresponding to the sides of the arm) may undesirably influence the snake. It is possible to define an internal force \( E_{int}(f(s)) \) with strong tension and rigidity parameters to force the snake through the vessels and out toward the sides of the arm. However, a delicate balance must then be struck so that \( E_{int}(f(s)) \) does not overwhelm the edge force exerted at the true boundary. We avoid this by using the lower NIR wavelength (690 nm) to capture the input image into the edge filter. Vessels are less pronounced at 690 nm compared to higher wavelengths such as 830 or 940 nm, and thus the edge strength along the vessels is substantially reduced. To initialize the snake in the first frame of the video, we input a region that is somewhat close to the actual
boundary based on simple image thresholding and morphological processing. In all subsequent frames, the GVF snake from the previous frame is used to initialize the snake in the next frame.

2.7.3. Dense stereo correspondence based on belief propagation in NIR images

A 3D representation of the forearm surface is essential to provide position information to the robotic system. For a simple 3-DOF Cartesian robot, the \((x, y, z)\) position information is sufficient for robotic guidance. However, for more complex robotic systems that are capable of alignment with any given 6-DOF pose, rotations about the \((x, y, z)\) position are also needed. One way to estimate 3D image information is based on binocular stereo. The basic principle of binocular stereo is to reconstruct a 3D scene from images acquired simultaneously by two aligned cameras. Depth is then computed from the positional disparity between each corresponding pixel in the left and right cameras. The process of identifying matching pixels is known as stereo correspondence, and is one of the most active areas of computer vision research; while a large number of algorithms for stereo correspondence have been developed, it remains highly challenging to resolve accurate disparity maps in the presence of image noise, occlusions, discontinuities, and ambiguity. When sophisticated algorithms are introduced that perform sufficiently compared to ground truth data (or even compared to human performance), it then becomes a challenge to implement them with sufficient computational efficiency. In particular, the development of stereo correspondence approaches that are both robust and real-time compatible remains a challenge. In this section, I describe our implementation of several real-time stereo algorithms using the OpenCV library and developed for general-purpose GPU processing on the CUDA platform. The focus here is on dense methods where every pixel of the first image is assigned a correspondence in the second image; we utilize dense stereo to approximate the 3D surface of the forearm.

Local (window) versus global (MRF) disparity: A comprehensive taxonomy of dense two-frame stereo correspondence algorithms is provided by Scharstein and Szeliski\(^{132}\) in which methods
are categorized based on four main processing steps: matching cost computation, cost aggregation, disparity computation / optimization, and disparity refinement. For example, a local (window-based) approach based on SSD can be described by its:

i. data cost $\phi = \text{squared difference of intensities for each possible disparity}$

ii. support cost $\psi = \text{summing matching costs over windows with constant disparity}$

iii. disparity computation = selecting the minimal aggregated value at each pixel

Local methods are computationally efficient but suffer in performance from a simplistic representation of the disparity. While local methods are capable of modeling the matching costs associated with each possible disparity value for every pixel, they do not account for the supporting evidence provided by the disparities from neighboring pixels. Local methods based on adaptive windows or shiftable windows have been developed to overcome some of the limitations of fixed window approaches, but there is still no guarantee of arriving at an approximation of a defined global optimization criterion.

Alternatively, global algorithms make explicit smoothness assumptions in the disparity computation/optimization step in which “optimal” disparity at a given pixel is dependent not only on the local matching cost about the pixel but also on the disparity hypotheses of the neighboring pixels. Most recent global stereo algorithms model the disparity map as an MRF where the pixels of the map are represented by nodes in a graph $G = (V, E)$ with $V$ the nodes and $E$ the edges connecting each node\textsuperscript{133,134}. To allow a tractable solution, the MRF is further defined to be pairwise such that the value of each node is influenced only its immediate four-connected neighbors. The joint probability of this MRF given its likelihood $e^{-\phi}$ and prior $e^{-\psi}$ can be written as:

$$p(f) = e^{-\phi}e^{-\psi}$$
For the case of stereo correspondence, $f$ is the function representing the disparity image. Using our earlier description, $\phi$ is then the data cost and $\psi$ is the support cost. The dependence of $\psi$ on neighboring pixel information in the MRF can be more explicitly stated by re-defining $p(f)$ as:

$$p(f) = \prod_i e^{-\phi(f_i)} \prod_{(i,j)} e^{-\psi(f_i, f_j)}$$

where $\phi(f_i)$ describes the penalty for the disparity value $f_i$ at pixel $i$ given the intensity difference between the left and right images at $i$, and $\psi(f_i, f_j)$ describes the penalty given the difference in disparities between neighboring pixels $i$ and $j$. Put another way, $\psi(f_i, f_j)$ penalizes a lack of the smoothness between neighboring pixels of the disparity map. One important criteria of $\psi(f_i, f_j)$ is that it should be discontinuity-preserving, i.e., the boundaries between objects located at different depths should not be artificially blurred. For example, the edge between a subject’s arm and the table on which the arm rests should remain sharp as opposed to blurred. The requirement of preserving discontinuity prevents simple quadratic regularizing functions to be used for $\psi(f_i, f_j)$.

The optimal disparities are found by maximizing the joint probability, that is, finding the disparity function $f$ that gives $\max_f(p(f))$. This is typically done by MAP estimation, which is equivalent to minimizing the negative log of $p(f)$:

$$E(f) = -\log p(f) = \sum_i \phi(f_i) + \sum_{(i,j)} \psi(f_i, f_j)$$

where $E(f)$ is the energy function acting on the disparity. The goal then becomes to find
Hierarchical loopy belief propagation (LBP): To solve the minimization problem, we utilized OpenCV implementations of two hierarchical dense global stereo correspondence algorithms based on hierarchical LBP first introduced by Felzenszwalb et. al. and Yang et. al., respectively\textsuperscript{135,136}. Both implementations are optimized for GPU using the CUDA platform and allows for computational speeds that are close to real-time (~5-20 FPS for a 320 x 240 image pair). In LBP, the influence of neighboring nodes is propagated iteratively by passing messages (conditional probabilities) around the MRF graph. Letting $m_{ij}^t$ be the message sent from pixel $i$ to pixel $j$ at time $t$, new messages are computed at each iteration based on the messages arriving from neighboring nodes at time $t-1$. The min-sum algorithm is used to approximate the minimum cost labeling by:

$$m_{ij}^t \leftarrow \min_{f_i} \left( \phi(f_i) + \psi(f_i, f_j) + \sum_{k \in N(i) \setminus j} m_{ki}^{t-1}(f_i) \right)$$

where $k \in N(i) \setminus j$ represents all of the neighbors of $i$ other than $j$. After $T$ iterations, a belief vector is computed for each node:

$$b_j(f_j) \leftarrow \phi(f_i) + \sum_{i \in N(j)} m_{ij}^T(f_j).$$

Solving for $E_{\text{min}}(f)$ then becomes equivalent to finding the label that minimizes $b_j(f_j)$ individually at each node. With traditional LBP, the computation time is $\propto O(k^2)$, where $k$ is the number of possible disparities. The methods of Felzenszwalb et. al. and Yang et. al. introduce strategies to substantially reduce the time needed to compute the message updates. Felzenszwalb et. al. simplifies the calculation of $\psi(f_i, f_j)$ using the truncated linear model,
\[ \psi(f_i, f_j) = \min(s\varphi|f_i - f_j|, \psi_{\text{max}}). \]

Here, the cost increases linearly based on the distance between the disparities \( f_i \) and \( f_j \) according to a scaling constant \( s\varphi \) and up to a maximum cost \( \psi_{\text{max}} \). Both methods use a hierarchical strategy in which the LBP algorithm passes the belief vectors down from coarser levels in order to constrain the search at finer levels. In Felzenszwalb et al., the coarse-to-fine scheme is applied in the spatial domain on an image pyramid. In Yang et al., the coarse-to-fine scheme is applied both to the spatial domain and to the depth domain, and the number of disparity levels is gradually reduced as the messages propagate down the hierarchy. With these reductions, the computational efficiency is improved to \( \propto O(k) \).

**Incorporation of additional priors:** A major advantage of the Bayesian framework for stereo correspondence is that it allows additional constraints to be readily incorporated into the prior term:

\[
p(f) = \prod_i e^{-\Phi(f_i)} \prod_{(i,j)} e^{-\psi_0(f_i, f_j)} e^{-\psi_1(f_i, f_j)} ... e^{-\psi_n(f_i, f_j)} e^{-\psi_N(f_i, f_j)}
\]

\[
= \prod_i e^{-\Phi(f_i)} \prod_{(i,j)} \prod_{n} e^{-\psi_n(f_i, f_j)}
\]

where \( e^{-\psi_0(f_i, f_j)} \) is the disparity prior and \( \{\psi_1(f_i, f_j) ... \psi_N(f_i, f_j)\} \) is the set of additional constraints. The energy function, expressed as the negative log of \( p(f) \), then becomes:

\[
E(f) = \sum_i \Phi(f_i) + \sum_{(i,j)} \sum_{n} \psi_n(f_i, f_j)
\]

Currently, no additional priors are used in the computation of the disparity map. However, at the end of Section 2.4.3, we will describe our proposed approach for incorporating the intensity class labels resulting from the arm segmentation step, as well as the outputs of vessel segmentation and
motion tracking. Finally, we will describe a wrapping function that may be implemented fairly easily to automatically tune the parameters of the MRF from one frame of the image sequence to the next.

### 2.7.4. Vessel segmentation based on local curvature in NIR images

**Normalizing local intensities as a pre-processing step:** Local intensity normalization helps to minimize differences in brightness across different areas of the image by equalizing the mean and variance of image patches of a predefined size. In adaptive local normalization approaches, the size of the image patch can vary for different parts of the image depending on the objective criterion. In our approach, the image patch is held constant, and the normalization is simply expressed by

\[ g_i = \frac{f_i - m_i}{\sigma_i} \]

where \( f_i \) is the intensity value of the input image at pixel \( i \), \( m_i \) is an estimation of the mean of a local window of \( f_i \) centered on \( i \), \( \sigma_i \) is the standard deviation of the intensities in the local window, and \( g_i \) is the resultant normalized intensity at \( i \).

**Enhancing vessel structures using a DOG filter:** The vessels are segmented based on the assumption that they have a curvilinear line- or tube-like geometric characteristic. As a first enhancement step, low contrast images of the forearm may be enhanced by treating peripheral veins as edges and applying edge detection schemes to them. For this, we employ a DOG transformation whereby an image \( f \) convolved with the Gaussian of variance \( \sigma_1^2 \) is subtracted from the image convolved with a Gaussian of wider variance \( \sigma_2^2 \), that is:

\[
g(\sigma_1, \sigma_2) = G(\sigma_2) * f - G(\sigma_1) * f = (G(\sigma_2) - G(\sigma_1)) * f
\]
where \( G(\sigma_1) \) and \( G(\sigma_2) \) are the 2D Gaussian kernels. The resulting DOG image \( g(\sigma_1, \sigma_2) \) contains only the spatial information that lies between the range of frequencies that are preserved in the two convolved images. Thus, the DOG functions as a bandpass filter that discards all but a handful of spatial frequencies that are present in the original grayscale image. Here, the input image \( f \) is the output of the local normalization step described in the previous section. It is worth noting that the selection of scales \( \sigma_1 \) and \( \sigma_2 \) is done in an ad-hoc manner, currently. It is possible to select the scales in a maximum-likelihood manner as is demonstrated in the second vessel enhancement step, described below.

**Enhancing vessel structures using a Hessian directional ridge filter:** Whereas \( g(\sigma_1, \sigma_2) \) represents a first-order filter enhancing edges, vessels in the NIR image are in fact more appropriately thought of as convex ridges (or valleys), the representation of which requires modeling of the second-order structure of the image. Analyzing the second-order information has an intuitive justification for vessel detection in NIR images: as first observed by Frangi *et al.*, vessels, being tubular, exhibit high local curvature in a principle direction and near-zero local curvature in the orthogonal direction\(^{102}\). Furthermore since vessels tend to be darker than surrounding tissues, the principle curvature will be negative. The magnitudes and principal directions of the local curvature of an image \( f \) are represented by the eigenvalues and eigenvectors of the 2D Hessian matrix \( h(\sigma_h) \) at some scale \( \sigma_h \) (the subscript is used to distinguish this scale factor from scales described earlier). Let \( \lambda_1(\sigma_h) \) and \( \lambda_2(\sigma_h) \) be the first and second eigenvalues of \( h(\sigma_h) \), respectively, and let \( v_1(\sigma_h) \) and \( v_2(\sigma_h) \) be the corresponding eigenvectors. \( v_1(\sigma_h) \) represents the direction along with the second derivative is maximum, and \( \lambda_1(\sigma_h) \) gives the maximum second derivative magnitude. \( v_2(\sigma_h) \) is the direction orthogonal to \( v_1(\sigma_h) \), with \( \lambda_2(\sigma_h) \) its magnitude. The geometry of an ideal dark tubular structure, e.g., a vessel in a 2D NIR image, can then be modeled by a simple set of descriptors:
\[ |\lambda_1(\sigma_h)| \approx 0 \quad |\lambda_1(\sigma_h)| \ll |\lambda_2(\sigma_h)| \quad R(\sigma_h) = \frac{|\lambda_1(\sigma_h)|}{|\lambda_2(\sigma_h)|} \]

These descriptors are grey-level invariant, and the geometric ratio \( R(\sigma_h) \) describes whether a structure in \( h(\sigma_h) \) is more ridge-like \( (R(\sigma_h) \to 0) \) or more blob-like \( (R(\sigma_h) \to 1) \). An additional distinguishing property of background pixels is that the magnitude of the derivatives (and thus the eigenvalues) is small. To quantify this, it is common to use the Frobenius matrix norm of \( h(\sigma_h) \):

\[
S(\sigma_h) = \frac{1}{\|h(\sigma_h)\|_F} = \frac{1}{\sqrt{(\lambda_1(\sigma_h))^2 + (\lambda_2(\sigma_h))^2}}
\]

Frangi et al. proposed to combine the two descriptors \( R(\sigma_h) \) and \( S(\sigma_h) \) to obtain an overall measure of the “vesselness” of each pixel of \( f \) given weighting constants \( \alpha \) and \( \beta \):

\[
V(\sigma) = \begin{cases} 
0, & \lambda_2 < 0 \\
e^{-\alpha R(\sigma_h)} e^{-\beta S(\sigma_h)}, & \lambda_2 \geq 0
\end{cases}
\]

It is emphasized that the output image \( V(\sigma_h) \) is directly dependent on the choice of scale. If all vessels of interest are expected to occur at a single scale, that is, the vessels are all of similar diameter, then \( V(\sigma_h) \) is simply a function of a constant. However, if vessels of different sizes are expected, then the optimal scale will vary across the image and \( \sigma_h \) becomes a 2D function (rather than a constant) with \( V(\sigma_h) \) its functional. Thus for a given range of possible scale values \( \{1, \ldots, n\} \), there exists a particular scale function \( \sigma_h^{\text{max}} \in \{1, \ldots, n\} \) that produces the maximum possible value of \( V(\sigma_h) \) over all pixels, i.e., maximizes the likelihood of the output representing the true scale of local second-order vessel structure. Summing over all pixels, we can find the MAP estimate of vesselness with respect to scale:

\[
V_{\text{max}}(\sigma_h) = \max_{\sigma_h} \left( \prod_i V_i(\sigma_h) \right)
\]
\[
E_{\min}(\sigma_h) = \min_{\sigma_h} \left( -\log(V_{\max}(\sigma_h)) \right) \\
= \min_{\sigma_h} \left( \alpha \sum_i R(\sigma_h) + \beta \sum_i S(\sigma_h) \right)
\]

Here we have implicitly modeled the prior distribution of \( \sigma_h \) over the image as uniform, reflecting a lack of knowledge about the real distribution; however, any prior distribution over \( \sigma_h \) may be used. In theory, it would be possible to find an approximate solution for \( E_{\min}(\sigma_h) \) by modeling the scale map as a pair-wise MRF and computing marginal distributions for hidden nodes, conditioned on the observed data, using methods such as LBP. This approach, which is analogous to our earlier approach for computing disparity maps in stereo correspondence, would take into account the influence of neighboring scales through the passing of messages between adjacent nodes in the MRF. However, to save on computational resources, we did not implement the MRF here. Instead, we simply calculated \( \sigma_h^{\max} \) independently for each pixel using an accumulator. In future studies, we will investigate a method in which the MRF is applied only in the first frame of the NIR image sequence to obtain a locally connected scale map \( \sigma \), which would then be used as the prior for MAP estimation in subsequent frames.

In our implementation, the input to the Hessian-based ridge filter was the result of the DOG edge filter \( g(\sigma_1, \sigma_2) \) convolved with a third Gaussian kernel \( G(\sigma_3) \). It was not our original intention to input an edge-enhanced image, particularly since the edge image exhibits bright side-bands along steep gradients, which are artifacts. However, we found that the use of the edge filter helped to stabilize the output \( V_{\max}(\sigma_h) \) when the range was defined over very small scales (3 to 5 pixels), which was the case given the diameter of the vessels relative to the pixel resolution of the NIR images. With higher resolution images, the edge filter may not be necessary. If this is so, then the input would simply be the locally normalized intensity image.
Segmenting the vessels and computing the medial axis skeleton: Given the fairly extensive steps taken to enhance the vessels, our segmentation approach is trivial: we simply mask the output of the Hessian vessel filter $V_{\text{max}}$ with the parametric snake $f(s)$ representing the inner boundary of the arm, and apply a threshold at zero brightness. That is, for each pixel $i$, we define the binary segmentation by:

$$V_{\text{seg}}(i) = \begin{cases} 1, & V_{\text{max}}(i) f(s) > 0 \\ 0, & \text{else} \end{cases}$$

Finally, we compute the medial axis skeleton of $V_{\text{seg}}$ using an optimized C++ implementation of an iterative thinning algorithm\textsuperscript{137}. Figure 2-18 shows representative images of the segmentation routine applied to forearm vessels of four patients with varying skin tones and body mass indices.

2.7.5. Vessel motion tracking in NIR images

Once the vessels are segmented and a target selected as the site of cannulation, the position of the vessel target must be tracked from one frame of the image sequence to the next. This is important as the robot brings the cannula near the target site to adjust to small motions of the patient’s arm. Object tracking approaches may be generally categorized into feature-based approaches or optical flow-based approaches. Feature-based algorithms track a small number of salient features by finding the corresponding features in the following frame based on a similarity criterion. The features may represent single-pixel points in the image, a ROI, or a window. Typical feature-based tracking algorithms include multiple hypothesis tracking, mean shift tracking, Kalman filters, particle filters, and hidden Markov models. In contrast to feature-based algorithms, optical flow algorithms estimate a vector field that describes the change in image intensity or image gradient over time. Optical flow refers to the visible motion of an object in an image, and the apparent motion of pixels in an image resulting from 3D motion being projected onto a 2D image.
plane. Numerous methods have been introduced to compute the 3D velocity from the image gradient, including the classic methods by Horn-Schunck\textsuperscript{107} and Lucas-Kanade\textsuperscript{105,138}.

To compare the effectiveness of different strategies for vessel tracking, we implemented a correlation window-based tracker, several point-based feature trackers using different feature descriptors, a number of optical flow-based trackers, and an algorithm based on global shape contexts. We also implemented a Kalman filter that would allow position estimates from multiple trackers to be combined to produce a joint probability density estimate that is optimal in a maximum likelihood sense.

2.7.6. **Bayesian integration of segmentation, depth, and motion in NIR images**

In the previous sections, I described the various steps of 3D stereo correspondence, arm segmentation, vessel segmentation, and motion tracking as discrete steps. The inputs and outputs of each step are largely independent of the other steps. However, the desired world state (essentially the 6-DOF pose of a true vessel target) may be represented by a combination of the outputs of each of these steps. In this way, the outputs may be thought of as either independent or partially correlated opinions on the true state, with each opinion altering with some weighting factor the final opinion. The Bayesian framework provides a way to merge these different information sources by representing the opinions as prior probability densities influencing the posterior probability of the estimated true state. Here I will describe a general approach for coupling stereo, segmentation, and tracking results within a unified Bayesian model, which would be expected to represent the true state of the target vessel more accurately than a segregated “pipeline” approach. Currently, this Bayesian approach has not been implemented within the imaging system, as code optimization, e.g., by leveraging CUDA, would be essential to ensure real-time performance. Nevertheless, the concept represents an important direction for future work that will likely be a critical component of the final clinical system.
The particular method described here introduces the labeling information provided by the arm and vessel segmentation steps, as well as the motion vectors resulting from optical flow, as additional constraints in the computation of the stereo disparity function $f$. Specifically, these added constraints are incorporated in the prior term, which is passed around as messages from each node $i$ to neighboring nodes $j$ of the MRF during belief propagation (see Chapter 2.7.3). This approach was first proposed by Sun et al. Others later extended the concept by implementing robust surface fitting using RANSAC as part of the initial segmentation, and then classifying each pixel as either occluded, stable, or unstable. This particular approach takes the initial disparity function $f$ (obtained from an initial pass of loopy belief propagation), the initial segmentation, the left image, and the pixel class memberships all as inputs into a second pass of loopy belief propagation. Neither of these previous studies incorporated motion information into the beliefs.

Expanding on the method of Sun et al., we can expand the basic stereo model to incorporate additional cues:

$$p(f) = \prod_i e^{-\phi(f_i)} \prod_{(i,j)} e^{-\psi(f_i,f_j)} e^{-\gamma(f_i,f_j)} e^{-\eta(f_i,f_j)} e^{-\varphi(f_i,f_j)}$$

And the energy function becomes:

$$E(f) = \sum_i \phi(f_i) + \sum_{(i,j)} (\psi(f_i,f_j) + \gamma(f_i,f_j) + \eta(f_i,f_j) + \varphi(f_i,f_j))$$

Here, $\psi(f_i,f_j)$ is the disparity prior. The three added constraints $\gamma(f_i,f_j)$, $\eta(f_i,f_j)$, and $\varphi(f_i,f_j)$, are described below:

The first addition constraint, $\gamma(f_i,f_j)$, encourages disparity discontinuities to be aligned with segmentation borders based on the arm, vessel, and background class labels computed from the
arm segmentation and vessel segmentation steps (see Chapters 2.7.2 and 2.7.4). We define $\gamma(f_i, f_j)$ with a Potts model:

$$\gamma(f_i, f_j) = \begin{cases} 0 & \text{same segmentation label for } i \text{ and } j \\ s_\gamma & \text{different segmentation labels for } i \text{ and } j \end{cases}$$

More energy is needed to pass messages between neighboring nodes of the MRF when the messages must cross a segmentation border. The larger the value of $s_\gamma$, the greater this added cost; in other words, the influence from neighbors becomes smaller with increasing $s_\gamma$.

The second constraint, $\eta(f_i, f_j)$ is a truncated linear model that penalizes differences in the motion vectors $\omega(u, v)$ (see Section 2.7.5) between adjacent nodes $i$ and $j$:

$$\eta(f_i, f_j) = \min(s_\eta \sum |\omega_i(u, v) - \omega_j(u, v)|, \eta_{\text{max}})$$

Here we introduce the intuition that piecewise smooth objects, for example the arm and the vessels, should demonstrate piecewise smooth optical flow. Note the similarity to the formulation of $\psi(f_i, f_j)$, as introduce by Felzenszwalb et. al. and described in Chapter 2.7.3. $s_\eta$ is a scaling factor and $\eta_{\text{max}}$ is the maximum cost.

The third constraint, $\varphi(f_i)$ penalizes the disparity value $f_i$ according to the difference in the left and right motion vectors $\omega(u, v)$ at node $i$:

$$\xi(f_i) = \min(s_\xi \sum |\omega_{i, \text{left}} - \omega_{i, \text{right}}|, \xi_{\text{max}})$$

This term asserts that in rectified stereo images, corresponding pixels should demonstrate corresponding motion. Note the similarity to the formulation of $\phi(f_i)$ in Chapter 2.7.3.
Together, these three constraints allow the segmentation and motion information to be applied toward inferring the disparity map. The constraints encourage the disparity discontinuities to be aligned with intensity and motion discontinuities.

Finally, it may be possible to efficiently incorporate a wrapping function that automatically tunes the parameters of the MRF from one frame of the image sequence to the next. For example, it has recently been shown that the parameters for MRF-based stereo algorithms may be estimated based on MAP inference by alternating between estimating the parameters based on an acquired disparity map and estimating the disparity map based on newly estimated parameters\textsuperscript{140}. Their routine is designed to interface with the belief propagation solver, which was also the basis of our approach. By assuming independence between the disparity prior parameters, image parameters, and motion parameters, (which in our case would include the scaling factors ($s\gamma$, $s\eta$, and $s\zeta$) and thresholds ($r_{\text{max}}$, $\eta_{\text{max}}$, and $\xi_{\text{max}}$) for Pott's and linear truncated models), alternating parameter optimization may then be performed based on the well-known Expectation-Maximization algorithm. Beyond optimizing the MRF parameters, it may also be possible to the above procedures to significantly reduce the disparity search space at each node of the MRF for each image frame beyond the first. Finally, it may be possible to incorporate the disparity map at each frame as prior terms in the segmentation and motion estimation steps.

2.7.7. Vessel segmentation and tracking in B-mode US images

The computational efficiency of motion tracking can be improved significantly by limiting the search space to the inside of the vessel lumen. This can be performed by segmenting the vessel from the background tissue. Many techniques exist for vessel segmentation and are discussed extensively in the literature. Generally, these can be classified into three groups, namely: (1) global optimization approaches based on Bayesian likelihood maximization or energy minimization; (2) region growing and merging techniques; and (3) snake and balloon methods, i.e., active contours.
It is also possible to combine these different categories of approaches within a single framework. For segmentation of the vessel lumen from 10 MHz longitudinal B-mode US images, we implemented one segmentation approach from each category and compared their effectiveness on B-mode US video sequences acquired at 30 FPS, as described below.

**Mean shift segmentation:** As one method to segment the vessel lumen from the B-mode US image, we implemented the mean shift tracking algorithm available in OpenCV. Mean shift is an iterative, non-parametric feature-space analysis technique more generally applied to data clustering. Mean shift works by modeling features as latent probability densities and iteratively attempts to identify the parameters of the probability densities, for example based on maximum likelihood criteria. If dense clusters are present in the feature space, then they correspond to local maxima of the probability density function. Given a kernel $K$, bandwidth parameter $h$, the kernel density estimator for a given set of $d$-dimensional points is:

$$f(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K\left(\frac{x-x_i}{h}\right)$$

The weight of nearby points are determined for re-estimation of the mean. The weighted mean of the density in the window determined by $K$ is:

$$m(x) = \frac{\sum_{x_i \in N(x)} K(x_i - x)x_i}{\sum_{x_i \in N(x)} K(x_i - x)}$$

where $N(x)$ is the neighborhood of $x$.

In the iterative step, the mean-shift algorithm sets $x \leftarrow m(x)$, and repeats the estimation via gradient descent until $m(x)$ converges. In the OpenCV implementation, the color histogram of the input image is used as the probability density function. Since the NIR images lack color
information, we instead used the grayscale image, the gradient magnitude image, and the Hessian image as the first, second, and third dimensions of the input three-channel image.

Region-grow segmentation: As a third method to segment the vessel lumen from the B-mode US image, a C++ implementation of the region growing segmentation algorithm\textsuperscript{142-144} was employed in which the seed point is initialized based on the 3D location of the vessel center as estimated from the NIR images. However, using the standard region growing approach, we observed that in some circumstances the region boundary would expand far past the borders of the vessel. To minimize the likelihood of such errors, a modification to the region growing approach was made. Here, three shape properties - namely, the total area, eccentricity, and the convexity of the region - are calculated at each incremental step and represented as a 3x1 vector of scalar values between 0 and 1. Large changes in the direction or magnitude of the vector, which corresponds to sudden changes in shape, indicate that the region has likely expanded past the vessel boundaries. When this is detected, the iterative process is halted, and the boundary from the previous increment is used to compute the vessel centroid. Depending on whether the US transducer is oriented in the axial or longitudinal view, the shape properties will be different. However, because take into account only the change in shape from one incremental step to the next (and not the shape itself), the approach is equally suited to either transducer orientation.

Active contour segmentation: We also implemented the active contours segmentation approach with the GVF energy formulation\textsuperscript{99,100}, as described in Chapter 2.7.2 for arm segmentation. Here, we initialized the active contour in each frame of the video sequence using the result of the region grow segmentation. As in our previous implementations, the computation of the GVF was accelerated with a CUDA-optimized OpenCL implementation\textsuperscript{101}.
2.7.8. **Blood flow velocity estimation in B-mode US images**

The most common technique for blood flow detection is Doppler velocimetry, where the resulting color flow information is overlaid on the B-mode scan\(^{145}\). Typically, color flow imaging first detects the Doppler shifts of blood flow, and then makes a threshold decision on where to overlay the color pixels on the B-mode image. Since the threshold decision is imperfect, vessel wall overwrite may occur which can obscure important diagnostic information, while large tissue motions in the color flow overlay are displayed as artifacts that overshadow the true flow and anatomical data\(^{145-147}\). An additional limitation of Doppler imaging is the necessary trade-off between sensitivity and computational efficiency. By using large packets of longer transmit pulses and wall filtering, Doppler is able to visualize weak blood echoes. However, large packets limit the frame rate, and long transmit pulses degrade spatial resolution. Thus while Doppler imaging may be very sensitive to flow signals, its temporal and spatial resolution is limited. Finally, the measured Doppler frequency shift in a blood vessel varies inversely with the angle between the incident beam and blood vessel\(^{148}\). Thus, techniques that do not inherently depend on the Doppler angle may be particularly useful for visualizing blood vessels.

B-mode, by itself, may be useful for tracking the flow field, and a number of groups have focused on this area of research. There is much research into use of image analysis algorithms to improve the SNR and contrast of blood speckle in B-mode US images. The most common time-domain method for 2D speckle motion estimation consists of block-matching algorithms based on sum of absolute differences or normalized cross-correlation\(^{149}\). Block matching is efficient for detecting linear translations of tissues, but is known to be unreliable for more complex motions in which the displacement vectors vary significantly within the window, i.e., the gradient of the velocity field is large\(^{150}\). Methods that adjust the size, shape, or support weights of the window, depending on the correlation responses of neighboring speckle or on prior information about the velocity field\(^{151-154}\), have been proposed but not implemented for blood flow tracking. An
alternative to block matching for blood speckle motion estimation is to apply techniques based on optical flow. Optical flow techniques have recently been used in tissue elastography, particularly to track myocardial motion\textsuperscript{149}. Optical flow in US has been compared against correlation block matching and has been observed to reduce erroneous motion responses in complex, spatially or temporally invariant motions\textsuperscript{150}.

The accuracy of blood flow velocity estimation using B-mode alone is dependent on the frequency of the US signal. Previous work has demonstrated the feasibility of tracking speckle motions based on correlation windows using a 35 MHz probe\textsuperscript{155}. Unfortunately, the cost of high frequency transducers US transducers has limited their clinical adoption. Meanwhile at lower frequencies, e.g., below 24 MHz, the contrast, resolution, and SNR of good features is much lower. As a result, the influence of speckle decorrelation is increased. Thus in order to attain reliable tracking at clinical frequencies, it becomes important to enhance the contrast of speckle and then to select reliable features.

We implemented a blood flow detection algorithm on B-mode scans using a feature extraction in conjunction with a differential motion estimation approach. To first detect the weak echoes from red blood cells, we enhance the speckle contrast using DOG. Speckle motion estimation is then computed using a pyramidal implementation of the Lucas-Kanade optical flow detector optimized for real-time CUDA processing. Spurious flow vectors are removed based on the identification of outliers in the motion probability distribution, and the parabolic flow profile is estimated from the remaining flow vectors. These steps are described in more detail below, and experimental results on test image sequences are shown.

\textit{Enhancing speckle contrast using DOG:} As a prior step to feature extraction, speckle features in the vessel lumen are enhanced using the DOG filter. Given that red blood cells tend to aggregate into 50 to 100 $\mu$m long rouleaux, the scale constants $\sigma_1$ and $\sigma_2$ of the two Gaussian kernels
and $G(\sigma_1)$ can be estimated from the spatial resolution of the US image $f$. We found that maximizing the intensity differences between objects in the 3 to 5 pixel size range gave a resulting image function $g(\sigma_1, \sigma_2) = (G(\sigma_2) - G(\sigma_1)) * f$ such that the enhanced features could be tracked the most reliably given the feature extraction and motion tracking approach that we implemented (described below).

*Speckle motion estimation based on optical flow:* Optical flow in 2D images can be defined by

$$\vec{V} = \{U(x,y), V(x,y)\}$$

where $U$ and $V$ are the velocity vector components at the point $(x,y)$ in the image. The optical flow algorithm assumes that if a point in the image changes by $dx$ in the $x$ direction, $dy$ in the $y$ direction, and $dt$ in time, the brightness $E$ of that point remains constant

$$E(x,y,t) = E(x + \delta x, y + \delta y, t + \delta t)$$

and leads to the brightness constraint:

$$E_x U + E_y V + E_t = 0$$

where $E_x$, $E$, and $E_t$ are the partial derivatives of $E$ with respect to $x$, $y$, and $t$. These partial derivatives can be estimated from adjacent pixels (in both space and time) from the image. The solution will not, however, determine the component of motion in the direction of constant brightness contours. An additional constraint is needed that assumes that the velocity field of the brightness patterns in the image varies smoothly almost everywhere. By minimizing the error in the departure from smoothness in velocity flow and the error in the rate of change of brightness, the velocity vector can be solved. The total error to be minimized can then be expressed as

$$E^2 = \int \int (\alpha^2 E_x^2 + E_b^2) dx dy$$
where $\alpha$ is a weighting parameter set equal to the noise in the estimate of $Ex + Ey$. The velocity vector can be solved with the minimization of $E^2$ and the estimated partial derivatives using iterative numerical methods. Once the velocity vector $V(x, y)$ is determined for each pixel $(x, y)$, the direction and magnitude of the flow can be plotted at each pixel location.

Eliminating spurious vectors based on motion statistics: Spurious vectors are removed based on assumptions of flow velocity and direction. In the human superficial vein, blood flow velocity ranges from 12 to 100 cm/s (95% confidence interval), and thus vectors with magnitude velocities exceeding this range can be removed. Additionally, with an assumption of no backflow, vectors with velocity directions against the expected flow are removed. Finally, we assumed the remaining distribution of velocity vectors to form a normal distribution with respect to direction and magnitude. After determining the Gaussian parameters ($m_{vec}$ and $\sigma_{vec}$) of the vector distribution, we eliminated all vectors following outside the 95% confidence interval of the distribution.

Computing the velocity field: Normal blood flow through a vessel follows a parabolic profile. In our study, the estimation of flow velocity is determined in two ways. First, individual velocity vectors are binned into 10 groups based on their vertical position in the image, where each bin represents a depth range of 5 mm. The mean velocity of each bin is then calculated. In the second method, the parabolic profile of flow is determined by applying a 2nd-order parabolic best-fit to the velocity distribution.

Experimental results on US test image sequences: Figure 2-8 (provided in Chapter 2.4.3) shows the image enhancement steps applied to B-mode images acquired from left and right forearm superficial veins a healthy adult at 12 MHz using a mechanically-scanned single-element sector probe. In order to reduce the total computation time, a maximum of 1000 speckle features were tracked in each frame. The speed of the image analysis steps, namely mean-shift segmentation was compared when performed in Matlab and C++. In Matlab, the mean per-frame completion time
was 2.5 s (0.4 MHz), whereas in C++ mean completion time was 28.6 ms on the GPU. A Matlab GPU implementation was not evaluated. Using C++, the maximum analysis frame rate was 33 MHz, which is fast enough to keep up with the 30 MHz probe acquisition rate. Meanwhile, comparing flows before and after the removal of spurious vectors based on velocity magnitude and direction, we found that, on average, 12.3% of all flow vectors were determined to be spurious in the 12 MHz images. (In a separate study conducted using a 40 MHz US transducer, we found that the proportion of spurious flow vectors was reduced to 6.1%.)

Figure 2-9 shows estimated blood flow velocity fields from superficial forearm veins in eight healthy adults. Velocity fields were determined from the mean distance traveled per acquired frame. Mean velocities were calculated based on the axial position of each vector within the vessel. Position values were binned into one of 10 groups, each representing a 5 mm range of depth. A parabolic best-fit was also estimated over the distribution. The mean velocity at the vessel center was 21.4 cm s\(^{-1}\) across all of the human experiments, which is within the expected range for human blood flow in superficial veins\(^{155,156}\).

2.7.9. **Needle segmentation and tracking in B-mode US images**

*Probabilistic estimation of needle shaft orientation and needle position:* Inserting the needle into the center of the vein can be challenging if the depth of the vein is unknown to the clinician. Cannulating through the back of the vein wall can lead to complications like internal bleeding, whereas not reaching the vein, can result in extravasation of fluids. Hence, it is critical to know the true needle tip position as it traverses through the skin tissue *en route* to the center of the vein. As shown in Figure 2-10 (a) (provided in Chapter 2.4.3), the metallic needle typically appears as a salient line in the upper right-hand corner of the US image. Often, the needle is disconnected due to image artifacts. To extract the needle tip in the US image using the combined approach, the US image is first cropped to restrict the search area to where the needle should be based on the
kinematic output by the robot. In our system, the expected error by the robot was ±1.5 mm and ±2°. (for freehand US imaging, a more lenient search region would be needed, since the expected initial position of the needle in the US image would vary by a significantly greater amount). Based on this, a probabilistic map can be generated representing the prior distribution on the needle shaft orientation **Figure 2-10 (b)**. The log-Gabor directional wavelet filter is then applied to search for intensity gradients along the angle of insertion of the cannula (**Figure 2-10 (c)**). By filtering the image, extraneous lines that may result in false positives are eliminated, while lines that reside along the angle of insertion of the cannula are enhanced. Finally, to segment the needle, the probabilistic Hough transform is applied to search for the most prominent and continuous line segments in the image. If multiple lines are detected, as is commonly the case (**Figure 2-10 (d)**), the coordinates of each candidate line segment is weighted in the Hough parameter space by the probabilistic prior, and the MAP estimation is taken to represent the orientation of the needle shaft.

The needle tip position is determined separately because the bevel tip is not typically in line with the shaft. Candidate needle tip coordinates are extracted using a feature detector (in our case, the Shi-Tomasi feature detector) and weighted by a second probabilistic prior distribution to infer the true position based on MAP estimation (**Figure 2-10 (e)**). In this step, it would be straightforward to incorporate prior knowledge provided by the result of the probabilistic Hough transform as a prior into the needle tip extraction step, since the position offset of the needle tip is known given the needle gauge and the angle of the bevel. However, at present, the prior distribution is a function of only the robot’s kinematic output. **Figure 2-10 (f)** shows the results of this method. The combined use of the probabilistic Hough transform line detector, log-Gabor directional wavelet filter, Shi-Tomasi needle tip detector, and pixel tracking based on pyramidal Lucas Kanade optical flow required a mean processing time of 40.4 ms, with the maximum time unlikely to exceed 52.9 ms. Meanwhile, error distances were still reasonably low: the insertion angle errors were <1° while needle tip extraction errors were <1 mm.
Comparison of different approaches to needle shaft detection, needle tip extraction, and motion tracking: The general approach described above may be adapted to using a wide range of line enhancement and detection techniques and feature extractors to localize the needle tip. To compare the accuracy and computation time of different feature detectors, we implemented a range of needle segmentation and tracking algorithms in Matlab, OpenCV, and LabVIEW. Some of the algorithms have been optimized for real-time GPU processing using the NVIDIA CUDA platform. Our goal was to identify an algorithmic approach that would result in a minimal error while maintaining a processing rate of 15 FPS. To acquire image data, B-mode longitudinal US images were acquired using an 18 MHz transducer during robotic cannulations on gelatin phantoms. For each trial, frame-by-frame image recordings were captured over a 10 second period at 15 FPS for a total of 200 acquired images per trial. For each set of images, we selected for analysis the frame corresponding to the time point at which the manipulator’s needle insertion velocity returned to zero, indicating the completion of the cannulation, with the needle thought to be centered within the vessel. The needle orientation and needle tip positions in each of the selected US image frames were annotated manually, and served as the control for the study. Meanwhile, the needle orientation and needle tip positions predicted by the robot kinematics served as the ground-truth information. The needle segmentation and motion tracking algorithms were then applied to each of the images sequentially. Mean error distances were calculated (1) between the robot kinematic predictions and the needle tip positions computed by each algorithm, and (2) between the kinematic predictions and the manually annotated needle tip positions. The same approach was applied to the line segmentation algorithms to determine mean error distances in the estimated angular needle orientation. For the motion tracking algorithms, manual annotation was not performed; instead, the positions calculated by the tracking algorithms were compared only against the kinematic predictions.
Table 2-4 shows the mean error distances and completion times of a range of needle localization schemes. In total, we compared two methods for image enhancement (the directional log-Gabor filter and the Hessian line filter), three methods of line detection (the Hough transform, probabilistic Hough transform, and RANSAC algorithm), three methods of needle tip extraction (a rotationally invariant template matcher, the Harris corner detector, and the Shi-Tomasi corner detector), and three methods of motion tracking based on optical flow (a pyramidal implementation of the Lucas-Kanade algorithm\textsuperscript{105}, the Horn-Schunck method\textsuperscript{107}, and a variational calculus approach proposed by Brox et al.\textsuperscript{108}. The latter approach, uniquely, incorporates a coarse-to-fine warping scheme to efficiently perform the numerical optimizations needed to solve the Euler-Lagrange equations representing the flow functionals; the coarse-to-fine warping enables larger displacement steps and decreases the computational costs of the algorithm).

Shown in blue is the approach described above and in Figure 2-10. This method has been implemented in the NIR+US imaging system. We used the probabilistic Hough transform as the line detector because it was the most computationally efficient. However, we saw that RANSAC, in conjunction with the log-Gabor filter, resulted in the lowest positioning mean error and standard deviation. In these studies, we did not use a CUDA implementation of the RANSAC algorithm, which would have allowed the processing to be performed on the GPU. In future studies, we will compare a CUDA implementation of RANSAC to the CUDA implementation of the probabilistic Hough transform. We will also investigate the use of other robust parameter estimation algorithms such maximum likelihood estimation sample consensus (MLESAC), which has shown very strong potential for needle localization in US images. Similarly, we will compare other line detectors (the grayscale Hough transform, oriented diffusion filters, robust edge detectors, etc.), corner detectors (the Lucas-Kanade-Tomasi detector, Hessian-based detectors, DOG and LOG detectors, detectors based on level curves, etc.), and general descriptor-rich feature detectors (SIFT, SURF, SUSAN,
FAST, etc.). Other methods of frame-to-frame tracking, including alternatives to optical flow (for example, the mean-shift algorithm and the stochastic state observers) will also be explored.
Chapter 3 – Autonomous, image-guided robotic vessel cannulation
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3.1. Overview

Medical robots have played a key role over the past decade in assisting practitioners to perform a wide range of interventions. These systems are primarily used to manipulate medical instruments, most commonly needles or sutures, within the operating workspace of the procedure. In many cases, the system’s performance depends heavily on its ability to obtain accurate information about the spatial positioning of the instruments and the target. This positioning information may then be used as feedback in the robot’s motion control scheme. To augment the needle insertion process, imaging modalities such as those described in Chapter 2 may be utilized before the procedure to plan the path of the needle or during the procedure to servo the needle in real-time.
In Chapter 3, I describe the development and evaluation of three robotic prototypes designed to perform real-time needle steering and vessel cannulation under image-guidance\textsuperscript{58-61}. The earliest prototype comprised four DOF and uses only NIR imaging to perform basic positioning and insertion tasks. The accuracy of the system is evaluated on a commercial phlebotomy training arm. The second prototype comprised seven DOF, including a 3-DOF Cartesian positioning system and a 4-DOF articulated manipulator. The articulated design of the manipulator allows the needle to be advanced along a non-linear path that is in closer agreement with clinical best practices than standard linear insertion. A method to automate the attachment, release, and disposal of the needle is described. The results of workspace positioning studies and cannulation trials in gelatin phantoms are then reported. The second US prototype incorporates the bimodal 3D NIR+US imaging system described in Chapter 2, thereby allowing subpixel-resolution, depth-resolved images of the vessel lumen at depths below 3 mm. Finally, the most recent prototype comprises nine DOF to enable the automatic alignment of the end-effector with the 6-DOF pose of a target vessel over a large workspace of possible orientations. The system also incorporates a force-sensitive needle insertion mechanism that may be used for blood sample collection or for peripheral catheter placement. Image-guided control of the robotic using 3D NIR stereo vision, US, and force sensing is demonstrated experimentally. Finally, I discuss the implications of this work on the clinical translation and usability of the system. I then suggest methods to improve the speed, adaptability, and overall intelligence of the robot based on recent advancements in machine learning and dynamic control. Ongoing work to further miniaturize the system is also discussed.

3.2. Background and previous work

3.2.1. Mechanical properties of human skin and vessels:

Recent studies from the literature on the mechanical properties of the human skin layers, blood vessels, and blood are summarized in Table 3-1 and described below.
**Epidermis:** The epidermis is the outermost skin layer and functions as a thin protective barrier \((\delta_{\text{epidermis}} \sim 0.1 \text{ mm})\). Studies measuring the mechanical properties of the epidermis under uniaxial and shear strains have shown the epidermis tissue structure to be highly anisotropic, with \(E_{\text{epidermis}}\) and \(G_{\text{epidermis}}\) on the order of 1 MPa and 10 kPa, respectively \((E_{\text{dermis}}/G_{\text{dermis}} \sim 10^2)\).

**Dermis:** The dermis is the dense, vascularized connective tissue layer beneath the epidermis and comprises a network of collagen and elastin fibers anchoring a polysaccharide ground substance. Compared to the epidermis, forearm dermis is thicker \((\delta_{\text{dermis}} \sim 1.3 \text{ mm})\) and less mechanically stiff \((E_{\text{dermis}} \sim 50 \text{ kPa}, G_{\text{dermis}} \sim 5 \text{ kPa})\). The tissue structure of the dermis is considerably more isotropic compared to the epidermis \((E_{\text{dermis}}/G_{\text{dermis}} \sim 10)\). At low strains \((\varepsilon < 0.1)\), the mechanical behavior of the dermis is governed predominantly by elastin fibers and follows a linearly elastic pattern. In contrast, the mechanical properties of collagen govern the behavior of dermis at higher strains, resulting a rapid nonlinear increase in stress for \(\varepsilon > 0.3\).

**Hypodermis:** The hypodermis is the lowermost skin layer and consists predominantly of adipose. Thickness \(\delta_{\text{hypodermis}}\) varies with the anatomical site, can range anywhere between 1 and 5 mm, and has been shown to correlate with body mass index. The hypodermis has the lowest Young’s modulus and is the most isotropic of the skin layers \((E_{\text{hypodermis}} \sim G_{\text{hypodermis}} \sim 1 \text{ kPa})\), exhibiting nearly perfect symmetry in its tensile and compressive response. Elasticity of the tissue is highly nonlinear for \(\varepsilon > 0.1\) and changes rapidly with strain rate \((\dot{\varepsilon} > 1 \text{ s}^{-1})\). Adipose tissue, which makes up over 90% of the hypodermis, exhibits a non-linear response at high strains \((\varepsilon > 0.3)\). Furthermore, adipose has a large dependency on strain rate; at low strain rates \((\dot{\varepsilon} < 1 \text{ s}^{-1})\), \(E\) is on the order of 10\(^0\) to 10\(^1\) kPa, whereas for \(\dot{\varepsilon} > 1 \text{ s}^{-1}\), \(E\) increases rapidly
beyond $10^3$ kPa$^{176,178}$. This nonlinearity is seen to a much greater extent in the hypodermis than in the upper skin layers, and greatly affects the behavior of the hypodermis in response to external forces such as those created by a penetrating needle.

**Blood vessels:** Traversing the dermis and hypodermis are peripheral vessels, which have diameters $d_{\text{vessel}}$ ranging from 1.2 to 3.2 mm (average ~ 2 mm)$^{179,180}$. The thickness $\delta_{\text{vessel}}$ is ~0.4 mm, with artery walls being ~0.5 mm thicker than vein walls$^{180,181}$. The constituent materials in the vessel wall are collagen, elastin, and vascular smooth muscle. Like the dermis, elastin governs the vessel mechanical behavior at low strains while collagen dominates at higher strains ($\varepsilon > 0.4$)$^{182}$. Elastin, which may be readily extended to 250% of its original length, dominates vessel mechanical behaviors at low stresses and strains. In contrast, at higher deformations, the mechanical properties of collagen dominate, and vessels become much stiffer. Arteries contain more elastin than collagen (2:1 ratio in major arteries), resulting in greater compliance ($E_{\text{artery}} \sim 0.3$ to $0.5$ MPa), whereas veins have a lower fraction of elastin than collagen (1:3 ratio), resulting in stiffer walls ($E_{\text{vein}} \sim 1$ to $1.5$ MPa)$^{183–186}$. 
Table 3-1. Summary of the mechanical properties of human skin and vessel tissue layers.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>Values used for phantom designs (see Chapter 4.2)</th>
<th>Value(s) from Literature</th>
<th>Body Location (Measurement Technique)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tissue thickness, ( \delta ) (mm)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epidermis</td>
<td>~0.1</td>
<td>0.75 ± 0.16</td>
<td>forearm</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95 ± 0.05</td>
<td>forearm</td>
<td>159</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.38 ± 12.7</td>
<td>forearm</td>
<td>168</td>
</tr>
<tr>
<td>Dermis</td>
<td>1.3</td>
<td>0.92 ± 0.12</td>
<td>forearm</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.14 ± 0.20</td>
<td>forearm</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.16 ± 0.16</td>
<td>forearm</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.35 ± 0.10</td>
<td>forearm</td>
<td>166</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>1 to 5 (varied by design)</td>
<td>1.21 ± 0.32</td>
<td>forearm</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.15 ± 0.64</td>
<td>forearm</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.49 ± 0.64</td>
<td>forearm</td>
<td>187</td>
</tr>
<tr>
<td>Vessel wall</td>
<td>1.2–3.2 ((\delta_v))</td>
<td>2.1 ± 1.1 ((\delta_{vein}))</td>
<td>forearm</td>
<td>181</td>
</tr>
<tr>
<td></td>
<td>0.3–0.5 ((\delta_v))</td>
<td>3.0 ± 0.8 ((d_{artery}))</td>
<td>forearm</td>
<td>181</td>
</tr>
<tr>
<td></td>
<td>(varied by design)</td>
<td>0.31 ± 0.07 ((\delta_{vein}))</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.40 ± 0.08 ((\delta_{artery}))</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Elastic modulus, ( E ) (kPa)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epidermis</td>
<td>2(\times10^3)</td>
<td>1–2(\times10^3)</td>
<td>abdomen (indentation)</td>
<td>159</td>
</tr>
<tr>
<td></td>
<td></td>
<td>35</td>
<td>forearm (indentation)</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>forearm (suction)</td>
<td>168</td>
</tr>
<tr>
<td></td>
<td></td>
<td>56</td>
<td>buttock, porcine (compression)</td>
<td>176</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(~50 (\varepsilon &lt; 0.1))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermis</td>
<td>2</td>
<td></td>
<td>forearm (indentation)</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>abdomen (tensile)</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.6 ((\varepsilon &lt; 0.1))</td>
<td>abdomen, porcine (compression)</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1–2.5 ((\varepsilon &lt; 0.1))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypodermis</td>
<td>2</td>
<td>4(\times10^3) (vein)</td>
<td></td>
<td>181</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2(\times10^3) (artery)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel wall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.4(\times10^3) (vein, (\varepsilon &lt; 0.4))</td>
<td>porcine (tensile)</td>
<td>181</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.2(\times10^3) (artery, (\varepsilon &lt; 0.4))</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Shear modulus, ( G ) (kPa)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Epidermis</td>
<td>not assessed</td>
<td>(~10)</td>
<td>abdomen (rheometry)</td>
<td>160</td>
</tr>
<tr>
<td>Dermis</td>
<td>5</td>
<td>(~2)</td>
<td>forearm (rheometry)</td>
<td>174</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>1</td>
<td>(~1)</td>
<td>abdomen, porcine (rheometry)</td>
<td>174</td>
</tr>
<tr>
<td>Vessel wall</td>
<td>not assessed</td>
<td>(~75)</td>
<td>aorta, porcine (torsion test)</td>
<td>188</td>
</tr>
</tbody>
</table>
3.2.2. Limitations of current methods of robotic venous access

Robotic systems that automate needle insertion and catheter guidance procedures have been the focus of many research groups\textsuperscript{54-56}, and some systems have recently achieved regulatory approval in the U.S. and the European Union\textsuperscript{52,53}. Nevertheless, while robotic devices have been shown to improve the accuracy, treatment time, and outcome of various surgical operations\textsuperscript{32,33}, the majority of research in needle insertion robotics has, to date, focused on complex surgical procedures. Fortunately, the continued miniaturization of imaging technologies, coupled with the rapid improvement in the computing power of embedded hardware and the advancement of image-guidance techniques, has made it possible to develop portable, miniaturized, or even microscale robotic platforms\textsuperscript{47,189-191}. Such platforms may be particularly suited for utilization in more routine interventions that occur outside of the operating room. As a result of these technological advancements, image-guided robotic systems developed for peripheral vascular access have received increased attention over the past few years. The most relevant research in the area of robotic vessel cannulation is summarized below.

Zivanovic \textit{et al.} first described a robotic mechanism designed to take blood samples from the arm\textsuperscript{192}. To locate a vein, a force sensor was pressed against the surface of the forearm in multiple locations, and force/position profiles were analyzed to identify the presence of a vein. Force sensing was also utilized during the needle insertion to prevent overshoot of the needle. The success rate for locating a vein was 78\% on a single human subject; cannulation accuracy has not been assessed.

Sørensen \textit{et al.} developed a robotic system for tactile vessel sensing based on the use of a voice-coil linear actuator as the end-effector of a 6-DOF KUKA industrial robotic arm\textsuperscript{193}. The voice-coil actuator was used to measure the elasticity of tissue below the skin surface. The success rate for identifying a blood vessel below the skin with this method was 40\% in a study on 50 adults. Their group has also investigated several methods for processing NIR video images on GPUs to
enhance venous structure, including correlation-based 2D matched filtering. However, the work has not yet culminated in an integrated prototype amenable for needle insertion.

Boer et al. developed a benchtop system for robotic venous access using US guidance\textsuperscript{194}. The US probe was swept across the surface of the hand to identify veins, and the needle was aligned mechanically with a targeted vein. A uniaxial force sensor was used to detect the reaction force from the vessel to prevent overshoot, and an algorithm was developed to halt needle advancement upon detecting a puncture event based on forces. Needle insertion experiments were performed on phantom and porcine tissues to evaluate the force detection algorithm and to assess the effects of insertion speed and insertion angle on tissue deformation. However, the accuracy of the system was not evaluated, and methods to automate the motion of the robot have not yet been developed.

Carvalho et al. described a benchtop system using a monocular NIR camera to scan for peripheral veins and a uniaxial force sensor coupled to the insertion mechanism to detect depth\textsuperscript{195}. Veins were modeled as straight lines in the NIR image and segmented using a Hough transform line detector in conjunction with image post-processing. The accuracy of the image analysis approach has not yet been evaluated. Likewise, the mechanical system has not yet been evaluated in any experimental studies.

Brewer et al. developed a sophisticated, industrial-sized, two-arm dexterous robot with 17 total DOF using NIR imaging to guide the needle insertion\textsuperscript{196,197}. The system was designed to perform blood sampling and intravenous catheter placement in the dorsal veins of the hand. An algorithm was developed to localize vein bifurcations and estimate pose, though performance was not shown to be better than manual vessel detection. A phantom with realistic vessel geometries was used to obtain proof-of-concept for the robot, though the cannulation performance has not been evaluated, particularly in comparison to manual cannulation. Integration of the imaging and robotic components has not yet been demonstrated.
Finally, a medical device startup company, Veebot, has been working to develop an industrial-sized robotic arm that uses monocular NIR imaging and laser range-finding to localize peripheral forearm vessels\textsuperscript{198}. US imaging is then used to confirm blood flow. The system incorporates an EPSON arm to provide 6-DOF positioning of the needle. The imaging approach was found to identify suitable vessels in 83% experimental trials, though the accuracy of the image analysis methods were not evaluated. Similarly, no measure of success has been provided for needle insertion, and the work has yet to be published in a peer-reviewed journal.

3.3. Rationale and approach

Our goal was to design a device that was capable of supervised, autonomous, image-guided cannula insertion into peripheral veins and arteries in the forearm and hand. Furthermore, the device was to be developed for use in hospitals, diagnostic labs, and other clinical environments. Ultimately, the system would have to be manufactured at scale with an acceptable price point. To further guide the design of the device, we observed blood draw and intravenous catheter insertions at a number of hospitals and diagnostic blood testing facilities in the U.S. (see Appendix). Based on these studies, a number of design constraints were established:

i. Device should be portable; the system should be designed for table tops, mobile crash carts, and bedside procedures.

ii. Device must have sufficient mechanical dexterity to align the needle along the expected 6-DOF orientation of all common vessels in the forearm and hand.

iii. Device must demonstrate sufficient imaging resolution and robotic precision to cannulate 1 mm diameter vessels at least 3 mm in depth beneath the skin surface.

iv. Device must be able to make adjustment to patient arm movement and vessel motion.

v. Device should be able to withdraw a blood sample or deliver an intravenous fluid immediately following cannula insertion and/or catheter placement.
vi. The venipuncture procedure, including vessel imaging and cannula insertion but not the blood collection or fluid infusion, must not exceed 120 seconds (the maximum time for tourniquet application) and should ideally be less than 60 seconds (the recommended time for tourniquet application).

vii. The materials cost for the device should ideally be below $25,000 USD (current NIR and US imaging devices are priced in the range of $10,000 to $30,000 USD).

The design, development, and evaluation of the three robotic prototypes are described in the following sections. Differences in the design of each system are highlighted with respect to the design criteria and clinical workflow summarized here.

3.4. First-generation 4-DOF robot using 3D NIR guidance

3.4.1. Methods

3.4.1.1. Device workflow and architecture

The envisioned workflow for using the device is as follows. Before the procedure, the patient places his or her arm in a padded, inflatable arm cuff sleeve. The needle is automatically loaded into the device without requiring manual intervention. The device then scans the arm to identify forearm veins. After a vein is selected by the clinician, the device maneuvers the US probe over to the cannulation site to confirm blood flow. The device then positions the needle along the direction of the vein, inserts the needle tip into the center of the vein, and draws blood into standard collection vials. In the insertion process, the needle begins at a steeper angle (30°) until the tip punctures the vessel wall. The insertion angle is then gradually reduced to 15° as the needle is inserted further within the vessel lumen. Catheter advancement is likewise performed at the shallower angle. After the procedure, the used needle is automatically disposed in a sharps container within the device.
The cuff sleeve can be tightened to secure the arm, includes a strap at the proximal end that serves as a tourniquet, and can be easily disinfected between use.

Not all elements of the workflow were implemented in the first-generation device. In particular, the first-generation system relies only on NIR stereo imaging and does not incorporate US imaging. Thus the 3D vessel position information is used directly to guide the needle insertion rather than to position the US transducer. Likewise, not all aspects of the image analysis framework described in Chapter 2 were implemented in the first-generation system. Here, the focus was on robust and real-time vessel segmentation and dense stereo correspondence; some of the other algorithmic approaches, including arm segmentation, sparse vessel stereo registration, and 6-DOF vessel pose estimation, are introduced in subsequent systems. The first-generation system is not capable of placing a catheter and instead is designed only for inserting steel needles for blood collection. Finally, the automated needle handling capabilities have not been built into the system; this functionality will be introduced in the second-generation device.

Device design and control software: The 4-DOF robot was designed for early preclinical evaluation on in vitro models containing straight vessels. The system comprises several major components, shown in Figure 3-1. These are: (1) an NIR imaging system for vessel detection, (2) image analysis software for vein enhancement and segmentation; (3) 3D vessel reconstruction software based on stereovision; (4) a vessel selection algorithm; (5) robotic motion control system; and (6) a 4-DOF robot manipulator that positions the needle. The robot couples a 2-DOF (x, y) Cartesian gantry system that translates the NIR cameras and the needle insertion mechanism. The needle insertion mechanism itself supports two DOF. The host processor for the robot is a Dell Precision M6400 workstation laptop.
Figure 3-1. Design of first-generation 4-DOF automated venipuncture device. (a) Functional prototype. The device measures 18 in$^3$, weighs 13 kg, and features a detachable unit for sterilization, a removable blood tube holder, spring-loaded safety needles, a touchscreen interface, and a rechargeable battery. (b) Major functional components. Top left: 4-DOF mechanism ($x$, $y$, $\theta$, and $\text{inj}$). A fifth DOF ($\phi$) was not used in the cannulation studies performed to evaluate system accuracy but will be critical in future studies on non-parallel and curve vessels. Top right: imaging system; Bottom left: injection arm; Bottom right: full assembly. Labels: (i) patient arm constraint; (ii) stereo cameras; (iii) motorized camera positioning and calibration; (iv) motor encoder feedback; (v) needle with automated detachment. (c) Device data flow. Image information is passed to a graphics processing unit for analysis and then to the control system that guides the robot. User input/output is provided through a touchscreen interface. (d) Hardware architecture grouped by function. The mainboard (white) directs communication between the stereo imaging system (light blue), GPU (dark blue), motors and controllers (red), power system (gray), and interface (tan).
Figure 3-2. Real-time vision-based robot guidance. (a) The real-time control system operates at ~150 ms. Shown also are the computation times for individual processing steps in each cycle. (b) Multispectral stereo image acquisition under VIS and NIR light. (c) Image processing and vein segmentation steps. (d) 3D reconstruction of subcutaneous forearm veins. (e) Selection of a vessel target via the GUI, and segmentation of the needle and needle tip in the NIR image prior to skin puncture (once the needle is within the skin tissue, the needle tip is no longer visible in the NIR images).

The overall control software is written in LabVIEW and directs communication between the imaging, analysis, and robotic components. Image acquisition is performed on the National Instruments CompactRIO-9025 real-time controller with precise clock-control and runtime determinism. Connected to each of two CompactRIO-compatible frame grabbers (MoviMed AF-1501) is low light CCD snake camera (PC229HRXP, SuperCircuits Inc.) with extended sensitivity in the NIR range (1/3” Sony Ex-View sensors). The cameras are placed 16 cm above the arm and
installed with wide-angle (100°) lenses to allow an FOV from the wrist to the elbow. Images are captured at 60 Hz and transmitted to the GPU for processing. Graphical processing is executed on an NVIDIA Quadro FX 3700M GPU. Machine vision software is implemented using OpenCV. A watchdog software protocol is used to activate fail-safe circuitry and force all control outputs to safe states when a fault is detected. The watchdog is also used to regulate the activity and electrical state of the system. The watchdog software is implemented on an embedded FPGA to ensure real-time deterministic monitoring. The GUI guides the clinician through the process and allows the clinician to select the cannulation site.

3.4.1.2. Robot mechanical design

The prototype measures 25.8 x 20.2 x 22.5 cm and weighs 13 kg. The system contains a 2-DOF gantry system and a 2-DOF needle insertion mechanism. The gantry comprises two linear ball-screw stages (Zaber T-LSM 100/200) giving X and Y translation. The 10.3 cm needle insertion mechanism contains a stepper motor (Zaber T-NM17A04) to control the needle insertion angle and a linear actuator (Zaber T-NA08-25) to drive the insertion. The linear stages have a peak velocity of 7 mm/s and step size of 0.0476 µm, and the steppers provide a maximum torque of 30.7 N-cm and angular step size of 0.0191°. Both the needle insertion mechanism and the cameras are mounted such that the needle is always within the FOV. A separate z-stage is used to calibrate the cameras. A fifth DOF (φ) is not currently used but will be critical in future studies on non-parallel and curve vessels. The workspace is 20 x 15 cm, which is sufficient to scan the length of the forearm and elbow. The step precision of the linear actuators is 0.05 µm and the step precision of the rotational actuators is 0.3°, which is sufficient given the camera spatial resolution (0.1 mm) and the desired injection precision (0.25 mm).

3.4.1.3. Robot motion control
The robotic guidance approach is shown in Figure 3-2. At a rate of 15 FPS per camera, NIR images are sent to a programmable logic controller (National Instruments CompactRIO 9025) for analysis. Two cameras placed 11 mm apart form a stereo configuration. Continuous image segmentation, stereo correspondence, and motion tracking routines, as described in Chapter 2, were implemented to allow the 3D position coordinates of the vessel to be computed and updated in real-time. The position coordinates are then translated to motor displacement commands to allow continuous robotic position adjustment.

The overall motion control process consists of two phases: moving to the cannulation site, and tracking the site as the needle descends. The first phase involves one cycle through the acquisition process and ends with an interactive dialogue box asking the user for his agreement with the cannulation site that the program has chosen. The user may disagree and manually choose an alternative site via point-and-click selection, or he may agree. Agreement brings the system into the real-time tracking phase, which involves a single large translation to transport the needle to the cannulation site, followed by subsequent millimeter or micrometer dynamic movements to track small vein displacements that may occur as the needle rotates downward and then inserts into skin. The duration for one cycle from acquisition to motion is 0.2 s (5 s⁻¹ cycle rate).

Needle steering is modulated by comparing the responses of an open-loop controller and a closed-loop controller. The open-loop controller measures the stepper motor response to calculate needle pose directly. The closed-loop controller determines the needle pose by relating the coordinate frames of the calibrated cameras to the target frame (the vessel orientation), end-effector frame (the needle orientation), and robot base frame:

\[
R(\theta, \phi) = \begin{bmatrix}
\cos\theta & \sin\phi\sin\theta & \cos\phi\sin\theta \\
\cos\phi & 0 & -\sin\phi \\
-\sin\theta & \sin\phi\cos\theta & \cos\phi\cos\theta
\end{bmatrix}
\]

\[
T = [T_x \quad T_y \quad T_z]^T
\]
The pose of the vein governs the needle trajectory (Figure 3-3): vein orientation \((\theta_v, \phi_v)\) is first calculated from the 3D reconstruction, after which the needle trajectory is computed along the vessel axes \((x_v, y_v, z_v)\) at an incident angle \(\theta^f_{n-v}\). At each cycle of the real-time loop, the needle pose computed by the closed-loop controller is compared to the open-loop response. Agreement to within 0.2 mm is considered acceptable, otherwise the action is flagged and the pose is reevaluated. A continuous flag period of \(t > 1\) sec results in termination and a request by the device for recalibration. The mean cycle rate is \(~10\) Hz, depending primarily on the amount of translation at each cycle.

**Figure 3-3.** Needle pose determined based on vessel position and orientation in 6-DOF space. The angular vessel orientation \((\theta_v, \phi_v)\) is first calculated based on normal vector about the 3D vessel position \((x_v, y_v, z_v)\), which is estimated from the surface map of the foream. The needle trajectory is then determined based on a desired starting angle \(\theta^0_{n-v}\) (most commonly, 30°) and a desired final incident angle \(\theta^f_{n-v}\) (most commonly, 15°). Needle rotation \(R = (\theta_v, \phi_v)\) and translation \(T = (T_x, T_y, T_z)\) are determined by comparing the current needle orientation to the desired final orientation.
Device safety: Safety mechanisms are distributed across the device’s sensor, effector, computer, and operator components. Electronic safety is monitored by a watchdog that activates fail-safe circuitry when a fault is detected. Mechanical safety is provided by ensuring that all DOF are locked when electrical torque is removed, in order to inhibit “free” robot motion. A detachable spring-locked needle is used which can be quickly disengaged from the robot. Finally, the GUI is designed to allow the clinician to operate the device with minimal training.

Blood collection: Standard collection vials are loaded onto a housing unit prior to the phlebotomy. After the blood draw, the vials can be unloaded for analysis or storage, while the housing unit can be removed for sterilization.

3.4.2. Results

3.4.2.1. Cannula insertion accuracy on phlebotomy training model

We evaluated device accuracy and speed on a dark-skinned phlebotomy training model (NASCO LF01126U-Black). The model is well-known in the field of phlebotomy training and is classified as an "advanced" training arm. The model provides venous access for intravenous therapy and phlebotomy at all primary and secondary locations, including the ACF, forearm, wrist, and hand. The model comes with a skin layer with dark pigmentation, as well as an external fluid bag supplying artificial blood to the veins. Veins are positioned at varying diameters and depths beneath the skin surface to simulate different age groups and levels of difficulty. As in the imaging studies, we employed orthogonal experimental design (Figure 3-4)\textsuperscript{113,114} to systematically determine the device settings that maximize cannulation accuracy. In 270 trials, the device was able to successfully cannulate the center of the target vein on the first try 100% of the time. On average, the mean distance of the needle tip from the vein center was 0.43 ± 0.21 mm. Mean distance was observed to change with different needle bevel orientations over all three vein diameters (Figure 3-5 (a)). Mean distance was observed to decrease as vein diameter decreased, possibly indicating
that small veins are more likely to roll upon contact (Figure 3-5 (b)). Neither the angle nor speed of insertion was observed to significantly affect accuracy on the model. Needle diameter did not affect accuracy either, though veins smaller than 2.4 mm would necessitate higher gauge (lower diameter) needles. No needle deflection was observed in the study. The mean completion time per trial was 28.4 seconds (Figure 3-5 (c)). Time to completion did not vary significantly due to any of the test conditions. Individual time durations for the major steps in each cycle of the real-time process are shown in Figure 3-5 (d).

Summary of statistical approach: Like the methodology used to optimize the device’s imaging parameters, the device cannulation was assessed using a Taguchi experimental approach (Figure 3-4). A 4-variable 3-level L9 orthogonal array of device parameters was used in the study. Veins with outer diameters of 2.4, 3.2, and 4.0 mm were tested at a depth of 3 mm from the skin surface. 10 replicates were conducted per trial, and the run order was again randomized. The four control parameters were: needle orientation, in which the bevel tip faced upward, sideways, or downward; needle diameters of 0.91, 0.64, and 0.36 mm; injection angles of 15°, 30°, and 45°; and injection velocities of 10, 20, and 30 mm/s. Cannulation accuracy was measured by the distance (d) of the needle tip from the vein’s central axis (the greater the distance, the lower the accuracy). Distances were then used to derive the robustness measure, namely the Taguchi SNR = -10 log (\( \bar{d}^2 / \sigma^2 \)). One-way ANOVA was used to assess whether vein diameter or any the control parameters had a significant effect on device performance. Post-hoc analysis using F-LSD was conducted following the ANOVA to identify the experimental levels between which the performance difference was significant. Of the control parameters, only the orientation of the needle bevel was found to significantly affect d and SNR (two-tailed p-value < 0.05 (*)). Of all the parameters tested, vein diameter had the most significant effect on d and SNR (two-tailed p-value < 0.05 (*), 0.01 (**)). Time to completion was also measured in the study, but was not found to vary significantly due to any of the test conditions (one-way ANOVA, p < 0.05, data not shown).
Figure 3-4. Optimization of device cannulation parameters. (a) Taguchi experimental design comprising a 4-variable 3-level L9 orthogonal array of device parameters. In total, 270 trials were carried out on a phlebotomy training model with 3 different vessel diameters. Cannulation accuracy was defined as the distance ($d$) of the needle tip from the vein’s central axis. The statistical outcome score was defined by the nominal Taguchi SNR = $-10 \log (\bar{d}^2 / \sigma^2)$, where $\sigma$ is the standard deviation in the set. (b) 4-DOF robotic prototype performing autonomous cannulation on phlebotomy training arm (skin removed for visualization).
Figure 3-5. Device demonstrates 100% first-stick accuracy in 270 cannulation trials on commercial phlebotomy training models. (a) Cross-sectional representation of major veins of the model. Final needle tip positions within vessels are shown for each trial. Red: needle bevel oriented upward; Blue: needle bevel oriented downward. Significant differences between means indicated by asterisks (two-tailed p-value < 0.05 (*)). (b) Device accuracy (measured by distances from vessel centers) and robustness (measured by the Taguchi SNR) for 2.4, 3.2, and 4.0 mm diameter vessels. Box-plots show the median distances as well as the upper quartiles, lower quartiles, and extremas. Circles show mean distances. Significant differences indicated by asterisks (two-tailed p-value < 0.05 (*), 0.01 (**)). Mean distance from the vessel center was 0.43 ± 0.21 mm. (c) Distribution of device completion times across all 270 trials. Mean completion time: 28.4 sec; min: 13.1 sec; max: 47.5 sec. (d) Duration of one cycle from acquisition to actuation is 0.1 seconds (10 s⁻¹ cycle rate). Box-plots show the mean duration for each step, as well as the upper quartiles, the lower quartiles, and the minimum and maximum observed times.
3.5. Second-generation 7-DOF robot using 3D NIR+US guidance

The first-generation 4-DOF robotic prototype described in Chapter 3.4 demonstrated the ability to significantly increase vein visualization compared to manual visualization by a trained clinician. The system also demonstrated a 100% first-stick cannulation success rate on a phlebotomy training arm. Nevertheless, several limitations were observed. First, the system lacked three DOF needed to adapt the cannulation parameters from patient to patient. Without these DOF, the system would not have been able to: (1) align the needle along the axis of the vein; (2) adjust the insertion angle according to deformations in the tissue; or (3) adjust the vertical height of the needle manipulator. Second, the handling of the needle was still performed manually by the clinician, and as such, the device did not have any means to minimize risks associated with accidental contact with used sharps. Finally, the first-generation device relied only on NIR imaging to estimate vessel depth.

To address the limitations of the first-generation prototype, we developed a second system that incorporates seven DOF and extends the operating workspace (Figure 3-6). The major mechanical change is the implementation of a miniaturized 4-DOF articulated serial manipulator capable of inserting the needle along curved trajectories. The device also integrates the bimodal 3D NIR+US imaging system described in Chapter 2. Accuracy and precision are evaluated through tracking, free-space positioning, and in vitro experiments. The results indicate that sub-millimeter accuracies can be achieved throughout the operating workspace of the manipulator. Mechanical instabilities in the serial manipulator design are quantified, and methods of improvement are suggested.

3.5.1. Methods

3.5.1.1. Device workflow and architecture

Figure 3-7 shows the physical device, which is smaller (30 × 25 × 25 cm in volume, 3.5 kg in mass) than the first-generation system (46 × 46 × 46 cm in volume, 10 kg in mass). The open half-
shell design allows the device to be easily integrated into the existing phlebotomy workflow, which has been modified from the workflow for the first-generation system. A GUI is incorporated into the device (Figure 3-8) to allow the clinician to oversee the procedure. The GUI directs the clinician through the protocol to ensure safe operation throughout the procedure. The key elements in the system architecture include the NIR+US imaging system, host computer, GPU, and the mechanical robot (Figure 3-9). The device is controlled on a Dell Precision M4600 laptop computer. Several software-based safety systems, including a watchdog protocol, were implemented to monitor the activity of the processing unit, controls, and electronics.

Figure 3-6. Design of second-generation 7-DOF automated venipuncture device. The device comprises a 3-DOF Cartesian positioning system and a miniaturized 4-DOF articulated manipulator arm. The device also incorporates the bimodal 3D NIR+US imaging system and computer vision algorithms described in Chapter 2. A GUI was also developed to allow the clinician to select a suitable vessel for cannulation based on clinical judgment.
Figure 3-7. Physical prototype of 7-DOF device with key systems highlighted. (a) The prototype measures 30 × 25 × 25 cm and weights 3.5 kg. The device is run on a Dell Precision M4600 laptop computer. (b) The bimodal NIR+US imaging system can be seen within the device. (c) The open half-shell design allows the device to be more easily integrated into the existing phlebotomy workflow compared to the closed design of the first-generation device. The open design also allows the patient to place their arm more easily, and allows the clinician better access to the patient’s arm. (d) The GUI allows the clinician to oversee the full robotic venipuncture and intervene if necessary. In addition, the GUI directs the clinician through the protocol steps by prompting checks and reminders to ensure that both the patient and practitioner remain safe.
Figure 3-8. Graphical user interface and visual display. (a) Current GUI for second-generation system. Stereo NIR images are displayed along with registered vessel targets in each image. B-mode US images are shown in either the longitudinal or the transverse view. (b) Design of the GUI incorporating software to suggest suitable cannulation sites based on vessel structural recognition. Here the interface serves to assist the clinician through the major steps of the procedure (left panel) and displays segmented NIR and DUS images in real-time on the screen (center and right panels). The three veins most commonly used for venipuncture, i.e., the median cubital, basilic, and cephalic veins, are labeled and shown.
Figure 3-9. Hardware and software architecture of second-generation device. Real-time communication between imaging and robotic control systems allow closed-loop servoing of the needle.

3.5.1.2. Robot mechanical design

3-DOF base positioning system: The robotic assembly is comprised of a 3-DOF Cartesian gantry and a miniaturized 4-DOF serial needle manipulator arm. The Cartesian gantry system consists of precision lead-screw linear stages that function to translate the NIR imaging system, the US transducer, and the 4-DOF serial arm across the rectangular workspace of the device. The $x$ and $y$ translations allow the subsystems to be positioned above the cannulation site, while the $z$ translation serves to lower the US transducer down onto the arm surface. The gantry system demonstrates a step resolution of $0.1905 \mu m$ in all three directions.

4-DOF articulated serial needle manipulator: The design of the serial needle manipulator arm overcomes limitations of the 2-DOF end-effector in the first-generation device. There, the device was limited to linear insertions. More importantly the insertions could only be performed in a single direction, since the end-effector could not rotate. Thus the device was not able to align the needle with the orientation of the vein. Furthermore, since translations were only possible in the $x$ and $y$
directions, the insertion angle was directly dependent on the $z$ position of the target, and could not be adjusted according to other parameters. Finally, since non-encoder stepper motors were used in all joints in the earlier device, closed-loop position feedback was not possible.

The compact 4-DOF serial arm overcomes these limitations by allowing nonlinear trajectories, alignment with the vessel, control of the insertion angle, and position feedback from incremental motor encoders. In its initialized position, the arm is folded such that the needle remains hidden away from the patient until immediately before the venipuncture. This design substantially reduces the risk of patient or practitioner injuries resulting from unintended contact with the needle tip, which was somewhat of a concern in the earlier device. In its folded state, the manipulator has a volume of $2 \times 2 \times 6$ cm. When fully extended, the manipulator can extend the needle up to 10 cm from the initial hidden position. The overall reachable workspace of the manipulator is 175 cm$^3$. The total weight of the manipulator is 250 g.

The manipulator consists of three rotational joints that control angle and trajectory and a linear needle insertion mechanism on the distal end of the arm. The rotational joints are driven by DC brushed motors (A-max 16, Maxon Motors) with integrated gear heads (GS16VZ, Maxon Motors) having very low backlash (<$0.3^\circ$). 512 ctp quadrature encoders on each motor ensure a rotational positioning resolution of 0.002$^\circ$. The insertion mechanism consists of a linear spindle motor (RE 8, Maxon Motors) with backlash of 1.8$^\circ$ and resulting positioning accuracy of 0.112-mm. The spindle drive outputs a maximum force of 8N, which exceeds the typical forces needed to penetrate human skin and superficial vessels. For motor control in the 4-DOF arm, independent proportional-integral-derivative (PID) controllers (EPOS2, Maxon Motors) for each joint were used.

*Automated needle handling and US solid gel application:* We implemented a method for the device to manage all of the pre- and post-operative tool handling steps involved in the venipuncture procedure. Specifically, the automation system allows the needle to be attached to the distal link of
the serial manipulator arm and a plastic clip, containing solid US coupling gel, to be attached to the
US transducer head. Both consumable items are packaged together in a single sterile disposable
unit. The clinician places the package in an indicated holder behind the device and, after peeling
off the plastic cover, allows the device to load both items automatically. Mechanically, the device’s
gantry system positions the needle manipulator directly over the pre-packaged consumable unit. In
one actuated motion, the needle manipulator then engages the needle via an electromagnet
attachment mechanism while securing the US gel clip via a press-fit mechanism. After the
procedure, the needle, needle clip, and US clip are disposed into a sharps container built within the
device. Together, the added functionally to completely remove practitioner contact with exposed
sharps and thus significantly reduces the risk of needlestick injuries. It also eliminates the need to
apply liquid-based US gels, which would add to the procedure time and potentially affect the
visibility of the vessels in the NIR image.

3.5.1.3. **Robot motion control**

The motor control scheme consists of a NIR stereo vision-based positioning set and US-based
needle adjustment step. Both steps operate based on real-time image feedback. In the NIR-based
positioning step, the 3D position of the target cannulation site is determined from the disparity map
estimated from the images. The position information is then used by the robot gantry system to
position the US transducer over the cannulation site and lowered to make contact with the arm
surface. In the second step, smaller position adjustments are made based on the US image. The
position of the target vessel in the US image is then used to determine the rotations of each joint in
the serial manipulator arm, given a set insertion distance (which remains constant across all
procedures). A trajectory is computed for the needle based on a desired starting angle (typically
30°), a desired ending angle (typically 15°), and an insertion speed (typically 10 mm/s). The joint
angles are derived from the kinematics of the robot. The manipulator has the potential to steer the
needle in real time by tracking the cannulation site and vessel walls in the US image, which would
allow the device to adapt to patient arm movement, vein/tissue deformation, and vein rolling. During the cannulation, the insertion angle is gradually decreased from the starting angle to the ending angle as the needle is introduced into the vessel.

The kinematic equations for the manipulator arm were derived using the Denavit–Hartenberg (DH) convention. The parameters in the DH table link the manipulator origin frame to the wrist frame at the distal end of the end-effector. The needle tip position is then computed using a wrist-to-tool transform:

\[
\begin{align*}
\boldsymbol{w}T &= \mathbf{0}_0T(\theta_1) \cdot \mathbf{1}_2T(\theta_2) \cdot \mathbf{2}_3T(\theta_3) \cdot \mathbf{3}_W(\theta_W) \\
\mathbf{0}_0T(\theta_1) &= \begin{bmatrix} 
C_{\theta_1} & -S_{\theta_1} & 0 & 0 \\
S_{\theta_1} & C_{\theta_1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad 
\mathbf{1}_2T(\theta_2) &= \begin{bmatrix} 
C_{\theta_2} & -S_{\theta_2} & 0 & 0 \\
0 & 0 & -1 & 0 \\
S_{\theta_2} & C_{\theta_2} & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \\
\mathbf{2}_3T(\theta_3) &= \begin{bmatrix} 
C_{\theta_3} & -S_{\theta_3} & 0 & L_2 \\
S_{\theta_3} & C_{\theta_3} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad 
\mathbf{3}_W(\theta_W) &= \begin{bmatrix} 
1 & 0 & 0 & L_3 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\end{align*}
\]

### 3.5.2. Results

#### 3.5.2.1. Free-space positioning accuracy

To test the positioning accuracy, precision, and operating workspace of the needle manipulator, we conducted studies in which we positioned the needle tip on the center of ø4 mm circles on a calibration grid (Figure 3-10). The circles were oriented on a flat plane in a 7 × 7 grid separated by 7 mm center-to-center. The grid structure was rigidly mounted to the base of the robot (Figure
hence, we could relate the coordinates of the circles with the robot coordinate frame by extracting the dimensions from the CAD model. In all experiments, the robot arm was initially set on the gantry; therefore, the needle was in-plane with the middle circles along the $y$-axis. For each trial, the experimental protocol included extracting the center of the circle $(x, y, z)$ via the robot frame, then using this coordinate as the input into the inverse kinematic controls of the manipulator to set the required joint parameters to position the needle tip on the center of the circle. Finally, the desired circle center location extracted from the CAD model was compared to the actual needle tip position using the fixed cameras on the robot. Needle tip segmentation was achieved using a region grow formula with a Canny edge detector. To ensure minimal errors, we manually selected the needle tip in the post-processed images. Figure 3-10 (b) shows stereo images of the needle tip at the center of a test circle on the calibration grid as well as the resulting needle tip segmentation.

To first test the repeatability of the needle manipulator, we ran 50 trials on the five yellow outlined circles labeled in Figure 3-10 (a) and compared the actual versus desired needle tip position. The average 3D positioning error (mean ± standard deviation) was 0.81 ± 0.02, 0.79 ± 0.01, 0.94 ± 0.02, 0.66 ± 0.02, and 0.52 ± 0.02 mm for the front, middle, back, left, and right circles, respectively. These circles were chosen to test the repeatability of the manipulator across the workspace area.

To further test the free-space positioning accuracy, the calibration grid was removed, and the needle tip was then placed at the coordinate of every circle within the inner $5 \times 5$ grid, as indicated by the black square outlined in Figure 3-10 (a). During the experiment, the height of the grid was varied over seven heights at vertical increments of 4 mm. This way, the accuracy of the robot was evaluated over 175 evenly spaced positions within a $28 \times 28 \times 24$ mm work volume. By determining the exact offset of the manipulator at each grid point, and then interpolating at every position in between, dense error maps were created at different heights. Figure 3-11 shows the error maps at a $z$ position of 78 mm. Table 3-2 presents the quantitative results across the seven
heights. Because of the high repeatability in the serial arm, we were able to input these error maps into our motor control algorithms to compensate for the subtle positioning inaccuracies. As can be seen, the robot exhibited significantly reduced errors after repeating the workspace positioning experiments following error correction (3D magnitude error = 0.201 mm) compared with before (3D magnitude error = 1.824 mm). Overall, the results indicate that the manipulator is able to position the needle at a desired location both with high accuracy (mean positioning error = 0.21 mm) and precision (standard deviation = 0.02 mm) over the required 3D workspace.

**Figure 3-10.** Experimental setup for device free-space positioning studies. (a) Left: needle positioning testing setup. Right: robot calibration grid. Yellow circles denote those used for repeatability testing; inner 5 × 5 grid outlined in black, indicates circles used for positioning studies; and red circle indicates plot origins. (b) Rectified stereo images with the needle tip outlined in red, and (lower) 10x magnified images illustrating the region grow (blue) and edge detection (red) algorithms to segment the needle tip. Final needle tip selection was performed manually. The 10× images have a pixel resolution of 0.1 mm.
The needle tip extraction method used to determine the actual needle tip location had an accuracy of 0.1 mm due to the resolution in our NIR images (1 mm in \(x\) and \(y\), 2 mm in \(z\)). Thus methods to improve the needle tip extraction accuracy would be useful in reducing apparent positioning errors. Additionally, errors may have stemmed from inaccuracies in the fabrication and machining of our robotic components; these errors are expected to decrease significantly in later prototypes developed under strict design and manufacturing controls.

\textbf{Table 3-2.} Mean needle tip positioning errors from kinematic workspace studies. \(dx\), \(dy\), and \(dz\) refer to the needle tip error in the \(x\), \(y\), and \(z\) dimensions, respectively.

<table>
<thead>
<tr>
<th>Platform Height (mm)</th>
<th>(dx) (mm)</th>
<th>(dy) (mm)</th>
<th>(dz) (mm)</th>
<th>3D (mm)</th>
<th>(dx) (mm)</th>
<th>(dy) (mm)</th>
<th>(dz) (mm)</th>
<th>3D (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>0.332</td>
<td>2.80</td>
<td>0.709</td>
<td>2.95</td>
<td>0.0780</td>
<td>0.0610</td>
<td>0.1728</td>
<td>0.211</td>
</tr>
<tr>
<td>70</td>
<td>0.283</td>
<td>1.745</td>
<td>0.488</td>
<td>1.871</td>
<td>0.0990</td>
<td>0.1601</td>
<td>0.0980</td>
<td>0.237</td>
</tr>
<tr>
<td>74</td>
<td>0.362</td>
<td>1.115</td>
<td>0.607</td>
<td>1.405</td>
<td>0.0840</td>
<td>0.0870</td>
<td>0.1214</td>
<td>0.1974</td>
</tr>
<tr>
<td>78 (ref)</td>
<td>0.722</td>
<td>0.1099</td>
<td>0.583</td>
<td>0.949</td>
<td>0.0850</td>
<td>0.0850</td>
<td>0.0770</td>
<td>0.1592</td>
</tr>
<tr>
<td>82</td>
<td>0.351</td>
<td>0.952</td>
<td>0.549</td>
<td>1.236</td>
<td>0.0900</td>
<td>0.1075</td>
<td>0.1167</td>
<td>0.207</td>
</tr>
<tr>
<td>86</td>
<td>0.284</td>
<td>1.969</td>
<td>0.698</td>
<td>2.17</td>
<td>0.0930</td>
<td>0.1398</td>
<td>0.1234</td>
<td>0.226</td>
</tr>
<tr>
<td>90</td>
<td>0.326</td>
<td>2.01</td>
<td>0.641</td>
<td>2.19</td>
<td>0.1446</td>
<td>0.0980</td>
<td>0.1156</td>
<td>0.224</td>
</tr>
<tr>
<td>Avg</td>
<td>0.380</td>
<td>1.529</td>
<td>0.611</td>
<td>1.824</td>
<td>0.0960</td>
<td>0.1054</td>
<td>0.1178</td>
<td>0.201</td>
</tr>
</tbody>
</table>
Figure 3-11. Results of free-space positioning experiments. Surface maps show needle tip positioning error over the kinematic workspace in the uncorrected (left) and corrected (right) states for x, y, z, and 3D at a 78-mm calibration platform height. Bi-cubic interpolation was used to estimate errors between dots in the calibration grid. Significantly greater accuracy was observed after error compensation in x, y, z, and 3D (p<0.001, two-sample t-test). Red circle in top left plot indicates the robot origin (0,0).

3.5.2.2. US-guided cannula insertion accuracy

Finally, we evaluated the image guided needle positioning accuracy of the venipuncture robot on a skin-mimicking phantom model embedded with surrogate veins. The phantom, which measured 80 × 50 × 10 mm, was fabricated out of gelatin (12 g/100 ml) to provide an elastic skin-
like matrix. The surrogate veins consisted of silicone tubing (Silastic silicone elastomer tubing, Dow-Corning) of two diameters (3.2 and 1.8 mm). The elastic modulus of the tubing (9.5 kPa) closely matched that of typical adult peripheral veins (7–10 kPa). A fluid with blood-like optical absorption and viscosity (black India ink, diluted to 0.45 ml/100 ml and mixed with dextran-40) was introduced into each vein prior to the experiment.

**Figure 3-12 (a)** illustrates the experimental setup, with the phantom model contained in a 3D printed enclosure in which all veins lay 2 mm beneath the surface of the gelatin matrix. In total, 16 phantom vein cannulation trials were performed—eight for each vein diameter. The study evaluated the complete device workflow, including the NIR images (**Figure 3-12 (b, upper)**), the longitudinal US images (**Figure 3-12 (b, lower)**), and the 3-DOF gantry and 4-DOF manipulator controls. Briefly, the device imaged and segmented the phantom veins using 3D NIR imaging and tracked the center of the selected vein using the US system. The robot then inserted the cannula bevel-up at 15° under US image guidance until the needle tip reached the center of the vein. Between each trial, the needle was retracted, the robot was homed, and then, the cannulation was repeated after shifting the cannulation site 10 mm along the length of the vein. After the study, the recorded US images were manually segmented and analyzed. The center of the vein was determined as the equidistant point between the upper and lower vessel walls. The final needle insertion position was determined as the center of the cannula opening at the bevel tip. Cannulation results are presented in **Figure 3-12 (c)**. The RMS errors were 0.3 ± 0.2 mm and 0.4 ± 0.2 mm for the 3.2 and 1.8 mm diameter veins, respectively. In all 16 trials, the robot was able to successfully cannulate the vein target on the first insertion attempt. In each of the eight trials on the 3.2 mm vein, the final needle tip position was closer to the vein center than to either vein wall, while this was true in six of the eight trials on the 1.8 mm vein.
3.5.2.3. Robot servoing in response to tissue motion and vessel deformation

Finally, we investigated the mechanics of vessel rolling and deformation in response to needle insertions performed by the robot, and we evaluated how the robot can make real-time adjustments under image guidance to compensate for subtle vessel motions during cannula insertion. To simulate needle insertions into a blood vessel, while accounting for the nonlinear behavior of the tissue caused by on- and off-axis loads during needle insertion, we implemented finite element (FE) models of a typical adult median cubital vein and a dermis/hypodermis support layer (Figure 3-13 (a)). The results of the computational approach were then compared to those of in vitro robotic cannulation experiments performed on gelatin phantoms containing synthetic vessels.
Table 3-3 summarizes the mechanical properties of the FE models. In the first of three simulations, the needle was aligned with the medial axis of the vein. Here, only downward vessel displacements were expected. This condition is representative of an ideal venipuncture. In the second simulation, the needle was positioned off-axis, and slip was allowed at the contact interface between the needle and the vein. This condition, where the vein slides away from the needle tip immediately upon contact, is observed in patients with poorly anchored or rolling veins. The needle was likewise positioned off-axis in the third simulation. However, a no-slip condition was enforced between the needle and the vein. In this condition, which may be observed in patients with hardened veins, high strains are exerted on the vessel wall that may lead to significant deformation or vessel rupture. In all simulations, we used a 25 G needle and an angle of insertion of 15°. As in the beam detection model, the applied loads were maintained below the minimum puncture force.
Robot cannulation trials were then conducted in vitro to investigate vessel deformation and device accuracy. Here, phantom models with mechanical properties similar to those of the human forearm were utilized (Figure 3-13 (b)). To keep consistent with the geometry of the FE models, we fabricated each phantom within an 8 x 3 x 1 cm container. Like the FE models, each phantom comprised a surrogate vein (Dow-Corning Silastic silicone tubing) with the bottom half embedded in support tissue. The support tissue was formed from porcine gelatin, whose mechanical properties can be controlled to resemble those of the dermis and hypodermis. For example, a support tissue with elastic modulus $E = 50$ kPa (concentration 20% m/v) may be used to model mechanically rigid tissues such as dermis. In contrast, the phantoms used in this study (Table 3-3) were significantly more compliant ($E = 0.5$ kPa, concentration 2.5% m/v) to mimic adipose tissue. Here, rather than provide support, the tissue would more likely deform on needle contact and cause the vein to roll.

Phantoms were constructed to investigate the three needle insertion conditions simulated earlier, namely the on-axis, off-axis slip, and off-axis no-slip conditions. In a first set of trials, vessel deformations predicted by the simulations were compared with experimental observations of the three conditions. To ensure that the mechanical properties of the phantom would be affected only by the applied load of the needle, we did not utilize US imaging here. Instead, the robot kinematics were computed directly from the 3D coordinates provided by the stereo NIR imaging. Furthermore, the computational and experimental insertion parameters were kept consistent, i.e., the needle was inserted at a constant 15° angle with a 10 mm travel distance and 10 mm s$^{-1}$ speed.

Figure 3-14 shows time-lapse images comparing the FE simulations and experimentally observed vessel deformation patterns for the on-axis, off-axis slip, and off-axis no-slip cannulation conditions. The vessel detection predicted by the beam bending model for the on-axis applied load is also shown (Figure 3-14 (a), solid black line) with maximum displacement $d_{\text{max}} = 12.95$ mm. For the on-axis FE and experimental trials, (Figure 3-14 (a, b)), vessel displacement was observed to occur primarily in the longitudinal ($x$) and vertical ($z$) directions, whereas minimal vessel
displacement was observed in the lateral ($y$) direction. On the contrary, significant lateral ($y$) vessel displacement was observed when the needle was introduced off-axis. In the slip condition (Figure 3-14 (c, d)), the asymmetrically distributed forces applied to the vein side wall caused the vein to roll under and away from the axis of insertion shortly after initial contact with the vein. Finally, in the no-slip simulation, significant deformations occurred along the distal portions of the vein. In the simulations, the applied stress on the vein side wall was found to exceed the material yield stress after the needle was inserted 5 mm (Figure 3-14 (e, f)). Similarly, in the phantom experiment, the vessel side wall was observed to rupture shortly after 5 mm of insertion.

Figure 3-13. Modeling vessel rolling and deformation in response to needle insertion. (a) (b) Finite element model of off-axis needle insertion. Vertical and lateral deflections due to applied needle forces can be observed. The colors indicate reaction force magnitudes. (b) Setup for phantom cannulation experiments.
Figure 3-14. Vertical and lateral vessel deflections observed during FEM simulations and phantom cannulation experiments. Shown are time-lapse images comparing the simulated (left) and experimentally observed (right) vessel deformation patterns for (a) on-axis, (b) off-axis low friction, and (c) off-axis high friction cannulation conditions. Red arrows indicate the needle tip position and total needle insertion distance along the axis of cannulation. Vessel displacement $d_v$ (mm) is also shown via the color map. Insertion parameters between the simulations and experiments were kept consistent, that is, the needle was inserted at a constant 15 angle with a 10 mm maximum travel distance and speed of 10 mm/s.
Finally, we evaluated the ability of the robotic system to adapt to tissue deformation during insertion by adjusting the angle of the needle relative to the target vessel. In these studies, the US imaging system was utilized to locate and track the center of the vein in each image frame. Additionally, the robot was allowed to adjust the position and orientation of the needle tip based on the image feedback. In this way, we were able to evaluate the robot's ability to guide the needle into the vein in the presence of vein movement and deformation. Longitudinal B-mode US images of needle insertion and vessel deformation are shown in Figure 3-15. The adjustment of needle orientation in response to the deforming vessel can be observed. The insertion distance was 5 mm. The time to lower the needle from its starting angle of 25° (Figure 3-15 (a)) to 18° (Figure 3-15 (b)) on first contact with the vessel wall, and finally to 10° (Figure 3-15 (c)), was 0.5 s.

Figure 3-15. Longitudinal B-mode US images showing robotic needle guidance and vessel deformation in a phantom. The adjustment of the needle angle in response to the vein target can be observed. The insertion angle was lowered from (a) its starting angle of \( \theta = 25^\circ \) to (b) an intermediate angle of \( \theta = 18^\circ \) on first contact with the vessel wall, and finally (c) to a final shallow angle of \( \theta = 10^\circ \).

Two early prototypes of the robotic system have been described so far. The most recent consisted of seven DOF and demonstrated sub-millimeter accuracy in free-space positioning experiments. However, despite these promising results, several limitations in the robotic design were observed. First, the previous systems lacked the ability to align both the needle insertion and imaging subsystems with the vessel since the imaging components were positioned by a gantry system. Thus, while the device could be tested on phantoms with parallel, unidirectional vessels, human cannulations would have been difficult due to the wide range of vessel orientations in people. Second, the previous devices lacked a radial degree of rotation allowing the robot to reach lateral vessels on the sides of the forearm. As a result of the missing DOF, the previous prototypes were unable to fully utilize the combined NIR and US image information to adjust the position and orientation of the needle in 3D space. This kinematic control is critical in allowing the system to adapt to gross arm motions and subtle vessel movements during the insertion.

In Chapter 3.6, I describe the development of a third-generation robotic device (Figure 3-16) that addresses the limitations of the previous systems. The advancements introduced in the third-generation device include the following. First, the mechanical configuration of the system is redesigned to incorporate the added DOF without compromising portability. Second, the NIR, US, and needle insertion subsystems are integrated into a compact end-effector unit that allows each subsystem to remain aligned regardless of the end-effector orientation. Third, a force sensor is coupled to the motorized needle insertion mechanism as an added method of feedback during the venipuncture. Fourth, a new kinematic model is introduced to reflect the eye-in-hand configuration of the camera system, and separate motion control schemes are implemented that utilize the stereo vision, US, and force measurements to adjust the needle orientation in real-time. To assess the
positioning accuracy and speed of the device under NIR, US, and force-based guidance, a number of real-time robotic tracking and cannulation experiments are carried out. The positioning experiments indicate sub-millimeter accuracy and repeatability over the operating workspace of the system, while tracking studies demonstrate real-time needle servoing in response to moving targets. The robotic phantom cannulations demonstrate the use of multiple system states to confirm that the needle has reached the center of the vessel.

**Figure 3-16.** Design of third-generation 9-DOF autonomous venipuncture device. (a, c) Conceptual designs (CAD renders) of the robotic system. (b, d) Physical device prototype.
3.6.1. Methods

3.6.1.1. Device workflow and architecture

The protocol to perform a cannulation procedure using the device is similar to the protocols for the previous systems. The procedure begins with disinfecting the forearm and applying a tourniquet. The device then scans the patient’s forearm, using the NIR system to create a 3D map of the vessels and estimate their depth below the skin. Once a cannulation site is selected by the clinician via the GUI, the US probe is positioned over the site to provide a magnified cross-sectional view of the vessel and confirm blood flow. The coordinates of the cannulation site are directed to the robot, which then orients and inserts the needle. The device is comprised of three main subsystems: the host processor, base positioning system, and compact manipulator unit, which contains the imaging and needle insertion components.

The device runs off a laptop computer (i7-4710HQ 2.5 GHz CPU) serving as the host processor, communicating with the actuators and sensors via a USB bus. The image processing steps are accelerated on a general purpose GPU (NVIDIA Quadro K2200M), whereas all other tasks, i.e., the path planning, motor and electronics control, and GUI functions, are executed on the CPU. The main processor subsystems are the CPU and GPU, camera and DUS controllers, PID motor controllers, power management system, and display (Figure 3-17). With this architecture, the computer can perform the imaging and robotics computations at real-time frame rates using 800 MB and 500 MB of CPU and GPU memory respectively. 100 MB/s of data is communicated between the laptop and the robot via a single USB 3.0 cable. Inside the robot, a receiver hub splits the input into four independent outputs that connect to the cameras, US system, base positioning system, and manipulator unit. The device measures $35 \times 24 \times 21$ cm and weighs 8 kg.
Figure 3-17. Hardware and software architecture of third-generation robotic device. Main hardware subsystems are the CPU and GPU, camera and DUS controllers, positioning controllers for the 9-DOF robot, power management system, and display. Main software subsystems include the GUI (run asynchronously on the CPU), real-time vision algorithms (deployed to the GPU), robotics processing (deployed to the CPU or the individual controllers), and the safety monitoring systems (run on the CPU).

3.6.1.2. Robot mechanical design

6-DOF base positioning system: The base positioning system serves to orient the imaging and needle insertion end-effector unit over the target vessel. As illustrated in Figure 3-16 (a), the gantry includes six DOF: three prismatic joints and three revolute joints. The prismatic joints form a Cartesian positioner \((x_r, y_r, z_r)\), whereas revolute joints \(\alpha\) and \(\varphi\) allow the robot to align with the vein. \(\beta\) allows the entire robot to rotate before and after the procedure, but is not part of the kinematic geometry during the needle insertion. The \(\alpha\) rotation is actuated by a miniature rotary stage (3M-R, NAI) positioned directly above the US probe, while the \(\varphi\) rotation is controlled by a goniometer cradle (BGS50, Newport). The use of a goniometer allows the axis of rotation to be offset from the stage and aligned with the axis of the forearm. This design is key to
providing circumferential motion around the forearm to reach vessels at either side, without increasing the size of the device.

**3-DOF needle manipulator:** In previous designs, the base rotational joint of the serial arm manipulator, was positioned a large distance from the needle tip (approximately 10 cm when the arm was fully extended) ([Figure 3-18 (a)]). Though extending the operating workspace of the manipulator, the articulated arm compromised joint stability, as minute rotational errors (<0.1°) at the joints could lead to large positioning errors at the needle tip (>1 mm). While our previous studies showed that these errors could be minimized after calibrating the robot, relying on calibration before each use may be impractical. Furthermore, because the manipulator was not kinematically coupled with the imaging system, lateral rotations by the manipulator to align with the vessel would bring the needle out of the US image plane during the cannulation. Similarly, the insertion angle of the needle was constrained by the height of the US probe and could not be adjusted once the probe was positioned over the vessel.

[Figure 3-18 (b)] shows the design of the miniaturized 3-DOF manipulator developed for the third-generation device. The 3-DOF manipulator fully couples the NIR imaging system, the US transducer, and the needle insertion mechanism into a single, compact unit. Without any added positioning by the robot’s base gantry system, the redesigned manipulator has a reachable workspace that allows the needle to be inserted anywhere within the imaging field of the US probe. The manipulator, which has an approximate volume of 7 x 3 x 8 cm, is mounted directly to the base positioning system, as can be seen in [Figure 3-16 (b)]. (Alternatively, the manipulator may be used as a standalone image-guided cannula placement device.) There are five major design changes in comparison to the articulated serial needle manipulator in the previous designs:

1. The new kinematic geometry allows the insertion angle ($\theta_m$ in [Figure 3-18 (b)]) to be controlled independently of the other DOF. This is made possible by a linear stage that
adjusts the height of the needle ($z_m$) without affecting the height of the US probe. Combined with a servo motor that sets the insertion angle and a spindle drive that translates the needle ($x_m$), the manipulator is able to target vessels at depths ranging from 1–10 mm below the skin surface at insertion angles of 0–30°.

2. The distance between the needle tip and the needle’s center of rotation (curved black arrow in Figure 3-18 (b)) is minimized to increase joint stability. The center of rotation of the redesigned manipulator remains adjacent to the needle tip regardless of the insertion position or angle. This design change dramatically improves the joint stability and needle tip positioning accuracy of the robot.

3. The lateral rotation ($\theta_1$ in the second-generation manipulator as shown in Figure 3-18 (a)) has been incorporated into the base positioning system ($\alpha$ in Figure 3-18 (a)), allowing the US probe and needle to rotate together and thereby remain in alignment at all times.

4. As opposed to the direct-drive mechanism of the previous manipulator, a worm-gear drive train is built into the motor controlling the insertion angle to ensure self-locking of the joint. This prevents free, unconstrained motion by the robot when electrical power is not being supplied to the system.

5. The redesigned manipulator may be adapted for intravenous catheter placement with little change to the form factor or cost of the insertion mechanism. Figure 3-18 (c) shows prototype designs of needle insertion end-effectors with similar form factors, with one end-effector adapted for blood collection (top) and the other for catheter placement (bottom).
Figure 3-18. Compact integrated manipulator with force-sensitive needle insertion. (a) Previous 4-DOF articulated needle manipulator, decoupled from the NIR and US imaging systems. The distance between the base joint and needle tip (dotted red arrow) reached up to 10 cm at full arm extension, which reduced the overall joint stability. (b) Compact, integrated manipulator coupling a redesigned needle insertion mechanism with a miniaturized bimodal NIR+DUS imaging system. (c) Comparison of needle insertion mechanisms for blood draws (upper) and intravenous catheter insertions (lower). The upper mechanism is designed for Butterfly needles commonly used for venous blood collection. The lower mechanism is adapted for inserting catheters. (d) Needle insertion mechanism incorporating dual force-current sensing to extrapolate the needle tip position during the venipuncture. (e) Representative force profiles observed during controlled cannulations into silicone phantom vessels. Red lines show corresponding measurements of current running through the windings of the DC brushed motor. (f) Force profile of the temporal window outlined by the gray box in (e). Distinct patterns in the profile are can be seen when the needle pierces the top skin layer (i) and vein wall (ii), as well as when the cannula is removed (iii).

The stereo imaging system is calibrated using a fixed planar grid with circular control points (see Section 2.7.1). Rather than needing a separate motorized stage to adjust the height of the grid, the cameras are moved vertically via the existing $z_r$ stage, allowing the intrinsic and extrinsic camera parameters to be computed within the workspace of the robot. The system utilizes the 18 MHz Telemed linear array transducer for B-mode and Doppler imaging. The transducer has been reoriented on the device to provide transverse, cross-sectional imaging. In the earlier prototype, the image plane of the US probe was oriented longitudinally with respect to the vessel. However,
vessels tend to roll in the axial direction during the needle insertion. In these cases, the vessel would roll out of the US image plane, making it impossible for the robot to track. In contrast, the transverse orientation of the US probe allows the target vessel to be tracked over a larger cross-sectional range.

3.6.1.3. Force sensitive needle insertion mechanism

In addition to visualizing the needle in the US image, we also implemented a force sensor in the manipulator to detect when the needle punctures the skin and vessel wall (Figure 3-18 (d)). Axial forces along the needle vary throughout the insertion due to the natural inhomogeneity of human skin tissue. The sensor measures these forces, relaying information to the robotics to help compute the position of the needle tip. The force-sensitive insertion mechanism consists of a linear stage actuated by a lead screw spindle drive (RE 8, Maxon Motors) and supported by ball bearing sliders. As the spindle translates to advance the cannula, normal and friction forces acting on the needle cause it to push against a force sensor (FSG-5N, Honeywell) embedded in the manipulator. This generates an analog signal which is then digitized by a 12-bit analog-to-digital converter. The computer simultaneously monitors the forces applied against the sensor and the electrical current running through the windings of the DC brushed spindle drive to determine puncture events. Figure 3-18 (e) provides preliminary results demonstrating the use of the force-current approach in controlled phantom experiments. Peaks in the current profile (red lines) are observed to occur in unison with peaks from the force sensor (black lines). Figure 3-18 (f) shows in greater detail the force profile during cannulation. By observing the peaks in the force profile during the cannulation, puncture events can be detected, including: (i) tissue deformation, which begins when the needle contacts the tissue and continues until the insertion force reaches a local maximum; (ii) puncture, which occurs when a crack propagates through the tissue following the force peak; and (iii) removal of the needle from the tissue. In this way, the force sensor serves as an important secondary measurement of vessel puncture, particularly when speckle artifacts in US image prevent the needle tip from being clearly visualized, segmented, and tracked.
3.6.1.4. **Device calibration**

Joint calibration of the stereo camera configuration, the US transducer, and the robot is shown in Figure 3-19. Briefly, the intrinsic camera parameters were calibrated as shown in Figure 3-19 (a) to correct for nonlinear lens distortions. Similarly, the US image was calibrated to minimize distortions due to differences in sound speed (Figure 3-19 (b)). The extrinsic camera and US parameters were then related to the robot coordinate frame based on a series of linear transformations, i.e., rotations and translations. Finally, the kinematic joint parameters of the robot were calibrated through positioning experiments as described later in this chapter following DH conventions (Figure 3-19 (c)). A fully automated calibration routine was developed to allow joint correction of the intrinsic camera and US image parameters, the extrinsic camera-to-robot and US-to-robot parameters, and the kinematic joint parameters of the robot manipulator chain. An outline of the calibration process is shown in Figure 3-19 (d).

3.6.1.5. **Robot motion control**

The motion control scheme of the robot (Error! Reference source not found.) consists of three phases: NIR stereo vision-based servoing, US-based servoing, and force feedback. The first phase involves extracting the 3D position of the insertion site from the stereo images, and directing this coordinate to the robot. This positions the end-effector unit over that location, aligning the needle with the vessel orientation. Desired joint angles are derived from the kinematics of the eye-in-hand camera configuration, and low-level position commands are sent to the motor drivers. The Cartesian gantry utilizes bipolar stepper motors and controllers capable of high-resolution micro-stepping (0.19 μm) and high repeatability (<4 μm). Attached encoders provide the position and velocity about each joint. Conversely, the rotary stages in the gantry contain DC-brushed motors, actuated via positioning controllers (EPOS, Maxon Motors). In the second phase, the 6-DOF on the base positioning system are further utilized to make fine position adjustments once the US probe is lowered, to enhance visualization of the vessel.
Once each actuator reaches the set point wherein the US probe is oriented and centered over the target vessel, the robot then finely positions the needle via the 3-DOF on the manipulator. At this point, the US probe is lowered over the forearm to display a clear image of the vessel. The needle orientation is then adjusted in real-time based on inputs from the US image and force sensor to position the needle tip in the center of the vein. Extrapolating the vein center coordinates from the US image, and tracking the needle tip during the insertion, the desired needle tip position is modified to accommodate subtle tissue motion during the procedure. Finally, in the third phase, force and current signals measured during the needle insertion are registered with the US image data to confirm the puncture of the target vessel. Position-based visual servoing was implemented as opposed to an image-based approach for several reasons. Namely, the needle is not in the FOV of the cameras, thus there is no way to use an image-based servoing scheme for vision-guided tasks. For US-guided tasks, where the needle is in the FOV during the venipuncture, image-based servoing has several drawbacks \cite{41,201}. First, task singularities can arise in the interaction matrix.
potentially resulting in unstable behavior. Second, the needle may appear disjointed in the US image due to noise; thus the accuracy of an image-based servoing scheme that is fully reliant on accurate needle tip position extraction would suffer dramatically due to these errors.

3.6.2. Results

3.6.2.1. Kinematic workspace analysis

The forward kinematics model of the robot is used to extract the needle tip position from the joint parameters, whereas the inverse kinematics are used to calculate the joint angles required to position the needle tip at the desired location. The kinematic joint space of the robot, and the travel range of each actuator in the system, is shown in Table 3-4 (a). Kinematic equations were derived using a series of matrix transforms linking the Cartesian ($x_r$, $y_r$, and $z_r$) and rotational joints ($\alpha$ and $\varphi$) of the gantry with the manipulator joint frames ($z_m$, $\theta$, and $x_m$) based on standard DH convention (Table 3-4 (b)). For the base positioning system, the parameters specified in the DH table link the origin frame at the base of the system to the wrist, which is coupled to the US transducer. Meanwhile, the DH parameters for the needle manipulator link the manipulator origin frame, with a constant offset from the US transducer frame, to the distal end of the end-effector. The needle tip position is calculated using a wrist-to-tool transform. As mentioned earlier, the $\beta$ revolute joint is independent of the needle insertion kinematics. Instead, it functions to rotate the device away from the patient, providing space for the clinician to disinfect the forearm and apply a tourniquet before the procedure and clean the device afterward.

Forward and inverse kinematics experiments were conducted to evaluate the workspace of the system. To ensure that the device is able to operate along the length and upper circumference of the forearm, we computed the operating work envelope of the robot based on the derived kinematic equations. The travel ranges of the $x_r$, $y_r$, and $z_r$ prismatic joints provide a base rectangular work volume of 10 x 10 x 7.5 cm, and the rotational range of the revolute joints ($\alpha$: $\pm 90^\circ$ and $\varphi$: $\pm 90^\circ$).
(±30°) provides an additional envelope of 90 cm³ from any given position within the base work volume. The manipulator adds a planar 14 cm² range of motion lying parallel with the axis of insertion. In total, the operating workspace allows the robot to cannulate any vein in the anterior forearm, spanning from the wrist to the ACF region of the elbow. Additionally, unlike earlier generations, the current robot is able to align with angled vessels and reach lateral or side veins.

Table 3-4. Kinematic joint space of the robotic system. (a) Joints 1–6 comprise the base positioning system; 7–9 for the manipulator. (b) DH parameters. Joints: 1–7 for the base; Joints: 8–11 for the manipulator.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Motion</th>
<th>Travel Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 − β</td>
<td>Base rotation</td>
<td>0–90°</td>
</tr>
<tr>
<td>2 − x_r</td>
<td>Scan along arm length</td>
<td>0–100 mm</td>
</tr>
<tr>
<td>3 − y_r</td>
<td>Scan across arm width</td>
<td>0–100 mm</td>
</tr>
<tr>
<td>4 − z_r</td>
<td>Adjust manipulator height</td>
<td>0–100 mm</td>
</tr>
<tr>
<td>5 − ϕ</td>
<td>Roll rotation (about x)</td>
<td>-30–30°</td>
</tr>
<tr>
<td>6 − α</td>
<td>Yaw rotation (about z)</td>
<td>-45–45°</td>
</tr>
<tr>
<td>7 − z_m</td>
<td>Adjust needle height</td>
<td>0–25 mm</td>
</tr>
<tr>
<td>8 − θ</td>
<td>Adjust insertion angle</td>
<td>0–30°</td>
</tr>
<tr>
<td>9 − x_m</td>
<td>Needle insertion length</td>
<td>0–35 mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>i</th>
<th>Type</th>
<th>α_{i-1}</th>
<th>a_{i-1}</th>
<th>d_i</th>
<th>θ_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Revolute, β</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Prismatic, x_r</td>
<td>90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Prismatic, x_r</td>
<td>90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Prismatic, y_r</td>
<td>90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>Revolute, ϕ</td>
<td>-90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Revolute, α</td>
<td>-90°</td>
<td>0</td>
<td>40 mm</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>US probe offset, p</td>
<td>0</td>
<td>95 mm</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Prismatic, z_m</td>
<td>90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>Revolute, θ</td>
<td>90°</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>Prismatic, x_m</td>
<td>0</td>
<td>0</td>
<td>25 mm</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>Needle, n</td>
<td>0</td>
<td>0</td>
<td>-56 mm</td>
<td>0</td>
</tr>
</tbody>
</table>

3.6.2.2. Free-space positioning accuracy

Free-space needle positioning experiments similar to those described in Chapter 4.2 were conducted on a calibration platform to assess the accuracy and repeatability of the robot over its reachable workspace (Error! Reference source not found. (a)). The actual needle tip position was manually extracted from the stereo images after applying an ellipse detector to segment the target, and a line detector to highlight the needle. Specifically, the ellipse detector was implemented to segment and compute the centroid of each target, from which the 3D coordinates were calculated based on the extrinsic camera parameters and the robot kinematic geometry. The needle tip was then extracted manually from each image and used to compute the 3D needle tip location. Actual needle tip positions were compared to the desired and estimated 3D target positions to determine the error (accuracy) and standard deviation across trials (repeatability). Target positions were also
estimated from the right and left images acquired by the stereo imaging system (Error! Reference source not found. (b)).

The calibration platform comprised 192 circular targets (4 mm diameter, 7 mm center-to-center spacing) uniformly spaced over a cylindrical grid, with each target defining a unique, known 6-DOF pose \((x, y, z, \text{pitch}, \text{yaw}, \text{and roll})\). The sixth DOF \((\text{roll})\) was varied from \(-45\) to \(45^\circ\) across the circumference of the platform. To evaluate repeatability, three positioning trials were conducted for each of the circle targets. For each trial, the robot started in its home position, moved the needle tip to the desired 6-DOF pose, and returned to the home position. The desired 3D position of each target was obtained from the CAD model of the robot.

Table 3-5 presents the error between the circle positions in the computer-aided-design model and the positions estimated from the stereo imaging (row 1); the error between the desired and actual positions of the needle tip (row 2); the repeatability of the needle tip positioning (row 3); and finally the repeatability of the needle tip detection alone (row 4). The detection repeatability indicates the error inherent in the manual needle tip extraction process, which adds to the positioning repeatability. Over three trials, the 3D positioning error was \(0.22 \pm 0.05\) mm, with the needle tip detection repeatability being \(0.03\) mm. These results imply that the robot has sufficient accuracy and precision to position the needle tip in vessels as small as 1 mm in diameter, as is commonly found in neonatal and pediatric patients. In addition, because these positioning studies were conducted using a cylindrical testing platform that mimicked the curvature of an adult human forearm, we were able to evaluate the performance of the robot over the operating workspace of the needle insertion task. This testing differed from positioning studies conducted on previous prototypes in that each target in the cylindrical calibration grid defined a unique 6-DOF pose for the robot to manipulate the needle. In comparison, previous studies used a planar calibration grid and only specified a 3D Cartesian pose for the robot.
Table 3-5. Needle tip positioning errors (n = 3 trials). Units in mm.

<table>
<thead>
<tr>
<th></th>
<th>dx</th>
<th>dy</th>
<th>dz</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean – estimated vs. known position</td>
<td>0.05</td>
<td>0.08</td>
<td>0.07</td>
<td>0.13</td>
</tr>
<tr>
<td>Mean – needle tip vs. known position</td>
<td>0.09</td>
<td>0.15</td>
<td>0.08</td>
<td>0.22</td>
</tr>
<tr>
<td>Repeatability – needle tip positioning</td>
<td>0.05</td>
<td>0.04</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>Repeatability – needle tip extraction</td>
<td>0.02</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

3.6.2.3. Robot control based on stereo vision guidance

Tracking experiments were then conducted to evaluate positioning accuracy under stereo vision-guided servoing. The first set of experiments evaluated the needle pose errors as the robot positioned the needle to follow a moving calibration target (Figure 3-20 (a)). The calibration target comprised a grid of four circles lying on a plane (Figure 3-20 (b)). As the target was moved by freehand under the FOV of the cameras, the plane parameters were calculated based on the 3D coordinates of each circle, which were extracted in real-time via an ellipse detector provided in LabVIEW. The plane parameters were then used to compute the 6-DOF pose of the circle target and, in turn, the desired pose of the needle.

Figure 3-20 (c) displays the desired and actual positions of each robot degree-of-freedom over a 60 sec period during the experiments. Figure 3-20 (d) displays the following errors as a function of the speed of the moving target. Both the linear and rotational errors were observed to increase with movement speed. At speeds of 10 mm/s and 10°/s, the following error was 0.4 mm and 0.5°, respectively. Particularly at high speeds, stochastic state estimation filters (for example, the unscented Kalman filter or the Monte Carlo-based particle filter, both of which are commonly used in navigation robots202–204) may help to reduce following errors by predicting future positions based on current system states.

Next, tracking experiments were repeated on veins identified on the forearm of a human subject by the NIR imaging system (Figure 3-20 (e)). To measure following errors over a range of speeds,
the subject was asked to move their arm randomly under the device for a 60 sec period. During the experiment, the plane tangent to the forearm surface around the vessel target was estimated from the 3D position of the vessel and the surrounding feature points (Figure 3-20 (f)). Similar to the previous tracking experiments on the calibration target, the plane parameters were used to determine the 6D vessel pose and the desired needle pose. Unlike the previous experiments, which relied solely on ellipse detection, the feature points in the forearm images were extracted via the scale-invariant feature transform (SIFT) detector. Only features present along the epipolar lines in both cameras were used in the pose calculations. Meanwhile, the actual vessel target was tracked using pyramidal Lucas-Kanade optical flow estimation.

The desired and actual positions of each degree-of-motion during the human vessel tracking experiments are shown in Figure 3-20 (g), and presented with respect to vessel movement speed in Figure 3-20 (h). As before, following errors were higher when the motions were faster. At speeds of 10 mm/s and 10°/s, the following error was approximately 1.0 mm and 0.9°, respectively. The increased error compared to the calibration tracking experiments is most likely due to errors in the SIFT detector and optical flow tracking approach. In future studies we will evaluate following errors over a range of object tracking algorithms. We will also assess whether the use of dense stereo correspondence algorithms or active stereo vision approaches, e.g., based on structured lighting, may improve the quality of the 3D reconstruction and thus reduce errors during tracking.
Figure 3-20. 6-DOF real-time robot tracking based on NIR stereo guidance. (a) Robot tasked with tracking a moving calibration target moved by freehand under the FOV of the stereo imaging system. (b) Stereo image pair showing the calibration target (i, ii); the epipolar correspondence lines between the circular control points on the target (red lines); and the 3D orientation of the target calculated from the plane parameters (iii). (c) Desired and actual positions of each robot degree-of-motion over 60 sec of freehand calibration target tracking. (d) Linear (left) and rotational (right) following errors with respect to the speed of the moving target. (e) Robot tracking experiments repeated on human subject. (f) NIR contrast image highlighting veins in the forearm (i); epipolar correspondence lines between SIFT features extracted from the left and right stereo images (ii, red lines); and SIFT feature points used to determine the 3D position and orientation of the vessel target based on the tangent plane parameters (iii). (g) Desired and actual positions of each degree-of-motion over 60 sec of human vessel tracking. (h) Following errors with respect to forearm movement speed.

3.6.2.4. Robot control based on ultrasound guidance

Next, we evaluated US-based visual servoing in an in vitro blood vessel phantom. The phantom consisted of a flexible 3 mm diameter silicone tube simulating the vessel, embedded within a compliant hydrogen comprising 10% gelatin and 0.2% agarose. The phantom was contained in a 3D printed enclosure, which was further mounted to the device. Vessel motions were simulated by moving the vessel laterally (Figure 3-21 (a, left), y-axis) within the phantom over time periods of 60 s. Controlled motion patterns were generated at varying speeds using a secondary motorized positioning system. The robot was then tasked with maintaining the needle tip position 1 mm above the moving vessel over the duration of the experiment. Frame-to-frame position changes of the vessel wall were tracked in each US image using optical flow. Figure 3-21 (a, right) shows a representative transverse US image of the surrogate vessel within the phantom (red dotted circle) and the tip of the needle passing through the transverse US imaging plane (yellow dotted circle). Also shown is the vessel’s lateral range-of-motion within the phantom (green dotted line).

Table 3-6. US-based vessel tracking results averaged over four square wave cycles (error units in mm).

<table>
<thead>
<tr>
<th>Speed (mm/s)</th>
<th>US Tracking Error</th>
<th>Following Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.004</td>
<td>0.003</td>
</tr>
<tr>
<td>2</td>
<td>0.006</td>
<td>0.046</td>
</tr>
<tr>
<td>10</td>
<td>0.004</td>
<td>0.794</td>
</tr>
</tbody>
</table>
Figure 3-21. US-guided lateral vessel tracking. (a) Left: experimental setup showing the motorized phantom rig used to laterally displace the surrogate vein. Right: transverse US image depicting the vessel cross-section (red) and needle tip (yellow). (b) Robot following errors observed during side-to-side vessel tracking at (i) 0.5, (ii) 2, and (iii) 10 mm/s. Errors refer to the difference between the known vessel location (determined from the vessel positioning stage) and the needle tip position (computed from the robot kinematics).

Figure 3-21 (b) compares vessel and needle tip positions at three lateral movement speeds (0.5, 2, and 10 mm/s). Table 3-6 summarizes the mean US tracking error (the error between the known vessel location, as set by the secondary positioning system, and the location estimated from the US
images) and the mean robot following error (the error between the known vessel location and the needle tip position) at each speed. The US tracking errors were negligible at all three speeds, indicating that the frame rate of the US imaging system was sufficient within the tested speed range. Robot following errors, meanwhile, were observed to increase with movement speed; the mean error at 0.5 mm/s (0.003 mm) was about two orders less than the error at 10 mm/s (0.8 mm). As with the vision-based tracking experiments, incorporating state estimation filters may help to reduce the following errors at high speeds.

3.6.2.5. Robot control based on force guidance

In a fourth set of experiments, we evaluated needle insertion under real-time force guidance using the same blood vessel phantom as described earlier. Again, the 3 mm diameter vessel was laterally displaced using the motorized stage (square wave, 2 mm diameter, 2 mm/s speed), and the robot was tasked with following the moving vessel target using the US image. For these studies, the robot positioned the needle tip directly above the vessel for three motion cycles, and then the insertion system introduced the needle into the center of the vessel at 10 mm/s and 15°. Both the needle insertion and vessel motion were halted once the force sensor detected the venipuncture. The robot then retracted the needle (at the same speed and angle as the insertion) and moved forward 2 mm in the x-direction to introduce the cannula on a new section of the vessel. In total, this process was repeated over five trials.

Figure 3-22 (a) displays a series of US image frames depicting the needle insertion steps. In addition to the force and current readings, we also monitored the vertical displacement of the vessel from the US images during the needle insertion (Figure 3-22 (b)). The vertical position measurement is the displacement from the original vessel position, as measured by optical flow. Thus, a downward vessel movement results in a positive peak in the plot. There was no observable time latency between the force, current, and z-position readings during the needle insertion.
Immediately following each vessel puncture event, a relaxation phase was observed in the vertical position of the vessel. Similarly, sharp negative peaks can be seen immediately following the withdrawal of the needle from the vessel, coinciding with a return of the axial force to baseline magnitudes. The average axial force for vessel puncture was 2.2N, which is higher than the typical force response for a human peripheral vein (~400 kPa) or artery (~1 MPa). This was unsurprising, as silicone rubber has a higher elastic modulus than the collagen and elastin found in human vessels.

Figure 3-22. Needle insertion with simultaneous US, force, and motor current feedback. (a) US image frames depicting the needle insertion: (i) needle pierces top phantom layer; (ii) needle cannulates top vessel wall; and (iii) needle is retracted. Vessel wall and needle tip highlighted with a dotted red and yellow border respectively. (b) Vertical displacement of the vessel coincides with force and current responses observed as the needle punctures the vessel wall.
In these experiments, the phantoms we used consisted of a single homogenous gelatin layer with no addition of optical or acoustic absorbers and scatterers. The lack of modifiers made it relatively easy to visualize the vessels, since few image artifacts were seen in the US images. In Chapter 4, I will describe the development of more realistic, multi-layered tissue-mimicking phantoms that can be tuned to accurately simulate a range of human tissue properties.

3.7. Discussion

The key challenge of the work described in Chapter 3 involved designing a robotic system that was conducive to use in everyday clinical environments. Due to their size, cost, and complexity, current medical robotic systems have been limited to the operating room. For the venipuncture device to see broader adoption, the system would need to be portable. In a hospital setting the device would most commonly be moved from bed to bed on a mobile crash cart. The device may also need to be attached to bed railings to accommodate patients who must lie prone during the procedure. Meanwhile in a diagnostic testing facility, the device would most likely rest on a small table top or cart next to the phlebotomy chair. These requirements place practical constraints on the size and weight of the device. On the other hand, the required workspace is governed by the expected length and girth of an adult human forearm and the range of vessels that must be reached. In order to perform venipuncture on both forearm and hand vessels, the device would need to mechanically translate along the full length of the lower forearm, i.e., between the anterior cubital fossa in the elbow region and the wrist or back of the hand. Alternatively, the device would need to image a large FOV and provide cues for the patient to reposition his or her arm so that the device can reach a selected cannulation site. The first approach would be more convenient and allow greater autonomy, whereas the second approach would likely result in a smaller and simpler device. Beyond the workspace requirements, the dexterity of the robot also provided a challenge to its design. To accommodate the full range of expected vessel orientations in the forearm, hand, and wrist, at least six DOF are needed (three translational DOF and three rotational DOF). At least one
additional DOF is required on the end-effector to insert the needle. For catheter placement, two independent DOF are needed on the end-effector. If using US imaging as a detection modality, several of the DOF used to control the needle must then be decoupled from the US probe, since the probe stationary during the needle insertion; at least two more DOF are needed for decoupling. In total, it is estimated that at least eight DOF are needed if the goal is to achieve fully autonomous needle positioning, and a complete clinical system with ancillary functionality would likely require upwards of ten DOF. Thus the challenge was to develop a dexterous robotic system with high kinematic complexity and relatively large workspace requirements, and yet to do so in a way that remained practical for the most common clinical settings.

In Chapter 3, I presented three prototype generations with increasing complexity but decreasing overall form-factor. I also described a number of engineering bench studies conducted to evaluate robotic performance. The cannulation studies conducted on the commercial phlebotomy training arm to evaluate the first-generation device provided evidence NIR stereo vision could achieve the 3D precision necessary to robotically place a needle inside of vessels with diameters 2.4 mm or greater. The cannulation studies also demonstrate that the image analysis and robotic functions can be performed in real-time. However, in the first-generation device, US had not yet been incorporated, and limitations were observed when vessels were deeper than 3 mm beneath the skin surface. At these depths, optical scatter in the tissue caused the vessels to become difficult or impossible to detect. Additionally, vessels below 2.4 mm in diameter were more challenging to accurately cannulate due to the resolution of the NIR stereo imaging system in the z-direction. Specifically, depth resolution decreases with the distance of the target from the cameras; in our system, the depth resolution was 1.1 mm, which may be insufficient for small (~1 mm) vessels. Finally, the device comprised only four DOF and thus could not align the needle with all vessels.

The second-generation 7-DOF device overcame a some of the limitations in the first device and incorporated US as a second means of vessel imaging. We also implemented an automated
needle handling mechanism to minimize practitioner contact with used sharps. The results of the frequency tracking, free-space positioning, and cannulation experiments demonstrated that the device has the accuracy needed to cannulate smaller peripheral vessels. In particular, the addition of US allows for imaging resolutions of approximately 100 μm laterally and in depth. Meanwhile, kinematic calibration of the robot over its operating workspace reduced positioning errors to approximately 0.1 mm. Nonetheless, the second-generation system lacked several critical rotational DOF and exhibited some mechanical instabilities due to the design of the serial manipulator arm.

In the third-generation device, the two rotational DOF were added, and the needle manipulator unit was redesigned to eliminate mechanical instabilities found in the previous articulated arm. The stability issues were resolved by combining the imaging system and the robotic end-effector within a tightly integrated and compact manipulator unit. The end-effector was redesigned for both blood collection and catheter placement. Ancillary functions such as force feedback and automated needle handling were also implemented. A fully automated device calibration routine was developed to allow joint estimation of the intrinsic camera and US image parameters, the extrinsic camera-to-robot and US-to-robot parameters, and the parameters of the robot’s kinematic chain. Real-time image guidance was evaluated through a series of tracking experiments based on stereo vision, US, and force feedback. Position-based servoing was used as opposed to an image-based approach because the needle was not in the FOV of the cameras during vision-guided tasks, and was occasionally occluded in the image during US-guided tasks.

We did notice some limitations in the design of the third-generation device when we investigated the effects of motion velocity on positioning accuracy. We found that high translational (> 10 mm/s) and rotational (>15 °/s) speeds would have been needed to adjust the needle to rapid vessel or arm movements. However, since robotic guidance was based on kinematic rather than dynamic controls, increased tracking errors were observed at these higher speeds. Robotic accuracy and responsiveness may thus be improved with the implementation of nonlinear
needle insertion dynamics and a more sophisticated control system, potentially allowing the device to adjust to higher-order parameters, such as acceleration, and to adapt to sudden variations in speed\textsuperscript{206–209}. It is also possible that state estimation functions may be implemented to predict future positions based on current trajectories\textsuperscript{202–204,210}, and that this may help to reduce following errors at high speeds. Additionally, part of the tracking error is due simply to the maximum permissible speed of the translational stages in the base positioning unit. Faster stages would substantially reduce the following errors in the tracking experiments. Currently, the maximum allowable speeds are constrained by the load and precision requirements of each actuating component, and these constraints limit the response of the robot to rapid vessel motions\textsuperscript{61}. As such, an important focus of future research will be to investigate alternative mechanical designs that can accommodate the dexterity requirements of the task while minimizing size and complexity. As one example, parallel manipulators with hexapod or delta mechanisms have been used in many industrial automation tasks. When the load requirements are low, parallel robots may be developed exhibiting very compact form factors, and some systems have been developed in recent years for clinical interventional tasks\textsuperscript{211–213}. As we continue to miniaturize the venipuncture device, particularly around the needle and the end-effector, the load requirements are expected to decrease substantially; in combination with the implementation of dynamic and/or stochastic control systems, the reduced loads will allow us to explore a much broader range of robotic mechanisms.

Though not directly measured in these studies, a second source of inaccuracy that we observed was due to errors in 3D localization using the NIR stereo vision approach. Currently, the system as a whole relies on robust stereo correspondence to provide accurate estimations of the disparity map in real time and then compute 3D arm and vessel positions. In the third-generation device, the distance between the cameras and the surface of the patient’s arm is much smaller (~5 cm) than the distance in the first-generation device (~20 cm). While a decrease in depth improves vertical resolution, it also increases the total disparity range and increases the likelihood of occlusion and
ambiguity during stereo matching. Inaccurate disparity estimates then lead to inaccurate positioning of the US probe, and if the vessel is not initially observed in the US image, the device has no means of automatically searching for the vessel; instead, the clinician must manually reposition the probe. One possible approach to alleviating difficulties with stereo correspondence involves making use of structured illumination, as described in Chapter 2.4.3. Specifically, it may be possible to implement a pattern projector in conjunction with a stereoscopic detection configuration. “Active stereo” techniques based on structured illumination have shown great promise in providing highly accurate dense disparity maps\(^{214-216}\), and recent methods have achieved real-time rates\(^{217-221}\). 

Likewise, it may be possible to indirectly estimate the position of the target vessel with the NIR stereo vision system even after the probe is lowered over the forearm. This could be done by tracking surrounding passive or active landmarks on the skin surface and then inferring the position of the target vessel using registration techniques\(^93\). Alternatively, approximate 3D reconstructions of the vessel may be generated by rapidly steering the probe across a small length of the target vessel and using the segmented vessel in the NIR images as an input into the global path planner\(^{222}\). An intensity based servoing scheme using the US image (rather than the NIR images) could also be used to sweep across the vein\(^{223-227}\). Finally, it may be possible to incorporate a 3D US transducer as opposed to a conventional 2D imaging system, though the added cost would have to be considered. Regardless of the approach, the capability to servo the probe about all six DOF in real time, as opposed to being limited to two DOF of tracking (y and z) from the US image, would allow the device to more readily compensate for arm motions and vessel deformation.

Finally, the added DOF and functionality, while important for autonomous performance, also increases the cost of the device. Increased complexity may also make the device more difficult to operate and maintain. Previously, in Chapter 2, I described a semi-autonomous system that combined active and passive robotic components to maintain kinematic dexterity while reducing cost and complexity. There, a passive gantry arm was used in place of the 6-DOF actuated base
positioner. The 3-DOF manipulator could still be used to robotically introduce the needle, but the passive gantry system would require fewer actuators compared to the current motorized positioner. The semi-automated robotic assist device may be able to carry out the more difficult aspects of venipuncture while allowing simpler tasks, for example coarse positioning and alignment, to be performed by the operator. Nevertheless, in those earlier experiments, we only assessed the usability of the semi-autonomous device in phantoms with straight, parallel vessels. We later found that manual alignment with the target vessel remained challenging for the operator to perform, even with the increased stability provided by the passive arm. To reduce the need for coarse manual alignment, it may be possible to add rotational capabilities to the semi-automated device, bringing its total DOF to five. However, since large translations are no longer needed, the semi-automated device can still remain significantly smaller than the fully autonomous system. Whether such an approach is more or less clinically feasible compared to the fully autonomous system remains to be seen. More generally, further studies are needed to identify optimal designs based on expected trade-offs between device automation, cost, and complexity.
Chapter 4 – *In vitro* and *in vivo* device validation in phantom and animal models

Parts of Chapter 4 were adapted from the publication listed below. All excerpts represent the original work of Alvin Chen, whose specific contributions as first author of the publication included: designing and conducting the described experimental studies; generating the presented data and corresponding figures; writing, editing, and revising the original text; and addressing reviewers’ comments as corresponding author of the original manuscript submission.


Parts of Chapter 4 were also adapted from two manuscripts under review at the time of publication of this dissertation. All excerpts represent the original work of Alvin Chen, whose specific contributions as first author of these manuscripts included: designing and conducting the described experimental studies; generating the presented data and corresponding figures; and writing, editing, and revising the original text.


4.1. **Overview**

The validation of medical robotic devices has traditionally been challenging due to a lack of suitable *in vitro* or *in vivo* models that reproduce the physiological diversity of real human patients. For robotic devices designed to perform vessel cannulation procedures, the majority of preclinical testing, including the cannulation experiments described in Chapters 2 and 3, has been carried out on commercial phlebotomy training models, simple phantoms, or engineering testing setups. However, while these previous studies by our group and others provide promising evidence of technical feasibility, their clinical relevance is limited in several regards. First, the performance of these systems has not been evaluated across the broad range of demographic factors that
contribute to failed vascular access procedures in the clinic; existing test models are unable to simulate the full extent of human variability. Second, the insertion parameters themselves have not been fully investigated; there is evidence that optimal insertion settings vary based on a number of tissue mechanical properties\textsuperscript{200,228–230}, and this knowledge could be used to greatly improve robotic performance. Third, evidence has not been presented that an improvement in insertion accuracy actually leads to a higher rate of success in blood sample withdrawal or fluid delivery. Finally, the accuracy and speed of robotic vessel cannulation devices has never been compared, in vitro or in vivo, to results obtained from manual techniques. As such, the clinical potential of automated vascular access remains a matter of question.

In Chapter 4.2 I describe the design and development of customizable, multilayered phantom models that simulate the mechanical, optical, and acoustic properties of human skin and vessels\textsuperscript{62}. The phantom models comprise epidermis, dermis, and hypodermis skin layers, blood vessels, and blood-mimicking fluid (BMF), and each tissue component may be individually tailored to a range of physiological conditions. The models are characterized through uniaxial mechanical testing, rheometry, diffuse reflectance spectroscopy, and acoustic measurements. The results are compared with in vivo and ex vivo human tissue properties found from the literature.

In Chapter 4.3, I compare the accuracy and speed of automated peripheral vascular access to that of manual cannula insertion using the tissue phantom models\textsuperscript{63}. The third-generation device introduced in Chapter 3.6 is used for these studies. Needle insertion parameters and tissue material properties are assessed over broad range of physiological and demographic variables. Device performance is then evaluated against results obtained from unassisted, NIR-guided, and US-guided manual cannulations.

In Chapter 4.4, I evaluate the in vivo performance of the device in comparison to unassisted manual cannulations\textsuperscript{64}. NIR and US guided cannulations are carried out on the lateral tail veins of
adult Sprague-Dawley rats. The typical diameter of the rat lateral tail vein ranges from 500 to 800 µm, which is smaller than a neonatal peripheral hand or forearm vessel. A number of imaging and robotic configurations are compared, and needle insertion and blood collection success rates are assessed. Then, based on our observations during these studies, a low-cost, handheld cannula insertion device is developed specifically for use in rodents; whereas the human device can potentially improve clinical outcomes, the animal device may alleviate some of the materials costs, labor costs, and experimental errors associated with unsuccessful manual tail vein cannulations in the preclinical research setting. Together, the studies described in this chapter provide in vitro and in vivo evidence that automated, image-guided venipuncture can outperform manual techniques, particularly in difficult conditions.

4.2. **Tunable, multilayered tissue-mimicking skin and vessel phantoms**

Tissue-mimicking models (TMM) of human skin and blood vessels have been widely used as test systems for a variety of peripheral imaging techniques and image-guided interventions. These TMM consist of a skin mimicking material surrounding a vessel through which BMF is perfused. An important criterion for the design of the TMM is that the individual components should have similar material properties to soft tissue, vessel tissue, and blood. Of particular interest are models designed to evaluate multimodality imaging techniques and percutaneous needle insertion experiments\textsuperscript{231–233}. For such applications, the mechanical, optical, and acoustic properties of the peripheral tissues must all be reproduced, and this greatly increases the complexity of the models.

The literature on the materials used in the design of the TMM is extensive\textsuperscript{234–236}, and over the years a number of customizable multimodal models have been described. Recently, Lamouche et al. provided a comprehensive review of TMM with controllable optical, mechanical, and structural properties for optical coherence elastography\textsuperscript{237}. Their focus was on the effects of different substrates (silicone, fibrin, and polyvinyl alcohol) on optical scattering behavior and mechanical
strength. Madsen et. al. demonstrated the use of gelatin/agar TMM for US elastography. They investigated the effects of India ink, Intralipid-20% (IL-20), glycerol, and graphite powder on the acoustic and mechanical properties of the models. Cook et. al. reported on the design of gelatin-based TMM for photoacoustic imaging. The models used India ink and dyes as the optical absorbers, IL-20 as the optical scatterer and acoustic attenuator, and silica microspheres as the acoustic backscattering agent. In their study, the models were developed as single-component, homogenous bulk materials, and the mechanical properties were not investigated. Hungr et. al. developed a deformable polyvinyl chloride prostate TMM for multimodal imaging and percutaneous needle insertion procedures, and characterized the sound velocity, mechanical properties, and effects of long-term storage. In addition to general tissue-mimicking materials, models with vessel-like geometries have also been introduced using materials such as thin-walled silicone tubing, polyvinyl alcohol gels, and gelatin/agar hydrogels.

Here, I describe the design, fabrication, and characterization of multilayered TMM that mimic the mechanical, optical, and acoustic properties of five peripheral tissues, namely the epidermis, dermis, hypodermis, blood vessels, and blood (Figure 4-1 (a)). Each tissue component may be individually tailored to a range of physiological and demographic conditions with the addition of a wide range of modifiers. In this way, the TMM are uniquely suited to serving as test systems for multimodal imaging techniques and image-guided interventions. The TMM are characterized through uniaxial compression and tension experiments, rheological frequency sweep studies, diffuse reflectance spectroscopy, and acoustic pulse-echo measurements. Specifically, the uniaxial compression and tension experiments are performed to measure the Young’s modulus $E$ of each phantom tissue component at strains up to 1.0 and strain rates of $10^{-3}$ to $10^{1}$ s$^{-1}$. The rheological frequency sweep experiments are conducted to determine dynamic shear modulus $G$ at shear strain rates of $10^{-2}$ to $10^{2}$ s$^{-1}$. The diffuse reflectance spectroscopy experiments are conducted to measure the optical absorption $\mu_a$ and scattering $\mu_s'$ of the tissue layers in the wavelength range...
of 400 to 1100 nm by. Finally, acoustic attenuation $\alpha$, backscatter $\beta$, speed of sound $c$, mass density $\rho$, and acoustic impedance $Z$ are determined in the frequency range of 2 to 9 MHz using a scanning acoustic microscopy setup with single-element transducers. The results of these studies are then compared with *in vivo* and *ex vivo* tissue data from the literature.

### 4.2.1. Methods

#### 4.2.1.1. Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>thickness (mm)</td>
</tr>
<tr>
<td>$d$</td>
<td>diameter (mm)</td>
</tr>
<tr>
<td>$E$</td>
<td>Young’s modulus (kPa)</td>
</tr>
<tr>
<td>$G$</td>
<td>shear modulus (kPa)</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>uniaxial stress (kPa)</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>uniaxial strain (unitless)</td>
</tr>
<tr>
<td>$\dot{\varepsilon}$</td>
<td>uniaxial strain rate (s$^{-1}$)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>shear stress (kPa)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>shear strain (unitless)</td>
</tr>
<tr>
<td>$\dot{\gamma}$</td>
<td>shear strain rate (s$^{-1}$)</td>
</tr>
<tr>
<td>$\eta$</td>
<td>viscosity (kg m$^{-1}$ s$^{-1}$)</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>optical absorption coefficient (cm$^{-1}$)</td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>optical scattering coefficient (cm$^{-1}$)</td>
</tr>
<tr>
<td>$\mu_s'$</td>
<td>optical reduced scattering coefficient (cm$^{-1}$)</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>wavelength (nm)</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>percent volume fraction (%)</td>
</tr>
<tr>
<td>$\rho$</td>
<td>mass density (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$c$</td>
<td>velocity of sound (m s$^{-1}$)</td>
</tr>
<tr>
<td>$Z$</td>
<td>acoustic impedance ($10^6 \cdot$ kg m$^{-2}$ s$^{-1}$)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>acoustic attenuation (dB cm$^{-1}$)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>acoustic backscatter (sr$^{-1}$ cm$^{-1}$)</td>
</tr>
<tr>
<td>$f$</td>
<td>frequency (MHz)</td>
</tr>
</tbody>
</table>

#### 4.2.1.2. TMM design and fabrication

Table 4-1 and Table 4-2 summarize the design and material composition, respectively, of each TMM component. The tissue components were fabricated in 3D-printed square containers (120 x 120 x 21 mm) (*Figure 4-1 (b)*). Flexible and transparent thin-walled PDMS tubing (Sylgard-184 Silicone Elastomer Laboratory Tubing, Dow-Corning Corp., MI, U.S.) were cut to 150 mm in the length and used as blood vessel substitutes. The vessels had diameters ranging from 1 to 3.2 mm and a wall thickness of 0.4 mm (*Figure 4-1 (c, d)*), and were anchored by slots cut into two opposing walls of the phantom container. The depth of each vessel was fixed between 2 and 6 mm from the top of the container and was determined by the position of each slot. The skin mimicking layers were then fabricated and introduced.
Figure 4-1. Design and characterization of skin and vessel mimicking TMM. (a) Far left: The TMM comprise a 0.1 mm thick epidermis mimicking layer, a 1 mm thick dermis layer, and a 10 mm thick hypodermis layer. Blood vessel substitutes with diameters between 1 and 3 mm are embedded at varying depths within the hypodermis. Blood mimicking fluid is perfused through the vessels. Left center: The TMM simulate the mechanical properties of human skin and vessel tissues for strains up to 0.4 and 1.0, respectively; optical properties between 400 and 1100 nm; and acoustic properties between 2 and 9 MHz. Right center: Eight material properties were assessed, and the results were compared to human tissue values from the literature. Far right: Experimental techniques used to characterize the material properties of each phantom model tissue component. (b) Completed models containing 15 vessels. To aid in visualization of the embedded vessels, absorbers and scatterers were not added to the dermis or hypodermis layers in the photographed phantom and the epidermis layer was cut to a smaller size. (c) Images taken at 500 and 760 nm showing vessels with varying diameters embedded at a depth of 3 mm. The difference in image contrast can be observed. (d) Transverse US image of phantom acquired at 18 MHz showing the skin layers and vessels.

4.2.1.3. Modification of TMM mechanical properties

Controlling mechanical properties in TMM epidermis layers: Epidermis mimicking films with thickness of 0.1 mm were prepared by dissolving 10g gelatin powder (Type A porcine powder, 300g Bloom, Sigma-Aldrich, Corp., MO, U.S.) and 5g glycerol (49781, ≥98% purity, Sigma-Aldrich) in 100 ml of distilled water. 0.01 to 0.1% glutaraldehyde (G5882, ≥99.5% purity, Sigma-Aldrich) was then added to the solutions, along with varying concentrations of synthetic melanin.
The solutions were poured onto a 12x12 cm Plexiglas plate and dried for 48 hours at 21°C and 28% relative humidity to obtain the thin films.

Controlling mechanical properties in TMM dermis and hypodermis layers: The dermis mimicking layer was fabricated from a mixture of 24% gelatin and 1% agar (A1296 powder, Sigma-Aldrich), while the hypodermis mimicking layer consisted of 2% gelatin and 0.2% agar. A base layer of 8% gelatin was also formed. The gelatin and agar powders were dissolved in separate beakers and then combined, and optical and acoustic modifiers were added (described later).

Table 4-1. Summary of the material properties \( (E, G, \mu_a, \mu_s', \alpha, \beta, c, Z, \text{ and } \eta) \) investigated. Also shown are the constituent materials that make up the peripheral tissue layers in both humans and TMMs.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>Material Property</th>
<th>Human Tissue Components</th>
<th>TMM Modifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>( E, G )</td>
<td>keratin</td>
<td>gelatin (films)</td>
</tr>
<tr>
<td></td>
<td>( \mu_a )</td>
<td>melanin</td>
<td>synthetic melanin</td>
</tr>
<tr>
<td></td>
<td>( \mu_s' )</td>
<td>melanin</td>
<td>synthetic melanin</td>
</tr>
<tr>
<td></td>
<td>( \alpha )</td>
<td>keratin, melanin</td>
<td>IL-20, BSA</td>
</tr>
<tr>
<td></td>
<td>( \beta )</td>
<td>keratin, melanin</td>
<td>40 ( \mu m ) silica beads</td>
</tr>
<tr>
<td></td>
<td>( c, Z )</td>
<td>keratin, melanin</td>
<td>glycerol</td>
</tr>
<tr>
<td>Dermis</td>
<td>( E, G )</td>
<td>collagen/elastin</td>
<td>gelatin, agar</td>
</tr>
<tr>
<td></td>
<td>( \mu_a )</td>
<td>hemoglobin</td>
<td>India ink, 552 nm dye</td>
</tr>
<tr>
<td></td>
<td>( \mu_s' )</td>
<td>collagen/elastin</td>
<td>IL-20</td>
</tr>
<tr>
<td></td>
<td>( \alpha )</td>
<td>collagen/elastin</td>
<td>IL-20, BSA</td>
</tr>
<tr>
<td></td>
<td>( \beta )</td>
<td>collagen/elastin</td>
<td>40 ( \mu m ) silica beads</td>
</tr>
<tr>
<td></td>
<td>( c, Z )</td>
<td>collagen/elastin</td>
<td>methanol</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>( E, G )</td>
<td>adipose</td>
<td>gelatin, agar</td>
</tr>
<tr>
<td></td>
<td>( \mu_a )</td>
<td>adipose, hemoglobin</td>
<td>India ink, 935 nm dye</td>
</tr>
<tr>
<td></td>
<td>( \mu_s' )</td>
<td>adipose</td>
<td>IL-20</td>
</tr>
<tr>
<td></td>
<td>( \alpha )</td>
<td>adipose</td>
<td>IL-20, BSA</td>
</tr>
<tr>
<td></td>
<td>( \beta )</td>
<td>adipose</td>
<td>40 ( \mu m ) silica beads</td>
</tr>
<tr>
<td></td>
<td>( c, Z )</td>
<td>adipose</td>
<td>methanol</td>
</tr>
<tr>
<td>Vessel wall</td>
<td>( E, G )</td>
<td>collagen/elastin</td>
<td>PDMS</td>
</tr>
<tr>
<td></td>
<td>( \mu_a )</td>
<td>hemoglobin</td>
<td>negligible</td>
</tr>
<tr>
<td></td>
<td>( \mu_s' )</td>
<td>collagen/elastin</td>
<td>negligible</td>
</tr>
<tr>
<td></td>
<td>( \alpha )</td>
<td>collagen/elastin</td>
<td>PDMS</td>
</tr>
<tr>
<td></td>
<td>( \beta )</td>
<td>collagen/elastin</td>
<td>negligible</td>
</tr>
<tr>
<td></td>
<td>( c, Z )</td>
<td>collagen/elastin</td>
<td>PDMS</td>
</tr>
<tr>
<td>Whole blood</td>
<td>( \eta )</td>
<td>RBCs</td>
<td>glycerol, dextran</td>
</tr>
<tr>
<td></td>
<td>( \mu_a )</td>
<td>hemoglobin</td>
<td>552 / 757 / 912 nm dyes</td>
</tr>
<tr>
<td></td>
<td>( \mu_s' )</td>
<td>RBCs</td>
<td>negligible</td>
</tr>
<tr>
<td></td>
<td>( \alpha )</td>
<td>hemoglobin, plasma</td>
<td>negligible</td>
</tr>
<tr>
<td></td>
<td>( \beta )</td>
<td>RBCs</td>
<td>5 ( \mu m ) polyamide beads</td>
</tr>
<tr>
<td></td>
<td>( c, Z )</td>
<td>RBCs, plasma</td>
<td>glycerol, dextran</td>
</tr>
</tbody>
</table>
Table 4-2. Percent concentrations of TMM components used for each tissue mimicking layer.

<table>
<thead>
<tr>
<th>Material properties affected</th>
<th>Tissue Layer</th>
<th>Gelatin ((% \text{ v}))</th>
<th>Agar ((% \text{ w/v}))</th>
<th>Melanin ((% \text{ w/v}))</th>
<th>Absorbing dyes ((% \text{ w/v}))</th>
<th>India ink ((% \text{ v/v}))</th>
<th>IL-20 ((% \text{ v/v}))</th>
<th>BSA ((% \text{ w/v}))</th>
<th>Silica beads ((% \text{ w/v}))</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>E, G (\mu_a)</td>
<td>E, G (\mu_a, \mu'_a)</td>
<td>(0.0003) (1% \varphi_{\text{mel}})</td>
<td>(0.0015) ((5%))</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>0.01 – 0.1% glutaraldehyde</td>
</tr>
<tr>
<td>Dermis</td>
<td>5 (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>24 (-)</td>
<td>1 (-)</td>
<td>- (-)</td>
<td>0.058 ((552 \text{ nm}))</td>
<td>0.0182</td>
<td>28.5</td>
<td>35</td>
<td>1.0</td>
<td>15.31% methanol</td>
<td></td>
</tr>
<tr>
<td>Vessels</td>
<td>2 (-)</td>
<td>0.2 (-)</td>
<td>- (-)</td>
<td>0.073 ((552 \text{ nm}))</td>
<td>0.047 ((935 \text{ nm}))</td>
<td>0.0202</td>
<td>7.8</td>
<td>15</td>
<td>0.5</td>
<td>23.45% methanol</td>
</tr>
<tr>
<td>Blood (venous)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>0.214 ((935 \text{ nm}))</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>Commercial PDMS tubing</td>
</tr>
<tr>
<td>Blood (arterial)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>0.0301</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>- (-)</td>
<td>Commercial BMF</td>
</tr>
<tr>
<td>Notes</td>
<td>Gelatin concentration for epidermis layer based on weight % before drying</td>
<td>Calculated as weight % of Sigma-Aldrich M0418 synthetic melanin powder, (\geq 97% \text{ purity})</td>
<td>Calculated as weight % of Sigma-Aldrich A1296 agar powder</td>
<td>Calculated as volume % of undiluted Higgins Waterproof Black Ink</td>
<td>Calculated as volume % of undiluted Fresenius-Kabi IL-20</td>
<td>Calculated as weight % of Roche lyophilized BSA, (\geq 95% \text{ purity})</td>
<td>Calculated as weight % of 40 (\mu\text{m}) diameter MIN-U-SIL silica microspheres</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4-3. Relative composition of human tissues used to inform TMM designs.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>Volume Percentages ((\varphi)) of Tissue Components</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Melanin</td>
</tr>
<tr>
<td>Epidermis</td>
<td>0 to 45%</td>
</tr>
<tr>
<td>Dermis</td>
<td>0%</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>0%</td>
</tr>
<tr>
<td>Vessel wall</td>
<td>0%</td>
</tr>
<tr>
<td>Whole blood</td>
<td>0%</td>
</tr>
</tbody>
</table>
1.5% Germall-Plus (International Specialty products, Wayne, NJ, U.S.) was also added to serve as an antimicrobial agent\cite{239}. The final solutions were then cooled to 40°C under constant stirring and introduced into the phantom container sequentially. The base layer was first introduced by pouring 8% gelatin solution through a 100 μm sieve (BD Falcon™ Cell Strainer) until a 10 mm thick viscous layer was formed at the bottom of the container. Depending on the height of the vessels, between 1 and 5 mm of spacing remained between the base layer and the vessels. Once the base layer was fully gelled, the hypodermis solution was then added to a total height of 20 mm, allowing the vessels to be fully submerged. After the hypodermis layer was gelled, the dermis solution was added to form a 1 mm layer. Finally, once the dermis layer was gelled, the epidermis film was placed above the dermis to form the topmost layer of the phantom.

**Introduction of BMF:** A commercial BMF (Model 046 Blood Mimicking Fluid, CIRS Inc., VA, U.S.) described by Ramnarine et. al.\cite{247,248} was used here. The BMF consists of a water/glycerol/dextran base and 10 μm polyamide microspheres that mimic the acoustic backscatter of RBCs. The BMF may be passed through the vessels at controlled velocities during experiments, using for example a syringe pump to simulate continuous blood flow in the veins or a peristaltic pump to simulate pulsatile flow in the arteries.

### 4.2.1.4. Modification of TMM optical properties

The main component materials that affect the optical properties of peripheral tissues include melanin in the epidermis, collagen and elastin in the dermis, lipid in the hypodermis, hemoglobin in blood, and water\cite{67,68} (Table 4-3). Optical absorption over the wavelength range of 400 to 1100 nm may be estimated as the sum of the individual absorption profiles $\mu_m^a$ of each component material $m$ in the tissue and their relative percent volumes $\varphi_m$, that is, $\mu_a = \sum_m \varphi_m \mu_m^a$ [Eqn. 1]. Unlike with absorption, total optical scattering in the tissue is not necessarily equal to the sum of the individual scattering components. Rather, scattering in tissues may be approximated by a
power law expression, $\mu_s' = \mu_s'(\lambda/500)^{-n_s}$, where $\mu_s'$ is the reduced scattering coefficient at 1 nm and $n_s$ is the power law constant describing the dependence on wavelength\textsuperscript{68}.

**Controlling optical absorption and scattering in the TMM epidermis:** Absorption and scattering in the epidermis is primarily due to melanin\textsuperscript{76}. In the TMM epidermis layer, synthetic melanin powder (M0418, ≥97% purity, Sigma-Aldrich Corporation, U.S.) was added at concentrations ranging from 0.0003% to 0.0216% to simulate different skin tones. The optical properties of the brand of melanin used in this study has been described in detail by Bashkatov et. al.\textsuperscript{249}. An advantage of using synthetic melanin is that its index of refraction (~1.65) is relatively similar to that of epidermis tissue (~1.44) compared to other absorbers\textsuperscript{250}. Furthermore, because melanin is a strong optical scatterer, additional scattering materials are not needed.

**Controlling optical absorption in the TMM dermis and hypodermis:** Dermis tissue consists of weak absorbers (collagen, elastin, and minor amounts of hemoglobin), and so absorption is relatively low (<1 cm\textsuperscript{-1})\textsuperscript{32}. In hypodermis tissue, absorption is highest at the fat absorption peaks, e.g., at 935 nm, and low elsewhere\textsuperscript{74}. We used India ink (Higgins Waterproof Black, Sanford, U.S.) as the broad-spectrum absorber in the TMM dermis and hypodermis layers, and molecular absorbing dyes (QCR Solutions Corp., FL, U.S.) to simulate local absorption peaks. Specifically, 0.0182% of India ink and 0.058% of 552 nm dye were added to the dermis, while 0.0182% of India ink 0.047% of 935 nm dye were added to the hypodermis. The 552 nm and 935 nm dyes were added to simulate the increase in absorption due to hemoglobin and lipid, respectively. The India ink concentrations were determined based on absorption measurements reported by others using the same brand of ink\textsuperscript{251}, while the dye concentrations were determined from material data sheets.

**Controlling optical scattering in the TMM dermis and hypodermis:** The presence of collagen and elastin fibers leads to strong optical scattering in the dermis\textsuperscript{32}, while in the hypodermis the main scatterers are the lipid droplets\textsuperscript{74}. To simulate the scattering profile of human skin, 28.5% and 7.8%
Intralipid-20% (IL-20, Fresenius Kaby AB, Sweden) were added as the optical scatterer in the dermis and hypodermis, respectively. Cook et al. have characterized the scattering properties of IL-20, noting that $\mu_s'$ is diminished in gelatin compared to water and thus higher concentrations are needed; this decrease in scattering was accounted for when determining IL-20 concentrations for the TMM tissue components. Meanwhile other studies have shown that absorption of IL-20 is negligible, that minimal variability (<2%) is exhibited between brands, batches, and over time, and that IL-20 does not affect the absorption properties of India ink, nor vice versa.

Controlling optical absorption in BMF: To reproduce the optical absorption of venous and arterial blood, molecular absorbing dyes (QCR Solutions Corp., FL, U.S.) and India ink were added to the commercial BMF. Specifically, dyes with absorption maxima at 552, 757 and 912 nm were used, while India ink provided the baseline absorption (colored inks such as Congo Red and Evans Blue may be used as low-cost alternatives to the molecular dyes).

4.2.1.5. Modification of TMM acoustic properties

Acoustic attenuation in most human tissues is known to increase with frequency following the power law function $\alpha = \alpha_1 f^{n_\alpha} \text{dB cm}^{-1}$, where $\alpha_1$ is the attenuation coefficient at 1 MHz, $n_\alpha$ is the power constant, and $f$ is the frequency. Similarly, acoustic backscatter may be modeled as $\beta = \beta_1 f^{n_\beta} \text{[sr}^{-1} \text{cm}^2\text{]}$, where $\beta_1$ is the backscatter coefficient and $n_\beta$ is the power constant. On the other hand, we assumed that speed of sound and acoustic impedance were constants with respect to frequency (valid for human tissues).

Controlling acoustic attenuation and backscatter in TMM tissues: Gelatin, agar, and IL-20 are all weak acoustic attenuators, and thus the addition of a modifier with strong attenuating properties is needed. Unfortunately, most attenuators affect the optical and/or mechanical properties of the materials to some extent. An exception is bovine serum albumin (BSA), which is optically transparent when dissolved in aqueous solution. The attenuation coefficient $\alpha_1$ of 1%
BSA is ~0.02 dB cm\(^{-1}\) MHz\(^{-1}\) and increases linearly with concentration\(^{255,256}\). Here we added 35% lyophilized BSA (\(\geq 95\%\) purity, Roche Diagnostics, U.S.), which was expected to raise \(\alpha_1\) in the dermis layer from ~0.5 to ~1.1 dB cm\(^{-1}\) MHz\(^{-1}\). Similarly, 15% BSA was added to the hypodermis layer to raise \(\alpha_1\) from ~0.3 to ~0.6 dB cm\(^{-1}\) MHz\(^{-1}\). In both layers, BSA was slowly dissolved into solution at 30\(^\circ\)C, which is well below its denaturing temperature. BSA was not added to the epidermis layer, vessels, or blood.

To modify the acoustic backscatter parameters in the dermis and hypodermis, 40 \(\mu\)m diameter monodisperse silica microspheres (MIN-U-SIL-4, Sigma-Aldrich) were added at 0.5% and 1%, respectively. At such concentrations, the backscatter coefficient \(\beta_1\) was expected to be on the order of \(10^{-3}\) sr\(^{-1}\) cm\(^{-1}\) MHz\(^{-1}\), which is in the range of human skin and fatty tissues\(^{240}\). As with BSA, the silica spheres were chosen over alternative materials due to their optical transparency.

*Controlling speed of sound (and acoustic impedance) in TMM tissues:* Varying the gelatin concentration from 2 to 24\% has been shown to increase speed of sound linearly from 1490 to 1560 m s\(^{-1}\) (increase of ~3.2 m s\(^{-1}\) for each percent of gelatin added)\(^{240}\). Similarly, increasing the agar concentration from 0.2 to 2\% increases speed of sound linearly from 1482 to 1500 m s\(^{-1}\) (~1 m s\(^{-1}\) per 0.1\% agar)\(^{254}\). Likewise, BSA has been observed to increase speed of sound by ~3 m s\(^{-1}\) for each percent added\(^{255,256}\). In contrast to the above materials, IL-20 has minimal effect on sound speed\(^{240}\), and the other modifiers (India ink, absorbing dyes, and silica beads) were all present in very low concentrations (\(\leq 1\%\)) and thus were not expected to significantly affect speed of sound.

Based on the material composition of the TMM skin layers, the estimated speed of sound and acoustic impedance in the dermis layer (\(c \sim 1642\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\)) and hypodermis layer (\(c \sim 1522\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\)) were expected to be higher than measurements on human dermis (\(c \sim 1595\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\)) and hypodermis (\(c \sim 1450\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\))\(^{78,79}\). To compensate for this, methanol was introduced into the dermis and
hypodermis layers at concentrations of 15.31% and 23.45%, respectively. Methanol is known to decrease speed of sound by 3.77 m s\(^{-1}\) for each percent added, and like BSA causes no measurable changes to the optical or mechanical properties of the material\(^{236,238}\).

Meanwhile, the estimated speed of sound and impedance in the epidermis layer (\(c \sim 1625\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\)) was expected to remain in range of measurements on human epidermis (\(c \sim 1645\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\))\(^{78}\). Finally, in the vessels, acoustic properties were determined entirely by Sylgard-184 PDMS (\(c \sim 1030\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\)). These values are lower than measurements on human vessel wall tissue (\(c \sim 1575\) m s\(^{-1}\), \(Z \sim 1.7 \times 10^6\) kg m\(^{-2}\) s\(^{-1}\)), and this disparity is a potential limitation of the commercial vessel substitutes. In this study, the mass densities of the phantom tissue components were not independently modified. To the best of our knowledge, changes in mass density with respect to gelatin, IL-20, and BSA concentration have not yet been fully characterized in the literature.

### 4.2.1.6. Packaging and storage

The crosslinked epidermis layer helps to reduce drying of the dermis and hypodermis layers below. The addition of Germall-Plus further prolongs the shelf-life by mitigating microbial or fungal infiltration. The models, once fully gelled in the 3D-printed containers, are wrapped in Saran Wrap and packaged in vacuum-sealed bags (FoodSaver V2244 Sealing System). The TMMs are then stored at room temperature (21°C).

### 4.2.2. Results

#### 4.2.2.1. Characterization of TMM mechanical properties

_Elasticity of gelatin and agar gels at varying concentrations:_ We first measured the true stress vs. strain responses of 2, 4, 8, 12, 16, 20, and 24% gelatin (Figure 4-2 (a)) and 0.1, 0.5, 1, and 2% agar (Figure 4-2 (b)). Measurements were obtained from unconfined uniaxial compression tests
(ElectroForce 3200 Test Instrument, Bose Corp., MA, U.S.), and the gels were assumed to be incompressible. The gels were compressed to a strain of 0.5 at five strain rates \((10^{-3} \text{ to } 10^{-1} \text{ s}^{-1})\), and Young’s modulus was defined as the slope of the stress response in the low strain regime \((\varepsilon < 0.2)\). For both types of gels, Young’s modulus was seen to depend on gel concentration and strain rate.

For both types of gels, Young’s modulus was seen to depend on gel concentration and strain rate.

**Figure 4-2.** Mechanical characterization of gelatin, agar, and TMM skin layers. (a) Young’s moduli \(E\) for 2 to 24% gelatin, measured during uniaxial compression over five strain rates \((\dot{\varepsilon} = 10^{-3} \text{ to } 10^{-1} \text{ s}^{-1})\). (b) Young’s moduli \(E\) for 0.2 to 2% agar \((\dot{\varepsilon} = 10^{-3} \text{ to } 10^{-1} \text{ s}^{-1})\) from uniaxial compression. (c) Compressive true stress vs. strain curves for dermis mimicking layer in comparison to ex vivo porcine dermis\(^{176}\). Phantom and human measurements were both obtained from unconfined uniaxial compression tests at \(\dot{\varepsilon} = 10^{-1} \text{ s}^{-1}\). Pure gelatin exhibited perfectly linear elasticity for \(\varepsilon < 0.5\) (blue line), while pure agar exhibited a highly nonlinear stress vs. strain relationship (gray line). Phantoms combining 24% gelatin and 1% agar (black line) were found to most closely mimic porcine dermis tissue (red dotted line). (d) Compressive true stress vs. strain curves for TMM hypodermis compared to ex vivo porcine hypodermis tissue\(^{173}\). Measurements were at \(\dot{\varepsilon} = 10^{-1} \text{ s}^{-1}\). Phantoms combining 2% gelatin and 0.2% agar most closely mimicked porcine hypodermis tissue.
Thickness and elasticity of TMM dermis and hypodermis: Mean thickness values for the TMM dermis and hypodermis layers were 1.4 and 2.1 mm, respectively (Table 4-4). Measurements were made on four dermis samples and four hypodermis samples from B-mode images acquired with an 18 MHz US transducer ((L1830, Telemed UAB, Lithuania). Stress vs. strain responses were then obtained for the dermis and hypodermis samples (Figure 4-2 (c, d)). At low strains ($\varepsilon < 0.2$), the stiffness of the layers was provided by the gelatin component, and the stretch behavior was linearly elastic. Young’s modulus of the TMM dermis was ~50 kPa for strains below 0.2 (Table 4-5) and approximated that of porcine dermis\textsuperscript{176}. Similarly, the hypodermis TMM tissue was linearly elastic for strains below 0.2, and Young’s modulus (~2 kPa) approximated that of porcine hypodermis tissue\textsuperscript{173}. In contrast, for $\varepsilon > 0.2$, rapid strain hardening was observed in both the TMM and porcine skin tissues. In the TMM, this nonlinear behavior was predominantly due to the agar component.

Following the addition of 28.5% IL-20 and 35% BSA, the Young’s modulus of the dermis layer decreased by a mean of 0.81 kPa over four samples. Similarly, the Young’s modulus of the TMM hypodermis decreased by 0.22 kPa after adding 7.8% IL-20 and 15% kPa. However, in both cases, the differences were smaller than the variability between samples and thus were likely to be insignificant. The other modifiers were present in very low concentrations ($\leq 1\%$) and were not expected to measurably alter the mechanical properties of the models.

Dynamic shear properties of TMM dermis and hypodermis: Figure 4-3 shows the frequency dependence of shear modulus in the dermis and hypodermis mimicking phantoms. Measurements were obtained from rheometry experiments (Ares G2 Rheometer, TA Instruments, U.S.) at a shear strain of 0.5 and shear rates ranging from $10^{-2}$ to $10^{2}$ s$^{-1}$. The shear modulus of the TMM were comparable to measurements on human skin tissues\textsuperscript{160,174} (Table 4-6).
**Thickness and elasticity of TMM epidermis:** The mean thickness of the epidermis films over four samples was measured by US to be 0.12 mm, which is comparable to the thickness of the human epidermis\textsuperscript{157,159,168}. Each film contained 0.0102% melanin, which corresponds to a melanin volume fraction $\varphi_{\text{mel}}$ of 30\% (see Table 4-3). Figure 4-4 shows the Young’s modulus of epidermis films crosslinked with 0.01, 0.025, 0.05, 0.075, or 0.1\% glutaraldehyde. All films exhibited linearly elastic behavior under tensile stress until fracture at a strain of 0.2. The addition of 0.025\% glutaraldehyde produced films with Young’s modulus of ~1 MPa, which is comparable to indentation results on \textit{ex vivo} human epidermis\textsuperscript{159}.

**Diameter, wall thickness, and elasticity of TMM blood vessels:** Figure 4-5 shows the results of uniaxial tension experiments performed over varying strain rates on the TMM vessels. Results were compared to tensile measurements on \textit{ex vivo} human venous and arterial wall\textsuperscript{186}. At strains below 0.5, the vessels were linearly elastic and Young’s modulus was ~1 MPa. At strains above 0.5, strain hardening was observed.

![Image of Figure 4-3](image_url)

**Figure 4-3.** Shear modulus $G$ of TMM dermis (black) and hypodermis (blue). Measurements were obtained from rheological frequency sweep at a shear strain $\gamma$ of 0.5. Shear strain rates were increased from $10^{-2}$ to $10^2$ s\(^{-1}\). The magnitude and strain rate dependence of the TMM skin layers are comparable to those of human skin tissues (dotted lines)\textsuperscript{160,174}. 
Figure 4-4. Young’s modulus $E$ of epidermis mimicking gelatin sheets. The TMM epidermis tissues were crosslinked 0.01 to 0.1% glutaraldehyde. Young’s modulus was measured from tensile experiments over five strain rates ($\dot{\varepsilon} = 10^{-3}$ to $10^1$ s$^{-1}$). For $\varepsilon < 0.2$, $E$ was closest to that of human epidermis (~1.2 MPa, red dotted line) using 0.025% glutaraldehyde.

Figure 4-5. Tensile stress vs. strain curves for TMM vessels. Shown are results for model vessels (solid black and grey lines) compared to ex vivo human adult vena cava (red dotted line) and carotid artery (blue dotted line). The lightest-colored grey line corresponds to the slowest strain rate ($\dot{\varepsilon} = 10^{-3}$ s$^{-1}$) while the black line corresponds to the fastest strain rate ($\dot{\varepsilon} = 10^1$ s$^{-1}$). The diameter of the vessels was 2 mm. Inset plot shows the linear region of stretch ($\varepsilon < 0.5$) for TMM and human vessels at comparable strain rates ($\dot{\varepsilon} = 1.0 \times 10^{-3}$ s$^{-1}$ for TMM vessels, while $\dot{\varepsilon} = 1.6 \times 10^{-3}$ s$^{-1}$ for human vessels).
Table 4-4. Thickness, \( \delta \) (in mm) of TMM and human skin, vessel wall, and blood.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>TMM (mm)</th>
<th>Human (mm)</th>
<th>Body Location (Measurement Technique)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>0.117 ± 0.022</td>
<td>0.075 ± 0.016</td>
<td>forearm</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.095 ± 0.005</td>
<td>forearm</td>
<td>159</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.138 ± 0.013</td>
<td>forearm</td>
<td>168</td>
</tr>
<tr>
<td>Dermis</td>
<td>1.385 ± 0.167</td>
<td>0.92 ± 0.12</td>
<td>forearm</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.14 ± 0.20</td>
<td>forearm</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.16 ± 0.16</td>
<td>forearm</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.35 ± 0.10</td>
<td>forearm</td>
<td>166</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>2.093 ± 0.514</td>
<td>1.21 ± 0.32</td>
<td>forearm</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.15 ± 0.64</td>
<td>forearm</td>
<td>171</td>
</tr>
<tr>
<td>Vessel Wall</td>
<td>1.19 to 3.18</td>
<td>2.1 ± 1.1 (d_{vein})</td>
<td>forearm</td>
<td>181</td>
</tr>
<tr>
<td></td>
<td>(diameter)</td>
<td>3.0 ± 0.8 (d_{artery})</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.28 to 0.51</td>
<td>0.31 ± 0.07 (d_{vein})</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(wall thickness)</td>
<td>0.40 ± 0.08 (d_{artery})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4-5. Young’s modulus, \( E \) (in kPa) of TMM and human skin, vessel wall, and blood.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>TMM (kPa)</th>
<th>Human (kPa)</th>
<th>Body Location (Measurement Technique)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>0.997 ± 0.138 ( \cdot 10^3 )</td>
<td>1 to 2 ( \cdot 10^3 )</td>
<td>abdomen (indentation)</td>
<td>159</td>
</tr>
<tr>
<td></td>
<td>(( \varepsilon &lt; 0.2, \dot{\varepsilon} = 10^{-1} \text{s}^{-1} ))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermis</td>
<td>50.71 ± 2.982</td>
<td>35</td>
<td>forearm (indentation)</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>(( \varepsilon &lt; 0.1, \dot{\varepsilon} = 10^{-1} \text{s}^{-1} ))</td>
<td>forearm (suction)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(~50 (\varepsilon &lt; 0.1))</td>
<td></td>
<td>buttock, porcine (compression)</td>
<td>176</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>1.76 ± 0.375</td>
<td>2</td>
<td>forearm (indentation)</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>(( \varepsilon &lt; 0.1, \dot{\varepsilon} = 10^{-1} \text{s}^{-1} ))</td>
<td>abdomen (tensile)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(~1.6 (\varepsilon &lt; 0.1))</td>
<td>abdomen, porcine (compression)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(~1-2.5 (\varepsilon &lt; 0.1))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel Wall</td>
<td>912.58 ± 11.32</td>
<td>0.5 ( \cdot 10^3 ) (vein, ( \varepsilon &lt; 0.4 ))</td>
<td>porcine (tensile)</td>
<td>181</td>
</tr>
<tr>
<td></td>
<td>(( \varepsilon &lt; 0.5, \dot{\varepsilon} = 10^{-1} \text{s}^{-1} ))</td>
<td>1.0 ( \cdot 10^3 ) (artery, ( \varepsilon &lt; 0.4 ))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4-6. Shear modulus, $G$ (in kPa) of TMM and human skin, vessel wall, and blood.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>TMM (kPa)</th>
<th>Human (kPa)</th>
<th>Body Location (Measurement Technique)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>-</td>
<td>~10</td>
<td>abdomen (rheometry)</td>
<td>160</td>
</tr>
<tr>
<td>Dermis</td>
<td>14.43 ± 2.88 ($\gamma = 0.5, \dot{\gamma} = 1 \text{s}^{-1}$)</td>
<td>~10</td>
<td>forearm (rheometry)</td>
<td>174</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>3.25 ± 0.91 ($\gamma = 0.5, \dot{\gamma} = 1 \text{s}^{-1}$)</td>
<td>~5</td>
<td>abdomen, porcine (rheometry)</td>
<td>174</td>
</tr>
<tr>
<td>Vessel Wall</td>
<td>-</td>
<td>~75</td>
<td>aorta, porcine (torsion test)</td>
<td>188</td>
</tr>
</tbody>
</table>

4.2.2.2. Characterization of TMM optical properties

Measurements of transmittance and diffuse reflectance were obtained for the epidermis, dermis, and hypodermis mimicking TMM layers in the 400 to 1100 nm wavelength range using a commercial spectrophotometer (HR4000 UV-NIR, Ocean Optics, Inc., FL, U.S.) coupled to an integrating sphere (IS200-4 2”, Thorlabs, Inc., NJ, U.S.). The inverse adding-doubling method was applied to determine absorption and reduced scattering coefficients ($\mu_a$ and $\mu_s'$, respectively) (Table 4-7) from the transmittance and reflectance data.

Optical absorption and scattering in the TMM skin layers: Figure 4-6 (a) shows the absorption profiles of six different epidermis mimicking films in comparison to human epidermis measurements. The absorption profiles were observed to follow a power law function, $\mu_a(\lambda) = \varphi_{\text{mel}} \cdot 1.2(\lambda/500)^{-0.7}$, with $\varphi_{\text{mel}}$ ranging from 1% (very light-toned skin) to 45% (very dark-toned skin). The absorption profiles for the dermis and hypodermis mimicking layers are shown in Figure 4-6 (b, c) in comparison to results for human skin. The baseline absorption due to India ink can be seen, as can the absorption peaks of the 552 nm dye in the dermis layer and the 935 nm dye in the hypodermis layer. Figure 4-6 (d–f) show scattering curves for the three skin mimicking layers in comparison to measurements on ex vivo human tissues.
Figure 4-6. Optical absorption ($\mu_a$, top row) and reduced scattering ($\mu'_s$, bottom row) of TMM and human skin layers. (a) Absorption profiles of TMM epidermis (black lines) from 400 to 1100 nm at 1, 5, 10, 15, 30, and 45% $\varphi_{mel}$. Absorption profiles were compared to desired model calculations (blue lines), derived using Eqn. 1 with $\varphi$ values taken from Table 4-3. Also shown is the absorption curve for ex vivo Caucasian human epidermis$^{76}$ (red dotted lines). Inset plot shows absorption profiles for TMM and human epidermis having 1% $\varphi_{mel}$. (b, c) Absorption profiles of TMM dermis and hypodermis compared to model calculations and ex vivo human dermis$^{32}$ and hypodermis results$^{74}$. (d) Scattering profiles of TMM epidermis in comparison to model calculations and ex vivo human epidermis$^{76}$. $\varphi_{mel}$ for the TMM shown here was 15%. (e, f) Scattering profiles of TMM dermis and hypodermis compared to model calculations and ex vivo human measurements$^{32,74}$.

Optical properties of TMM vessels: The optical properties of the vessel wall are similar to those of dermis tissue, since the constituent materials for both tissues are similar$^{71}$. The Sylgard 184 PDMS material in the commercial vessel tubing absorbs and scatters light minimally ($\mu_a \sim \mu'_s \sim 0$ cm$^{-1}$)$^{258}$. The refractive index of Sylgard 184 PDMS is 1.40, which is comparable to that soft tissue (1.36 to 1.44)$^{250}$. Thus it can be assumed that the vessels are optically transparent within the models.

Optical properties of BMF: The absorption spectra of venous and arterial BMF are shown in Figure 4-7 in comparison to human whole blood$^{75}$. Before the addition of the molecular dyes,
absorption was substantially lower in the BMF ($< 1 \text{ cm}^{-1}$) than in human blood. After adding the dyes, the absorption peaks at 552 and 756 nm due to hemoglobin, as well as the absorption peak at 935 nm due to adipose tissue in the hypodermis, could be observed. Optical scattering in the BMF were not characterized here and will be a focus of future studies.

Figure 4-7. Absorption of (a) venous and (b) arterial blood mimicking fluids in comparison to human blood. Hemoglobin absorption peaks were observed in the models after the addition 552 and 756 nm dyes (black arrows). Baseline absorption provided by India ink (dotted gray lines). Four samples of venous BMF and arterial BMF were tested. Absorption of the BMF, before addition of dyes, was negligible.
### Table 4-7. Summary of optical properties of TMM and human skin, vessel wall, and blood.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>Absorption ($\mu_a$, cm$^{-1}$)</th>
<th>Scatter ($\mu_s'$, cm$^{-1}$)</th>
<th>Ref(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>556 nm</td>
<td>758 nm</td>
<td>914 nm</td>
</tr>
<tr>
<td>Epidermis (15% $\varphi_{mel}$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>53.64</td>
<td>23.41</td>
<td>14.25</td>
</tr>
<tr>
<td>TMM</td>
<td>49.73±5.14</td>
<td>25.02±2.93</td>
<td>15.06±1.62</td>
</tr>
<tr>
<td>Dermis</td>
<td>1.56</td>
<td>0.58</td>
<td>0.48</td>
</tr>
<tr>
<td>Human</td>
<td>1.43±0.19</td>
<td>0.50±0.14</td>
<td>0.38±0.16</td>
</tr>
<tr>
<td>TMM</td>
<td>1.67</td>
<td>0.57</td>
<td>0.89</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>1.91±0.26</td>
<td>0.66±0.18</td>
<td>1.05±0.22</td>
</tr>
<tr>
<td>Human</td>
<td>12.0</td>
<td>0.51</td>
<td>0.31</td>
</tr>
<tr>
<td>TMM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vessel Wall</td>
<td>129.52</td>
<td>8.43</td>
<td>4.20</td>
</tr>
<tr>
<td>Human</td>
<td>310.37±4.98</td>
<td>9.32±1.93</td>
<td>4.47±0.76</td>
</tr>
<tr>
<td>TMM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood (venous)</td>
<td>286.17</td>
<td>3.10</td>
<td>6.58</td>
</tr>
<tr>
<td>Human</td>
<td>352.99±3.45</td>
<td>2.45±0.87</td>
<td>6.28±0.51</td>
</tr>
<tr>
<td>TMM</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.2.3. **Characterization of TMM acoustic properties**

Speed of sound and attenuation were measured from 2 to 9 MHz. Backscatter measurements were made at 3 MHz. The specific methods used to calculate sound speeds, attenuation coefficients, and backscatter coefficients from calibrated radiofrequency pulse-echo signals have been previously described in detail. Two single-element transducers were used for these studies. The first had a diameter of 13 mm, a center frequency of 3.8 MHz, and bandwidth of 50% (-6 dB) from 2 to 6 MHz. The second transducer had a diameter of 10 mm, a center frequency of 7.2 MHz, and bandwidth of 50% (-6 dB) from 4.5 to 9 MHz. The transducers were mounted in a water filled tank at 20.3°C and positioned 12.75 mm (the focal distance of the transducers) above a quartz block that served as a reference reflector. For each sample, 400 pulse-echo signals were generated over a 2x2 cm area using an XYZ scanning stage. The signals were controlled by a Panametrics 5800 pulser/receiver and read by a Tektronix TDS 320 oscilloscope. The mass density of each sample was also measured. For this, a calibrated pycnometer with 0.1 mg resolution (DIN 12797, Tamson, Zoetermeer, NL) was used.
Figure 4-8. Acoustic properties of gelatin, IL-20, BSA, and silica microspheres. (a) Acoustic attenuation $\alpha$ increased linearly with increasing concentrations of attenuating materials. Dotted lines show linear fits. Error bars show standard deviations over four replicate samples. For the plots of IL-20, BSA, and silica microspheres, black dots show attenuation of 8% gelatin TMM without any additional modifiers, while the blue, red, and gray lines show 8% gelatin with the addition of increasing concentrations of each modifier. (b) Change in the attenuation coefficient $\alpha_1$ of each material calculated from the slopes of the linear fit lines in
For IL-20, BSA, and silica beads, $\alpha_1$ was determined after subtracting the attenuation due to 8% gelatin (black dotted lines). (c) Change in backscatter coefficients $\beta_1$ of each material from the baseline backscatter of 8% gelatin. Backscattering measurements were made at 3 MHz. (d) Change in the speed of sound $c$ with respect to the baseline speed of sound of 8% gelatin (1538.2 m s$^{-1}$). (e) Change in mass density $\rho$. For gelatin, the change in density is shown with respect to the density of water (1000 kg m$^{-3}$). For IL-20, BSA, and silica beads, the changes in density are shown with respect to the baseline density of 8% gelatin (1030 kg m$^{-3}$).

**Acoustic properties of gelatin, IL-20, BSA, and silica microspheres:** The acoustic properties of 4, 8, 16, and 24% gelatin were first measured without the addition of any modifiers. 8% gelatin models were then modified with the addition of IL-20, BSA, or silica at three different concentrations. Attenuation, backscatter, and speed of sound were observed to change linearly with concentration (Figure 4-8). The attenuation coefficient $\alpha_1$ of gelatin increased by 0.010 dB cm$^{-1}$ MHz$^{-1}$ for each percent of gelatin added. The increase in $\alpha_1$ for each percent of IL-20, BSA, and silica was 0.003, 0.018, and 0.021 dB cm$^{-1}$ MHz$^{-1}$, respectively (Figure 4-8 (a, b)). Backscatter coefficients $\beta_1$ were low for gelatin, IL-20, and BSA ($\sim$10$^{-5}$ to 10$^{-6}$ sr$^{-1}$ cm$^{-1}$ MHz$^{-1}$), whereas the addition of silica beads resulted in a substantially higher $\beta_1$ of $\sim$10$^{-3}$ sr$^{-1}$ cm$^{-1}$ MHz$^{-1}$. The backscatter power constant $n_\beta$ for all four materials was $\sim$1 (Figure 4-8 (c)). The speed of sound of 8% gelatin was measured to be 1538.2 m s$^{-1}$. Relative to this baseline measurement, speed of sound increased by 3.57 m s$^{-1}$ for each added percent of gelatin and 2.96 m s$^{-1}$ for each added percent of BSA. Conversely, changes due to IL-20 and silica beads were negligible (Figure 4-8 (d)). Finally, mass density increased with gelatin and BSA concentration, but did not change with IL-20 or silica bead concentration (Figure 4-8 (e)).

**Acoustic properties of the TMM skin layers and vessel wall:** The acoustic properties of the TMM are summarized in Table 4-8 and compared to the acoustic properties of human peripheral tissues. The mass densities of the TMM tissue components were comparable to the densities of the human tissues, with the largest deviation observed in the hypodermis layer. Similarly, the speed of sound in the three TMM skin layers were all within 20 m s$^{-1}$ of the human reference data. On the other hand, the speed of sound in the PDMS material making up the vessel wall was significantly
lower than the speed of sound in human vessel wall tissue, leading to a lower acoustic impedance, as discussed earlier. Attenuation in the TMM dermis, hypodermis, and vessel wall increased linearly with frequency \( n_\alpha = 1 \) (Figure 4-9), and the attenuation coefficients (respectively, 1.08, 0.58, and 1.14 dB cm\(^{-1}\) MHz\(^{-1}\)) closely approximated those of the human tissues. Attenuation in the epidermis layer was not measured. Backscatter coefficients of the dermis and hypodermis layers, measured at 3 MHz, ranged from 1 to \( 2 \cdot 10^{-3} \) sr\(^{-1}\) cm\(^{-1}\) MHz\(^{-1}\) and were due almost entirely to the presence of silica beads. Backscatter in the epidermis was not measured, and backscatter from the PDMS of the vessel wall was lower than the sensitivity of the instrument.

**Acoustic properties of BMF:** The mass density and speed of sound measurements obtained on the commercial BMF (Table 4-8) were in agreement with the results reported in Ramnarine *et al.* \(^{247,248}\) and are comparable to measurements on human whole blood \(^{79,261}\). The addition of dyes did not cause any observable changes in the mass density or the speed of sound of the fluid. Attenuation and backscatter were below the sensitivity of the instrument.

![Figure 4-9](image-url)

**Figure 4-9.** Acoustic attenuation \( \alpha \) of TMM dermis, hypodermis, and vessel wall (solid lines). Measurements were made in the frequency range of 2 to 9 MHz and compared to human data from literature (dotted lines)\(^{78,79,262}\). The power law parameters \( \alpha_1 \) and \( n_\alpha \) are also shown for each tissue.
Table 4-8. Summary of acoustic properties of TMM and human skin, vessel wall, and blood.

<table>
<thead>
<tr>
<th>Tissue Layer</th>
<th>( \rho ) (kg m(^{-3}))</th>
<th>( c ) (m s(^{-1}))</th>
<th>( Z ) (10(^{6}) · kg m(^{-2}) s(^{-1}))</th>
<th>( \alpha_1 ) (dB cm(^{-1}) MHz(^{-1}))</th>
<th>( n_a )</th>
<th>( \beta_1 ) (10(^{4}) · sr(^{-1}) cm(^{-1}) MHz(^{-1}))</th>
<th>( n_\theta )</th>
<th>Ref(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>Human</td>
<td>1233</td>
<td>1645</td>
<td>1.99</td>
<td>0.44</td>
<td>1.6</td>
<td>~50</td>
<td>3.8</td>
</tr>
<tr>
<td></td>
<td>TMM</td>
<td>1250.8 ± 14.1</td>
<td>1625.3 ± 9.71</td>
<td>2.03 ± 0.035</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Dermis</td>
<td>Human</td>
<td>1151</td>
<td>1595</td>
<td>1.8</td>
<td>0.26</td>
<td>1.7</td>
<td>~20</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>TMM</td>
<td>1064.2 ± 4.2</td>
<td>1593.1 ± 6.32</td>
<td>1.70 ± 0.013</td>
<td>1.08 ± 0.23</td>
<td>1.0</td>
<td>19.7 ± 4.2</td>
<td>1.0</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>Human</td>
<td>928</td>
<td>1450</td>
<td>1.38</td>
<td>0.60</td>
<td>1.0</td>
<td>~5</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>TMM</td>
<td>1035.1 ± 6.3</td>
<td>1443.0 ± 5.55</td>
<td>1.49 ± 0.015</td>
<td>0.58 ± 0.19</td>
<td>1.0</td>
<td>8.1 ± 2.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Vessel Wall</td>
<td>Human</td>
<td>1065</td>
<td>1600</td>
<td>1.70</td>
<td>1.50</td>
<td>0.9</td>
<td>~20</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>TMM</td>
<td>1030.1 ± 3.5</td>
<td>1089.2 ± 2.24</td>
<td>1.12 ± 0.006</td>
<td>1.14 ± 0.16</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Blood</td>
<td>Human</td>
<td>1050</td>
<td>1584</td>
<td>1.66</td>
<td>0.15</td>
<td>1.2</td>
<td>~0.1</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>TMM</td>
<td>1037.4 ± 4.8</td>
<td>1578.4 ± 5.15</td>
<td>1.64 ± 0.010</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

4.2.2.4. Quantitative comparison of TMM and human tissue material properties

The Young’s modulus, optical absorption, optical scattering, and acoustic attenuation measurements obtained from the TMM were quantitatively compared to human tissue literature data using RMSE and normalized root mean squared percent error (n-RMSE %)\(^{264}\), respectively defined as:

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{m} - m)^2}{n}}
\]

\[
n\text{RMSE}\% = 100\% \times \frac{\text{RMSE}}{\bar{m}}
\]

where \( \hat{m} \) is the measured material property in the phantom, \( m \) is the desired material property from the human tissue data, \( \bar{m} \) is the mean value for the human tissue data, and \( n \) is the number of data points. RMSE is expressed in the same units as the material property, while n-RMSE % is expressed as a unitless percentage. The results are provided in Table 4-9.
Table 4-9. RMSE and n-RMSE % errors (parentheses) for Young’s modulus, optical absorption, optical scattering, and acoustic attenuation measurements in comparison to human tissue data.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>$E$  (kPa)</th>
<th>$\mu_a$ (cm$^{-1}$)</th>
<th>$\mu_s'$ (cm$^{-1}$)</th>
<th>$\alpha$ (dB cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>0.11 $\times 10^3$ (7.75%)</td>
<td>3.73 (4.23%)</td>
<td>6.60 (6.16%)</td>
<td>N/A</td>
</tr>
<tr>
<td>Dermis</td>
<td>1.02 (2.21%)</td>
<td>0.13 (8.11%)</td>
<td>2.68 (6.80%)</td>
<td>1.94 (5.79%)</td>
</tr>
<tr>
<td>Hypodermis</td>
<td>0.07 (3.95%)</td>
<td>0.17 (9.82%)</td>
<td>1.73 (9.73%)</td>
<td>1.05 (9.04%)</td>
</tr>
<tr>
<td>Vessel wall</td>
<td>0.04 $\times 10^3$ (1.06%)</td>
<td>N/A</td>
<td>N/A</td>
<td>1.54 (6.14%)</td>
</tr>
<tr>
<td>Blood</td>
<td>N/A</td>
<td>17.75 (7.88%)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

4.2.3. Discussion

While a number of previous studies have described the design of peripheral tissue phantom models, there have been relatively few reports that simultaneously consider the mechanical, optical, and acoustic properties of the skin, vessels, and blood. Invariably, multimodal models containing multiple tissue types are more complicated to develop than simpler, homogenous phantoms. Challenges observed during our studies are discussed below, and future directions are outlined.

4.2.3.1. Development of customized vessel tubing

In the commercial PDMS vessel tubing, speed of sound and thus acoustic impedance were both reduced compared to human vessel tissue, leading to uncharacteristic acoustic reflections at the TMM vessel wall. An alternative to using commercial tubing is to fabricate customized vessels, which would greatly increase the material choices and allow for the addition of modifiers. Some fabrication approaches have been reported. For example, the mechanical properties of PDMS may be controlled by varying the ratio of elastomer and curing agent, or by curing at different temperatures$^{242}$. Materials other than PDMS, including polyvinyl alcohol and hydrogels, may also be used$^{243,245,246}$. Of particular interest are vessel substitutes fabricated from gelatin or agar, since these materials can accommodate the modifiers discussed in this paper as well as many others. Our
group is looking into developing gelatin-based vessels using 3D-printed molds that define the vessel diameter and wall thickness. Such vessels, if fabricated in a convenient manner, would greatly increase the customizability of the TMM as a whole.

4.2.3.2. Characterizing composite TMM material properties

To allow direct comparisons to literature data on human tissues, the five phantom tissue components were assessed independently. Because the individual components were homogenous, each could be tested using conventional experimental approaches. In contrast, evaluating the behavior of the multilayered composite TMM would likely have required more complex material models and techniques. In future studies, such approaches may be implemented to allow the composite material properties of the TMM to be characterized.

4.2.3.3. Reliability of reference data obtained from ex vivo tissues

A combination of in vivo and ex vivo human tissue reference values were used in this study. For some properties, including the Young’s modulus, optical absorption, and optical scattering, in vivo measurements obtained with conventional testing methods were not easily found. Here, ex vivo data was used because the same testing methods could be applied to characterize each model, thereby allowing direct comparisons between the TMM and human tissue results. For example, the uniaxial stress vs. strain results on the TMM skin layers and vessels could be directly compared only to ex vivo data, since conventional stress vs. strain tests are difficult or impossible to implement in vivo. The ex vivo measurements used here for reference were obtained under well-controlled experimental conditions, and detailed descriptions were provided of the steps taken to minimize changes in the tissue samples after excision. In most of the referenced studies, samples were maintained in saline at either physiological or room temperature for no more than a few hours before testing, and measurements were found to be in agreement with prior in vivo results.

4.2.3.4. Evaluating TMM stability and longevity
In TMM that were not stored under vacuum-seal, Young’s modulus increased substantially after 30 days due to water loss. For models stored under vacuum seal at room temperature, no measurable changes in mechanical properties were observed after 30 days. Differences in the dermis layer before and after were within 1.15 kPa, which was less than the variability between samples. Similarly, differences in the hypodermis layer were within 0.64 kPa, which was also less than the sample variability. No measurable changes in the optical or acoustic parameters of the TMM were observed.

Germall-Plus was used as the antimicrobial in our models, all of which were packaged and stored in vacuum-sealed bags. No measurable changes in mechanical properties were observed after 30 days at room temperature. The stability of the TMM after 30 days was not assessed. Madsen et. al. has previously shown that, in properly stored gelatin and agar models incorporating Germall-Plus, mechanical properties remain stable over a 7 to 10 month period\textsuperscript{239}. In follow-up studies, the material properties of the TMM will be evaluated over similar time durations.

4.2.3.5. \textit{Use of TMM for robotic vessel cannulation testing}

Here I described the design, fabrication, and characterization of TMM that reproduce the mechanical, optical, and acoustic properties of five peripheral tissues, namely the epidermis, dermis, hypodermis, blood vessels, and blood. The mechanical properties included the tissue thickness or diameter, Young’s modulus, and dynamic shear modulus at strains below 0.5. The optical properties included the optical absorption and scattering at wavelengths of 400 to 1100 nm. Finally, the acoustic properties included the acoustic attenuation and backscatter in the frequency range of 2 to 9 MHz. The models are uniquely suited to serve as test models for multimodal skin and vascular imaging techniques and image-guided interventions.
4.3. **Autonomous robotic vessel cannulation in tissue phantoms**

In Chapter 4.3, I investigate the potential of robotic vessel cannulation in tailorable and clinically relevant *in vitro* test models. For these studies, we used the third-generation robotic device introduced in Chapter 3.6 and the multilayered tissue-mimicking phantom models described in Chapter 4.2. A wide range of TMM are developed, each reproducing the mechanical, optical, and acoustic properties of human skin and vessel tissues over a broad demographic spectrum (*Table 4-10*). Tissue properties and needle insertion parameters hypothesized to affect cannulation performance are then evaluated in simulated intravenous blood draw and infusion experiments performed on the phantoms. Measures of accuracy and completion time are compared to results obtained by unassisted, NIR-guided, and US-guided manual cannulation. I show that the device outperforms an experienced operator with training in standard, NIR-guided, and US-guided venipuncture, and I discuss the implications of these studies on the clinical utility of image-guided robotic vessel cannulation.

**4.3.1. Results**

4.3.1.1. **Optimization of needle insertion parameters**

To first identify optimal needle insertion parameters for the device, we applied a fractional factorial experimental design based on the use of Taguchi orthogonal arrays. We evaluated the effects of three parameters (insertion angle (15° and 30°), insertion speed (1 and 10 mm/s), and needle diameter (21 and 25 gauge)) on cannulation accuracy in four different tissue conditions. Specifically, we expected that the optimal insertion parameters would vary according to the diameter of the vessels and the elasticity of the surrounding hypodermis tissue. Thus, separate TMM were developed with vessel diameters ranging between 1 and 3 mm and hypodermis elastic moduli between 5 and 25 kPa. Applying an L4 (2³) Taguchi orthogonal design to the needle insertion parameters and using a 2² full factorial array to represent the models, a total of 4 x 4 = 16
experimental conditions were tested (Supplementary Table 4-1). 20 replicate cannulation trials were performed for each condition. The endpoint in 10 of these trials was the successful withdrawal of 2 mL of BMF from the TMM vessels. In the other 10 trials, the endpoint was the infusion of 2 mL fluid into the vessels. All trials were carried out in randomized order.

Table 4-10. TMM material property ranges used for in vitro device cannulation studies.

<table>
<thead>
<tr>
<th>Phantom material properties</th>
<th>Units</th>
<th>Physiological range</th>
<th>TMM modifier(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis thickness, ( l )</td>
<td>mm</td>
<td>0.1</td>
<td>–</td>
</tr>
<tr>
<td>Epidermis elasticity, ( E )</td>
<td>kPa</td>
<td>1</td>
<td>Gelatin / agar %</td>
</tr>
<tr>
<td>Epidermis absorption, ( \mu_a )</td>
<td>cm(^{-1})</td>
<td>5 – 45</td>
<td>Synthetic melanin</td>
</tr>
<tr>
<td>Epidermis scattering, ( \mu_s' )</td>
<td>cm(^{-1})</td>
<td>12 – 24</td>
<td>Synthetic melanin</td>
</tr>
<tr>
<td>Epidermis attenuation, ( \alpha )</td>
<td>dB cm(^{-1})</td>
<td>16 – 20 dB</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>Epidermis backscatter, ( \beta )</td>
<td>(10^{-3}) sr(^{-1}) cm(^{-1})</td>
<td>1.8 – 3.6</td>
<td>40 (\mu)m silica beads</td>
</tr>
<tr>
<td>Dermis thickness, ( l )</td>
<td>mm</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>Dermis elasticity, ( E )</td>
<td>kPa</td>
<td>50</td>
<td>Gelatin / agar %</td>
</tr>
<tr>
<td>Dermis absorption, ( \mu_a )</td>
<td>cm(^{-1})</td>
<td>0.4 – 0.8</td>
<td>India ink, 552 nm dye</td>
</tr>
<tr>
<td>Dermis scattering, ( \mu_s' )</td>
<td>cm(^{-1})</td>
<td>18 – 22</td>
<td>Intralipid-20</td>
</tr>
<tr>
<td>Dermis attenuation, ( \alpha )</td>
<td>dB cm(^{-1})</td>
<td>16 – 20</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>Dermis backscatter, ( \beta )</td>
<td>(10^{-3}) sr(^{-1}) cm(^{-1})</td>
<td>1.8 – 3.6</td>
<td>40 (\mu)m silica beads</td>
</tr>
<tr>
<td>Hypodermis thickness, ( l )</td>
<td>mm</td>
<td>2 – 5</td>
<td>–</td>
</tr>
<tr>
<td>Hypodermis absorption, ( \mu_a )</td>
<td>kPa</td>
<td>0.8 – 1.1</td>
<td>India ink, 935 nm dye</td>
</tr>
<tr>
<td>Hypodermis scattering, ( \mu_s' )</td>
<td>cm(^{-1})</td>
<td>10 – 12</td>
<td>Intralipid-20</td>
</tr>
<tr>
<td>Hypodermis attenuation, ( \alpha )</td>
<td>cm(^{-1})</td>
<td>7.5 – 10</td>
<td>Bovine serum albumin</td>
</tr>
<tr>
<td>Hypodermis backscatter, ( \beta )</td>
<td>dB cm(^{-1})</td>
<td>0.9 – 1.8</td>
<td>40 (\mu)m silica beads</td>
</tr>
<tr>
<td>Hypodermis elasticity, ( E )</td>
<td>(10^{-3}) sr(^{-1}) cm(^{-1})</td>
<td>5 – 25</td>
<td>Gelatin / agar %</td>
</tr>
<tr>
<td>Vessel depth, ( \delta )</td>
<td>mm</td>
<td>1.5 – 4.5</td>
<td>–</td>
</tr>
<tr>
<td>Vessel diameter, ( d )</td>
<td>mm</td>
<td>1 – 3</td>
<td>Silicone tubing</td>
</tr>
<tr>
<td>Blood viscosity, ( \eta )</td>
<td>kg m(^{-1})s(^{-1})</td>
<td>2.2 – 2.9</td>
<td>Glycerol, dextran</td>
</tr>
</tbody>
</table>
Hypodermis elasticity, \(\varepsilon\) – + + +
Vein diameter, \(d\) – + – +

<table>
<thead>
<tr>
<th>Models (1 – 4)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypodermis elasticity, (\varepsilon)</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Vein diameter, (d)</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Insertion speed</td>
<td>15% (3/20)</td>
<td>25% (5/20)</td>
<td>65% (13/20)</td>
<td>90% (18/20)</td>
</tr>
<tr>
<td>Insertion angle</td>
<td>60% (12/20)</td>
<td>85% (17/20)</td>
<td>70% (14/20)</td>
<td>100% (20/20)</td>
</tr>
<tr>
<td>Needle size</td>
<td>35% (7/20)</td>
<td>50% (10/20)</td>
<td>90% (18/20)</td>
<td>95% (19/20)</td>
</tr>
<tr>
<td>Insertion speed</td>
<td>40% (8/20)</td>
<td>60% (12/20)</td>
<td>50% (10/20)</td>
<td>100% (20/20)</td>
</tr>
</tbody>
</table>

Figure 4-10. Cannulation success rates (%) vary based on needle insertion settings and tissue conditions. An L4 (2\(^3\)) Taguchi orthogonal array was used to assess three needle insertion parameters (insertion speed, insertion angle, and needle size). The insertion parameters were tested against a 2\(^2\) full factorial array of tissue conditions (hypodermis elasticity and vessel diameter). The parameter values are provided in Supplementary Table 4-1. 20 replicate cannulation trials were conducted for each of the 4 x 4 = 16 experimental conditions. Black rectangular outlines show the needle insertion settings that resulted in the highest cannulation success rate for each of the four TMM. In model 4, two insertion conditions were seen to maximize the success rate. Here, the faster insertion speed (+) and larger needle size (–) were used for subsequent studies.

Figure 4-11. Effects of needle insertion parameters on success rates in TMM with hypodermis elastic moduli of 5 and 25 kPa and vessel diameters of 1 and 3 mm (* p < 0.1, ** p < 0.05, *** p < 0.01).
Shown in Figure 4-10 are the needle insertion parameters that resulted in the highest cannulation success rate for each of the four TMM. As can be seen, the optimal insertion parameters were different between the models, indicating a dependency on the material properties of the tissue. These optimal insertion parameters are applied in later experiments to minimize performance biases that would otherwise have arisen had the insertion parameters been arbitrarily selected or held constant across all tissue conditions. Figure 4-11 shows the effects of each insertion parameter on cannulation success. We found that the rates of success were significantly influenced by both insertion angle and needle size. Cannulations performed at a steeper insertion angle were associated with significantly increased success rates in models with low hypodermis elasticity. For cannulations on stiffer hypodermis tissue, the insertion angle did not make a difference. The steeper insertion angle was also more favored for larger vessels, whereas the opposite was true for smaller vessels. Smaller needle sizes improved success rates in low hypodermis elasticity conditions and on small vessels, but had no effect in high elasticity conditions or on large vessels. Finally, neither insertion speed nor the trial endpoint (sample withdrawal or infusion) impacted success rates in any of the tissue conditions.

4.3.1.2. Investigation of tissue conditions affecting cannulation performance

We next investigated a broader range of tissue parameters to evaluate their influence on device performance. For this, we performed a second fractional factorial experiment using an L16 (2^15) Taguchi design comprising 16 different TMM. Material property ranges for each TMM were determined based on values found in the literature and reflect the expected demographic and physiological variability of the overall patient population (Table 4-10 and Supplementary Table 4-2). Phantom tissue parameters with a wider range, i.e., a greater difference between high and low values, were expected to influence device performance more strongly. 20 replicate cannulation trials (10 trials simulating sample withdrawal and 10 simulating infusion) were completed per TMM. For each model, we used the particular insertion angle and needle size that would maximize
success rate on the combination of tissue parameters simulated by that model, as determined from our previous experiments (Figure 4-10). In cases of ambiguity, for example in model 4, we used the insertion parameters that were closest to clinical recommendations (larger rather than smaller needle size, shallower rather than steeper angle, and faster rather than slower speed).

The overall cannulation success rate was 272 of 320 (85.0%) over all trials and ranged between 70% and 100% (Supplementary Table 4-3). As before, no differences in success were observed between the sample withdrawal and infusion trials. Figure 4-12 shows the individual effects of each tissue parameter, averaged over all other parameters. Four of the 15 parameters were found to significantly affect the outcome of the experiment. Specifically, success rates were significantly lower in models with increased epidermis absorptivity or vessel depth and higher in models with increased hypodermis elasticity or vessel diameter. In the first two cases, visibility was substantially reduced. Epidermis absorption directly determines a person’s skin tone, and darker skin tones are associated with reduced visual contrast between the skin and the blood vessels underneath. Meanwhile deeper vessels are more difficult to identify because the majority of the signal is lost due to optical scattering in the skin and adipose tissue layers – a common occurrence in patients with high body mass index. In the latter two cases, the mechanical aspect of the needle insertion task was affected. In weakly elastic tissues, common in elderly and chronically-ill patients, vessels are poorly held in place and tend to roll or deform away from the needle during cannulation, while in smaller vessels, a much greater level of mechanical precision is needed and slight inaccuracies when advancing the needle may lead to failed insertions.
Figure 4-12. Effects of 15 TMM material properties on cannulation success rate. Success rates varied significantly in four of the 15 parameters. Specifically, success was lower in trials performed on TMM with increased epidermis absorptivity or vessel depth, and higher in trials on stiffer hypodermis tissues or larger vessel diameters. The overall success rate was 272 of 320 (85.0%) across all trials and ranged between 70% and 100%. No significant differences were observed between the withdrawal and injection trials (* p < 0.1, ** p < 0.05, *** p < 0.01).
4.3.1.3. **Comparative study of manual and robotic vessel cannulation**

Lastly, we compared the performance of the device to un-assisted manual cannulation, NIR-guided manual cannulation, and US-guided manual cannulation with respect to the four tissue parameters observed in our previous experiments (Figure 4-12) to most strongly influence success rates. To allow direct comparisons between the robotic and manual trials, we used the NIR and US imaging systems of the device for all experiments. For both modalities, a video feed of the acquired images was displayed in real-time on a computer screen, and the operator was tasked with introducing the needle based on image feedback. Vessel segmentation results could be displayed on-screen or made invisible, depending on the operator’s preference. The operator in these studies was not a clinical expert with training in human vascular procedures. However, the operator had considerable prior experience performing both unassisted and image-guided cannulations using the TMM, and before the start of each experiment, the operator was allowed become acclimated with the task by conducting practice trials as many times as was desired.

For these studies, we used a full factorial experimental design (Supplementary Table 4-4) consisting of 27 different TMM. The models encompassed three differing levels of hypodermis tissue elasticity (5, 15, and 25 kPa), three levels of vessel diameter (1, 2, and 3 mm), and three levels of vessel visibility (low, moderate, and high). Vessel visibility represented a lumped parameter in which the absorption coefficient of the epidermis at 940 nm and the depth of the vessel from the surface of the skin were simultaneously varied. The low, moderate, and high visibility levels corresponded to epidermis absorption coefficients of 45, 25, and 5 cm\(^{-1}\), respectively, and vessel depths of 4.5, 3, and 1.5 mm, respectively. The overall study size was thus 4 methods of cannulation x 27 TMM = 108 experimental conditions. For each condition, we performed 10 replicate trials, all simulating sample withdrawal. Four measures of cannulation performance were quantified, namely the average number of insertion attempts needed for successful cannulation,
percent first-stick success rate, total completion time, and time per insertion attempt (Supplementary Table 4-5 through 4-8, respectively).

Figure 4-13 summarizes the overall performance of each method of cannulation. The average first-stick success rates for unassisted manual, NIR-guided manual, US-guided manual, and NIR+US guided robotic cannulation were 54%, 61%, 73%, and 90%, respectively. Robotic cannulation was observed to outperform manual cannulation on three out of the four outcome measures (average number of attempts, first-stick success, and total time). Unassisted manual cannulation was the most time efficient on a per-attempt basis.

Figure 4-14 shows the effects of each tissue parameter on cannulation performance. The slopes of the plots indicate the dependence of the outcomes on the varying tissue conditions. Particularly notable differences in performance between manual and robotic cannulation were observed in low visibility conditions. In TMM with decreased vessel visibility, it was substantially harder to perform the unassisted and NIR-guided manual cannulations accurately. In contrast, performance remained consistent across the visibility range in the US-guided manual trials and the NIR+US guided robotic trials. This is unsurprising, as cannulations guided by US should not be affected by epidermis optical absorption or vessel depth. The unassisted and NIR-guided trials were likewise affected by vessel diameter to a greater extent than were the US-guided and robotic cannulation trials. This may be explained by the fact that the spatial resolution of the US image is higher than the resolution of the NIR images and most likely higher than that of human vision. Thus smaller (1 mm) vessels may be visualized with greater clarity using US. Smaller vessels also represent a challenge to the mechanical precision of the insertion, and this may explain the difference in performance between the manual US trials and the robotic trials. Hypodermis tissue elasticity was seen to affect all four cannulation methods, though when results were averaged across all three elasticity levels, the robotic trials exhibited the best overall performance.
A more detailed overview of the results is provided in Figure 4-15, which shows the average number of insertion attempts needed in each of the 27 TMM. The results of the other three performance measures (first-stick success rate, total time, and time per attempt) are provided in Supplementary Figure 4-1 through 4-3. In general, the difference in performance between the cannulation methods was accentuated in more difficult tissue conditions (smaller vessel diameters, decreased vessel visibility, and low tissue elasticity) compared to easier conditions. This is further highlighted in Figure 4-16, which shows the performance results on the 27 TMM ranked in order of difficulty, i.e., arranged from the lowest performance for each cannulation method to the highest. In easier tissue conditions (left side of each plot), all four cannulation methods exhibited similar levels of performance. In the more difficult conditions, however, large differences in the average number of attempts, first-stick success rate, and total completion time were observed between the methods (right side of each plot). Here, the increased performance of the robotic approach could be clearly seen.

Finally, the results of the study were compared to those obtained by a clinician trained in vascular cannulation procedures. The expert trials were carried out using an L4 \( (2^3) \) Taguchi array with four different TMM, these representing a statistically unbiased subset of the full experimental space of 27 tissue conditions (Supplementary Table 4-9). Five replicate sample withdrawal trials were conducted for each condition using unassisted and US-guided manual cannulation. No significant increases in performance were observed in the expert trials compared to the non-expert trials (Supplementary Figure 4-4), therefore suggesting that the manual cannulation results in these studies are indicative of expected clinical results.
Figure 4-13. Overall performance of unassisted manual, NIR-guided manual, US-guided manual, and NIR+US guided robotic cannulation. Robotic cannulation significantly outperformed the manual cannulation approaches on three out of four outcome measures (* p < 0.1, ** p < 0.05, *** p < 0.01). A total of 27 TMM were used in these studies, each comprising a different combination of tissue properties. Plots show averaged scores across the 27 conditions. Error bars show the standard deviation across all 27 conditions as determined from the statistical variance within each condition.
Figure 4-14. Effects of hypodermis tissue elasticity, vessel diameter, and vessel visibility on performance of unassisted manual, NIR-guided manual, US-guided manual, and NIR+US guided robotic cannulation.
Figure 4-15. Average number of needle insertion attempts required to obtain vascular access in 27 different tissue conditions. Results of unassisted manual, NIR-guided manual, US-guided manual, and NIR+US guided robotic cannulation are compared in each plot.
Figure 4-16. Cannulation performance in relation to the 27 TMM ranked in order of difficulty. Differences in average number of attempts, first-stick success, and total time between different cannulation methods are substantially greater in the more difficult tissue conditions (right-hand side of each plot).

4.3.2. Discussion

The results of these studies underscore some of the major advantages and current limits of the current device. In previous imaging studies on human subjects, we found that the combined use of NIR and US assistance allowed a greater percentage of veins and arteries to be identified compared to unassisted visualization by a trained clinician. In the in vitro experiments here, we saw that the improvement in vessel detection was particularly evident when skin tones were darker or when the vessels were embedded more deeply under the skin. We also saw that the improvement in visualization translated to more accurate needle insertions, and that the combined use of NIR+US imaging and robotic needle guidance improved success rates and completion times significantly compared to unassisted and image-guided manual techniques. Finally, the studies demonstrated
that, compared to manual cannulation, the performance of the robotic system was less dependent
on the particular material properties of the tissue.

4.3.2.1. Reducing effects of tissue elasticity on device performance

Nevertheless, it was clear that mechanical properties, particularly hypodermis tissue elasticity,
affected the accuracy of the robot more than any other tissue parameter (Figure 4-14). Approximately one additional insertion attempt was needed per trial in TMM with a 5 kPa
hypodermis layer as opposed to a 25 kPa hypodermis layer. Similarly, the first-stick success rate
was approximately 30% lower in 5 kPa phantoms, and completion time increased by about 20
seconds per trial. While the overall performance of the robot was better compared to manual
cannulation when results were averaged across the three elasticity levels, the performance slopes
for the robotic and manual approaches were largely the same. Furthermore, in a certain subset of
tissue conditions involving cannulations on small and stiff vessels embedded in surrounding tissues
with very low elastic moduli, the device did not outperform US-guided manual cannula insertion.
The reason for this was that the use of US allowed the operator to visualize vessels that were
otherwise undetectable by human eyesight or NIR alone. Meanwhile, after sufficient training, the
manual dexterity of the human operator exceeded that of the robot.

To improve cannulation accuracy in weakly elastic tissues, where vessels easily deform and
roll away from the needle, it may be possible to increase the maximum linear and rotational
movement speeds of the robot. As discussed in Chapter 3, the maximum allowable speeds are
constrained by the load and precision requirements of the kinematic chain, and these constraints
limit the response of the robot to rapid vessel motions61. Further device miniaturization would
decrease the loads, particularly on the end-effector, and allow for higher maximum speeds.
Cannulation accuracy and responsiveness may also be improved with the implementation of
nonlinear needle insertion trajectories and a more sophisticated control system for needle servoing.
Finally, though the device incorporates a miniaturized load sensor that detects axial reaction forces at the needle tip with a sensitivity of 0.1 N, this force information was not utilized in these studies. However, force profiles were captured from all of the robotic cannulation trials, and a future goal will be to analyze these data to identify differences in the force response with different insertion conditions. If salient force profiles can be observed for different puncture events, it may then be possible to integrate this information into the system’s motion control scheme. Similarly, incorporating a multi-axis force sensor or load cell may improve the tactile sensitivity of the system.

4.3.2.2. Developing synthetic vessels with tunable material properties

In the same way that hypodermis tissue properties affected cannulation rates, we expect the mechanical properties of the vessels to also be important. In these studies, we were not able to modify the mechanical characteristics of the silicone vessel tubing, and though the silicone material closely mimics the elastic behavior of the vessel wall, the higher-order (non-linear) properties and the insertion forces deviate from those of vessel wall tissue. The acoustic properties of silicone are also different, and this leads to uncharacteristic reflections in the US image at the interface between the tubing and surrounding phantom layers. We are currently developing a method to fabricate synthetic vessels using materials such as gelatin and agar, both of which can readily accommodate the addition of modifying agents. The synthetic vessels may then be tuned to exhibit desired tissue acoustic properties and customized to simulate a range of mechanical characteristics – for example, venous and arterial wall stiffness, compressibility, and internal pressure – known to affect cannulation, sample withdrawal, and fluid delivery success rates in vivo.

4.3.2.3. Studying additional performance measures

Using synthetic vessels fabricated from hydrogel materials would also allow us to investigate a number of performance metrics that were omitted in this report. For instance, a common measure of accuracy in studies of US-guided needle placement is the distance between the needle tip and
the center of the vessel. Depending on the mechanical properties of the tissues, even small offsets in needle position may lead the tissue to deform away from the needle or cause the needle itself to bend. Similarly, the argument is frequently made that robotic systems can reduce the amount of random needle motion within the tissue. This is important because undesired motions, e.g., due to hand tremors, can increase the likelihood of inaccurate insertion, cause the needle to slip out from within the vessel, or result in pain or nerve damage. Currently, the acoustic imaging artifacts that arise from the silicone vessel tubing limit the visibility of the needle tip inside the lumen. By developing vessels with more representative acoustic properties, we expect to be able to reliably extract needle tip coordinates from the US images in order to compute the relative displacement and motion of the needle on a frame-by-frame basis. Such metrics could, in turn, provide more clearly defined precision requirements for the robotic system.

4.3.2.4. **NIR and US imaging considerations**

Several aspects of the NIR and US imaging approach used in these studies should be discussed. The NIR-guided manual trials were not carried out with a commercial NIR imaging device but rather with our own customized system developed for the robot. Our NIR system uses the same illumination wavelengths and detection hardware as commercial devices but does not project the captured images back onto the skin surface (instead, the images are displayed in real-time on the computer screen). Whether this setup affected the results of the NIR-guided trials remains uncertain and should be evaluated in future studies using a commercial device. The US-guided trials, on the other hand, were performed using a standard commercial imaging transducer. The human operators preferred to use the transverse US imaging view (with the imaging plane perpendicular to the vessel axis) for the manual cannulations to avoid the challenging task of keeping the needle within the US plane during the insertion process. For the robot, this task is trivial since the end-effector is designed to align the needle with the US transducer at all times. Instead, the robot utilizes a longitudinal imaging view (with the imaging plane parallel with the vessel axis). However, both the transverse
and longitudinal approaches have their drawbacks. In the transverse view, the needle is significantly harder to see and in most cases can only be observed at its point of intersection with the transverse US plane. Meanwhile, in the longitudinal view, vessels may not be immediately visible if the transducer is not exactly positioned in the correct orientation upon initial contact with the skin. It may be possible to overcome the limitations of both methods by utilizing US technologies that can, for example, provide a top-down image\textsuperscript{81} or reconstruct a 3D representation of the tissue volume\textsuperscript{268}.

4.3.2.5. \textit{Investigating vessel rolling and deformation}

Finally, it would be of interest to investigate the mechanical interactions between the needle, the vessel, and the surrounding tissue layers to determine the space of mechanical parameters that would lead to a successful or unsuccessful cannulation. In Chapter 3.5 I described a series of computational studies carried out to study vessel deformation behavior due to needle insertion using FE modeling. In those studies, we demonstrated how the robot can compensate for vessel motion by steering the needle in real-time under image guidance. However, both the \textit{in vitro} and computational models were simplified. For one, we assumed all materials to exhibit simple elastic properties, whereas human tissues are highly complex heterogeneous materials exhibiting viscoelastic and other higher-order material behaviors. Furthermore, in the FE models, we did not simulate the actual penetration of the tissue by the needle. Future work will focus on refining the computational and \textit{in vitro} models to incorporate these parameters. The improved models may be used to study other factors that affect venipuncture accuracy, such as the effects of vessel motion speeds due to deflection and deformation. The outcomes may then help to determine whether any changes to the mechanical design of the system are required. We will also use the models to compare experimentally observed force profiles with theoretical solutions, and to further validate the force sensing component of the robot. Together, this information could ultimately be incorporated into the robot's control algorithms and allow the device to make predictive inferences.
and subtle needle pose adjustments. Such models are analogous to the tactile inferences made by trained human operators when performing complex interventional tasks.

### 4.3.3. Supplementary results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low/+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion speed (mm/s)</td>
<td>1/10</td>
</tr>
<tr>
<td>Insertion angle (°)</td>
<td>15/30</td>
</tr>
<tr>
<td>Needle size (G)</td>
<td>21/25</td>
</tr>
<tr>
<td>Hypodermis $E$ (kPa)</td>
<td>5/25</td>
</tr>
<tr>
<td>Vessel diameter (mm)</td>
<td>1/3</td>
</tr>
</tbody>
</table>

**Supplementary Table 4-1.** Needle insertion parameters evaluated to optimize cannulation accuracy. An L4 ($2^4$) Taguchi orthogonal array was used to assess insertion speed, insertion angle, and needle size. The parameters were tested against a $2^2$ full factorial array of tissue conditions (hypodermis elasticity and vessel diameter). The range of values (−/+ ) represent the low and high extremes expected in the clinical setting.

<table>
<thead>
<tr>
<th>Tissue Parameter</th>
<th>Low/+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis $\mu_a$ (cm$^{-1}$)</td>
<td>5/45</td>
</tr>
<tr>
<td>Epidermis $\mu_s$ (cm$^{-1}$)</td>
<td>12/24</td>
</tr>
<tr>
<td>Dermis $\mu_a$ (cm$^{-1}$)</td>
<td>0.4/0.8</td>
</tr>
<tr>
<td>Dermis $\mu_s$ (cm$^{-1}$)</td>
<td>18/22</td>
</tr>
<tr>
<td>Dermis $\alpha$ (dB cm$^{-1}$)</td>
<td>16/20</td>
</tr>
<tr>
<td>Dermis $\beta$ (10$^{-3}$ sr$^{-1}$ cm$^{-1}$)</td>
<td>1.8/3.6</td>
</tr>
<tr>
<td>Hypodermis $\mu_a$ (cm$^{-1}$)</td>
<td>0.8/1.1</td>
</tr>
<tr>
<td>Hypodermis $\mu_s$ (cm$^{-1}$)</td>
<td>10/12</td>
</tr>
<tr>
<td>Hypodermis $\alpha$ (dB cm$^{-1}$)</td>
<td>7.5/10</td>
</tr>
<tr>
<td>Hypodermis $\beta$ (10$^{-3}$ sr$^{-1}$ cm$^{-1}$)</td>
<td>0.9/1.8</td>
</tr>
<tr>
<td>Hypodermis $E$ (kPa)</td>
<td>5/25</td>
</tr>
<tr>
<td>Hypodermis thickness (mm)</td>
<td>2/5</td>
</tr>
<tr>
<td>Vessel depth (mm)</td>
<td>1.5/4.5</td>
</tr>
<tr>
<td>Vessel diameter (mm)</td>
<td>1/3</td>
</tr>
<tr>
<td>Blood viscosity (kg m$^{-1}$ s$^{-1}$)</td>
<td>2.2/2.9</td>
</tr>
</tbody>
</table>

**Supplementary Table 4-2.** Fifteen tissue parameters evaluated using customizable TMM. The material property ranges (−/+ ) were determined based on range values found in the literature and reflect the expected demographic and physiological variability of the overall patient population.
variability of the overall patient population. respectively. The material property ranges (absorption coefficients of 45, 25, and 5 cm
surface of the phantom, were varied. The low, mode
levels of hypodermis tissue elasticity (5, 15, and 25 kPa), three levels of vessel diameter (1, 2, and 3 mm), and three
levels of vessel visibility (low, moderate, and high). The vessel visibility condition was a lumped parameter
in which the absorption coefficient of the epidermis at 940 nm, as well as the depth of the vessel from the
surface of the phantom, were varied. The low, moderate, and high visibility levels corresponded to epidermis
absorption coefficients of 45, 25, and 5 cm⁻¹, respectively, and vessel depths of 4.5, 3, and 1.5 mm,
respectively. The material property ranges (− / o / +) reflect the expected demographic and physiological
variability of the overall patient population.

Supplementary Table 4-3. Experimental design used to evaluate effects of 15 tissue material properties on
the cannulation success rate of the device. An L16 (2¹⁵) Taguchi orthogonal array was used to reduce the
experimental size. Red boxes correspond to higher overall success rates.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis μᵣ (cm⁻¹)</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Epidermis μᵣ’ (cm⁻¹)</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Dermis μᵣ (cm⁻¹)</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Dermis μᵣ’ (cm⁻¹)</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Derm a (dB cm⁻¹)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Derm β (10⁻³ sr⁻¹ cm⁻¹)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hypodermis μᵣ (cm⁻¹)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hypodermis μᵣ’ (cm⁻¹)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hypodermis a (dB cm⁻¹)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hypodermis β (10⁻³ sr⁻¹ cm⁻¹)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hypodermis E (kPa)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Hypodermis thickness (mm)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Vessel depth (mm)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Vessel diameter (mm)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Blood viscosity (kg m⁻¹ s⁻¹)</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Success (%), withdrawal 80% 100% 90% 90% 100% 70% 90% 70% 90% 70% 100% 70% 80% 90% 80% 80%
Success (%), injection 90% 90% 80% 90% 100% 80% 90% 100% 80% 90% 100% 70% 80% 80% 70% 90%
Success rate (%), overall 85% 95% 85% 90% 100% 75% 90% 85% 75% 85% 100% 70% 80% 85% 75% 85%

Supplementary Table 4-4. Tissue conditions tested to assess manual and robotic cannulation. A full factorial
experimental design with 27 different TMM was used. The tissue models encompassed three differing levels
of hypodermis tissue elasticity (5, 15, and 25 kPa), three levels of vessel diameter (1, 2, and 3 mm), and three
levels of vessel visibility (low, moderate, and high). The vessel visibility condition was a lumped parameter
in which the absorption coefficient of the epidermis at 940 nm, as well as the depth of the vessel from the
surface of the phantom, were varied. The low, moderate, and high visibility levels corresponded to epidermis
absorption coefficients of 45, 25, and 5 cm⁻¹, respectively, and vessel depths of 4.5, 3, and 1.5 mm,
respectively. The material property ranges (− / o / +) reflect the expected demographic and physiological
variability of the overall patient population.
**Supplementary Table 4-5.** Average insertion attempts for manual and robotic cannulation. Results are shown for unassisted manual, NIR-guided manual, US-guided manual, and NIR+US guided robotic cannulation. A full factorial experiment was conducted with 27 different TMM and \( n = 10 \) replicate cannulation trials per phantom. Shown also is the mean (\( \mu \)) and standard deviation (\( \sigma \)) for each cannulation method. Red boxes correspond to better performance, and blue boxes to worse performance.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bactoty</td>
<td>1.4 ± 0.18</td>
<td>1.86 ± 0.72</td>
<td>1.59 ± 0.63</td>
<td>1.44 ± 0.49</td>
</tr>
<tr>
<td>Visibility</td>
<td>0.9 ± 0.18</td>
<td>0.61 ± 0.25</td>
<td>0.72 ± 0.21</td>
<td>0.80 ± 0.18</td>
</tr>
<tr>
<td>Diameter</td>
<td>2.14 ± 1.18</td>
<td>1.86 ± 0.72</td>
<td>1.59 ± 0.63</td>
<td>1.44 ± 0.49</td>
</tr>
</tbody>
</table>

**Supplementary Table 4-6.** First-stick success rates for manual and robotic cannulation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bactoty</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
</tr>
<tr>
<td>Visibility</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
</tr>
<tr>
<td>Diameter</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
</tr>
</tbody>
</table>

**Supplementary Table 4-7.** Total completion times for manual and robotic cannulation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bactoty</td>
<td>21 ± 2.0</td>
<td>22 ± 2.0</td>
<td>24 ± 2.0</td>
<td>22 ± 2.0</td>
</tr>
<tr>
<td>Visibility</td>
<td>21 ± 2.0</td>
<td>22 ± 2.0</td>
<td>24 ± 2.0</td>
<td>22 ± 2.0</td>
</tr>
<tr>
<td>Diameter</td>
<td>21 ± 2.0</td>
<td>22 ± 2.0</td>
<td>24 ± 2.0</td>
<td>22 ± 2.0</td>
</tr>
</tbody>
</table>

**Supplementary Table 4-8.** Mean time-per-attempt for manual and robotic cannulation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bactoty</td>
<td>21 ± 2.0</td>
<td>22 ± 2.0</td>
<td>24 ± 2.0</td>
<td>22 ± 2.0</td>
</tr>
<tr>
<td>Visibility</td>
<td>21 ± 2.0</td>
<td>22 ± 2.0</td>
<td>24 ± 2.0</td>
<td>22 ± 2.0</td>
</tr>
<tr>
<td>Diameter</td>
<td>21 ± 2.0</td>
<td>22 ± 2.0</td>
<td>24 ± 2.0</td>
<td>22 ± 2.0</td>
</tr>
</tbody>
</table>
Supplementary Table 4-9. Fractional factorial subset of four TMM used to compare expert and non-expert cannulation performance. These models represent an L4 \((2^3)\) Taguchi orthogonal array over the full experimental space of the 27 tissue conditions evaluated in the non-expert studies (see experimental design shown in Supplementary Table 4-5, for example).

<table>
<thead>
<tr>
<th>Phantoms</th>
<th>1</th>
<th>9</th>
<th>21</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypodermis (E) (kPa)</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Vessel diameter (mm)</td>
<td>–</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Vessel visibility</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
</tbody>
</table>

Supplementary Figure 4-1. First-stick success rates, shown with respect to three tissue properties and four cannulation methods.
Supplementary Figure 4-2. Total procedure completion times, shown with respect to three tissue properties and four cannulation methods.
Supplementary Figure 4-3. Total procedure completion times normalized by the average number of cannulation attempts, shown with respect to three tissue properties and four cannulation methods.
Supplementary Figure 4-4. Comparison of manual cannulation performance by clinical expert and non-expert. No significant increases in performance ($p < 0.05$ in favor of the expert) were observed in the expert trials compared to the non-expert trials. Statistical analysis was carried out using one-tailed t-tests examining for better expert performance relative to the non-expert baseline. Power analyses were then performed to determine whether the lack of significance was a result of small sample sizes. Results of the power analysis showed that significantly large trial sizes ($\eta$) would be required to observe significance, thus indicating that the expert and non-expert results were statistically comparable.
4.4. **Autonomous robotic tail vein cannulation in rats**

In Chapter 4.4, I describe studies evaluating *in vivo* device efficacy in rats. The diameter of the lateral and dorsal tail veins in adult rats range between 0.5 and 1 mm, which is comparable to the diameter of neonatal peripheral forearm and hand veins (1 to 1.2 mm)\textsuperscript{269}. The ventral artery ranges between 0.4 and 0.7 mm. Reflectance and transillumination modes of NIR imaging were assessed in 13 white Sprague-Dawley rats and 7 black Sentinel rats. Vessel imaging at two US frequencies (12 MHz and 40 MHz) were also compared. Finally, lateral tail vein cannulations were performed and blood samples were collected using manual and automated cannulation techniques. We compared five methods of venipuncture: (1) unassisted manual cannulation; (2) manual cannulation under NIR image guidance; (3) manual cannulation under US image guidance; (4) robotic cannulation under NIR guidance; and (5) robotic cannulation under bimodal NIR+US guidance.

The use of NIR and US imaging improved the percentage of vessels detected as well as the visual contrast of the vessels. Meanwhile, robotic cannulations, guided by either or both modes of imaging, resulted in an increase in first-stick accuracy and a decrease in the average number of needle stick attempts per trial. In these studies, the robotic system performs cannulations using a linear insertion motion; I suggest methods to implement nonlinear trajectories into the robotic insertions to further improve cannulation and blood collection success rates. These studies also highlighted a number of anatomical and physiological differences between the rat tail and the human forearm. These differences required significant modifications to the design of both the imaging and robotic components of the device, as is discussed. The anatomical differences also suggest that it may be possible to develop a substantially simplified device to perform automated rodent tail vessel cannulations, for example to assist in preclinical research studies; an initial prototype of a low-cost, handheld device is introduced at the end of the chapter.

4.4.1. **Results:**
All animal studies were conducted under an approved animal study protocol. The average weight of the rats was 260.9 g, with the smallest at 151 g and the largest at 318 g. The mean diameter of the tail across the 11 animals was 11.5 mm, with measurements taken 2 cm distal to the base of the tail, i.e., the proximal end. Each animal was anesthetized by 5% isoflurane induction, followed by maintenance under 2.5% isoflurane. A tourniquet was then applied at the proximal end of the tail, and the animal was positioned on a raised platform mounted to the device that secures the tail. A heating pad was placed underneath the animal to prevent blood flow reduction resulting from potential hypothermia. Prior to each imaging and cannulation trial, the animal’s tail was soaked in 43°C water for 1 min to induce vasodilation and then disinfected with 70% ethanol.

4.4.1.1. **Comparison of NIR tail vein imaging under reflectance and transillumination**

Two methods of NIR imaging were evaluated. In the first method, the NIR light source was arranged on the same side as the cameras to provide reflectance-based NIR illumination (this is the same approach as used for the human imaging studies described in previous chapters). In the second method, the light source is positioned on the opposite side of the tail, and only light transmitted through the tail was collected by the cameras. Since the average diameter of a rat tail is substantially less than the diameter of a human arm, it is possible to collect a sufficient amount of transmitted to produce a coherent image. In both cases, we used 830 nm LED arrays as the light source. Blood vessels within the FOV were segmented in real-time with the same algorithms used to segment human forearm vessels (see Chapter 2.4.3). Figure 4-17 shows representative images of the lateral tail vein in a 262 g rat acquired with the reflectance and transillumination configurations. The results of imaging under broadband VIS light and 830 nm NIR light are also shown, as are the results of the vessel segmentation routines applied to the NIR images.

The NIR imaging experiments were carried out on 20 animals (13 white male Sprague-Dawley rats and 7 black male Sentinel rats), and the results are summarized in Figure 4-18. In all 13 of 13
white rats (100%), at least one of the two lateral tail veins were identified by the NIR imaging system, and both veins were identified in 11 of the 13 rats (85%) Figure 4-18 (a). Under manual visualization without NIR guidance, at least one tail vein was identified in 10 of 13 rats (77%) (-33% compared to the NIR group) and both veins were identified in 7 of 13 rats (54%) (-31% compared to the NIR group). Meanwhile, using NIR imaging, at least one vein was identified in 6 of the 7 black rats (86%), and both veins were identified in 5 rats (71%). In comparison, under manual visualization, at least one vein was identified in 4 of the 7 rats (57%) (-29% compared to the NIR group), and both were identified in 2 of 7 rats (29%) (-42% compared to the NIR group). In 15 of the 20 rats (75%), the ventral artery was identified under NIR imaging, whereas the ventral artery was observed in only 6 of the 20 rats (30%) under manual visualization. In both white and black rats, use of transillumination imaging improved vessel detection rates compared to reflectance imaging (+15% and +14%, respectively). The ability to locate a larger number of blood vessels may be particularly important in preclinical animal studies where repeated cannulations must be performed within rapid succession, for example to collection samples at multiple time points within a 24 hr period. In these situations, reuse of the same vessel may lead to difficulties in sampling or delivery. Access to the left and right lateral tail veins, the dorsal vein, and the ventral artery would minimize the need for vessel reuse and allow more time for the tissue to heal.

The image contrast of the lateral tail veins was also compared (Figure 4-18 (b)). In both white- and black-skinned rats, vessel contrast was significantly increased with the use of NIR imaging (+27% compared to VIS imaging). Contrast was higher with transillumination (+31% compared to VIS imaging) than with reflectance-based illumination (+23% compared to VIS imaging).
Figure 4-17. Representative VIS and NIR images of rat lateral tail veins under (a) reflectance imaging and (b) transillumination imaging. Segmentation of the tail was performed using the NIR images.

Figure 4-18. Comparison of VIS and NIR tail vein imaging in white- and black-skinned rats. (a) Percentage of tail veins visualized under VIS imaging, NIR reflectance imaging, and NIR transillumination imaging. (b) Vessel image contrast (normalized) under the three modes of imaging. (* p < 0.1, ** p < 0.05, *** p < 0.01).
4.4.1.2. Comparison of 12 MHz and 40 MHz US tail vein imaging

Figure 4-19 shows representative transverse (left column) and longitudinal (center column) US images at 12 MHz of the lateral veins and ventral artery in a 262 g rat. The 25 G cannula can also be seen entering the blood vessel in the longitudinal view (right column). The US probe was oriented and aligned robotically. B-mode images were analyzed and segmented in real-time while being displayed on the GUI. Overall, at least one lateral tail vein was identified in only 5 of 11 animals using the 12 MHZ transducer. The ventral artery could be visualized in B-mode in 3 of 11 animals. The dorsal vein was not detected in any of the animals. The mean diameter of vessels that were detected with US was 0.72 mm, which is significantly smaller than the median antecubital vein diameter of a neonatal or pediatric patient (1.1 to 1.9 mm). The smallest detectable tail vessel was 0.60 mm, and the largest observed vessel was 1.05 mm. Variation in vessel diameter between different animals was small, and correlation with weight was insignificant ($R^2 = 0.47$). Vessels below 0.60 mm were difficult to visualize in the B-mode image. In ideal conditions where attenuation and acoustic scatter do not occur, a 0.60 mm object in the US image would appear 6 pixels in size. However, when the high acoustic attenuation and scatter of the rat tail skin and muscle tissue are considered, such small vessels are no longer visible in the US image.

We also compared rat tail imaging using an US system with a higher acoustic frequency. Specifically, a 40 MHz linear array transducer with 50 μm image resolution and 10 mm penetration (Vevo VisualSonics) was used for this second set of studies. Figure 4-20 shows representative B-mode (Figure 4-20 (a)) and Color Dopper (Figure 4-20 (b)) images of a 0.51 mm lateral tail vein in a 154g rat acquired using the 40 MHz probe. Also shown is a Doppler image of a 0.39 mm ventral artery in the same animal (Figure 4-20 (c)) after rotating the tail. Using the 12 MHz transducer, neither the lateral veins nor the ventral artery could be visualized in this animal. Figure 4-20 (d–f) show images of the needle entering into the vessel under robotic guidance. Unlike with the 12 MHz probe, the needle tip could be seen inside the vessel lumen in both the longitudinal and
transverse views using the 40 MHz probe. The segmentation steps were not performed here because the 40 MHz transducer was interfaced with a third-party commercial US beamformer, and thus the images could not be processed in real-time. In future studies, we will implement an interface between the high-frequency beamformer and our system to allow for real-time image analysis.

**Figure 4-19.** Transverse and longitudinal US images of the left lateral tail vein of a 262 g female Sprague Dawley rat acquired using a 12 MHz transducer. Vessel segmentation was performed using the adaptive region grow algorithm, needle segmentation was achieved with a log-Gabor wavelet filter and a probabilistic Hough transform line detector, and needle tip extraction was performed via a Shi-Tomasi corner detector.
Figure 4-20. Transverse and longitudinal US images of the left lateral tail vein and ventral artery of a 154 g male Sprague Dawley rat acquired using a 40 MHz transducer. (a) Transverse B-mode image of lateral tail vein (diameter 0.51 mm). (b) Color Doppler image of lateral tail vein. (c) Color Doppler image of ventral artery (diameter 0.39 mm). (d) Transverse B-mode image of 25 G needle just prior to skin puncture. (e) Transverse B-mode image of 25 G needle inside vessel lumen. (f) Longitudinal B-mode image of 25 G needle inside vessel lumen.

4.4.1.3. Comparison of manual and robotic tail vein cannulation

In a final set of experiments, lateral tail vein cannulations were performed manually and with the device under different imaging conditions. In total, five methods of cannulation were compared: (1) unassisted (standard) manual cannulation, (2) manual cannulation under NIR image guidance, (3) manual cannulation under US image guidance, (4) robotic cannulation under NIR guidance, and (5) robotic cannulation under bimodal NIR+US guidance. In these studies, successful cannulation was defined by two metrics. The first was the visualization of the needle tip within the vessel lumen following insertion, and second was the collection of 0.2 mL of blood. The manual cannulation trials were performed following two-months of training carried out twice per week.
Figure 4-21. *In vivo* assessment of device cannulation in rats. (a) Immobilization of anesthetized rat on raised platform with tail secured at distal and proximal ends. (b) Robotic needle insertion. (c) Cannulation and withdrawal of 0.2 mL of blood into the catheter tube. (d) Vessel anatomy in the rat tail.

The results of the study are summarized in Table 4-11 and depicted in Figure 4-22. As in the previous imaging studies, a significantly higher percentage of lateral tail veins could be identified using the device compared to manual visualization. In particular, the combined use of NIR and US imaging resulted in the visualization of 90% of the tail veins (Figure 4-22 (a)), which was higher than using either imaging modality alone. Likewise, the device (either using only NIR imaging or combined NIR+US imaging) provided a significant improvement in first-stick success rate (Figure 4-22 (b)) and a decrease in the average number of needle stick attempts needed to achieve successful cannulation (Figure 4-22 (c)) compared to unassisted, NIR-guided, and US-guided manual cannulations. Figure 4-22 (d) shows the percentage of trials in which at least 0.2 mL of blood was successfully collected on the first stick attempt. Similarly, Figure 4-22 (e) shows the
average number of stick attempts needed in order to achieve successful blood collection. Again, significant improvements were observed compared to unassisted manual cannulations and US-guided manual cannulations. However, the blood collection performance using the device was not significantly improved compared to NIR-guided manual cannulations by the trained operator.

Figure 4-22. Comparison of unassisted manual, NIR-guided manual, US-guided manual, NIR-guided robotic, and NIR+US-guided robotic vessel cannulations in 88 rat tail blood draw trials. The manual cannulation trials were performed following a two-month formal training period. Successful vein access was defined as the visualization of the needle tip inside the lumen of the target vessel upon examination by high-frequency US. Successful blood collection was defined as the collection of at least 0.2 mL of venous blood. Animals were under isoflurane anesthesia throughout the experiments. Statistical analyses were performed using two-way ANOVA followed by post-hoc assessment using F-LSD (* p < 0.1, ** p < 0.05, *** p < 0.01).

<table>
<thead>
<tr>
<th></th>
<th>No. of trials</th>
<th>% of veins visualized (2 per trial)</th>
<th>Avg. # of attempts for successful vein access (first-stick %)</th>
<th>Avg. # of attempts for successful blood collection (first-stick %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>23</td>
<td>67.4%</td>
<td>1.89 ± 0.94 (60.9%)</td>
<td>2.18 ± 1.05 (45.7%)</td>
</tr>
<tr>
<td>Manual+NIR</td>
<td>16</td>
<td>90.6%</td>
<td>1.55 ± 0.82 (71.9%)</td>
<td>1.63 ± 0.84 (75.0%)</td>
</tr>
<tr>
<td>Manual+US</td>
<td>9</td>
<td>77.8%</td>
<td>3.02 ± 1.01 (44.4%)</td>
<td>3.90 ± 1.88 (33.3%)</td>
</tr>
<tr>
<td>Robot+NIR</td>
<td>20</td>
<td>90.0%</td>
<td>1.28 ± 0.74 (82.5%)</td>
<td>1.75 ± 1.06 (70.0%)</td>
</tr>
<tr>
<td>Robot+NIR+US</td>
<td>20</td>
<td>92.5%</td>
<td>1.30 ± 0.70 (85.0%)</td>
<td>1.80 ± 0.98 (67.5%)</td>
</tr>
</tbody>
</table>

4.4.2. Discussion

The in vivo studies demonstrated that robotic cannulations guided by NIR or NIR+US imaging resulted in increased success rates and decreased needle insertion attempts compared to cannulations performed manually following extensive training. Blood collection success rates were significantly improved using the device compared to unassisted manual sampling, though the addition of NIR transillumination imaging dramatically improved the manual success rate. On the other hand, manual cannulations performed under US guidance exhibited the lowest success rates among the five techniques evaluated. While the incorporation of US imaging, particularly at a high acoustic frequency, allowed the vessels and the needle to be seen with greater clarity compared to unassisted or NIR imaging alone, this improvement in visualization did not translate into a significant increase in cannulation accuracy.

These observations were in contrast with the results of our previous phantom studies, where US-guided manual and robotic cannulations both outperformed the unassisted and NIR-guided methods. The discrepancies between the phantom and animal results reflect several important physiological and anatomical differences between the rat tail and the human forearm. In humans, US imaging allows a greater percentage of blood vessels to be detected compared to NIR imaging,
largely because US imaging is more effective in high-BMI patient populations. Vessel visibility under NIR illumination decreases with increasing BMI in humans (see Figure 2-19), whereas BMI has little effect on vessel visibility in the rat tail. Unlike the human forearm, rat tails have little to no subcutaneous adipose tissue, and the tail vessels are generally located between 1 and 3 mm below the tail surface. Even in obese rat models, the vessels do not exceed 3 mm in depth. As such, we were able to identify one or more vessels in each animal using NIR imaging alone in 19 of 20 (95%) animals tested in the imaging studies and 33 of 36 (92%) animals in the cannulation studies.

On the other hand, rat tail veins are significantly smaller than human veins and therefore have comparatively decreased blood flow. Thus, the absorption of hemoglobin affects the visibility of the tail vessels to a greater extent than the scatter caused by adipose tissue. In these studies, 830 nm LEDs were used for NIR imaging. However, a lower wavelength such as 757 nm may improve vessel visibility and cannulation accuracy, as 757 nm represents a local peak in the absorption of deoxyhemoglobin. A camera with higher pixel resolution than the current 752 x 480 camera could also potentially improve visualization and accuracy. Whereas the effects of increased camera resolution would likely be insignificant in humans, the effects may be significant in rats because of their smaller vessels. Normally, the disadvantage of using a higher resolution camera is the decreased pixel sensitivity of the CMOS sensor to higher wavelengths (higher resolution cameras have CMOS sensors with smaller individual elements). However, at wavelengths such as 757 nm, the pixel sensitivity of modern cameras is more than sufficient. Moreover, because the rat tail is smaller than the human forearm, a significantly reduced proportion of the incident light is lost to random scatter within the tissue; thus the camera sensor’s quantum efficiency at any given wavelength is not as important in determining the final image quality as is its pixel resolution.

Meanwhile, to visualize tail vessels using US, a standard 12 MHz clinical transducer exhibited insufficient spatial resolution. Instead, a high frequency 40 MHz transducer was needed. The cost of the high-frequency US imaging beamformer exceeds the cost of the device itself, and would
most likely be impractical to incorporate into devices designed for either human or animal venipuncture. Furthermore, the acoustic reflections at the skin surface of the rat tail was noticeably higher than typical acoustic reflections in human skin tissue. The strong reflections were likely due to the increased thickness of the keratinized layers in the rat tail, which exhibit nearly twice the backscatter coefficient of human epidermis and a higher sound speed (and thus, a higher acoustic impedance)\textsuperscript{270}. Particularly at higher frequencies, the strong reflections created artifacts in the US image that reduced the visibility of the underlying vessels. Thus while the 40 MHz transducer provided a higher spatial resolution (0.05 mm) than the 12 MHz clinical probe (0.5 mm), the higher frequency images also exhibited much stronger echogenicity.

The other major limitation of using the high-frequency 40 MHz US system for these studies was that real-time vessel and needle segmentation could not be performed by the device. The high-frequency transducer that we used was part of a third-party commercial imaging system that, at present, cannot be easily interfaced with the device’s control software. Because real-time image analysis could not be performed during the US-guided cannulation trials, the vessel center positions were assumed to remain static as the needle was inserted. As such, small movements of the vessel or the tail were not accounted for, and this could have affected the accuracy of the device. It is also possible that, despite our visualizing the needle inside the vessel lumen, the tip of the needle was inserted past the posterior vessel wall in multiple trials. This would have been difficult to visualize in US images, and would have compromised the pressure inside the vessel, thereby causing the vessel to collapse and reducing the blood flow into the needle’s flashback chamber.

Finally, it is possible that device performance was affected because, in these studies, the needle was inserted in a linear manner and without the use of force feedback. Trained operators are taught to insert the needle along a nonlinear trajectory – that is, to lower the angle of insertion immediately following the initial puncture so that the needle was nearly parallel with the vessel. We found that the nonlinear motions allowed the needle to be advanced further into the vessel without puncturing
the posterior wall, reducing the likelihood that the needle would move or slip during collection. With linear insertion, the device could not have reproduced these motions. Meanwhile, to determine when to stop the needle, the operator relies almost solely on the tactile response produced when the needle punctures the vessel wall. Due to differences in the mechanical properties of the rat tail compared to those of human skin and vessels, the tactile response when performing tail vein punctures is much subtler. The insertion force needed to puncture the outermost skin layers of the rat tail typically exceeds 1 N, whereas the puncture force in human epidermis is closer to 0.2 N. In our studies, the high skin penetration forces made it difficult to resolve salient force responses during vessel puncture. Since we could rely on neither the force response nor implement real-time US image analysis, the cannulations were performed entirely in an open-loop manner.

The current robot design allows for nonlinear insertions, but the trajectory planning algorithms require the vessel position to be updated in real-time based on segmentation. In future studies, we will modify the trajectory planning routines to operate under static conditions. Aside from the insertion kinematics, we also observed that not all 9 of the DOF in the third-generation device were not utilized in performing tail vein cannulations. In particular, since the tail veins run parallel with the direction of insertion once the tail is fixed to the device, the two lateral rotations were unnecessary. Furthermore, the travel lengths of the Cartesian positioning system far exceeded the necessary workspace, and overall kinematic design was not optimal for animal venipuncture.

These observations suggest that a simplified system may be designed to perform dedicated venipuncture procedures in rodents. In particular, since NIR imaging was shown to provide comparable cannulation results to US imaging, and since the dexterity of the current robotic system is unnecessary for rodent cannulations, it may be possible to develop a device with a dramatically reduced form factor, complexity, and cost. Figure 4-23 shows the design of a low-cost, handheld device for rodent cannulations that works by attaching directly to the animal’s tail. The system is able to rotate about the full 360° circumference of the tail to target all four vessels, and the insertion
mechanism is highly simplified compared to the device currently designed for clinical use. The device may be clipped to the tail with one hand, allowing the operator to hold the animal with the other. In this way, it may be possible to perform the automated cannulations without the use of anesthesia, which would significantly reduce the procedure time and labor, improve animal welfare, and eliminate the potential effects of anesthesia on blood specimen quality. The miniaturized device is currently being evaluated on phantoms and will subsequently be tested in vivo.

Figure 4-23. Low-cost, handheld device for automated, image-guided tail vessel cannulations in rodents. The device is able to rotate about the full 360° circumference of the tail to target all four vessels, and is designed to be attached to the tail with one hand, allowing the operator to hold the animal with the other.
Chapter 5 – Conclusions and future directions

5.1. Summary

This dissertation described the development of a portable, image-guided, robotic device for automated peripheral venous access, blood collection, and intravenous delivery. The device is designed with the purpose of minimizing adverse events during venipuncture, particularly in challenging populations for whom the rate of success depends significantly on practitioner skill. The device operates by mapping the position of a selected vessel target and guiding the cannula into the center based on real-time image feedback. Our rationale was that, by automating the cannulation procedure, the device would be able to reduce the number of needle placement attempts in normal and difficult patient populations compared to manual cannulation techniques. Once translated, such a system would have the potential to provide healthcare professionals the ability to draw blood and start intravenous lines with unparalleled accuracy and speed. The device may also serve as an equalizer among patients (by minimizing the influence of demographic parameters) and among practitioners (by reducing variability due to training and experience). Finally, the device can entirely remove the practitioner from contact with exposed sharps, thus eliminating the risk of accidental needle stick injuries and blood-borne transfusions.

5.2. Conclusions, challenges, and outlook

5.2.1. Vessel imaging and robust computer vision

In order to perform these tasks in an autonomous manner, image analysis and robotic control software had to be developed that could extract 3D position and pose information from the acquired images and relay this information to the robotic controller. To account for patient movement, tissue motion, vessel deformation, and other sources of uncertainty, it was important that the image information was updated in real-time to allow the robot to make subtle and rapid adjustments during
the needle insertion. Furthermore, the algorithmic approaches needed to be robust in the presence of multiple sources of variability and noise, including differences in patient physiology and demographic makeup, changes in the imaging conditions, and unexpected events that may occur in the real world. These influences represent a major challenge of the current work.

In Chapter 2, I presented a method for peripheral vessel localization combining 3D NIR and US imaging. The imaging approach is suited for use both as a standalone imaging tool and as a means for image-guided, robotic cannulation. I also described image analysis techniques and algorithms to extract structure and position information about the vessels. The algorithms comprise a combination of “off-the-shelf” solutions, made available through open-source computer vision libraries, and newly developed approaches. The majority of the open-source software that we used was already optimized for efficient performance on a CUDA-based GPU system. On the other hand, CUDA-optimized solutions are much more difficult to modify. For this reason, the image analysis steps, e.g., segmentation, disparity estimation, structure labeling, and motion tracking, have mostly been implemented as a series of standalone functions along a processing pipeline.

Unfortunately, information is lost when each step is carried out in an independent fashion. Thus, in Chapter 2.7.6, I proposed a probabilistic framework for integrating the outputs of the individual processing steps. In this approach, the labels generated in the segmentation and motion estimation steps are incorporated into the messages passed around the Markov network in the stereo disparity computation. Similarly, motion may be incorporated as a prior in the energy formulation used to drive the evolution of active contours during vessel segmentation. At present, we have developed early software prototypes implementing some of these concepts, but work is needed to optimize the code for real-time performance. An early prototype of a hardware-based solution incorporating structured illumination has also been developed, but the system requires further testing.
5.2.2. **Robotic vessel cannulation**

The development of the actual robotic system also represented a challenge, and the main design considerations were discussed in Chapter 3. The robotic manipulators that we’ve developed primarily consist of a base positioning system and a needle insertion end-effector. In the more recent systems, added rotational DOF were implemented to allow for alignment with the 6 pose of the target vessel. In total, it is estimated that at least eight DOF are needed to achieve fully autonomous needle servoing. Meanwhile, the required workspace is governed by the expected length of an adult human forearm and the range of vessels that must be reached. Additionally, high translational and rotational speeds are needed to adjust the needle to rapid tissue deformations or patient arm movements during puncture. Thus the challenge was to design a portable robot with the necessary dexterity, workspace, accuracy, and speed while ensuring that a reasonable cost was maintained.

A focus of future research will be to investigate alternative robotic designs, e.g., hexapod, delta, and other parallel mechanisms, that can accommodate the dexterity requirements of the task while minimizing size and complexity. Meanwhile, cannulation accuracy and responsiveness may be improved with the implementation of nonlinear needle insertion trajectories based on dynamic rather than kinematic control. This would allow the system to adjust more fluidly to higher-order motions\textsuperscript{206–209}. It is also possible that probabilistic state estimation and control systems may be implemented to reduce errors by predicting future positions from current trajectories\textsuperscript{202–204,210}.

5.2.3. **In vitro validation in tissue-mimicking phantoms**

To validate the imaging and robotic systems, we developed an *in vitro* model of human skin and vessel tissues in which the mechanical, optical, and acoustic properties of each model may be tuned to simulate a broad spectrum of patient demographic characteristics. These models allowed us to study the effects of patient variability on system performance without requiring large human
trials. In this way, the phantoms fill a gap in the current field arising from the lack of suitable preclinical models for peripheral vascular interventions. As discussed in Chapter 4, we characterized each tissue-mimicking component and compared the results to human tissue values found in the literature. We compared the performance of the device to manual cannulations with and without the use of assistive imaging devices, and we evaluated a number of clinically-relevant metrics, including vessel visibility, first-stick cannulation success rate, average number of needle stick attempts, and total and per-attempt completion time. The results of these studies highlighted some of the major advantages and current limitations of the technology. In particular, we observed that the use of bimodal NIR+US imaging allowed a greater percentage of vessels to be identified compared to unassisted visualization. We also saw that the improvement in visualization translated to more accurate needle insertions by the device, and that this increase in accuracy was particularly evident in difficult conditions, for example, darker skin tones and higher BMI.

5.2.4. In vivo validation in rats

Chapter 4 also described studies to evaluate the imaging and cannulation performance of the device in a rat model. Similar to the in vitro experiments, the in vivo studies compared the first-stick accuracy of the device to unassisted, NIR-guided, and US-guided cannulations by a manual operator. From a qualitative perspective, the device was found to simplify the overall workflow of the animal cannulation trials and reduce the manual labor by performing the task in an automated fashion. More quantitatively, the device significantly increased the rate of first-stick cannulation success and decreased the average number of needle stick attempts compared to unassisted manual and US-guided manual cannulations. However, robotic cannulation accuracy was not better than accuracies achieved by manual cannulation under NIR transillumination imaging. Our observations suggested that an NIR-based device may be useful as a solution for performing animal tail vein cannulations, and the design of one such device was introduced. The studies also highlighted some of the limitations of the rat tail as a suitable preclinical in vivo model of human venipuncture. Many
of the mechanical, optical, and acoustic properties of the rat tail are substantially different from those of the human forearm and hand. These differences further underscore the importance of realistic _in vitro_ models such as the customizable tissue-mimicking phantoms described earlier.

### 5.2.5. Preparing for first-in-human validation

The _in vitro_ and _in vivo_ studies have served as groundwork for human feasibility studies that will be initiated in the near future. As currently planned, the studies will be carried out in a sample population of 20 to 40 healthy adult volunteers with no prior history of difficult venous access and will include one treatment arm and no control, i.e., venipuncture will be performed only with the device. The goals of these studies will be to assess device safety, evaluate first-stick accuracy, and obtain data to guide further technical development. The outcomes will also allow proper endpoints and statistical power to be determined for subsequent clinical investigations, for example, to measure device efficacy in difficult patient populations.

### 5.2.6. Addressing safety and usability

Beyond these initial clinical studies, further translation of the technology will entail addressing concerns related to safety and usability. While these considerations are largely beyond the scope of the dissertation, they were nevertheless integral to the design of the device. Currently, a number of safety features have been incorporated into our most recent prototypes. These features include software for monitoring the electrical and mechanical components in the device. Safety measures have also been implemented to varying degrees in the GUI, disposables design, automated needle handling system, and device sterilization protocol. We have also performed preliminary failure mode and effects analyses, conducted an assessment of potential device-related hazards, and completed early studies evaluating risk factors associated with the operation and maintenance of the device in hospital and diagnostic laboratory settings.
The next generation prototype will incorporate at least three major functional changes. First, the software architecture will be moved from the general operating system to a dedicated (embedded) operating system, which will consist of an FPGA-based platform (for example, the Xilinx architecture), a dedicated GPU platform (for example, the NVIDIA architecture), or a combination of the two. Currently, the device utilizes a laptop workstation as the host processor. The control software is compiled to the laptop’s CPU, and the majority of the computer vision algorithms are processed on a GPU. With this architecture, the computer can perform the imaging and robotics computations at real-time frame rates using 800 MB of CPU memory and 500 MB of GPU memory. Approximately 100 MB/s of data is communicated between the laptop and the robot via a single USB 3.0 connection. Inside the robot, a USB 3.0 receiver hub splits the input into five independent outputs that interface, respectively, with the cameras, LED circuitry, US transducer, base positioning robot, and manipulator robot. This architecture will most likely be maintained during the transition to the embedded design.

The second major change will be to fully integrate the user-facing elements of the device. As described in earlier chapters, early prototypes for several components with which the patient and practitioner directly interact (namely, the GUI, patient arm rest, disposables) have been developed (see Chapter 3.5). The GUI assists the clinician through the major steps of the procedure and displays processed NIR and US images for real-time visualization. The arm rest serves to minimize motions at the wrist and elbow and serves as a tourniquet at the upper forearm. The disposables include an attachable clip that contains a solid US coupling material and a second clip that allows the needle to be easily attached to the end-effector. Both the arm rest and the disposables may come into contact with patient fluids and therefore need to be manufactured from medical-grade materials and packaged in a sterile environment. The sterilization protocol for the device as a whole will also need to be refined; the particular method of sterilization must be compatible with the electronic, mechanical, and optical components within the system.
The third critical component of transitioning from an engineering prototype to clinical device is centered on the design control process. As development moves farther out of the research lab, it will be critical to define detailed specifications for each component of the clinical device, to comply with FDA good manufacturing practices (GMP), and to establish a means for system verification and validation. Evidence of these controls would then be submitted as part of the regulatory review.

5.2.7. Addressing cost and clinical acceptance

Lastly, to relate the results of this work to more direct measures of clinical value, the true medical costs associated with difficult venipuncture must be considered\textsuperscript{271}. For the hospital, these costs are reimbursed by payers, and the amount of reimbursement differs greatly depending on the specific procedure and payer. The amount reimbursed by a private payer for peripheral intravenous catheterization, for example, greatly exceeds the amount reimbursed by a government program for a standard blood draw\textsuperscript{272}. In difficult cases, the actual costs may far exceed the reimbursement rate, and these losses may represent a significant burden on the healthcare institution when aggregated across all patients and over time. Costs due to difficult venipuncture include the wasted consumable supplies and the resources devoted to additional personnel time. Substantial costs are also invested in training practitioners on alternative techniques, including NIR and US guidance, and in hiring specialized intravenous teams. Further costs may be associated with the compromised specimen quality that commonly results from difficulties and delays during sample collection. Finally, costs are incurred as a result of complications and adverse events, unintended needle stick injuries to practitioners, and decreased patient satisfaction ratings (which affects reimbursement).

The various costs in specialized care facilities, for example the pediatric hospital, oncology care center or elderly nursing home, are typically scaled in proportion to the costs incurred in the general hospital. In the diagnostic lab, the costs are also similar, though in these settings only blood draws will be performed. To date, some preliminary data has been collected to quantify the
influence of difficult venipuncture on time, material, and labor costs in hospitals and diagnostic facilities (see Appendix for a summary of the findings). Ultimately, the clinical adoption of automated venipuncture, either to address difficult clinical scenarios or to replace standard techniques as a de facto method of care, will be determined by the extent to which the technology can minimize these varied costs.

5.3. Future research directions

5.3.1. Automated point-of-care blood testing

Elements of the work described in this dissertation may be extended to clinical and research problems outside of venipuncture. Figure 5-1 summarizes some of the ongoing and future research directions. As one example, our group has recently begun to investigate the possibility of developing the device as a platform for comprehensive point-of-care blood testing. While blood-based assays account for the vast majority of diagnostic testing administered in ambulatory and emergency care settings, the results are generated almost exclusively in centralized laboratories from large-volume blood samples acquired by manual venipuncture techniques\textsuperscript{273}. A major focus of ongoing and future research will be to merge automated blood drawing with microfluidics-based analytic techniques to obtain quantitative chemistry, protein, and cellular measurements at the patient bedside, ideally within minutes of the blood draw\textsuperscript{65,66}. Such a system would represent an end-to-end solution to point-of-care testing that does not exist today. The integrative approach may be particularly suited for infant and neonatal applications, where difficult venipuncture and low blood volume requirements challenge the safety and quality of care\textsuperscript{274}. 
5.3.2. Peripheral vascular procedures

The device may also be adapted for other interventional procedures, including PICC placement, peripheral endovascular procedures, and other surgical procedures on peripheral tissues. In these procedures, the margin for error may arguably be higher than it is for routine venipuncture, particularly since the difficulty level for practitioners and the risk for patients are both substantially increased. Moreover, whereas the evidence regarding the clinical utility of US-guided venipuncture remains inconclusive (see Chapter 2.2.4), there is strong literature support for effectiveness of US imaging to aid clinicians in guiding catheters that are inserted peripherally and then advanced into
the central vessels. Image-guided robotic systems developed to perform central vascular catheterization procedures, e.g., for diagnosing venous thrombosis, examining arterial occlusion, or performing percutaneous biopsies, have also shown promise, though no system has reached the marketplace yet. Surgical operations on peripheral tissues, for example, to remove varicose veins in the leg or to treat vessel occlusions in the retina, represent additional areas in which NIR or US-guided robotic systems may provide clinical value. Such operations require extreme mechanical precision, and robotic devices may be effective in correcting hand tremors by the surgeon or performing aspects of the operation autonomously.

The venipuncture device may furthermore be adapted to place hemodialysis catheters without requiring fundamental changes to the imaging, image analysis, or control systems in the current prototype design. Hundreds of thousands of people in the U.S. are on hemodialysis, and while new dialysis machines have made it possible for patients to receive regular treatment in their own homes, a major limitation to the adoption of at-home dialysis regimens is the difficulty of performing self-administered cannulation. Most commonly, a nurse practitioner must travel to the patient’s home to provide dialysis care. It may be possible to integrate the venipuncture device with modern home dialysis machines to improve the quality-of-life of patients with chronic kidney diseases.

5.3.3. Looking outside the clinic

Finally, image-guided robots have also seen adoption in industrial environments, for military applications, for consumer use, and on the road. The common thread among the robotic systems developed for these varied applications is the ability to extrapolate 3D positional information from a dynamic environment and provide this information to an actuation system (surgical robot, car, etc.) that directs movement commands. Thus, the methods described in the preceding chapters for robust computer vision, image recognition, and adaptive motion control may be applied toward unmet needs both in and outside of healthcare.
Appendix

Supplementary Table 6-1. Total addressable U.S. market for automated venous access.

<table>
<thead>
<tr>
<th>Key Market Segments</th>
<th>Time-line (years)</th>
<th>Total procedures per year (M)</th>
<th>Total facilities</th>
<th>Avg. devices per facility</th>
<th>Procedures per device per day</th>
<th>Total market (no. of devices)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnostic Facilities</td>
<td>1</td>
<td>239</td>
<td>3,900</td>
<td>6</td>
<td>25.7</td>
<td>23,400</td>
</tr>
<tr>
<td>Gen. Hospitals &gt;200 beds</td>
<td>2</td>
<td>113</td>
<td>1,422</td>
<td>9</td>
<td>22.0</td>
<td>12,798</td>
</tr>
<tr>
<td>Gen. Hospitals &lt;200 beds</td>
<td>3</td>
<td>132</td>
<td>2,911</td>
<td>5</td>
<td>23.0</td>
<td>14,555</td>
</tr>
<tr>
<td>Large Group Practices</td>
<td>3</td>
<td>88</td>
<td>8,517</td>
<td>1</td>
<td>22.0</td>
<td>8,517</td>
</tr>
<tr>
<td>Pediatric Hospitals</td>
<td>4</td>
<td>24</td>
<td>481</td>
<td>2</td>
<td>24.8</td>
<td>962</td>
</tr>
<tr>
<td>Pediatric Group Practices</td>
<td>4</td>
<td>21</td>
<td>2,005</td>
<td>1</td>
<td>24.0</td>
<td>2,005</td>
</tr>
<tr>
<td>Skilled Nursing Facilities</td>
<td>5+</td>
<td>147</td>
<td>16,003</td>
<td>1</td>
<td>23.5</td>
<td>16,003</td>
</tr>
<tr>
<td>Veterans Hospitals</td>
<td>5+</td>
<td>29</td>
<td>1,642</td>
<td>2</td>
<td>21.8</td>
<td>3,284</td>
</tr>
<tr>
<td>Oncology Hospitals</td>
<td>5+</td>
<td>20</td>
<td>855</td>
<td>2</td>
<td>24.3</td>
<td>1,710</td>
</tr>
<tr>
<td>IVF/Infusion Clinics</td>
<td>5+</td>
<td>20</td>
<td>2,830</td>
<td>2</td>
<td>16.7</td>
<td>2,666</td>
</tr>
<tr>
<td>Ambulatory Care / EMT</td>
<td>5+</td>
<td>70</td>
<td>8,583</td>
<td>1</td>
<td>27.5</td>
<td>8,583</td>
</tr>
<tr>
<td>Veterinary clinics</td>
<td>5+</td>
<td>97</td>
<td>9,600</td>
<td>2</td>
<td>17.0</td>
<td>13,200</td>
</tr>
<tr>
<td>Animal facilities</td>
<td>5+</td>
<td>92</td>
<td>11,800</td>
<td>2</td>
<td>19.0</td>
<td>11,800</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>1.1 B</td>
<td>70,549</td>
<td>2.0</td>
<td>22.3</td>
<td>119,483</td>
</tr>
</tbody>
</table>

Supplementary Table 6-2. Primary observations of venipuncture accuracy and time over 24 hr period in one major U.S. hospital.

<table>
<thead>
<tr>
<th>Venipuncture Accuracy and Time</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of venipuncture procedures / hr</td>
<td>10.1</td>
</tr>
<tr>
<td>Number of trained personnel per ward</td>
<td>3.4</td>
</tr>
<tr>
<td>Percent with DVA (3+ sticks)</td>
<td>24 %</td>
</tr>
<tr>
<td>Percent requiring additional personnel</td>
<td>16 %</td>
</tr>
<tr>
<td>Percent utilizing vein imaging assist device</td>
<td>7 %</td>
</tr>
<tr>
<td>Pediatric failure rate</td>
<td>47 %</td>
</tr>
<tr>
<td>Adult failure rate</td>
<td>10 %</td>
</tr>
<tr>
<td>Geriatric failure rate</td>
<td>25 %</td>
</tr>
<tr>
<td>Avg. number of sticks per patient (overall)</td>
<td>1.8 sticks</td>
</tr>
<tr>
<td>Avg. number of sticks per patient (DVA)</td>
<td>2.8 sticks</td>
</tr>
<tr>
<td>Avg. per-procedure time (overall)</td>
<td>12 minutes</td>
</tr>
<tr>
<td>Avg. per-procedure time w/ DVA (DVA)</td>
<td>20 minutes</td>
</tr>
</tbody>
</table>
Supplementary Table 6-3. Primary observations of venipuncture-related costs over 24 hr period in one major U.S. hospital.

<table>
<thead>
<tr>
<th>Venipuncture Costs</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nursing staff / phlebotomist average salary ($ / hr)</td>
<td>$13.5 to 15.5</td>
</tr>
<tr>
<td>Per-procedure full time equivalents</td>
<td>1.4</td>
</tr>
<tr>
<td>Venipuncture material costs ($ / unit)</td>
<td></td>
</tr>
<tr>
<td>Needle set</td>
<td>$2.05</td>
</tr>
<tr>
<td>Blood collection vial set</td>
<td>$0.90</td>
</tr>
<tr>
<td>Alcohol swab, gauze, bandage, gloves</td>
<td>$0.80</td>
</tr>
<tr>
<td></td>
<td>$0.35</td>
</tr>
<tr>
<td>Avg. per-procedure labor cost (overall)</td>
<td>$3.72</td>
</tr>
<tr>
<td>Avg. per-procedure material cost (overall)</td>
<td>$3.69</td>
</tr>
<tr>
<td>Avg. per-procedure cost, labor + material (overall)</td>
<td>$7.41</td>
</tr>
<tr>
<td>Avg. per-procedure labor cost (DVA)</td>
<td>$3.72</td>
</tr>
<tr>
<td>Avg. per-procedure material cost (DVA)</td>
<td>$3.69</td>
</tr>
<tr>
<td>Avg. per-procedure cost, labor + material, (DVA)</td>
<td>$12.50</td>
</tr>
</tbody>
</table>

Supplementary Table 6-4. Primary observation studies of venipuncture time, accuracy, and costs at a multi-personnel diagnostic laboratory testing facility in the U.S.

<table>
<thead>
<tr>
<th>Current hospital phlebotomy standards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative and preparatory</td>
</tr>
<tr>
<td>Needle stick and sample collection, initial attempt</td>
</tr>
<tr>
<td>Needle stick and sample collection, additional</td>
</tr>
<tr>
<td>Total minutes per procedure</td>
</tr>
<tr>
<td>Avg. needle sticks / procedure, pediatrics</td>
</tr>
<tr>
<td>Avg. needle sticks / procedure, adults</td>
</tr>
<tr>
<td>Avg. needle sticks / procedure, geriatrics</td>
</tr>
<tr>
<td>Avg. needle sticks / procedure, overall</td>
</tr>
<tr>
<td>Avg. labor cost / procedure</td>
</tr>
<tr>
<td>Avg. material cost / procedure</td>
</tr>
<tr>
<td>Avg. labor + material cost / procedure</td>
</tr>
</tbody>
</table>
Supplementary Figure 6-1. Practitioner opinions on current methods of NIR and US imaging for peripheral venous access. Data was obtained through surveys to phlebotomists in four major metropolitan hospitals. In a second market study, nurses, phlebotomists, and clinicians from 4 hospitals and 1 diagnostic testing facility were surveyed about their preferred methods of performing venipuncture. For this study, participants were asked to vote on the eight questions shown here, indicating whether standard, NIR-assisted, or US-assisted methods of venipuncture were preferred for the different clinical scenarios presented.
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