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Convex optimization is at the core of many of today's analysis tools for large datasets, and in particular machine learning methods. This thesis will develop approximate versions of the alternating directrion of multipliers (ADMM) for the general setting of minimizing the sum of two convex functions.

The alternating direction method of multipliers is a form of augmented Lagrangian algorithm that has experienced a renaissance in recent years due to its applicability to optimization problems arising from "big data" and image processing applications, and the relative ease with which it may be implemented in parallel and distributed computational environments.

There are two fundamental approaches for proving the convergence of the ADMM, each based on a different form of two-way splitting, that is, expressing a mapping as the sum of two simpler mappings. The first approach is based on Douglas-Rachford operator splitting theory, and yields considerable insight into the convergence of the

ADMM. The second convergence proof approach is at its core based on the Lagrangian splitting analysis. We present three new approximate versions of ADMM based on both convergence analyses, all of which require only knowledge of subgradients of the subproblem objectives, rather bounds on the distance to the exact subproblem solution. One version, which applies only to certain common special cases, is based on combining the operator splitting analysis of the ADMM with a relative-error proximal point algorithm of Solodov and Svaiter. A byproduct of this analysis is a new, relativeerror version of the Douglas-Rachford splitting algorithm for monotone operators. The other two approximate versions of the ADMM are more general and based on the Lagrangian splitting analysis of the ADMM: one uses a summable absolute error criterion, and the other uses a relative error criterion and an auxiliary iterate sequence.

We experimentally compare our new algorithms to an essentially exact form of the ADMM and to an inexact form that can be easily derived from prior theory (but again applies only to certain common special cases). These experiments show that our methods can significantly reduce total computational effort when iterative methods are used to solve ADMM subproblems.
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## Chapter 1

## Introduction

Many machine learning models and signal processing problems are finding parameters through minimizing the objectieriantve function. Convex optimization plays the critical role in developing statistical computing algorithms. Let $x \in \mathbb{R}^{n}$ denote the parameter, $A \in \mathbb{R}^{m \times n}$ be the data matrix and $b \in \mathbb{R}^{m}$ represents the response vector, a general convex model fitting problem very often can be written in the form of minimizing the sum of two terms:

$$
\begin{equation*}
\min l(x ; A, b)+\lambda r(x) \tag{1.1}
\end{equation*}
$$

where $l: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is a convex loss function, such as $l_{1}, l_{2}$ hinge or logistic loss, while $r$ is the convex regularization function which enforces a certain property in $x$ and $\lambda>0$ is a positive regularization parameter. A common example of $l$ is the squared Euclidean distance and if $r(x)=\|x\|_{1}$ or the lasso penalty, which usually is used to prompt the sparsity in parameter $x$, then immediately we obtain the LASSO 79 (least absolute shrinkage and selection operator)

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|A x-b\|^{2}+\lambda\|x\|_{1} . \tag{1.2}
\end{equation*}
$$

Replacing the lasso penalty with Tikhonov regularization or ridge penalty, that is $r(x)=\|x\|_{2}^{2}$, the consequence is called ridge regression 2, 24, 77

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|A x-b\|^{2}+\lambda\|x\|_{2}^{2} \tag{1.3}
\end{equation*}
$$

Other common examples for $r$ include nuclear norm [84, 89, mixed-norm (91 and total variation [16, 63, 82].

In many modern applications, the datasets are usually in high dimensions and contain huge number of training examples and it is challenging to directly solve the optimization problem like 1.1. Another characteristic these large scale applications share is that the data is often stored in a distributed manner, thus it is very important to develop algorithms that capable of handling the complexity of data and suitable to process huge datasets in parallelized or distributed manner. The alternating direction method of multipliers (ADMM) [34, 37] is a simple and yet powerful decentralized algorithms that is well suited for distributed convex optimization problems [15].

To illustrate how ADMM works, consider a general convex optimization problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x)+g(M x) \tag{1.4}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ and $g: \mathbb{R}^{m} \rightarrow(-\infty,+\infty]$ are closed proper convex functions and $M$ is a $m \times n$ matrix. An equivalent formulation is

$$
\begin{array}{ll}
\min & f(x)+g(z) \\
\text { s. t. } & M x=z  \tag{P}\\
& x \in \mathbb{R}^{n}, z \in \mathbb{R}^{m}
\end{array}
$$

Let $p \in \mathbb{R}^{m}$ denote the Lagrangian multiplier attached to the constraint $M x=z$, the augmented Lagrangian of $P$ is

$$
\begin{equation*}
L_{c}(x, z, p)=f(x)+g(z)+\langle p, M x-z\rangle+\frac{c}{2}\|M x-z\|^{2} \tag{1.5}
\end{equation*}
$$

where $c>0$ is a positive scalar. The ADMM for solving $(\mathbb{P})$ consists of the recursions

$$
\begin{align*}
& x^{k+1} \in \underset{x \in \mathbb{R}^{n}}{\operatorname{Arg} \min }\left\{f(x)+g\left(z^{k}\right)+\left\langle p^{k}, M x-z^{k}\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}  \tag{1.6}\\
& z^{k+1} \in \underset{z \in \mathbb{R}^{m}}{\operatorname{Arg} \min }\left\{f\left(x^{k+1}\right)+g(z)+\left\langle p^{k}, M x^{k+1}-z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}  \tag{1.7}\\
& p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right) \tag{1.8}
\end{align*}
$$

In words, ADMM works as follows. It takes the form of block decomposition procedure, so that the solutions of smaller subproblems (1.6) and (1.7) are used to find
global solution of the larger problem. At iteration $k$, for fixed multiplier $p^{k}$ and $z^{k}$, the new point $x^{k+1}$ is obtained as the exact minimizer of the augmented Lagrangian with respect to $x$. Then in a similar fashion, the $x$ component is fixed at $x^{k+1}$, and the augmented Lagrangian is minimized with respect to $z$ to obtain $z^{k+1}$. Finally the Lagrangian multipliers $p^{k+1}$ is updated in a simple manner. The process is repeated until the overall convergence. A key feature of ADMM is that the variables $x$ and $z$ are updated in a Gauss-Seidel style, i.e., $x$ is updated while $z$ is fixed then the new value of $x$ is used to find values for $z$.

Removing constant terms from (1.6) to (1.8), we get the following equivalent recursion

$$
\begin{align*}
& x^{k+1} \in \underset{x}{\operatorname{Arg} \min }\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}  \tag{1.9}\\
& z^{k+1} \in \underset{z}{\operatorname{Arg} \min }\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}  \tag{1.10}\\
& p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right) . \tag{1.11}
\end{align*}
$$

Throughout this paper, we refer ADMM to the recursion (1.9) to (1.11). To avoid pathological special cases, we make the following standing assumption:

Assumption 1. Problem ( P ) possesses a KKT point, that is, there exists at least one $\left(x^{*}, z^{*}, p^{*}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m}$ such that

$$
-M^{\top} p^{*} \in \partial f\left(x^{*}\right) \quad p^{*} \in \partial g\left(z^{*}\right) \quad M x^{*}=z^{*}
$$

It is easily seen that for any $\operatorname{KKT}$ point $\left(x^{*}, z^{*}, p^{*}\right)$, then $x^{*}$ is a solution of $(\mathrm{P})$.

### 1.1 Our main contributions

This paper concerns situations in which at least one of the subproblems (1.9) or (1.10) is solved by some kind of iterative method, either because no simple solution formula exists, or the problem is too high-dimensional for such a formula to be used practically (for example, if a solution formula exists, but it involves factoring a very large matrix).

In such cases, it seems wasteful to expend great effort solving (1.9) to high precision early in the solution process, when the values of $p^{k}$ and $z^{k}$ may be far from their final values; a similar observation applies to (1.10). It is therefore natural to ask whether it is possible, without disrupting the convergence properties of the algorithm, to solve the subproblems approximately and gradually increase their precision. It has been known since [29] that the answer to this question is positive. However, the subproblem approximation criteria in that result, which we will here refer to as the $E B$ criteria, involve the distances between the approximate solutions and the respective true solutions to each subproblem. In the case that $M$ has full column rank (that is, $\operatorname{ker} M=\{0\}$ ), the EB criteria can be used to derive approximation criteria based on more readily testable quantities, namely subgradients of the objective functions of the subproblems at the current trial solutions; see Section 4.1 below. In general, however, upper bounds on the distances to the optimal subproblem solutions may not be available. In this paper, we develop approximate versions of the ADMM whose approximation criteria use only subgradients, but apply in the general case.

Another potential drawback of the EB criteria is that they are based on allowable error sequences that appear in the analysis as external parameters. The associated convergence theory does not provide any direct guidance as to how to select these infinite sequences of parameters, other than requiring that they be nonnegative and summable. While some approximate proximal algorithms use such exogenous error sequences, others instead use "relative" error criteria which have only a single parameter that controls the subproblem error proportionally to other quantities occurring naturally in the algorithms. For abstract proximal methods, this idea began with 75 and was followed by [76] and a variety of generalizations. For the classical (non-alternating-direction) method of multipliers, a similar error criterion was developed in [30]. In this paper, two of the error criteria we develop are relative, using ideas from [76] and 30, respectively. The third new method we develop uses absolute
summable error criteria with formally exogenous parameter sequences, as in the original EB criteria. However, our new absolute approximation criteria do not require $M$ to have full column rank, or need any other form of strong convexity for the $x$ minimization, and are therefore easier to verify in general. Their analysis uses techniques inspired by [28].

Convergence of the ADMM has traditionally been proven in two related but different ways. One approach, dating back to [34], uses the monotonicity of the (convexconcave) subgradient of the Lagrangian function of $(\mathrm{P})$, splitting the Lagrangian into the sum of two convex-concave functions; we refer to this approach as Lagrangian splitting. The other approach, dating back to [37], expresses the subgradient of the dual function of $(\overline{\mathrm{P}})$ as the sum of two monotone operators and shows that the ADMM is equivalent to applying a Douglas-Rachford operator splitting method [57] to this pair operators. The derivation of our first new approximate ADMM algorithm is based on this operator-splitting analysis: we start by reformulating Douglas-Rachford operator splitting as an application of the proximal point algorithm [71] (PPA) as shown possible in [29]; see also [51. We then apply the relative-error proximal algorithm of 76 to this reformulation to obtain a new relative-error version of DR splitting, which in turn leads to a relative-error variant of the ADMM. This analysis, covered in Chapter 4, approaches the problem of creating an approximate ADMM by assembling existing theoretical building blocks in a novel way.

In order to be practical, the algorithm we derive through operator splitting requires that it be possible to solve the second ADMM subproblem 1.10 quickly and exactly, and therefore it is applicable when only the $x$ minimization (1.9) requires an iterative solution method. This situation is extremely common, however. A second potential drawback of our operator-splitting-derived algorithm is that it essentially requires that the matrix $M$ be the identity, which is also common. The two other new methods we derive in this paper, however, have neither of these potential drawbacks: there is no requirement that $M$ be the identity, and both subproblems may
be solved approximately if need be. Rather than assembling "modules" from prior results as in our operator splitting analysis, we derive these methods by modifying the original Lagrangian-splitting convergence proof of 34] to incorporate ideas used to develop approximate versions of the classical (non-alternating-direction) method of multipliers. For one method, we augment the Lagrangian-splitting ADMM convergence proof using techniques developed in [28]: this approach results in a method with absolute summable error criteria, but based on subproblem subgradients rather than the distance to the exact solution. For our second method, we instead use techniques developed in [30], resulting in a method with a relative error criterion which incorporates an (easily maintained) auxiliary sequence not present in the exact version of the algorithm.

### 1.2 Thesis outline

The thesis is organized as follows. We begin in Chapter 2 with a brief review of existed inexact traditional (non-alternating) Lagrangian methods and inexact alternating directions algorithms as well as related error criteria. This chapter is intended mainly for background and can be skimmed. Chapter 3 is dedicated to mathematically model the approximate solution processes for the ADMM subproblems. Chapter 4 is mainly used to derive approximate ADMM through exploiting the relationship between ADMM, Douglas-Rachford splitting, and the proximal point algorithm. In Section 4.1, we first present an inexact ADMM that is a direct application of [29, Theorem 8], then a partially inexact ADMM will be given in 4.4. In Chapter 5 we develop two new approximate ADMM algorithms by modifying the Lagrangian splitting analysis. These methods are given in Sections 5.4 and 5.5, respectively, with background material in Section 5.1. Chapter 6 presents some numerical experiments on representative $l_{1}$ minimization problems, establishing the potential utility of our new algorithms.

## Chapter 2 <br> Literature Review

ADMM has been extensively studied in recent years due to its ease of applicability and empirical performance. ADMM was first proposed in 1970's by Glowinski and Marroco [38, p. 69] and Gabay and Mercier [36]. It stemmed from the augmented Lagrangian method (also known as the method of multipliers) 47, 67 dating back to late 1960's, and its global convergence was soon established in the literature 29, 34, 37; also see a more recent tutorial paper [31] for a relatively accessible version of the convergence proof. As reviewed in the comprehensive paper [15], ADMM can be a natural fit in the field of large scale distributed optimization. ADMM has been shown to have an $O(1 / k)$ rate of convergence for convex problems 44, 45, 60, 80], where $k$ stands for the number of iterations. A rate of $O\left(1 / k^{2}\right)$ has been shown for a modified version [39]. When the objective functions are strongly convex and Lipschitz, ADMM has been show to have a linear convergence rate [21, 48].

The main topic of this dissertation is approximate versions of ADMM. The first approximate ADMM dates back to [29], in which Eckstein and Bertsekas developed an approximate version of ADMM with absolute summable error criteria. Specifically, let $\left\{\epsilon_{k}\right\}_{k=0}^{\infty} \subset[0, \infty)$ and $\left\{\tau_{k}\right\}_{k=0}^{\infty} \subset[0, \infty)$ be two infinite sequences of error tolerances such that $\sum_{k=0}^{\infty} \epsilon_{k}<\infty$ and $\sum_{k=0}^{\infty} \tau_{k}<\infty$. Then [29] shows that one may replace the exact minimizations 1.6 and 1.7 with the approximation criteria

$$
\begin{align*}
& \left\|x^{k+1}-\arg \min \left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}\right\| \leq \epsilon_{k+1}  \tag{2.1}\\
& \left\|z^{k+1}-\arg \min \left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}\right\| \leq \tau_{k+1} \tag{2.2}
\end{align*}
$$

In practice, these conditions may be difficult to verify since they involve bounding the
distance to the true minimizer of the subproblems, which are unknown. The other drawback of these error criteria is that there is no explicit guidance for selecting the error tolerances sequences $\left\{\epsilon_{k}\right\}$ and $\left\{\tau_{k}\right\}$.

### 2.1 Proximal alternating direction methods

In [18], Chen and Teboulle gives an inexact predictor corrector proximal multiplier with summable error criteria that involves a prediction step 2.3 and a correction step (2.6). The algorithm they proposeded can be written as

$$
\begin{align*}
& q^{k+1}=p^{k}+c_{k}\left(M x^{k}-z^{k}\right)  \tag{2.3}\\
& x^{k+1}=\arg \min \left\{f(x)+\left\langle q^{k+1}, M x\right\rangle+\frac{1}{2 c_{k}}\left\|x-x^{k}\right\|^{2}\right\}  \tag{2.4}\\
& z^{k+1}=\arg \min \left\{g(z)-\left\langle q^{k+1}, z\right\rangle+\frac{1}{2 c_{k}}\left\|z-z^{k}\right\|^{2}\right\}  \tag{2.5}\\
& p^{k+1}=p^{k}+c_{k}\left(M x^{k+1}-z^{k+1}\right) . \tag{2.6}
\end{align*}
$$

Here $\left\{p^{k}\right\}$ and $\left\{q^{k}\right\}$ are two different sequences of estimates for the Lagrange multipliers. To solve (2.4) and (2.5) inexactly, the following error criteria are proposed, for all $k$, let $\epsilon_{k}, \tau_{k} \geq 0$ and $\sum_{0}^{\infty} \sqrt{\epsilon_{k}}<\infty, \sum_{0}^{\infty} \sqrt{\tau_{k}}<\infty$ such that

$$
\begin{align*}
& \left\|x^{k+1}-\arg \min \left\{f(x)+\left\langle q^{k+1}, M x\right\rangle+\frac{1}{2 c_{k}}\left\|x-x^{k}\right\|^{2}\right\}\right\| \leq \epsilon_{k+1}  \tag{2.7}\\
& \left\|z^{k+1}-\arg \min \left\{g(z)-\left\langle q^{k+1}, z\right\rangle+\frac{1}{2 c_{k}}\left\|z-z^{k}\right\|^{2}\right\}\right\| \leq \tau_{k+1} \tag{2.8}
\end{align*}
$$

Since this method also uses absolute summable error criteria, it suffers from the same drawbacks we have pointed out for such criteria (however, the subproblem objectives are necessarily strongly convex, which aids in bounding the distance to the true solution). Li 55 also adopted this kind of two-step structure and developed a more complicated algorithm. The first step is called the prediction step, and uses the method developed in (18 to produce a trial triplet (predictor) $\left(\tilde{x}^{k}, \tilde{z}^{k}, \tilde{p}^{k}\right)$ of the new iterate, and then the second step corrects the predictor with a steepest-descent-class
step to generate the new iterate $\left(x^{k+1}, z^{k+1}, p^{k+1}\right)$. However, there is no computational evidence showing that this algorithm actually outperforms the aforementioned algorithm in [18]. In [19, 40, 65], similar methods that consisting of projection and contraction steps are proposed. For the sake of simplicity, we assume both $f$ and $g$ are differentiable and their gradients are denoted by $\nabla f$ and $\nabla g$. We take the algorithm found in 19 for example, for given $x^{k} \in \mathcal{X}, z^{k} \in \mathcal{Z}$, the prediction step computes a trial iterate $\left(\tilde{x}^{k}, \tilde{z}^{k}, \tilde{p}^{k}\right)$ by

$$
\begin{align*}
& \tilde{x}^{k}=P_{\mathcal{X}}\left(x^{k}-\beta_{k}\left[\nabla f\left(x^{k}\right)+M^{\top} p^{k}-c M^{\top}\left(M x-z^{k}\right)\right]\right)  \tag{2.9}\\
& \tilde{z}^{k}=P_{\mathcal{Z}}\left(z^{k}-\beta_{k}\left[\nabla g\left(z^{k}\right)-p^{k}+c\left(M \tilde{x}^{k}-z\right)\right]\right)  \tag{2.10}\\
& \tilde{p}^{k}=p^{k}+c\left(M \tilde{x}^{k}-\tilde{z}^{k}\right) \tag{2.11}
\end{align*}
$$

with the error criteria:

$$
\begin{aligned}
\beta_{k}\left\|\nabla f\left(x^{k}\right)-\nabla f\left(\tilde{x}^{k}\right)\right\| & \leq \nu\left\|x^{k}-\tilde{x}^{k}\right\| \\
\beta_{k}\left\|\nabla g\left(z^{k}\right)-\nabla g\left(\tilde{z}^{k}\right)\right\| & \leq \nu\left\|z^{k}-\tilde{z}^{k}\right\|,
\end{aligned}
$$

where $0<\nu<1$ and $\left\{\beta_{k}\right\}>0$ is bounded. When $\mathcal{X}=\mathbb{R}^{n}$ and $\mathcal{Z}=\mathbb{R}^{m}$, then the subproblems (2.9) and 2.10) are equivalent to

$$
\begin{aligned}
& \tilde{x}^{k} \approx \arg \min \left\{f(x)+\left\langle M x, p^{k}\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}+\frac{1}{2 \beta_{k}}\left\|x-x^{k}\right\|^{2}\right\} \\
& \tilde{z}^{k} \approx \arg \min \left\{g(z)-\left\langle z, p^{k}\right\rangle+\frac{c}{2}\left\|M \tilde{x}^{k}-z\right\|+\frac{1}{2 \beta_{k}}\left\|z-z^{k}\right\|\right\}
\end{aligned}
$$

The subsequent correction step moves along a descent direction towards the set of optimal solutions, but since our main concern here is with approximation criteria, we do not give the details of the correction step here. This kind of algorithm appears to require extra computational effort, but still uses traditional error conditions.

Among the family of alternating directions algorithms, and related to the algorithms just discussed, the proximal ADMM was first proposed by Eckstein in [27]. This method regularizes the ADMM subproblems with primal proximal terms, and
takes the form

$$
\begin{align*}
& x^{k+1}=\arg \min \left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}+\frac{r}{2}\left\|x-x^{k}\right\|^{2}\right\}  \tag{2.12}\\
& z^{k+1}=\arg \min \left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|+\frac{s}{2}\left\|z-z^{k}\right\|^{2}\right\}  \tag{2.13}\\
& p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k}\right) \tag{2.14}
\end{align*}
$$

where $c, r, s>0$. We denote by $x_{\text {exact }}^{k+1}$ (resp., $z_{\text {exact }}^{k+1}$ ) the exact minimizer of (2.12) (resp., 2.13), and use $x^{k+1}$ (resp., $z^{k+1}$ ) for an approximate solution to (2.12) (resp., (2.13). Based on (2.12)-(2.14), He [43], proposed an inexact proximal ADMM in which the proximal parameters $r, s$ and the penalty parameter $c$ are replaced with some sequences of both upper and lower bounded positive definite matrices $\left\{R_{k}\right\}$, $\left\{S_{k}\right\}$ and $H_{k}$ respectively. The approximate solutions $x^{k+1}, z^{k+1}$ are obtained by absolute summable error criteria

$$
\begin{equation*}
\left\|x^{k+1}-x_{\text {exact }}^{k+1}\right\| \leq \nu_{k} \quad\left\|z^{k+1}-z_{\text {exact }}^{k+1}\right\| \leq \nu_{k} \tag{2.15}
\end{equation*}
$$

where $\left\{\nu_{k}\right\}$ is a nonnegative sequence such that $\sum \nu_{k}<\infty$. Yuan 86] further relaxed these error criteria to

$$
\begin{align*}
\left\|x^{k+1}-x_{\text {exact }}^{k+1}\right\| & \leq \nu_{k}\left\|x^{k}-x^{k+1}\right\|  \tag{2.16}\\
\left\|z^{k+1}-z_{\text {exact }}^{k+1}\right\| & \leq \nu_{k}\left\|z^{k}-z^{k+1}\right\| \tag{2.17}
\end{align*}
$$

where $\sum \nu_{k}^{2}<\infty$. Compared with (2.15), the error criteria (2.17) is relative in a sense that the terms $\left\|x^{k}-x^{k+1}\right\|$ and $\left\|z^{k}-z^{k+1}\right\|$ are "self-adapted". However, these conditions still involves the unknown exact minimizers, so they are not always practical. Furthermore, the empirical performance of the proximal ADMM is not as good as the standard ADMM. For applications of the proximal ADMM, see for example 62,82,90]. Recently, Shen [74] further developed similar error conditions for proximal ADMM using the gradients of the (2.12) and (2.13). Suppose we define

$$
\begin{aligned}
& \xi_{x}^{k+1} \in \partial\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}+\frac{r}{2}\left\|x-x^{k}\right\|^{2}\right\}_{x=x^{k+1}} \\
& \xi_{z}^{k+1} \in \partial\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|+\frac{s}{2}\left\|z-z^{k}\right\|^{2}\right\}_{z=z^{k+1}}
\end{aligned}
$$

Then the absolute error criteria proposed in [74] can be expressed by

$$
\left\|\xi_{x}^{k+1}\right\| \leq \mu_{k+1} \quad\left\|\xi_{z}^{k+1}\right\| \leq \nu_{k+1}
$$

with $\sum_{0}^{\infty} \mu_{k+1}<\infty$ and $\sum_{0}^{\infty} \nu_{k+1}<\infty$, and the relative error criteria in 74 are

$$
\left\|\xi_{x}^{k+1}\right\| \leq \mu_{k+1}\left\|x^{k+1}-x^{k}\right\| \quad\left\|\xi_{z}^{k+1}\right\| \leq \nu_{k+1}\left\|z^{k+1}-z^{k}\right\|
$$

with $\sum_{0}^{\infty} \mu_{k+1}^{p}<\infty$ and $\sum_{0}^{\infty} \nu_{k+1}^{p}<\infty$, and $p=1$ or 2 . These criteria are somewhat similar to those proposed in this disseration, but apply to the proximal ADMM, not the standard ADMM.

### 2.2 Logarithmic-quadratic proximal ADMM

The combination of the ADMM and logarithmic-quadratic proximal regularization was first proposed in [5] and has been extensively studied in many papers, such as $[3,4,42,53,78,88]$. The LQP ADMM takes forms of

$$
\begin{align*}
x^{k+1} & =\arg \min \left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}+r d_{k}\left(x, x^{k}\right)\right\}  \tag{2.18}\\
z^{k+1} & =\arg \min \left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}+s d_{k}\left(z, z^{k}\right)\right\}  \tag{2.19}\\
p^{k+1} & =p^{k}+c\left(M x^{k+1}-z^{k+1}\right) \tag{2.20}
\end{align*}
$$

where $c, r, s$ are positive scalars and for any $z \in \mathcal{R}_{++}^{N}, d_{k}(\cdot, \cdot)$ is defined by

$$
d_{k}\left(u^{\prime}, u\right)= \begin{cases}\sum_{j=1}^{N}\left[\frac{1}{2}\left(u_{j}^{\prime}-u_{j}\right)^{2}+\mu_{k}\left(u_{j}^{2} \log \frac{u_{j}}{u_{j}^{\prime}}+u_{j}^{\prime} u_{j}-u_{j}^{2}\right)\right], & \text { if } u^{\prime} \in \mathbb{R}_{++}^{N} \\ +\infty & \text { otherwise }\end{cases}
$$

and for any $u^{\prime} \in \mathbb{R}_{++}^{N}$, we have

$$
\nabla_{u^{\prime}} d_{k}\left(u^{\prime}, u\right)=\left(u^{\prime}-u\right)+\mu_{k}\left[u-U^{2}\left(u^{\prime}\right)^{-1}\right]
$$

where $\left\{\mu_{k}\right\} \subset(0,1), U:=\operatorname{diag}\left(u_{1}, u_{2} \ldots, u_{N}\right) \in \mathbb{R}^{N \times N}$ and $\left(u^{\prime}\right)^{-1}$ is a vector whose $j$-th element is $1 / z_{j}^{\prime}$. For any $u^{\prime}, u \in \mathbb{R}_{++}^{N}$, we have $d\left(u^{\prime}, u\right) \geq \frac{1}{2}\left\|u^{\prime}-u\right\|^{2}$ [5] and
$d\left(u^{\prime}, u\right)=0$ if and only if $u^{\prime}=u$. A worst-case $O(1 / k)$ convergence rate for LQP ADMM was established in (78, and more recent convergence analyses can be found in [54]. Inexact versions of LQP ADMM with similar error criteria to those of the proximal ADMM have also been developed. We use $x^{k+1}$ and $z^{k+1}$ to denote the approximate solutions of subproblems (2.18) and (2.19) respectively, with exact minimizers being denoted by $x_{\text {exact }}^{k+1}$ and $z_{\text {exact }}^{k+1}$. The inexact LQP ADMM proposed in 11 uses the following error criteria:

$$
\left\|x^{k+1}-x_{\text {exact }}^{k+1}\right\| \leq\left\|x^{k}-x^{k+1}\right\| \quad\left\|z^{k+1}-z_{\text {exact }}^{k+1}\right\| \leq\left\|z^{k}-z^{k+1}\right\|
$$

where $\left\{\nu_{k}\right\}$ is a nonnegative sequence such that $\sum_{k=0}^{\infty} \nu_{k}^{2}<\infty$. One approximate LQP ADMM proposed in (17) uses the following scheme: obtain $x^{k+1}$ and $\xi_{x}^{k+1}$ through solving the variation inequality

$$
\begin{aligned}
& f(x)-f\left(x^{k+1}\right) \\
& \quad+\left(x-x^{k+1}\right)^{\top}\left\{-M^{\top}\left[p^{k}-c\left(M x^{k+1}-z^{k}\right)\right]+r \nabla d\left(x^{k+1}, x^{k}\right)+\xi_{x}^{k+1}\right\} \geq 0
\end{aligned}
$$

and obtain $z^{k+1}$ and $\xi_{z}^{k+1}$ by solving

$$
\begin{aligned}
& g(z)-g\left(z^{k+1}\right) \\
& \quad+\left(z-z^{k+1}\right)^{\top}\left\{-\left[p^{k}-c\left(M^{k+1}-z^{k+1}\right)\right]+s \nabla d\left(z^{k+1}, z^{k}\right)+\xi_{z}^{k+1}\right\} \geq 0
\end{aligned}
$$

where $\xi_{x}^{k+1}$ and $\xi_{z}^{k+1}$ satisfy the approximation criteria

$$
\begin{aligned}
\left\|\xi_{x}^{k+1}\right\| & \leq \nu_{k} r \sqrt{2\left(1+\mu_{k}\right)}\left\|x^{k+1}-x^{k}\right\| \\
\left\|\xi_{z}^{k+1}\right\| & \leq \nu_{k} s \sqrt{2\left(1+\mu_{k}\right)}\left\|z^{k+1}-z^{k}\right\|
\end{aligned}
$$

and the requirements for $\left\{\mu_{k}\right\}$ and $\left\{\nu_{k}\right\}$ are that $0<\mu_{k}<1-2 \nu_{k}, \nu_{k} \geq 0$ and $\sum_{k=0}^{\infty} \nu_{k}<\infty$. In 9, 10, 12 14, approximate LQP ADMM methods with predictioncorrection steps for solving variational inequalities with separable structure were proposed. Although their correction steps are different, these algorithms' error criterion
for 2.18 and 2.19 are same: let

$$
\begin{aligned}
\xi_{x}^{k+1} & :=\partial_{x}\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}+r d_{k}\left(x, x^{k}\right)\right\}_{x=x^{k+1}} \\
\xi_{z}^{k+1} & :=\partial_{z}\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}+s d_{k}\left(z, z^{k}\right)\right\}_{z=z^{k+1}}
\end{aligned}
$$

Then the error criteria can be expressed as

$$
\left\|\left(1+\mu_{k} r\right) \xi_{x}^{k+1}+\left(1+\mu_{k}\right) s \xi_{z}^{k+1}\right\|^{2} \leq \frac{1-\mu_{k}}{1+\mu_{k}} \eta^{2}\left\|\left(x^{k}, z^{k}\right)-\left(x^{k+1}, z^{k+1}\right)\right\|^{2}
$$

where $\left\{\mu_{k}\right\} \subset(0,1)$ and $\eta \in(0,1)$.

## Chapter 3 <br> Formalizing Approximate Subproblem Solution

In order to formalize our methods clearly, we present a mathematical model of the approximate solution processes for the subproblems (1.9) and 1.10. All of our methods will use the following assumption:

Assumption 2. To approximately solve (1.9), we assume the existence of some mapping $\mathcal{F}: \mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}_{++} \times \mathbb{R}^{n} \times \mathbb{N} \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{n}$ such that if we let $\left(x^{l}, y_{1}^{l}\right)=\mathcal{F}(p, z, c, \bar{x}, l)$, we have that

$$
\lim _{l \rightarrow \infty} y_{1}^{l}=0 \quad(\forall l \in \mathbb{N}) y_{1}^{l} \in \partial_{x}\left[f(x)+\langle p, M x\rangle+\frac{c}{2}\|M x-z\|^{2}\right]_{x=x^{l}}
$$

The idea behind this definition is that $\mathcal{F}(p, z, c, \bar{x}, l)$ is the $l^{\text {th }}$ iterate produces by the $x$-subproblem solution procedure with penalty parameter $c$, the Lagrange multiplier estimate $p^{k}$ equal to $p$, and $z^{k}=z$, starting from the solution estimate $\bar{x}$. So, to solve the subproblem (1.9), we would take iterates of the form $\left(x^{k, l}, y_{1}^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)$ for increasing $l$ until obtaining a suitably small $y_{1}^{k, l}$. The "starting point" argument $\bar{x}$ is intended to model the customary computational practive of "warm-starting" iterative subroutines from the value obtained at the previous iteration, but we do not require this information to be used in any specific way. For example, $\mathcal{F}$ is free to simply ignore the $\bar{x}$ argument.

Assumption 2 will suffice in cases for which we assume that the second subproblem (1.10) may be solved exactly. However, we also allow for the case that both 1.9 ) and 1.10 are sufficiently difficult to merit iterative solution, in which case we also need the following assumption:

Assumption 3. To approximately solve (1.10), we assume the existence of some mapping $\mathcal{G}: \mathbb{R}^{m} \times \mathbb{R}^{n} \times \mathbb{R}_{++} \times \mathbb{R}^{m} \times \mathbb{N} \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{m}$ such that if we let $\left(z^{l}, y_{2}^{l}\right)=$ $\mathcal{G}(p, x, c, \bar{z}, l)$, we have that

$$
\lim _{l \rightarrow \infty} y_{2}^{l}=0 \quad(\forall l \in \mathbb{N}) y_{2}^{l} \in \partial_{z}\left[g(z)-\langle p, z\rangle+\frac{c}{2}\|M x-z\|^{2}\right]_{z=z^{l}}
$$

Similarly to the previous assumption, $\mathcal{G}(p, x, c, \bar{z}, l)$ models the $l^{\text {th }}$ iterative approximate solution to the problem of minimizing $g(x)-\langle p, z\rangle+\frac{c}{2}\|M x-z\|^{2}$, with the starting point $\bar{z}$. The function $\mathcal{G}$ may use the starting point information $\bar{z}$ in an arbitrary way, which may include simply ignoring it.

In cases for which either (1.9) or (1.10) is easily solved exactly, we may respectively simply take $\mathcal{F}$ or $\mathcal{G}$ as "jumping" immediately to the exact solution and a zero subgradient for $l=1$, and simply returning the same information for larger values of $l$. In the case that it is easy to compute an exact solution of 1.10 , for example, we may take

$$
\mathcal{G}(p, x, c, \bar{z}, l)=\left(\underset{z \in \mathbb{R}^{m}}{\arg \min }\left\{g(z)-\langle p, z\rangle+\frac{c}{2}\|M x-z\|^{2}\right\}, 0\right) \quad \forall l \in \mathbb{N}
$$

although in practice it should not be necessary to evaluate $\mathcal{G}(p, x, c, \bar{z}, l)$ for $l>1$, an exact solution to the subproblem already having been calculated.

We close this section by establishing some properties of the sequences $\left\{x^{l}\right\}$ and $\left\{z^{l}\right\}$ generated by $\mathcal{F}$ and $\mathcal{G}$ respectively. To do so, we first prove a convex-analytic lemma:

Lemma 4. Let $h: \mathbb{R}^{n} \rightarrow \mathbb{R} \cup\{+\infty\}$ be closed proper convex, and let $\left\{x^{l}\right\}$, $\left\{y^{l}\right\}$ be sequences in $\mathbb{R}^{n}$ such that $y^{l} \in \partial h\left(x^{l}\right)$ for all $l$ and $y^{l} \rightarrow 0$. Then if the set of minimizers of $h$ is nonempty and bounded, $\left\{x^{l}\right\}$ must be bounded, with all its limit points being minimizers of $h$. If h has a unique minimizer, then $\left\{x^{l}\right\}$ converges to that minimizer.

Proof. By 69, Theorem 27.1(d)], $h$ having a nonempty bounded set of minimizers is equivalent to $0 \in \operatorname{int} \operatorname{dom} h^{*}$, where $h^{*}$ denotes the convex conjugate of $h$. By 69, Theorem 23.4], we than have $0 \in \operatorname{int} \operatorname{dom} \partial h^{*}$. By the Rockafellar-Veselý theorem [68], the
maximal monotone point-to-set map $\partial h^{*}$ must then be locally bounded at 0 , meaning that for some $\epsilon>0$, the set $S(\epsilon)=\left\{x \in \mathbb{R}^{n} \mid \exists y \in \mathbb{R}^{n}: x \in \partial h^{*}(y),\|y\|<\epsilon\right\}$ is bounded. By [69, Theorem 23.5], $S(\epsilon)=\left\{x \in \mathbb{R}^{n} \mid \exists y \in \mathbb{R}^{n}: y \in \partial h(x),\|y\|<\epsilon\right\}$, so the convergence of $\left\{y^{l}\right\}$ to zero implies that $\left\{x^{l}\right\}$ is bounded. If we consider any limit point $x^{\infty}$ of $\left\{x^{l}\right\}$, with $x^{l} \rightarrow_{\mathcal{L}} x^{\infty}$ for some infinite index sequence $\mathcal{L}$, then we have $y^{l} \rightarrow_{\mathcal{L}} 0$ and hence by the closure property of the maximal monotone operator $\partial h$, we have $0 \in \partial h\left(x^{\infty}\right)$, and $x^{\infty}$ must be a minimizer of $h$. In the case that that $h$ has a unique minimizer $\bar{x}$, we then have that $\left\{x^{l}\right\}$ is a bounded sequence whose only possible limit point is $\bar{x}$, so it must converge to $\bar{x}$.

This lemma has the following immediate consequences.

Lemma 5. If the set of minimizers of $f(x)+\langle p, M x\rangle+\frac{c}{2}\|M x-z\|^{2}$ is bounded, then the sequence $\left\{x^{l}\right\}$ generated by $\left(x^{l}, y_{1}^{l}\right)=\mathcal{F}(p, z, c, \bar{x}, l)$ with $\mathcal{F}$ as in Assumption 2 must be bounded. If the minimizer of $f(x)+\langle p, M x\rangle+\frac{c}{2}\|M x-z\|^{2}$ is unique, $\left\{x^{l}\right\}$ must converge to it.

Proof. Immediate from Lemma 4, setting $h(x)=f(x)+\langle p, M x\rangle+\frac{c}{2}\|M x-z\|^{2}$.
Lemma 6. The sequence generated by $\left(z^{l}, y_{2}^{l}\right)=\mathcal{G}(p, x, c, \bar{z}, l)$, with $\mathcal{G}$ as in Assumption 3. always converges to the unique minimizer over $z$ of $g(z)-\langle p, z\rangle+\frac{c}{2}\|M x-z\|^{2}$.

Proof. We observe that $g(z)-\langle p, z\rangle+\frac{c}{2}\|M x-z\|^{2}$ is strongly convex as a function of $z$, and therefore has a unique minimizer. The result then follows immediately from Lemma 4

With regard to Lemma 5, one condition sufficient for the minimizer of $f(x)+$ $\langle p, M x\rangle+\frac{c}{2}\|M x-z\|^{2}$ to be unique is that $M$ have full column rank, or that the minimum exist with $f$ being strictly convex.

## Chapter 4 Approximate ADMM Algorithms Derived through Operator Splitting Analysis

This chapter presents two approximate ADMM algorithms that may be derived through the operator-splitting analysis of the ADMM. The first applies in special cases for which subgradients supply sufficient information to guarantee the distancebased approximation criteria in the approximate ADMM in [29, Theorem 8]. It uses absolute error criteria with formally exogenous summable error sequence parameters, and its analysis is very brief due to the results already present in [29, Theorem 8].

The proof of [29, Theorem 8] is based on the relationship of the ADMM to DouglasRachford (DR) splitting, the equivalence of DR splitting to the proximal point algorithm (PPA), and the application of an approximate PPA using an absolute error criterion. The remainder of this section considers taking a similar "modular" approach to deriving an approximate ADMM, but using a relative-error version of the PPA. The result is a new, relative-error variant of the ADMM. A byproduct of the analysis is a new, relative-error variant of DR splitting.

The remainder of this chapter derives different subgradient-based approximate ADMM through a "modular" approach that exploits the relationship between ADMM, Douglas-Rachford splitting, and the proximal point algorithm, in combination with a suitable inexact proximal point algorithm (PPA). The advantage of using such a modular framework is that convergence follows fairly directly from the convergence of the inexact proximal point algorithm; the main effort in the analysis is in deriving the correct form of the method from its analytical "building blocks".

### 4.1 A subgradient-based application of [29, Theorem 8]

Let $\left\{\epsilon_{k}\right\}_{k=1}^{\infty},\left\{\tau_{k}\right\}_{k=1}^{\infty} \subset \mathbb{R}_{++}$be positive scalar sequences such that $\sum_{k=1}^{\infty} \epsilon_{k}<\infty$ and $\sum_{k=1}^{\infty} \tau_{k}<\infty$. Using these sequences as parameters, one of the simplest imaginable way to construct an approximate ADMM based on the mappings hypothesized in Assumptions 2 and 3 is as follows:

```
Algorithm 4.1.1 Inexact ADMM with absolute summable error criteria
    initialization: Pick \(c>0\) and initial points \(p^{0}, z^{0} \in \mathbb{R}^{m}\)
    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(x^{k+1} \approx \arg \min _{x}\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}\)
            by taking \(\left(x^{k, l}, y_{1}^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)\)
        until \(\left\|y_{1}^{k, l}\right\| \leq \epsilon_{k+1}\)
        \(x^{k+1}=x^{k, l}\)
        \(y_{1}^{k+1}=y_{1}^{k, l}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(z^{k+1} \approx \arg \min _{z}\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}\)
            by taking \(\left(z^{k, l}, y_{2}^{k, l}\right)=\mathcal{G}\left(p^{k}, x^{k+1}, c, z^{k}, l\right)\)
        until \(\left\|y_{2}^{k, l}\right\| \leq \tau_{k+1}\)
        \(z^{k+1}=z^{k, l}\)
        \(y_{2}^{k+1}=y_{2}^{k, l}\)
        \(p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\)
until Overall convergence
```

Throughout this paper, we will leave the "overall convergence" termination criterion for the outer loops of our algorithms of the algorithm abstract, since the best choice
may be application-dependent. A reasonable generic choice, however, would be

$$
\left.\begin{array}{rl}
\left\|M x^{k+1}-z^{k+1}\right\| & \leq \delta_{1} \\
\exists y_{2}^{k+1} \| & \leq \delta_{2} \\
1 \tag{4.3}
\end{array}\right] \partial_{x}\left[f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k+1}\right\|^{2}\right]_{x=x^{k+1}}:\left\|\bar{y}_{1}^{k+1}\right\| \leq \delta_{3}, ~ \$
$$

where $\delta_{1}, \delta_{2}, \delta_{3}$ are small positive scalars. One possible choice of $\bar{y}_{1}^{k+1}$ in 4.2) is $y_{1}^{k}$. If one uses an overall convergence test that does not require the sequence $\left\{y_{2}^{k}\right\}$, then one can omit the assignment $y_{2}^{k+1}=y_{2}^{k, l}$ from the implementation of the algorithm, and similarly for $\left\{y_{1}^{k}\right\}$.

While we cannot guarantee convergence of Algorithm 4.1.1 in the general case, there are several special cases in which the condition $\left\|y_{1}^{k, l}\right\| \leq \epsilon_{k+1}$ guarantees a bound on the distance to the exact solution of the subproblem 1.9 , which in turn means that the algorithm is a special case of the algorithm proved to converge in [29, Theorem 8]. Essentially, we require that the minimand in (1.9) be strongly convex:

Proposition 7. Under Assumptions 2a and 3, the inner loops (over l) in Algorithm 4.1.1 always terminate finitely. Under Assumption 1, if either $f$ is strongly convex or $M$ has full column rank, then $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$ converges to a KKT point.

Proof. The assertion about finite convergence of the inner loops follows immediately from Assumptions 2 and 3, combined with the positivity of $\epsilon_{k}$ and $\tau_{k}$ for all $k$.

Let $\alpha$ be the modulus of strong convexity of $f$ and let $\kappa\left(M^{\top} M\right)$ denote the smallest eigenvalue of the symmetric matrix $M^{\top} M$. For each $k$, let $\bar{f}_{k}(x)=f(x)+\left\langle p^{k}, M x\right\rangle+$ $\frac{c}{2}\left\|M x-z^{k}\right\|^{2}$, the minimand in (1.9) expressed as a function of $x$. Under the hypotheses, we have $\alpha>0$ or $\kappa\left(M^{\top} M\right)>0$, so $\bar{f}_{k}$ is strongly convex with modulus $\bar{\alpha}=\alpha+c \kappa\left(M^{\top} M\right)>0$. It follows that $\bar{f}_{k}$ 's subdifferential map $\partial \bar{f}_{k}$ is strongly monotone with modulus $\bar{\alpha}$. Letting $\bar{x}^{k+1}$ denote the exact minimizer of (1.9), the Cauchy-Schwarz inequality and strong monotonicity of $\partial \bar{f}_{k}$ combine to yield

$$
\left\|y_{1}^{k, l}\right\|\left\|x^{k, l}-\bar{x}^{k+1}\right\| \geq\left\langle y_{1}^{k, l}-0, x^{k, l}-\bar{x}^{k+1}\right\rangle \geq \bar{\alpha}\left\|x^{k, l}-\bar{x}^{k+1}\right\|^{2}
$$

and hence

$$
\left\|y_{1}^{k, l}\right\| \geq \bar{\alpha}\left\|x^{k, l}-\bar{x}^{k+1}\right\|
$$

for all $k$ and $l$ encountered in the algorithm. Combining this result with the termination condition for the approximate $x$ minimization, we obtain

$$
\left\|x^{k+1}-\bar{x}^{k+1}\right\| \leq \epsilon_{k+1} / \bar{\alpha}
$$

for all $k$. Thus, the distance of $x^{k}$ to the exact $x$-subproblem solution is bounded above by a summable sequence, namely $\left\{\epsilon_{k} / \bar{\alpha}\right\}$.

We next consider the $z$ subproblem (1.10). Its minimand is always strongly convex with modulus $c$, so a similar analysis shows that the distance from $z^{k}$ to the exact $z$-subproblem solution is bounded above by the summable sequence $\left\{\tau_{k} / c\right\}$. All the remaining claims of the proposition now follow immediately from [29, Theorem 8].

Remark: Although this form is rarely needed in practice, the ADMM is sometimes presented in the context of the more general problem

$$
\min _{x, z}\{f(x)+g(z) \mid M x+N z=b\}
$$

where $N$ is an additional constraint matrix and $b$ is some given vector; see for example 15. Generalizing the above result to this case would require the assumption that $g$ be strongly convex or $N$ have full column rank, in addition to the assumptions on $f$ and $M$.

### 4.2 Background: a relative-error proximal point algorithm

We now embark on the derivation of an algorithm with similar theoretical underpinnings to Algorithm 4.1.1, but with a relative error criterion. Our analysis employs the inexact relative-error proximal point algorithm developed by Solodov and Svaiter in [76]. This relative-error algorithm allows for general Bregman distance kernels, but here we use only the special case of the standard squared Euclidean distance kernel $D(x, y)=\frac{1}{2}\|x-y\|^{2}$ derived from the canonical Bregman function $h(x)=\frac{1}{2}\|x\|^{2}$.

An operator $T$ on $\mathbb{R}^{n}$ is called monotone if

$$
\langle y-v, x-u\rangle \geq 0
$$

for all $v \in T(u)$ and $y \in T(x)$. For any real number $c$ and operator $T$, we let $c T$ be the operator $\{(x, c y) \mid y \in T(x)\}$ and if $A$ and $B$ are any operators, then

$$
A+B=\{(x, y+z) \mid y \in A(x), z \in B(x)\}
$$

A monotone operator $T$ is maximal monotone if there is no other monotone operator that properly contain $T$. We do not distinguish an operator $T$ and its graph, thus expressions of $y \in T(x)$ and $(x, y) \in T$ are equivalent. Let $T$ be maximal monotone, a fundamental problem here is finding a zero of $T$, i.e.

$$
\begin{equation*}
0 \in T(z), z \in \mathbb{R}^{n} \tag{4.4}
\end{equation*}
$$

The classical algorithm for solving this problem is the proximal point method. It was first introduced by Martinet [59] and further developed by Rockafellar [71].

The proximal point algorithm for solving the generic inclusion $0 \in T(z)$, where $T: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$ is a maximal monotone operator, involves generating a sequence $\left\{z^{k}\right\} \subset$ $\mathbb{R}^{n}$ such that $\left\{z^{k+1}\right\}$ is the solution of

$$
\begin{equation*}
0 \in \lambda_{k} T(z)+z-z^{k} \tag{4.5}
\end{equation*}
$$

for all $k \geq 0$, where $\left\{\lambda_{k}\right\}$ is a sequence of scalar parameters with $\inf _{k \geq 0}\left\{\lambda_{k}\right\}>0$. Equivalent problems are to find a pair $(u, v)$ such that

$$
\begin{equation*}
v \in T(u) \quad \lambda_{k} v+u-z^{k}=0 \tag{4.6}
\end{equation*}
$$

or

$$
\begin{equation*}
v \in T(u) \quad u=z^{k}-\lambda_{k} v \tag{4.7}
\end{equation*}
$$

We now define a notion of an inexact solution of (4.6), specializing [76, Definition 3.1] to the case of the squared Euclidean distance kernel:

Definition 8. Let $\lambda_{k}>0$ and $\sigma \in[0,1)$. We say that a pair $(u, v)$ is an inexact solution with tolerance $\sigma$ for the proximal subproblem (4.6) if

$$
\begin{equation*}
v \in T(u) \quad\left\|u+\lambda_{k} v-z^{k}\right\| \leq \sigma\left\|u-z^{k}\right\| \tag{4.8}
\end{equation*}
$$

Observe that when $\sigma=0$, we must have $u=z^{k}-\lambda_{k} v$, meaning that the proximal subproblem (4.6) must be solved exactly. We will base our approximate ADMM on the following inexact proximal point algorithm, which is [76, Algorithm 1] specialized to the case of the squared Euclidean distance kernel:

## Algorithm 4.2.1 Inexact generalized proximal point method <br> Initialization:

Choose some $\lambda>0$, error tolerance parameter $\sigma \in[0,1)$, and starting point $z^{0} \in$ $\mathbb{R}^{n}$.
for $k=0,1, \ldots$ do
Select any $\lambda_{k} \geq \lambda$, and let $\left(u^{k}, v^{k}\right)$ be some inexact solution with tolerance $\sigma$ of the subproblem $0 \in \lambda_{k} T(z)+z-z^{k}$, that is, find some $\left(u^{k}, v^{k}\right)$ such that

$$
\begin{equation*}
v^{k} \in T\left(u^{k}\right) \quad\left\|u^{k}+\lambda_{k} v^{k}-z^{k}\right\| \leq \sigma\left\|u^{k}-z^{k}\right\| \tag{4.9}
\end{equation*}
$$

Set

$$
\begin{equation*}
z^{k+1}:=z^{k}-\lambda_{k} v^{k} \tag{4.10}
\end{equation*}
$$

end for

We may summarize the recursions of Algorithm 4.2.1 as follows:

$$
\begin{aligned}
v^{k} & \in T\left(u^{k}\right) \\
\lambda_{k} v^{k}+z^{k+1}-z^{k} & =0 \\
\left\|u^{k}-z^{k+1}\right\| & \leq \sigma\left\|u^{k}-z^{k}\right\|
\end{aligned}
$$

The behavior of Algorithm 4.2.1 is already established in [76]:

Proposition 9. If a solution to $0 \in T(z)$ exists, then $\left\{z^{k}\right\}$ generated by Algorithm 4.2.1 converges to such a solution. In addition, $\left\{u^{k}\right\}$ also converges to this solution and $v^{k} \rightarrow 0$.

Proof. The result follows directly by specializing [76, Proposition 4.4] and [76, Corollary 4.3 ] to the case of the Euclidean squared distance kernel, whose zone of definition is $C=\mathbb{R}^{n}$.

### 4.3 A relative-error variant of Douglas-Rachford splitting

We will apply the relative-error proximal point algorithm stated in the last section to the ADMM through a two-step process: first, capitalizing on the analysis in [29], we will use Algorithm 4.2.1 to derive a relative-error variant of Douglas-Rachford (DR) splitting method for pairs of maximal monotone operators. In the next section, we will use this result to derive a relative-error version of the ADMM, using that the ADMM is a special case of DR splitting as first established in [34].

We now derive a relative-error DR method. The original DR splitting method of [57] is a method for solving the problem $A(x)+B(x) \ni 0$, where $A, B: \mathcal{H} \rightrightarrows \mathcal{H}$ are maximal monotone operators on a real Hilbert space $\mathcal{H}$. Here, we will consider only the case $\mathcal{H}=\mathbb{R}^{n}$. The goal of the method is to converge to a solution to $A(x)+B(x) \ni 0$ through a process that evaluates only resolvents $(I+\gamma A)^{-1}$ and $(I+\gamma B)^{-1}$ of the respective individual operators $A$ and $B$, rather than working directly with the operator $A+B$.

Given two set-valued operators $A$ and $B$ on $\mathbb{R}^{n}$ and a scalar $\gamma>0$, the analysis in (29) defines the splitting operator $S_{\gamma, A, B}: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$ to be the set-valued map

$$
\begin{equation*}
S_{\gamma, A, B}=\{(r+\gamma b, s-r) \mid(s, b) \in B,(r, a) \in A, r+\gamma a=s-\gamma b\} . \tag{4.11}
\end{equation*}
$$

Here, we do not distinguish between an operator and its graph: a set-valued map $T$ is considered to be the set of ordered pairs $(x, y)$ such that $y \in T(x)$. If both $A$
and $B$ are (maximal) monotone then $S_{\gamma, A, B}$ is (maximal) monotone for any scalar $\gamma>0$ [29, Theorem 4]. There is also an important relationship between the zeros of $S_{\gamma, A, B}$ and those of $A+B$ : letting $\operatorname{zer}(T)$ denote the set of all zeros of operator $T$, then by [29, Theorem 5] we have

$$
\begin{aligned}
\operatorname{zer}\left(S_{\gamma, A, B}\right) & =\{r+\gamma b \mid b \in B(r),-b \in A(r)\} \\
& \subseteq\{r+\gamma b \mid r \in \operatorname{zer}(A+B), b \in B(r)\}
\end{aligned}
$$

Thus, given that $A$ and $B$ are maximal monotone, one may attempt to use the proximal point algorithm on $S_{\gamma, A, B}$ to find a zero of $S_{\gamma, A, B}$, from which one may easily calculate a zero of $A+B$. It is shown in [29, Theorem 6] that the DR splitting method is equivalent to applying the proximal point algorithm to $S_{\gamma, A, B}$ with the proximal parameter $\lambda_{k}$ always set to 1 , that is,

$$
\begin{equation*}
z^{k+1}=\left(I+S_{\gamma, A, B}\right)^{-1}\left(z^{k}\right) \tag{4.12}
\end{equation*}
$$

This viewpoint is exploited in [29] to develop approximate versions of the DR splitting method, by applying an approximate rather than exact version of the PPA to 4.12). Since the approximate PPA employed in this analysis used an absolute summable error criterion, the resulting approximate DR method inherited the same kind of error criteria. Here, we instead consider applying the relative-error inexact PPA in Algorithm 4.2.1 to $S_{\gamma, A, B}$, obtaining a relative-error inexact variant of DR splitting.

The recursion 4.12) consists of repeatedly applying the mapping

$$
\begin{equation*}
\left(I+S_{\gamma, A, B}\right)^{-1}=\{(s+\gamma b, r+\gamma b) \mid(s, b) \in B,(r, a) \in A, r+\gamma a=s-\gamma b\} . \tag{4.13}
\end{equation*}
$$

Repeated application of this mapping may be carried out through the following steps:

DR1. Given some $r^{k}, b^{k} \in \mathbb{R}^{n}$, find $\left(s^{k+1}, b^{k+1}\right) \in B$ such that $s^{k+1}+\gamma b^{k+1}=$ $r^{k}+\gamma b^{k}$. Note that this calculation is equivalent to finding $s^{k+1}=(I+$ $\gamma B)^{-1}\left(r^{k}+\gamma b^{k}\right)$ and setting $b^{k+1}=b^{k}+\frac{1}{\gamma}\left(r^{k}-w^{k+1}\right)$.

DR2. Find $\left(r^{k+1}, a^{k+1}\right) \in A$ such that $r^{k+1}+\gamma a^{k+1}=s^{k+1}-\gamma b^{k}$. Similarly to the previous step, this calculation is equivalent to finding $r^{k+1}=(I+$ $\gamma A)^{-1}\left(s^{k+1}-\gamma b^{k}\right)$ and setting $a^{k+1}=\frac{1}{\gamma}\left(s^{k+1}-r^{k+1}\right)-b^{k}$.

DR3. Increment $k$ and return to step DR1.

This procedure is one of the standard formulations of DR splitting. We will henceforth assume that step DR1 is the more difficult of the two calculations, meaning that for a given $u \in \mathbb{R}^{n}$ some iterative process is required to solve systems of the form

$$
\begin{equation*}
b \in B(s) \quad s+\gamma b=u \tag{4.14}
\end{equation*}
$$

We model this iterative process using the following generalization of the techniques proposed in Section 3:

Assumption 10. There exists a mapping $\mathcal{B}: \mathbb{R}^{n} \times \mathbb{R}_{+} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{N} \rightarrow B$ such that if one defines $\left(s^{l}, b^{l}\right)=\mathcal{B}(u, \gamma, \bar{s}, \bar{b}, l)$ for all $l \geq 1$, then the sequence $\left\{\left(s^{l}, b^{l}\right)\right\}_{l=1}^{\infty}$ is convergent and $\lim _{l \rightarrow \infty} s^{l}+\gamma b^{l}=u$.

Intuitively, we intend $\left(s^{l}, b^{l}\right)=\mathcal{B}(u, \gamma, \bar{s}, \bar{b}, l) \in B$ to be the $l^{\text {th }}$ trial approximate solution to (4.14) starting from some initial guess $(\bar{s}, \bar{b})$; however, we do not specify exactly how the starting point information $(\bar{s}, \bar{b})$ is incorporated into the calculation, and it is possible for it to be ignored.

On the other hand, we assume that a set of conditions similar to (4.14) for the operator $A$ may be solved rapidly, and therefore step DR2 of the above sequence is relatively easy to carry out exactly. Under this assumption, if one is given any point $(s, b) \in B$, one can quickly determine a pair in the operator $S_{\gamma, A, B}$ by finding $(r, a) \in A$ such that $r+\gamma a=s-\gamma b$. It then follows from (4.11) that $(r+\gamma b, s-r) \in S_{\gamma, A, B}$.

To apply Algorithm 4.2.1 to the operator $S_{\gamma, A, B}$, we need to find inexact solutions of the conditions 4.9 for the case $T=S_{\gamma, A, B}$ and $\lambda_{k}=1$. Let us call the iterative procedure abstracted in Assumption 10 the " $B$-procedure", and let $l$ be an
"inner" iteration index associated with this procedure, we may attempt to execute each iteration of Algorithm 4.2.1 as applied to $S_{\gamma, A, B}$ as follows, starting with $l=1$ :

S1. Execute one step of the $B$-procedure, yielding $\left(s^{k, l}, b^{k, l}\right)=\mathcal{B}\left(z^{k}, \gamma, s^{k}, b^{k}, l\right) \in B$ with $s^{k, l}+\gamma b^{k, l} \approx z^{k}$. We call $\left(s^{k, l}, b^{k, l}\right)$ a trial point.

S2. Find a corresponding $\left(r^{k, l}, a^{k, l}\right) \in A$ such that $r^{k, l}+\gamma a^{k, l}=s^{k, l}-\gamma b^{k, l}$. It follows immediately from (4.11) that $\left(u^{k, l}, v^{k, l}\right) \stackrel{\text { def }}{=}\left(r^{k, l}+\gamma b^{k, l}, s^{k, l}-r^{k, l}\right) \in S_{\gamma, A, B}$.

S3. Test whether the $\left(u^{k, l}, v^{k, l}\right)$ satisfies the conditions on $\left(u^{k}, v^{k}\right)$ specified in 4.9). If not, increment $l \leftarrow l+1$ and return to step S1 to execute additional steps of the $B$-procedure to produce a more accurate trial point. Otherwise, accept $\left(u^{k}, v^{k}\right)=\left(u^{k, l}, v^{k, l}\right) \in S_{\gamma, A, B}$ as a pair satisfying 4.9).

S4. Once we have accepted $\left(u^{k}, v^{k}\right)=\left(u^{k, l}, v^{k, l}\right)$, set $z^{k+1}=z^{k}-v^{k}$, that is, 4.10) with $\lambda_{k}=1$.

We now make step S3 more concrete: substituting $\left(u^{k, l}, v^{k, l}\right) \stackrel{\text { def }}{=}\left(r^{k, l}+\gamma b^{k, l}, s^{k, l}-r^{k, l}\right)$ for $\left(u^{k}, v^{k}\right)$ in (4.9), along with and $\lambda_{k} \equiv 1$ from (4.12), we obtain the condition

$$
\left\|r^{k, l}+\gamma b^{k, l}+s^{k, l}-r^{k, l}-z^{k}\right\| \leq \sigma\left\|r^{k, l}+\gamma b^{k, l}-z^{k}\right\| .
$$

Canceling $r^{k, l}$ from the left-hand side, we obtain

$$
\begin{equation*}
\left\|s^{k, l}+\gamma b^{k, l}-z^{k}\right\| \leq \sigma\left\|r^{k, l}+\gamma b^{k, l}-z^{k}\right\| \tag{4.15}
\end{equation*}
$$

Next, we consider the extragradient update $z^{k+1}=z^{k}-v^{k}$ in step S4 of the above sequence. Given some $k$, let us suppose that we have $z^{k}=r^{k}+\gamma b^{k}$, as is the case in step DR1 of the DR splitting method. If we wish this same relation to hold for $k+1$ as well as $k$, the update $z^{k+1}=z^{k}-v^{k}$ takes the form

$$
r^{k+1}+\gamma b^{k+1}=r^{k}+\gamma b^{k}-v^{k}=r^{k}+\gamma b^{k}-\left(s^{k, l}-r^{k, l}\right)
$$

If we take $r^{k+1}=r^{k, l}$, the above equation becomes

$$
r^{k+1}+\gamma b^{k+1}=r^{k}+\gamma b^{k}-\left(s^{k, l}-r^{k+1}\right)
$$

from which we may cancel $r^{k+1}$ from both sides to yield

$$
\gamma b^{k+1}=r^{k}+\gamma b^{k}-s^{k, l} \quad \Leftrightarrow \quad b^{k+1}=b^{k}+\frac{1}{\gamma}\left(r^{k}-s^{k, l}\right) .
$$

Letting $s^{k+1}=s^{k, l}$ for completeness, one possible way to implement the update $z^{k+1}=z^{k}-v^{k}$ is therefore

$$
\begin{equation*}
s^{k+1}=s^{k, l} \quad r^{k+1}=r^{k, l} \quad b^{k+1}=b^{k}+\frac{1}{\gamma}\left(r^{k}-s^{k, l}\right) . \tag{4.16}
\end{equation*}
$$

If we update the iterates in this manner and start with an arbitrary $z^{0}=r^{0}+\gamma b^{0}$, then by induction we maintain $z^{k}=r^{k}+\gamma b^{k}$ for all $k$. Substituting $z^{k}=r^{k}+\gamma b^{k}$ into (4.15), we obtain

$$
\begin{equation*}
\left\|s^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)\right\| \leq \sigma\left\|r^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)\right\| . \tag{4.17}
\end{equation*}
$$

Similarly substituting $z^{k}=r^{k}+\gamma b^{k}$ throughout steps S1/S4 and in (4.17) above, we arrive at the following algorithm:

```
Algorithm 4.3.1 A partially inexact primal Douglas-Rachford splitting algorithm
    initialization: Choose \(\gamma>0, \sigma \in[0,1)\). Initialize \(s^{0}, b^{0}, r^{0} \in \mathbb{R}^{n}\) arbitrarily
    for \(k=0,1,2, \ldots\) do
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(\left(s^{k, l}, b^{k, l}\right) \in B\) and \(s^{k, l}+\gamma b^{k, l} \approx r^{k}+\gamma b^{k}\) by setting
            \(\left(s^{k, l}, b^{k, l}\right)=\mathcal{B}\left(r^{k}+\gamma b^{k}, \gamma, s^{k}, b^{k}, l\right)\) (thus incrementally executing a step of the
            \(B\)-procedure)
            Exactly find \(\left(r^{k, l}, a^{k, l}\right) \in A\) such that \(r^{k, l}+\gamma a^{k, l}=s^{k, l}-\gamma b^{k, l}\)
        until \(\left\|s^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)\right\| \leq \sigma\left\|r^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)\right\|\)
        \(s^{k+1}=s^{k, l}\)
        \(r^{k+1}=r^{k, l}\)
        \(b^{k+1}=b^{k}-\frac{1}{\gamma}\left(s^{k+1}-r^{k}\right)\)
    end for
```

We summarize the convergence properties of this algorithm as follows.

Proposition 11. Suppose that the inclusion $0 \in A(x)+B(x)$ has a solution. Then there are two possible execution sequences for Algorithm 4.3.1:

1. The outer loop (over $k$ ) executes an infinite number of times, with each inner loop (over l) terminating in a finite number of iterations. Then $\left\{s^{k}\right\}$ and $\left\{r^{k}\right\}$ both converge to some $x^{*}$ for which $0 \in A\left(x^{*}\right)+B\left(x^{*}\right)$, and $b^{k}$ converges to some $b^{*} \in B\left(x^{*}\right)$ such that $-b^{*} \in A\left(x^{*}\right)$.
2. The outer loop executes only a finite number of times, ending with $k=\bar{k}$, with the last invocation of the inner loop executing indefinitely. In this case, $\lim _{l \rightarrow \infty} s^{\bar{k}, l}=\lim _{l \rightarrow \infty} r^{\bar{k}, l}=x^{*}$ for some $x^{*}$ for which $0 \in A\left(x^{*}\right)+B\left(x^{*}\right)$, while $\lim _{l \rightarrow \infty} b^{\bar{k}, l}=b^{*}$ for some $b^{*} \in B\left(x^{*}\right)$ such that $-b^{*} \in A\left(x^{*}\right)$ and $\lim _{l \rightarrow \infty} a^{\bar{k}, l}=$ $-b^{*}$.

Proof. We begin by considering the second case, in which the inner loop fails to terminate for some $k=\bar{k}$. By the assumed properties of the $B$-procedure modeled by the mapping $\mathcal{B}$, we have that $\left\{\left(s^{\bar{k}, l}, b^{\bar{k}, l}\right)\right\}_{l=1}^{\infty} \in B$ converges to some limit $\left(x^{*}, b^{*}\right)$ with $x^{*}+\gamma b^{*}=z^{\bar{k}}=r^{\bar{k}}+\gamma b^{\bar{k}}$ as $l \rightarrow \infty$. By the closedness properties of maximal monotone operators, we also have $b^{*} \in B\left(x^{*}\right)$. From the construction of the points $\left(r^{\bar{k}, l}, a^{\bar{k}, l}\right)$, we have for all $l$ that

$$
\left(r^{\bar{k}, l}, a^{\bar{k}, l}\right) \in A \quad a^{\bar{k}, l}=\frac{1}{\gamma}\left(s^{\bar{k}, l}-r^{\bar{k}, l}\right)-b^{\bar{k}, l} \quad r^{\bar{k}, l}=J_{\gamma A}\left(s^{\bar{k}, l}-\gamma b^{\bar{k}, l}\right),
$$

where $J_{\gamma A}$ denotes the resolvent map of the maximal monotone operator $A$. Taking limits and using that resolvent maps are continuous, we obtain that ( $\left.r^{\bar{k}, l}, a^{\bar{k}, l}\right)$ converges to the limit $\left(r^{*}, a^{*}\right)=\left(J_{\gamma A}\left(x^{*}-\gamma b^{*}\right), \frac{1}{\gamma}\left(x^{*}-r^{*}\right)-b^{*}\right)$, and from the closedness of the maximal monotone operator $A$, we also have $\left(r^{*}, a^{*}\right) \in A$. Now consider the innerloop termination condition $\left\|s^{\bar{k}, l}+\gamma b^{\bar{k}, l}-\left(r^{k}+\gamma b^{k}\right)\right\| \leq \sigma\left\|r^{\bar{r}, l}+\gamma b^{\bar{k}, l}-\left(r^{k}+\gamma b^{k}\right)\right\|$ for iteration $\bar{k}$. By the assumed properties of the $B$-procedure, its left-hand side converges to zero as $l \rightarrow \infty$. Its right-hand side is nonnegative, so in order for the inner loop to execute an infinite number of times, the right-hand side must also converge to
zero. Taking limits, this convergence means that $r^{*}+\gamma b^{*}=r^{\bar{k}}+\gamma b^{\bar{k}}=z^{\bar{k}}=x^{*}+\gamma b^{*}$, where the last equality was established above. Canceling $\gamma b^{*}$ from both sides, we conclude that $r^{*}=x^{*}$ and consequently that $a^{*}=\frac{1}{\gamma}\left(x^{*}-r^{*}\right)-b^{*}=-b^{*}$. Thus, we have $b^{*} \in B\left(x^{*}\right)$ and $-b^{*}=a^{*} \in A\left(r^{*}\right)=A\left(x^{*}\right)$. Therefore, $A\left(x^{*}\right)+B\left(x^{*}\right) \ni-b^{*}+b^{*}=0$ and all the claims in the second case of the proposition have been established.

To complete the proof, we must consider the first case, in which the inner loop always terminates and the outer loop executes an infinite number of times. In this situation, let $l(k)$ be the index of inner iteration that first meets the inner-loop termination condition for outer iteration $k$. According to the algorithm's update rule, we have $s^{k+1}=s^{k, l(k)}$ and $r^{k+1}=r^{k, l(k)}$ for all $k$. In view of the derivation immediately preceding Algorithm 4.3.1, we have in this case that $\left\{z^{k}\right\}=\left\{r^{k}+\gamma b^{k}\right\}$ is identical to the sequence generated by Algorithm4.2.1 with $T=S_{\gamma, A, B}$ and $\lambda_{k} \equiv 1$. Proposition 9 then implies that $z^{k} \rightarrow z^{*}$ such that $0 \in S_{\gamma, A, B}\left(z^{*}\right)$. Next, in view of step S2 above, we note that the point $\left(u^{k}, v^{k}\right) \in T$ of Algorithm 4.2.1 may be expressed as

$$
\left(r^{k, l(k)}+\gamma b^{k, l(k)}, s^{k, l(k)}-r^{k, l(k)}\right) \in S_{\gamma, A, B} .
$$

Proposition 9 asserts that $\left(u^{k}, v^{k}\right) \rightarrow\left(z^{*}, 0\right)$, so we conclude that

$$
\lim _{k \rightarrow \infty} r^{k, l(k)}+\gamma b^{k, l(k)}=z^{*} \quad \lim _{k \rightarrow \infty} s^{k, l(k)}-r^{k, l(k)}=0
$$

We next observe that

$$
s^{k, l(k)}+\gamma b^{k, l(k)}=s^{k, l(k)}-r^{k, l(k)}+r^{k, l(k)}+\gamma b^{k, l(k)},
$$

and therefore that

$$
\lim _{k \rightarrow \infty} s^{k, l(k)}+\gamma b^{k, l(k)}=\lim _{k \rightarrow \infty} s^{k, l(k)}-r^{k, l(k)}+\lim _{k \rightarrow \infty} r^{k, l(k)}+\gamma b^{k, l(k)}=0+z^{*}=z^{*}
$$

By construction, $b^{k, l(k)} \in B\left(s^{k, l(k)}\right)$ for all $k$ so $s^{k, l(k)} \in J_{\gamma B}\left(s^{k, l(k)}+\gamma b^{k, l(k)}\right)$, where $J_{\gamma B}$ denotes the resolvent map of the maximal monotone operator $B$. Once again using that resolvent maps are continuous, we obtain that

$$
\lim _{k \rightarrow \infty} s^{k, l(k)}=J_{\gamma B}\left(\lim _{k \rightarrow \infty} s^{k, l(k)}+\gamma b^{k, l(k)}\right)=J_{\gamma B}\left(z^{*}\right)
$$

where the first limit must exist. Define $x^{*}=\lim _{k \rightarrow \infty} s^{k, l(k)}$. Since

$$
b^{k, l(k)}=\frac{1}{\gamma}\left(\left(s^{k, l(k)}+\gamma b^{k, l(k)}\right)-s^{k, l(k)}\right) \rightarrow \frac{1}{\gamma}\left(z^{*}-x^{*}\right),
$$

we ascertain that $b^{*}=\lim _{k \rightarrow \infty} b^{k, l(k)}$ exists and $z^{*}=x^{*}+\gamma b^{*}$. By the closure property of maximal monotone operators, we may take the limit in the inclusion $b^{k, l(k)} \in B\left(s^{k, l(k)}\right)$ to obtain $b^{*} \in B\left(x^{*}\right)$. Since $s^{k, l(k)}-r^{k, l(k)} \rightarrow 0$, we deduce that $\lim _{k \rightarrow \infty} r^{k, l(k)}=x^{*}$ and also, using the equation $r^{k, l}+\gamma a^{k, l}=s^{k, l}-\gamma b^{k, l}$ from the algorithm, that $\lim _{k \rightarrow \infty} a^{k, l(k)}=\lim _{k \rightarrow \infty}\left(\frac{1}{\gamma}\left(s^{k, l(k)}-r^{k, l(k)}\right)-b^{k, l(k)}\right)=-b^{*}$. Since we have $a^{k, l(k)} \in A\left(y^{k, l(k)}\right)$ by construction, we may take the limit to obtain $-b^{*} \in A\left(x^{*}\right)$. In conclusion, we have $b^{*} \in B\left(x^{*}\right),-b^{*} \in A\left(x^{*}\right)$ and therefore $0 \in A\left(x^{*}\right)+B\left(x^{*}\right)$, and all claims in the first case of the proposition are established.

To summarize, the proposition states that Algorithm 4.3.1 must converge to a solution to $A(x)+B(x) \ni 0$ in one of two ways, either through convergence of its outer loop with finite termination of each inner loop, or by finite termination of its outer loop combined with convergence of the last instance of its inner loop. The former case follows (with some technical manipulation) from convergence of the relative-error proximal point algorithm on $S_{\gamma, A, B}$, while the latter involves some additional analysis.

### 4.4 Deriving a partially inexact ADMM from the partially inexact DR splitting method

We now derive an inexact version of the ADMM from the Algorithm 4.3.1. The standard dual formulation of the problem (1.4) is

$$
\begin{equation*}
\min _{p \in \mathbb{R}^{m}} f^{*}\left(-M^{\top} p\right)+g^{*}(p) \tag{4.18}
\end{equation*}
$$

where $f^{*}$ and $g^{*}$ are the convex conjugate of $f$ and $g$, respectively. In [37], Gabay showed that ADMM can be derived by applying the Douglas-Rachford splitting method to 4.18 with $A=\partial\left[f^{*} \circ\left(-M^{\top}\right)\right]$ and $B=\partial g^{*}$. Unfortunately, these
choices of $A$ and $B$ are inconvenient for Algorithm 4.3.1, because verifying the condition $b \in B(s)$ would require an exact minimization involving the function $g$, precisely the kind of operation one is trying to avoid.

Instead, we consider the primal splitting approach in which one lets let $A=$ $\partial[g \circ M]$ and $B=\partial f$. As shown in [26, Section 3.5.6], applying Douglas-Rachford splitting to this choice of $A$ and $B$ results in the algorithm

$$
\begin{align*}
& s^{k+1}=\underset{s}{\arg \min }\left\{f(s)+\frac{1}{2 \gamma}\left\|s-\left(r^{k}+\gamma b^{k}\right)\right\|^{2}\right\}  \tag{4.19}\\
& r^{k+1}=\underset{r}{\arg \min }\left\{g(M r)+\frac{1}{2 \gamma}\left\|r-\left(s^{k+1}-\gamma b^{k}\right)\right\|^{2}\right\}  \tag{4.20}\\
& b^{k+1}=b^{k}+\frac{1}{\gamma}\left(r^{k+1}-s^{k+1}\right) . \tag{4.21}
\end{align*}
$$

This ADMM-like method is appropriate when the composition of $g$ and $M$ is convenient to work with, so that the minimization (4.20) is not too hard to perform. Since redefining $g \leftarrow g \circ M$ and then $M \leftarrow I$ in problem (1.4) results in exactly the same algorithm when applying (4.19)-(4.21), we may without loss of generality take $M=I$. Furthermore, when when $M=I$, Proposition 3.43 of [26] shows that (4.19)-4.21) is identical to the ADMM if one sets $c=1 / \gamma$; these ideas are developed somewhat further in 83].

Fixing $M=I$, we now consider applying the partially exact Douglas-Rachford splitting method of Algorithm 4.3.1 with this same choice of $A=\partial[g \circ M]=\partial g$ and $B=\partial f$. We now develop an analysis similar to [26, Proposition 3.43], but in the context of Algorithm 4.3.1: this algorithm requires that resolvent operation in step S 2 be carried out exactly, while the resolvent calculation in step 51 may be approximate. Therefore, the subproblems associated with $\mathrm{S1}$ and S2 are respectively

$$
\begin{align*}
& s^{k, l} \approx \underset{s}{\arg \min }\left\{f(s)+\frac{1}{2 \gamma}\left\|s-\left(r^{k}+\gamma b^{k}\right)\right\|^{2}\right\}  \tag{4.22}\\
& r^{k, l}=\underset{r}{\arg \min }\left\{g(r)+\frac{1}{2 \gamma}\left\|r-\left(s^{k, l}-\gamma b^{k, l}\right)\right\|^{2}\right\} . \tag{4.23}
\end{align*}
$$

Expanding squares and dropping constant terms from the minimands in these calculations, we equivalently obtain

$$
\begin{align*}
& s^{k, l} \approx \underset{s}{\arg \min }\left\{f(s)-\left\langle b^{k}, s\right\rangle+\frac{1}{2 \gamma}\left\|s-r^{k}\right\|^{2}\right\}  \tag{4.24}\\
& r^{k, l}=\underset{r}{\arg \min }\left\{g(r)+\left\langle b^{k, l}, r\right\rangle+\frac{1}{2 \gamma}\left\|r-s^{k, l}\right\|^{2}\right\} . \tag{4.25}
\end{align*}
$$

Next, we define some parallel notation for Algorithm 4.3.1 by letting $p^{k}=-b^{k}$, $p^{k, l}=-b^{k, l}, x^{k}=s^{k}, x^{k, l}=s^{k, l}, z^{k}=r^{k}$, and $z^{k, l}=r^{k, l}$. Using this alternative notation and letting $c=1 / \gamma$, the calculations 4.22)-4.23 may be expressed as

$$
\begin{align*}
x^{k, l} & \approx \underset{x}{\arg \min }\left\{f(x)+\left\langle p^{k}, x\right\rangle+\frac{c}{2}\left\|x-z^{k}\right\|^{2}\right\}  \tag{4.26}\\
z^{k, l} & =\underset{z}{\arg \min }\left\{g(z)-\left\langle p^{k, l}, z\right\rangle+\frac{c}{2}\left\|z-x^{k, l}\right\|^{2}\right\} . \tag{4.27}
\end{align*}
$$

We now state the precise form of our proposed algorithm, in which we make the meaning of the " $\approx$ " in 4.26 more specific. The following convergence proof is based on relating the " $\mathcal{F}$-procedure" assumed to exist in Assumption 2 to the more abstract $\mathcal{B}$-procedure of Assumption 10 in the case $B=\partial f$ and $\gamma=1 / c$.

## Algorithm 4.4.1 ADMM variant derived from partially exact Douglas-Rachford splitting

```
    initialization: Choose \(c>0, \sigma \in[0,1)\). Initialize \(x^{0}, p^{0}, z^{0}\).
```

    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(x^{k+1} \approx \arg \min _{x}\left\{f(x)+\left\langle p^{k}, x\right\rangle+\frac{c}{2}\left\|x-z^{k}\right\|^{2}\right\}\) by
                \(\operatorname{taking}\left(x^{k, l}, y^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)\)
            \(p^{k, l}=p^{k}+c\left(x^{k, l}-z^{k}\right)-y_{1}^{k, l}\)
            \(z^{k, l}=\arg \min _{z}\left\{g(z)-\left\langle p^{k, l}, z\right\rangle+\frac{c}{2}\left\|x^{k, l}-z\right\|^{2}\right\}\)
        until \(\left\|y_{1}^{k, l}\right\| \leq \sigma\left\|p^{k, l}-p^{k}-c\left(z^{k, l}-z^{k}\right)\right\|\)
        \(x^{k+1}=x^{k, l}\)
        \(z^{k+1}=z^{k, l}\)
        \(p^{k+1}=p^{k}+c\left(x^{k, l}-z^{k}\right)\)
    until Overall convergence

Proposition 12. Suppose that there exists $x^{*}$ such that $0 \in \partial f\left(x^{*}\right)+\partial g\left(x^{*}\right)$ and $\mathcal{F}$ meets the conditions in Assumption 2 for $M=I$. Then there are two possible execution sequences for Algorithm 4.4.1:

1. The outer loop (over $k$ ) executes an infinite number of times, with each invocation of the inner loop (over l) terminating in a finite number of iterations. Then $\left\{x^{k}\right\}$ and $\left\{z^{k}\right\}$ both converge to some $x^{*}$ for which $0 \in \partial g\left(x^{*}\right)+\partial f\left(x^{*}\right)$, and $\left\{p^{k}\right\}$ converges to some $p^{*} \in \partial g\left(x^{*}\right)$ such that $-p^{*} \in \partial f\left(x^{*}\right)$.
2. The outer loop executes only a finite number of times, ending with $k=\bar{k}$, with the last invocation of the inner loop executing indefinitely. In this case, we have $\lim _{l \rightarrow \infty} x^{\bar{k}, l}=\lim _{l \rightarrow \infty} z^{\bar{k}, l}=x^{*}$ for some $x^{*}$ such that $0 \in \partial f\left(x^{*}\right)+\partial g\left(x^{*}\right)$, while $\lim _{l \rightarrow \infty} p^{\bar{k}, l}=p^{*}$ for some $p^{*} \in \partial g\left(x^{*}\right)$ such that $-p^{*} \in \partial f\left(x^{*}\right)$.

Proof. We claim that $p^{k}=-b^{k}, x^{k}=s^{k}$, and $z^{k}=r^{k}$ for all $k \geq 0$ and $p^{k, l}=-b^{k, l}$, $x^{k, l}=s^{k, l}$, and $z^{k, l}=r^{k, l}$ for all $k \geq 0$ and $l \geq 1$, for Algorithm 4.3.1 as applied
to $A=\partial g, B=\partial f, \gamma=1 / c$, and a valid form of the $\mathcal{B}$-procedure hypothesized in Assumption 10.

To establish the claim, we start by setting $\gamma=1 / c, b^{0}=-p^{0}$ and $r^{0}=z^{0}$ and then proceed by induction. Take any $k \geq 0$ and assume that $p^{k}=-b^{k}$ and $r^{k}=z^{k}$. First, consider the corresponding inner loop over $l$. Substituting $M=I$ into Assumption 2 and using [69, Theorem 23.8], we obtain that for each $l$ in the inner loop, we have

$$
\begin{aligned}
& y_{1}^{k, l} \\
\Leftrightarrow & \left.-p^{k}-c\left(x^{k, l}-z^{k}\right)+y^{k, l}\right)+p^{k}+c\left(x^{k, l}-z^{k}\right) \\
\Leftrightarrow & -p^{k, l} \in \partial f\left(x^{k, l}\right) \\
\Leftrightarrow &
\end{aligned}
$$

Therefore, if we set $s^{k, l}=x^{k, l}$ and $b^{k, l}=-p^{k, l}$, we have $\left(s^{k, l}, b^{k, l}\right) \in \partial f=B$. Furthermore,

$$
\begin{aligned}
s^{k, l}+\gamma b^{k, l} & =x^{k, l}-\frac{1}{c} p^{k, l} \\
& =x^{k, l}-\frac{1}{c}\left(p^{k}+c\left(x^{k, l}-z^{k}\right)-y_{1}^{k, l}\right) \\
& =-\frac{1}{c} p^{k}+z^{k}+\frac{1}{c} y_{1}^{k, l} \\
& =\gamma b^{k}+r^{k}+\frac{1}{c} y_{1}^{k, l} .
\end{aligned}
$$

Since $\lim _{l \rightarrow \infty} y_{1}^{k, l}=0$, it follows that $\lim _{l \rightarrow \infty} s^{k, l}+\gamma b=r^{k}+\gamma b^{k}$. This means that the procedure of taking $\left(x^{k, l}, y_{1}^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)$ followed by $p^{k, l}=p^{k}+c\left(x^{k, l}-z^{k}\right)-$ $y_{1}^{k, l}$ has exactly the same properties hypothesized for the $\mathcal{B}$-procedure in Assumption 10, for $u=r^{k}+\gamma b^{k}=z^{k}-(1 / c) p^{k}$ (we may take the starting point arguments for $\mathcal{B}$ to be $\bar{s}=s^{k}=x^{k}$ and $\left.\bar{b}=b^{k}=-p^{k}\right)$.

Next, from $z^{k, l}=\arg \min _{z}\left\{g(z)-\left\langle p^{k, l}, z\right\rangle+\frac{c}{2}\left\|x^{k, l}-z\right\|^{2}\right\}$ and 69. Theorem 23.8], we must have $0 \in \partial g\left(z^{k, l}\right)-p^{k, l}+c\left(z^{k, l}-x^{k, l}\right)$, and hence $p^{k, l}+c\left(x^{k, l}-z^{k, l}\right) \in \partial g\left(z^{k, l}\right)$. Therefore, we take $a^{k, l}=p^{k, l}+c\left(x^{k, l}-z^{k, l}\right)$ and $r^{k, l}=z^{k, l}$, and then have $\left(r^{k, l}, a^{k, l}\right) \in A$ and

$$
r^{k, l}+\gamma a^{k, l}=z^{k, l}+\frac{1}{c}\left(p^{k, l}+c\left(x^{k, l}-z^{k, l}\right)\right)=x^{k, l}+\frac{1}{c} p^{k, l}=s^{k, l}-\gamma b^{k, l} .
$$

Therefore, we have $\left(r^{k, l}, a^{k, l}\right) \in A$ and $r^{k, l}+\gamma a^{k, l}=s^{k, l}-\gamma b^{k, l}$, which are the unique determining conditions for $\left(r^{k, l}, a^{k, l}\right)$ in Algorithm 4.3.1. Thus all the steps within the inner loop of Algorithm 4.4.1 are equivalent to the steps in the inner loop of Algorithm 4.3.1. We next turn to the termination condition for the inner loop of Algorithm 4.3.1. $\left\|s^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)\right\| \leq \sigma\left\|r^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)\right\|$. Substituting

$$
s^{k, l}=x^{k, l} \quad \gamma=1 / c \quad b^{k, l}=-p^{k, l}=-p^{k}-c\left(x^{k, l}-z^{k}\right)+y_{1}^{k, l} \quad r^{k}=z^{k} \quad b^{k}=-p^{k}
$$

into the expression within the norm on the left-hand side of this condition, we obtain

$$
s^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)=x^{k, l}+\frac{1}{c}\left(-p^{k}-c\left(x^{k, l}-z^{k}\right)+y_{1}^{k, l}\right)-z^{k}-\frac{1}{c}\left(-p^{k}\right)=\frac{1}{c} y_{1}^{k, l} .
$$

Performing similar substitutions in the expression within the norm on the right-hand side of Algorithm 4.3.1 s inner-loop termination condition, we obtain

$$
r^{k, l}+\gamma b^{k, l}-\left(r^{k}+\gamma b^{k}\right)=z^{k, l}-\frac{1}{c} p^{k, l}-z^{k}+\frac{1}{c} p^{k}=z^{k, l}-z^{k}-\frac{1}{c}\left(p^{k, l}-p^{k}\right)
$$

Thus we obtain the following inner-loop termination condition equivalent to that of Algorithm 4.3.1:

$$
\left\|\frac{1}{c} y_{1}^{k, l}\right\| \leq\left\|z^{k, l}-z^{k}-\frac{1}{c}\left(p^{k, l}-p^{k}\right)\right\|
$$

Multiplying through by $c$, we obtain exactly the same inner-loop termination condition as in Algorithm 4.4.1. Therefore, if one enters iteration $k$ with $p^{k}=-b^{k}$ and $r^{k}=z^{k}$, Algorithm 4.4.1 will execute exactly the same number of inner-loop iterations as Algorithm 4.3.1 with the $\mathcal{B}$-procedure constructed as described above.

Once the inner loop has terminated, Algorithm4.4.1 performs the updates $x^{k+1}=$ $x^{k, l}, z^{k+1}=z^{k, l}$, and $p^{k+1}=p^{k}+c\left(x^{k, l}-z^{k}\right)$. If we let $s^{k+1}=x^{k+1}$, then we have $s^{k+1}=x^{k, l}=s^{k, l}$, the same update as performed by Algorithm 4.3.1. Similarly, setting $r^{k+1}=z^{k+1}=z^{k, l}=r^{k, l}$ yields the same value of $r^{k+1}$ as in Algorithm 4.3.1. Finally, if we let $b^{k+1}=-p^{k+1}$, we have

$$
b^{k+1}=-\left(p^{k}+c\left(x^{k, l}-z^{k}\right)\right)=-p^{k}-\frac{1}{\gamma}\left(s^{k, l}-r^{k}\right)=b^{k}-\frac{1}{\gamma}\left(s^{k, l}-r^{k}\right),
$$

which is exactly the same value of $b^{k+1}$ computed by Algorithm 4.3.1. Thus the induction is complete and the claim is verified.

The claim having been established, the conclusions of the Proposition now follow directly from Proposition 11 .

## Chapter 5 <br> Approximate ADMM Algorithms Derived from Lagrangian Splitting

We now develop approximate ADMM algorithms by modifying the Lagrangian splitting analysis pioneered in [34]. While the derivations and algorithms are more complicated, the resulting methods are not subject to the restrictive assumptions applying to the methods derived from operator splitting. In contrast to the methods derived in Chapter 4, neither the absolute-error algorithm nor the relative-error algorithm we derive here imposes any restriction on $M$, and the relative-error algorithm allows both the $x$ and $z$ minimizations to be approximate.

### 5.1 A parametric conjugate duality framework

We now introduce a parametric conjugate duality framework specializing the one described in [69, Chapters 28-30] and [70] to the case of (P). All results, except those proved explicitly here, follow immediately from results in those references. First, we define the functions $F_{1}, F_{2}: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{+\infty\}$ as follows:

$$
\begin{align*}
& F_{1}\left(x, z, u_{1}\right)= \begin{cases}f(x), & \text { if } u_{1}+M x=0 \\
+\infty, & \text { otherwise }\end{cases}  \tag{5.1}\\
& F_{2}\left(x, z, u_{2}\right)= \begin{cases}g(z), & \text { if } u_{2}-z=0 \\
+\infty, & \text { otherwise }\end{cases} \tag{5.2}
\end{align*}
$$

If $f$ and $g$ are closed and convex, it is easily seen that $F_{1}$ and $F_{2}$ are closed and convex. We next define the parametric objective function $F: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow(-\infty,+\infty]$
of $(\overline{\mathrm{P}})$ to be the infimal convolution $\left[69\right.$, page 34] of $F_{1}$ and $F_{2}$ with respect to the last argument, that is

$$
\begin{align*}
F(x, z, u) & =\inf _{\substack{u_{1}, u_{2} \\
u_{1}+u_{2}=u}}\left\{F_{1}\left(x, z, u_{1}\right)+F_{2}\left(x, z, u_{2}\right)\right\} \\
& = \begin{cases}f(x)+g(z), & \text { if } M x-z+u=0 \\
+\infty, & \text { otherwise }\end{cases} \tag{5.3}
\end{align*}
$$

where $u \in \mathbb{R}^{m}$ represents a perturbation of the constraints $M x=z$. It is also easily seen that $F$ is closed and convex [69, Theorem 5.4]. Within this framework, the original problem $(\mathbb{P})$ is equivalent to the primal problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x, z, 0) \tag{5.4}
\end{equation*}
$$

One obtains the Lagrangian $L: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow[-\infty,+\infty]$ of (5.4) by taking the concave conjugate [69, p. 111] of $F$ with respect to the perturbation argument $u$ :

$$
\begin{align*}
L(x, z, p) & =\inf _{u \in \mathbb{R}^{m}}\{F(x, z, u)-\langle p, u\rangle\} \\
& =\inf _{u=z-M x}\{f(x)+g(z)-\langle p, u\rangle\} \\
& =f(x)+g(z)+\langle p, M x-z\rangle \tag{5.5}
\end{align*}
$$

This derivation coincides with the usual Lagrangian for (P). Lagrangians $L(x, z, p)$ derived in this manner are convex with respect to $(x, z)$ and concave with respect to $p$ (and in this particular case, $L$ is linear with respect to $p$ ). Let $\partial L$ denote its convex-concave subgradient map, that is, $\partial L(x, z, p)$ is the set consisting of all $\left(y_{1}, y_{2}, u\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m}$ such that

$$
\begin{aligned}
L\left(x^{\prime}, z^{\prime}, p\right) & \geq L(x, z, p)+\left\langle y_{1}, x^{\prime}-x\right\rangle+\left\langle y_{2}, z^{\prime}-z\right\rangle & & \forall\left(x^{\prime}, z^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \\
L\left(x, z, p^{\prime}\right) & \leq L(x, z, p)-\left\langle u, p^{\prime}-p\right\rangle & & \forall p^{\prime} \in \mathbb{R}^{m} .
\end{aligned}
$$

For any $p \in \mathbb{R}^{m}$, the function $(x, z) \mapsto L(x, z, p)=(f(x)+\langle p, M x\rangle)+(g(z)-\langle p, z\rangle)$ is separable with respect to $x$ and $z$, so we obtain

$$
\begin{align*}
\partial L(x, z, p) & =\partial_{(x, z)} L(x, z, p) \times \partial_{p}(-L(x, z, p)) \\
& =\partial_{x} L(x, z, p) \times \partial_{z} L(x, z, p) \times \partial_{p}(-L(x, z, p)) \\
& =\left\{\partial f(x)+M^{\top} p\right\} \times\{\partial g(z)-p\} \times\{z-M x\} . \tag{5.6}
\end{align*}
$$

The following result is now immediate:

Lemma 13. A point $\left(x^{*}, z^{*}, p^{*}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{n}$ is a $K K T$ point as defined in Assumption 1 if and only if it is a saddle point of $L$, that is, $(0,0,0) \in \partial L\left(x^{*}, z^{*}, p^{*}\right)$.

We obtain $L_{1}, L_{2}: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow(0, \infty]$, the Lagrangian functions corresponding to (5.1) and (5.2), respectively, by taking their concave conjugates with respect to the perturbation arguments $u_{1}$ and $u_{2}$ :

$$
\begin{aligned}
& L_{1}(x, z, p)=\inf _{u_{1} \in \mathbb{R}^{m}}\left\{F_{1}\left(x, z, u_{1}\right)-\left\langle p, u_{1}\right\rangle\right\}=f(x)+\langle p, M x\rangle \\
& L_{2}(x, z, p)=\inf _{u_{2} \in \mathbb{R}^{m}}\left\{F_{2}\left(x, z, u_{2}\right)-\left\langle p, u_{2}\right\rangle\right\}=g(z)-\langle p, z\rangle
\end{aligned}
$$

From this derivation, it is immediate that $L_{1}, L_{2}$ are concave in $p$ and convex in $x$ and $z$. Furthermore, we observe that $L=L_{1}+L_{2}$. Letting $\partial L_{1}$ and $\partial L_{2}$ denote the respective convex-concave subdifferential maps of these two functions, we obtain

$$
\begin{align*}
& \partial L_{1}(x, z, p)=\left\{\partial f(x)+M^{\top} p\right\} \times\{0\} \times\{-M x\}  \tag{5.7}\\
& \partial L_{2}(x, z, p)=\{0\} \times\{\partial g(z)-p\} \times\{z\}, \tag{5.8}
\end{align*}
$$

and we have $\partial L_{1}+\partial L_{2}=\partial L$. The point-to-set maps $\partial L_{1}, \partial L_{2}$ are the respective partial inverses of the subgradient maps of the closed convex functions $F_{1}$ and $F_{2}$, so they are maximal monotone operators. We call this technique Lagrangian splitting: we have expressed the maximal monotone operator $\partial L$ as the sum of two simpler maximal monotone operators $\partial L_{1}$ and $\partial L_{2}$. Furthermore, $z$ is only a nominal argument whose choice has no effect on the value of $L_{1}(x, z, p)$, and similarly $x$ is only a nominal, ignored argument to $L_{2}(x, z, p)$.

The parametric dual function $Q: \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow[-\infty,+\infty]$ of $(\mathrm{P})$ can be defined in two equivalent ways: either as the concave conjugate of $F$ jointly with respect to $(x, z)$ and $u$, or as the concave conjugate of $L$ with respect to $x$ and $z$. Proceeding in the latter manner, we obtain

$$
\begin{align*}
Q\left(y_{1}, y_{2}, p\right) & =\inf _{x \in \mathbb{R}^{n}, z \in \mathbb{R}^{m}}\left\{L(x, z, p)-\left\langle y_{1}, x\right\rangle-\left\langle y_{2}, z\right\rangle\right\} \\
& =\inf _{x \in \mathbb{R}^{n}, z \in \mathbb{R}^{m}}\left\{f(x)+g(z)+\langle p, M x-z\rangle-\left\langle y_{1}, x\right\rangle-\left\langle y_{2}, z\right\rangle\right\} \\
& =\inf _{x \in \mathbb{R}^{n}, z \in \mathbb{R}^{m}}\left\{f(x)+\langle p, M x\rangle-\left\langle y_{1}, x\right\rangle+g(z)-\langle p, z\rangle-\left\langle y_{2}, z\right\rangle\right\} \\
& =\inf _{x \in \mathbb{R}^{n}}\left\{f(x)+\langle p, M x\rangle-\left\langle y_{1}, x\right\rangle\right\}+\inf _{z \in \mathbb{R}^{m}}\left\{g(z)-\langle p, z\rangle-\left\langle y_{2}, z\right\rangle\right\} \\
& =\inf _{x \in \mathbb{R}^{n}}\left\{L_{1}(x, 0, p)-\left\langle y_{1}, x\right\rangle\right\}+\inf _{z \in \mathbb{R}^{m}}\left\{L_{2}(0, z, p)-\left\langle y_{2}, z\right\rangle\right\} \tag{5.9}
\end{align*}
$$

Here, we arbitrarily use 0 as the $z$ argument to $L_{1}$, since $z$ is only a nominal argument that does not affect the value of the function. Similarly, $x$ does not affect the value of $L_{2}$, so we arbitrarily use 0 for its $x$ argument. Using "*" to denote the convex conjugate, we define, for all $y_{1} \in \mathbb{R}^{n}, y_{2} \in \mathbb{R}^{m}$, and $p \in \mathbb{R}^{m}$,

$$
\begin{align*}
& Q_{1}\left(y_{1}, y_{2}, p\right)=-F_{1}^{*}\left(y_{1}, y_{2}, p\right)=\inf _{x \in \mathbb{R}^{m}}\left\{L_{1}(x, 0, p)-\left\langle y_{1}, x\right\rangle\right\}=Q_{1}\left(y_{1}, 0, p\right)  \tag{5.10}\\
& Q_{2}\left(y_{1}, y_{2}, p\right)=-F_{2}^{*}\left(y_{1}, y_{2}, p\right)=\inf _{z \in \mathbb{R}^{m}}\left\{L_{2}(0, z, p)-\left\langle y_{2}, z\right\rangle\right\}=Q_{2}\left(0, y_{2}, p\right) \tag{5.11}
\end{align*}
$$

and note that it follows from (5.9) that

$$
\begin{equation*}
Q\left(y_{1}, y_{2}, p\right)=Q_{1}\left(y_{1}, y_{2}, p\right)+Q_{2}\left(y_{1}, y_{2}, p\right) \tag{5.12}
\end{equation*}
$$

Note that $y_{2}$ is a nominal (ignored) argument to $Q_{1}$ and $y_{1}$ is similarly an ignored argument to $Q_{2}$.

By construction, $Q_{1}$ and $Q_{2}$ are closed concave functions. Letting $\partial Q_{1}$ and $\partial Q_{2}$ be the subgradient maps of the respective convex functions $-Q_{1}$ and $-Q_{2}$, we have

$$
\begin{aligned}
& \left(y_{1}, y_{2}, p\right) \in \partial F_{1}(x, z, u) \Leftrightarrow\left(y_{1}, y_{2}, u\right) \in \partial L_{1}(x, z, p) \Leftrightarrow(x, z, u) \in \partial Q_{1}\left(y_{1}, y_{2}, p\right) \\
& \left(y_{1}, y_{2}, p\right) \in \partial F_{2}(x, z, u) \Leftrightarrow\left(y_{1}, y_{2}, u\right) \in \partial L_{2}(x, z, p) \Leftrightarrow(x, z, u) \in \partial Q_{2}\left(y_{1}, y_{2}, p\right)
\end{aligned}
$$

We have that $\left(x, z, u_{1}\right) \in \partial Q_{1}\left(y_{1}, y_{2}, p\right)$ if only if

$$
\begin{equation*}
Q_{1}\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right) \leq Q_{1}\left(y_{1}, y_{2}, p\right)-\left\langle x, y_{1}^{\prime}-y_{1}\right\rangle-\left\langle z, y_{2}^{\prime}-y_{2}\right\rangle-\left\langle u_{1}, p^{\prime}-p\right\rangle \tag{5.13}
\end{equation*}
$$

and similarly that $\left(x, z, u_{2}\right) \in \partial Q_{2}\left(y_{1}, y_{2}, p\right)$ if only if

$$
\begin{equation*}
Q_{2}\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right) \leq Q_{2}\left(y_{1}, y_{2}, p\right)-\left\langle x, y_{1}^{\prime}-y_{1}\right\rangle-\left\langle z, y_{2}^{\prime}-y_{2}\right\rangle-\left\langle u_{2}, p^{\prime}-p\right\rangle . \tag{5.14}
\end{equation*}
$$

The point-to-set mappings $\partial F, \partial L$ and $\partial Q$ are all maximal monotone 69, p. 240] and for all $(x, z),\left(y_{1}, y_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ and $u, p \in \mathbb{R}^{m}$,

$$
\left(y_{1}, y_{2}, p\right) \in \partial F(x, z, u) \Leftrightarrow\left(y_{1}, y_{2}, u\right) \in \partial L(x, z, p) \Leftrightarrow(x, z, u) \in \partial Q\left(y_{1}, y_{2}, p\right) .
$$

The dual function $Q_{0}: \mathbb{R}^{m} \rightarrow[-\infty,+\infty)$ of $(\mathbb{P})$ is the parametric dual function evaluated at $\left(y_{1}, y_{2}\right)=0$, that is,

$$
\begin{align*}
Q_{0}(p) & =Q(0,0, p) \\
& =Q_{1}(0,0, p)+Q_{2}(0,0, p) \\
& =\inf _{x \in \mathbb{R}^{n}}\{f(x)+\langle p, M x\rangle\}+\inf _{z \in \mathbb{R}^{m}}\{g(z)-\langle p, z\rangle\} \\
& =\left(-f^{*}\left(-M^{\top} p\right)\right)+\left(-g^{*}(p)\right), \tag{5.15}
\end{align*}
$$

where "**" again denotes the convex conjugate. The dual problem corresponding to (5.4) is that of maximizing $Q_{0}(p)$ over $p \in \mathbb{R}^{m}$, that is,

$$
\begin{equation*}
\max _{p \in \mathbb{R}^{m}} Q_{1}(0,0, p)+Q_{2}(0,0, p) \tag{D}
\end{equation*}
$$

In view of (5.15), problem (D) is identical to the usual dual problem (4.18) of (P). As an application of Fenchel's inequality [69, Theorem 23.5], we have the weak duality relation $Q(0,0, p) \leq F(x, z, 0)$ for all $x \in \mathbb{R}^{n}, z \in \mathbb{R}^{m}$, and $p \in \mathbb{R}^{m}$.

Now suppose we are using an iterative method to solve subproblem (1.9), and let $x^{k+1}$ denote some approximate solution (rather than an exact one), with

$$
\begin{equation*}
y_{1}^{k+1} \in \partial_{x}\left[f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right]_{x=x^{k+1}} . \tag{5.16}
\end{equation*}
$$

Note that if we were to exactly solve the subproblem, 0 would be a possible value of $y_{1}^{k+1}$. Employing 69, Theorem 23.8], we have

$$
\begin{array}{rr}
\Leftrightarrow & y_{1}^{k+1} \in \partial f\left(x^{k+1}\right)+M^{\top} p^{k}+c M^{\top}\left(M x^{k+1}-z^{k}\right) \\
\Leftrightarrow & \left(y_{1}^{k+1}, 0,-M x^{k+1}\right) \in\left(\partial f\left(x^{k+1}\right)+M^{\top}\left(p^{k}+c\left(M x^{k+1}-z^{k}\right)\right)\right) \\
& \times\{0\} \times\left\{-M x^{k+1}\right\} \\
\Leftrightarrow & \left(y_{1}^{k+1}, 0,-M x^{k+1}\right) \in \partial L_{1}\left(x^{k+1}, z^{k}, p^{k}+c\left(M x^{k+1}-z^{k}\right)\right) \tag{5.18}
\end{array}
$$

Now suppose we have some inexact solution $z^{k+1}$ to 1.10 and

$$
\begin{equation*}
y_{2}^{k+1} \in \partial\left[g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|z-M x^{k+1}\right\|^{2}\right]_{z=z^{k+1}} \tag{5.19}
\end{equation*}
$$

Much as for (5.16, if $z^{k+1}$ were an exact solution to (1.10), it would be possible to choose $y_{2}^{k+1}=0$ in 5.19 . Following a similar development to that of 5.18), we have

$$
\begin{array}{cc}
\Leftrightarrow & y_{2}^{k+1} \in \partial g\left(z^{k+1}\right)-p^{k}+c\left(z^{k+1}-M x^{k+1}\right) \\
\Leftrightarrow & \left(0, y_{2}^{k+1}, z^{k+1}\right) \in\{0\} \times\left\{\partial g\left(z^{k+1}\right)-\left(p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\right)\right\} \\
& \times\left\{z^{k+1}\right\} \\
\Leftrightarrow & \left(0, y_{2}^{k+1}, z^{k+1}\right) \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\right) \tag{5.21}
\end{array}
$$

Using the standard multiplier update

$$
\begin{equation*}
p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right) \tag{5.22}
\end{equation*}
$$

and letting

$$
\begin{equation*}
\mu^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k}\right) \tag{5.23}
\end{equation*}
$$

we observe that $\mu^{k+1}-p^{k+1}=c\left(z^{k+1}-z^{k}\right)$ and we obtain

$$
\begin{align*}
5.16 & \Leftrightarrow & \left(y_{1}^{k+1}, 0,-M x^{k+1}\right) \in \partial L_{1}\left(x^{k+1}, z^{k}, \mu^{k+1}\right)  \tag{5.24}\\
5.19 & \Leftrightarrow & \left(0, y_{2}^{k+1}, z^{k+1}\right) \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k+1}\right) \tag{5.25}
\end{align*}
$$

### 5.2 Analyzing the exact ADMM by Lagrangian splitting

In this section, we present a convergence proof for exact ADMM using Lagrangian splitting. This proof is largely equivalent to Fortin's [34, Theorem 5.1] in the case without overrelaxation, but uses the more modern constructs in Section 5.1. The exact ADMM that is considered in this section consists of recursions (1.9), 1.10) and the standard multiplier update step (1.11). Similar analyses can be found in [8, 15. In [34], besides the assumptions that we have made on $f$ and $g, M$ is also assumed to have full column rank. In the modified and strengthened proof given here, however, this assumption is not required for most of our conclusions. We begin with a result by Alves and Svaiter [1] that is needed in several places in this Chapter.

Lemma 14. [1, Lemma 2] Let $W \subseteq \mathbb{R}^{p_{1}}$ and $V \subseteq \mathbb{R}^{p_{2}}$ be nonempty sets and suppose that $\left\{s_{k}=\left(\alpha_{k}, \beta_{k}\right)\right\}_{k \geq 0} \subset \mathbb{R}^{p_{1}} \times \mathbb{R}^{p_{2}}$ is a sequence such that:

1. $\left\{\left\|s_{k}-s\right\|\right\}$ is nonincreasing for all $s \in W \times V$ and
2. Every limit point of $\left\{\beta_{k}\right\}$ belongs to $V$.

Then $\left\{\beta_{k}\right\}$ converges to some element in $V$.

The main convergence properties of exact ADMM are now given by next two propositions.

Proposition 15. Under Assumption 1, let $\left\{x^{k}\right\},\left\{z^{k}\right\}$ and $\left\{p^{k}\right\}$ obey the recursions (1.9), 1.10 and 1.11), then

- $\left\{M x^{k}\right\},\left\{z^{k}\right\}$ and $\left\{p^{k}\right\}$ are all bounded sequences.
- $\sum_{0}^{\infty}\left\|M x^{k}-z^{k}\right\|^{2}<\infty, \sum_{0}^{\infty}\left\|z^{k+1}-z^{k}\right\|^{2}<\infty, \sum_{0}^{\infty}\left\|p^{k+1}-p^{k}\right\|^{2}<\infty$.
- For any KKT point $\left(x^{*}, z^{*}, p^{*}\right)$ of ( P$)$, the sequence $\left\{\left\|\left(\frac{1}{c} p^{k}, z^{k}\right)-\left(\frac{1}{c} p^{*}, z^{*}\right)\right\|\right\}$ is convergent.
- $\left\{\left(\frac{1}{c} p^{k}, z^{k}\right)\right\}$ is Fejér monotone to $\left\{\left.\left(\frac{1}{c} p^{*}, z^{*}\right) \right\rvert\,\left(x^{*}, z^{*}, p^{*}\right)\right.$ is KKT point $\}$.

Proof. By Assumption (1), there exists a KKT point $\left(x^{*}, z^{*}, p^{*}\right)$ of (P), such that $(0,0,0) \in \partial L\left(x^{*}, z^{*}, p^{*}\right)$ and $M x^{*}=z^{*}$. Then

$$
(0,0,0) \in \partial L\left(x^{*}, z^{*}, p^{*}\right)=\left\{\partial f\left(x^{*}\right)+M^{\top} p^{*}\right\} \times\left\{\partial g\left(z^{*}\right)-p^{*}\right\} \times\left\{z^{*}-M x^{*}\right\}
$$

and from $L=L_{1}+L_{2}$ and (5.7)-(5.8) we have

$$
\begin{aligned}
\left(0,0,-M x^{k+1}\right) & \in \partial L_{1}\left(x^{k+1}, z^{k}, p^{k}+c\left(M x^{k+1}-z^{k}\right)\right) \\
\left(0,0,-M x^{*}\right) & \in \partial L_{1}\left(x^{*}, z^{*}, p^{*}+c\left(M x^{*}-z^{*}\right)\right) \\
\left(0,0, z^{k+1}\right) & \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\right) \\
\left(0,0, z^{*}\right) & \in \partial L_{2}\left(x^{*}, z^{*}, p^{*}+c\left(M x^{*}-z^{*}\right)\right)
\end{aligned}
$$

since $\partial L_{1}$ is a monotone operator, we obtain

$$
\left\langle-\left(M x^{k+1}-M x^{*}\right), p^{k}-p^{*}+c\left(M x^{k+1}-M x^{*}\right)-c\left(z^{k}-z^{*}\right)\right\rangle \geq 0
$$

Expanding this inequality produces

$$
\begin{align*}
&\left\langle M x^{k+1}-M x^{*}, p^{k}-p^{*}\right\rangle+c\left\|M x^{k+1}-M x^{*}\right\|^{2} \\
&-c\left\langle M x^{k+1}-M x^{*}, z^{k}-z^{*}\right\rangle \leq 0 . \tag{5.26}
\end{align*}
$$

Using the monotonicity of $\partial L_{2}$, we have

$$
\left\langle z^{k+1}-z^{*}, p^{k}-p^{*}+c\left(M x^{k+1}-M x^{*}\right)-c\left(z^{k+1}-z^{*}\right)\right\rangle \geq 0
$$

which we may rearrange into

$$
\begin{align*}
c\left\|z^{k+1}-z^{*}\right\|^{2}-c\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{*}\right\rangle & \\
& -\left\langle z^{k+1}-z^{*}, p^{k}-p^{*}\right\rangle \leq 0 \tag{5.27}
\end{align*}
$$

Adding 5.26 and 5.27, we obtain that

$$
\begin{align*}
& c\left\|M x^{k+1}-M x^{*}\right\|-c\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{*}\right\rangle+c\left\|z^{k+1}-z^{*}\right\| \\
&+\left\langle M x^{k+1}-z^{k+1}, p^{k}-p^{*}\right\rangle-c\left\langle M x^{k+1}-M x^{*}, z^{k}-z^{*}\right\rangle \leq 0 \tag{5.28}
\end{align*}
$$

which may be regrouped into

$$
\begin{aligned}
& c\left\|M x^{k+1}-M x^{*}-\left(z^{k+1}-z^{*}\right)\right\|^{2}+c\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{*}-\left(z^{k}-z^{*}\right)\right\rangle \\
&+\left\langle M x^{k+1}-z^{k+1}, p^{k}-p^{*}\right\rangle \leq 0
\end{aligned}
$$

that is

$$
\begin{align*}
c\left\|M x^{k+1}-z^{k+1}\right\|^{2}+c\left\langle M x^{k+1}-M x^{*}, z^{k+1}\right. & \left.-z^{k}\right\rangle \\
& +\left\langle M x^{k+1}-z^{k+1}, p^{k}-p^{*}\right\rangle \leq 0 . \tag{5.29}
\end{align*}
$$

Rewriting the standard multiplier update step (5.22) as

$$
\begin{equation*}
p^{k+1}-p^{*}=p^{k}-p^{*}+c\left(M x^{k+1}-z^{k+1}\right) \tag{5.30}
\end{equation*}
$$

and then squaring both sides yields, after some rearrangement,

$$
\begin{align*}
& 2 c\left\langle M x^{k+1}-z^{k+1}, p^{k}-p^{*}\right\rangle= \\
& \left\|p^{k+1}-p^{*}\right\|^{2}-\left\|p^{k}-p^{*}\right\|^{2}-c^{2}\left\|M x^{k+1}-z^{k+1}\right\|^{2} \tag{5.31}
\end{align*}
$$

By combining (5.29) and (5.31), we obtain

$$
\begin{align*}
\frac{1}{c^{2}}\left(\left\|p^{k}-p^{*}\right\|^{2}-\left\|p^{k+1}-p^{*}\right\|^{2}\right) \geq & \\
& +2\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{k}\right\rangle+\left\|M x^{k+1}-z^{k+1}\right\|^{2} \tag{5.32}
\end{align*}
$$

Next, using that $M x^{*}=z^{*}$, we rewrite $M x^{k+1}-M x^{*}$ as

$$
M x^{k+1}-M x^{*}=\left(M x^{k+1}-M x^{k}\right)+\left(M x^{k}-z^{k}\right)+\left(z^{k}-z^{*}\right)
$$

so that

$$
\begin{align*}
\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{k}\right\rangle & =\left\langle M x^{k+1}-M x^{k}, z^{k+1}-z^{k}\right\rangle \\
+ & \left\langle M x^{k}-z^{k}, z^{k+1}-z^{k}\right\rangle+\left\langle z^{k}-z^{*}, z^{k+1}-z^{k}\right\rangle . \tag{5.33}
\end{align*}
$$

Applying the identity $\langle a, b\rangle=\frac{1}{2}\left[\|a+b\|^{2}-\|a\|^{2}-\|b\|^{2}\right]$ to the last term in (5.33), we arrive at

$$
\begin{aligned}
\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{k}\right\rangle= & \left\langle M x^{k+1}-M x^{k}, z^{k+1}-z^{k}\right\rangle+\left\langle M x^{k}-z^{k}, z^{k+1}-z^{k}\right\rangle \\
& +\frac{1}{2}\left[\left\|z^{k+1}-z^{*}\right\|^{2}-\left\|z^{k}-z^{*}\right\|^{2}-\left\|z^{k+1}-z^{k}\right\|^{2}\right] .
\end{aligned}
$$

Rearranging terms in this equation, we obtain

$$
\begin{align*}
\left\langle M x^{k+1}-M x^{k}, z^{k+1}-z^{k}\right\rangle & =\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{k}\right\rangle-\left\langle M x^{k}-z^{k}, z^{k+1}-z^{k}\right\rangle \\
- & \frac{1}{2}\left[\left\|z^{k+1}-z^{*}\right\|^{2}-\left\|z^{k}-z^{*}\right\|^{2}-\left\|z^{k+1}-z^{k}\right\|^{2}\right] . \tag{5.34}
\end{align*}
$$

From (5.21) we know that

$$
\begin{aligned}
\left(0,0, z^{k}\right) & \in \partial L_{2}\left(x^{k}, z^{k}, p^{k-1}+c M x^{k}-c z^{k}\right) \\
\left(0,0, z^{k+1}\right) & \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k}+c M x^{k+1}-c z^{k+1}\right)
\end{aligned}
$$

Again, using the monotonicity of $\partial L_{2}$, we have

$$
\left\langle z^{k+1}-z^{k}, p^{k}-p^{k-1}+c\left(M x^{k+1}-M x^{k}\right)-c\left(z^{k+1}-z^{k}\right)\right\rangle \geq 0
$$

Since $p^{k}-p^{k-1}=c\left(M x^{k}-z^{k}\right)$, we have

$$
\begin{equation*}
\left\langle M x^{k+1}-M x^{k}, z^{k+1}-z^{k}\right\rangle \geq\left\|z^{k+1}-z^{k}\right\|^{2}-\left\langle M x^{k}-z^{k}, z^{k+1}-z^{k}\right\rangle . \tag{5.35}
\end{equation*}
$$

Substituting (5.34) into (5.35), we obtain

$$
\begin{equation*}
2\left\langle M x^{k+1}-M x^{*}, z^{k+1}-z^{k}\right\rangle \geq\left\|z^{k+1}-z^{*}\right\|^{2}-\left\|z^{k}-z^{*}\right\|^{2}+\left\|z^{k+1}-z^{k}\right\|^{2} \tag{5.36}
\end{equation*}
$$

Adding (5.32) and (5.36), we obtain

$$
\begin{align*}
\frac{1}{c^{2}}\left\|p^{k}-p^{*}\right\|^{2}+\left\|z^{k}-z^{*}\right\|^{2}-\left(\frac{1}{c^{2}}\left\|p^{k+1}-p^{*}\right\|^{2}+\left\|z^{k+1}-z^{*}\right\|^{2}\right) \\
\geq\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k+1}-z^{k}\right\|^{2} \tag{5.37}
\end{align*}
$$

Summing (5.37) for $k=0, \ldots, K$ and canceling "telescoping" terms gives that, for any $K \geq 0$,

$$
\begin{array}{r}
\sum_{0}^{K}\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\sum_{0}^{K}\left\|z^{k+1}-z^{k}\right\|^{2}+\frac{1}{c^{2}}\left\|p^{K+1}-p^{*}\right\|^{2}+\left\|z^{K+1}-z^{*}\right\|^{2} \\
\leq \frac{1}{c^{2}}\left\|p^{0}-p^{*}\right\|^{2}+\left\|z^{0}-z^{*}\right\|^{2} \tag{5.38}
\end{array}
$$

From 5.37) and (5.38 we may immediately conclude the following:

- Both $\left\{z^{k}\right\}$ and $\left\{p^{k}\right\}$ are bounded.
- $\left\{\left\|\left(\frac{1}{c}\left(p^{k}-p^{*}\right),\left(z^{k}-z^{*}\right)\right)\right\|^{2}\right\}=\left\{\left\|\left(\frac{1}{c} p^{k}, z^{k}\right)-\left(\frac{1}{c} p^{*}, z^{*}\right)\right\|^{2}\right\}$ is non-increasing.
- Since $\left(x^{*}, z^{*}, p^{*}\right)$ was arbitrarily chosen, $\left\{\left(\frac{1}{c} p^{k}, z^{k}\right)\right\}$ is Fejér monotone to the set $\left\{\left.\left(\frac{1}{c} p^{*}, z^{*}\right) \right\rvert\,\left(x^{*}, z^{*}, p^{*}\right)\right.$ is a KKT point $\}$.
- Since $\left\{\left\|\left(\frac{1}{c} p^{k}, z^{k}\right)-\left(\frac{1}{c} p^{*}, z^{*}\right)\right\|\right\}$ is bounded below by 0 and decreasing, it converges to a finite limit.
- Letting $K \rightarrow \infty$, it follows from (5.38) that

$$
\sum_{0}^{\infty}\left\|M x^{k}-z^{k}\right\|^{2}<\infty \quad \sum_{0}^{\infty}\left\|z^{k+1}-z^{k}\right\|^{2}<\infty
$$

Because $p^{k+1}-p^{k}=c\left(M x^{k+1}-z^{k+1}\right)$, we also have $\sum_{0}^{\infty}\left\|p^{k+1}-p^{k}\right\|^{2}<\infty$.

- It immediately follows from $\sum_{0}^{\infty}\left\|M x^{k}-z^{k}\right\|^{2}<\infty$ that $M x^{k}-z^{k} \rightarrow 0$ and $\left\{z^{k}\right\}$ is bounded, so therefore $\left\{M x^{k}\right\}$ must be bounded.

Proposition 16. If Assumption (1) is satisfied, let $\left\{x^{k}\right\},\left\{z^{k}\right\}$ and $\left\{p^{k}\right\}$ obey the recursions (1.9), (1.10) and (1.11), we have the following convergence results:

- Every limit point of $\left\{x^{k}, z^{k}, p^{k}\right\}$ (if any such points exist) is a KKT point of (P).
- $\left\{p^{k}\right\}$ converges to an optimal solution $p^{*}$ of the dual problem (D).
- $\lim _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}$ exists and equals the optimal value of (1.4) and (P).

Furthermore, if $M$ has full column rank, then $\left\{x^{k}\right\}$ converges to an optimal solution $x^{*}$ of the original problem (1.4) and $z^{k} \rightarrow M x^{*}$.

Proof. Since $x^{k+1}$ and $z^{k+1}$ are the minimizers of the subproblems (1.9) and 1.10 respectively, it follows that

$$
\begin{align*}
-M^{\top} p^{k}-c M^{\top}\left(M x^{k+1}-z^{k}\right) & \in \partial f\left(x^{k+1}\right)  \tag{5.39}\\
p^{k}+c\left(M x^{k+1}-z^{k+1}\right) & \in \partial g\left(z^{k+1}\right) \tag{5.40}
\end{align*}
$$

Let $\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$ denote any limit point of $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$, and $\mathcal{K} \in \mathbb{N}$ be a infinite index set such that $\left(x^{k+1}, z^{k+1}, p^{k+1}\right) \rightarrow_{\mathcal{K}}\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$. From Proposition 15, we know that $M x^{k+1}-z^{k+1} \rightarrow 0$ and $z^{k+1}-z^{k} \rightarrow 0$, from which it follows that $M x^{k+1}-$ $z^{k} \rightarrow 0$. Taking the limit over $\mathcal{K}$, we have $M x^{\infty}=z^{\infty}$. We can further assert that $\left\{p^{k}\right\}$ has the same limit over $\mathcal{K}$ as $\left\{p^{k+1}\right\}$ does, since $c\left(M x^{k+1}-z^{k+1}\right)=p^{k+1}-p^{k} \rightarrow 0$. By taking the limit over $\mathcal{K}$ in (5.39) and (5.40) and using that subdifferentials of closed functions are closed, we obtain that

$$
\begin{equation*}
-M^{\top} p^{\infty} \in \partial f\left(x^{\infty}\right) \quad p^{\infty} \in \partial g\left(z^{\infty}\right) \tag{5.41}
\end{equation*}
$$

Thus the limit point $\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$ is a KKT point for $(\overline{\mathrm{P}})$.
Although its limit points must all be KKT points, $\left\{x^{k}, z^{k}, p^{k}\right\}$ does not necessarily have any limit points because $\left\{x^{k}\right\}$ might not be bounded unless we impose some restrictions on $M$. Nevertheless, we now show that every limit point of $\left\{p^{k}\right\}$ is a optimal solution for (D) whether or not $\left\{x^{k}\right\}$ is bounded. We have from (5.7) that

$$
\begin{equation*}
\left(0,0,-M x^{k+1}\right) \in \partial L_{1}\left(x^{k+1}, z^{k}, \mu^{k+1}\right) \tag{5.42}
\end{equation*}
$$

where $\mu^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k}\right)$, as defined in (5.23). Since $\partial Q_{1}$ is the partial inverse of $\partial L_{1}$, we therefore have

$$
\left(x^{k+1}, z^{k},-M x^{k+1}\right) \in \partial Q_{1}\left(0,0, \mu^{k+1}\right) .
$$

From (5.13), we have for all $\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m}$ that

$$
Q_{1}\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right) \leq Q_{1}\left(0,0, \mu^{k+1}\right)-\left\langle x^{k+1}, y_{1}^{\prime}\right\rangle-\left\langle z^{k}, y_{2}^{\prime}\right\rangle-\left\langle-M x^{k+1}, p^{\prime}-\mu^{k+1}\right\rangle .
$$

Let $\left\{x^{*}, z^{*}, p^{*}\right\}$ be a KKT point that is hypothesized to exist by Assumption 1. Setting $\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right)=\left(0,0, p^{*}\right)$ in the previous inequality, we have

$$
\begin{equation*}
Q_{1}\left(0,0, p^{*}\right) \leq Q_{1}\left(0,0, \mu^{k+1}\right)-\left\langle-M x^{k+1}, p^{*}-\mu^{k+1}\right\rangle \tag{5.43}
\end{equation*}
$$

Similarly, from (5.8) and $z^{k+1}$ being exact minimizer of (1.10), we know that

$$
\begin{equation*}
\left(0,0, z^{k+1}\right) \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k+1}\right) \tag{5.44}
\end{equation*}
$$

and $\partial Q_{2}$ is the partial inverse of $\partial L_{2}$, so it follows that

$$
\left(x^{k+1}, z^{k+1}, z^{k+1}\right) \in \partial Q_{2}\left(0,0, p^{k+1}\right)
$$

and therefore

$$
\begin{equation*}
Q_{2}\left(0,0, p^{*}\right) \leq Q_{2}\left(0,0, p^{k+1}\right)-\left\langle z^{k+1}, p^{*}-p^{k+1}\right\rangle \tag{5.45}
\end{equation*}
$$

According to (5.12), we know that $Q\left(0,0, p^{*}\right)=Q_{1}\left(0,0, p^{*}\right)+Q_{2}\left(0,0, p^{*}\right)$. Substituting this equation into the inequality obtained by adding (5.43) and (5.45), we arrive at

$$
\begin{align*}
Q\left(0,0, p^{*}\right) \leq Q_{1}\left(0,0, \mu^{k+1}\right)+ & Q_{2}\left(0,0, p^{k+1}\right) \\
& -\left\langle-M x^{k+1}, p^{*}-\mu^{k+1}\right\rangle-\left\langle z^{k+1}, p^{*}-p^{k+1}\right\rangle \tag{5.46}
\end{align*}
$$

Using that $\mu^{k+1}=p^{k+1}-c\left(z^{k}-z^{k+1}\right)$, we may rewrite 5.46) as follows:

$$
\begin{align*}
& Q\left(0,0, p^{*}\right) \leq Q_{1}\left(0,0, \mu^{k+1}\right)+Q_{2}\left(0,0, p^{k+1}\right) \\
& \quad \quad-\left\langle-M x^{k+1}+z^{k+1}, p^{*}-p^{k+1}\right\rangle-c\left\langle-M x^{k+1}, z^{k}-z^{k+1}\right\rangle \\
& =Q_{1}\left(0,0, \mu^{k+1}\right)+Q_{2}\left(0,0, p^{k+1}\right) \\
& \quad \quad+\left\langle M x^{k+1}-z^{k+1}, p^{*}-p^{k+1}\right\rangle+c\left\langle M x^{k+1}, z^{k}-z^{k+1}\right\rangle . \tag{5.47}
\end{align*}
$$

Since Proposition 15 asserts that $\left\{p^{k}\right\}$ is bounded and $M x^{k+1}-z^{k+1} \rightarrow 0$, we conclude that $\left\langle M x^{k+1}-z^{k+1}, p^{*}-p^{k+1}\right\rangle \rightarrow 0$. Once again by Proposition 15, we know that $\left\{M x^{k}\right\}$ is bounded and $z^{k+1}-z^{k} \rightarrow 0$, so $\left\langle M x^{k+1}, z^{k}-z^{k+1}\right\rangle \rightarrow 0$. Thus the last two terms in (5.47) both converge to 0 .

Consider any limit point $p^{\infty}$ of $\left\{p^{k}\right\}$, and suppose $\mathcal{K} \subseteq \mathbb{N}$ is an infinite sequence of indices such that $p^{k} \rightarrow_{\mathcal{K}} p^{\infty}$. Since $z^{k+1}-z^{k} \rightarrow 0$ by Proposition 15 , we have $\mu^{k}-p^{k} \rightarrow 0$, so we also have $\mu^{k} \rightarrow_{\mathcal{K}} p^{\infty}$. Thus, taking limits over $\mathcal{K}$ in (5.47) and using that $Q_{1}$ and $Q_{2}$ are closed (upper semicontinuous) concave functions, we have

$$
\begin{aligned}
f\left(x^{*}\right)+g\left(z^{*}\right) & =Q\left(0,0, p^{*}\right) \\
& \leq \liminf _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}}\left\{Q_{1}\left(0,0, \mu^{k+1}\right)+Q_{2}\left(0,0, p^{k+1}\right)\right\} \\
& \leq \limsup _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}}\left\{Q_{1}\left(0,0, \mu^{k+1}\right)+Q_{2}\left(0,0, p^{k+1}\right)\right\} \\
& \leq \limsup _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}} Q_{1}\left(0,0, \mu^{k+1}\right)+\underset{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}}{\limsup } Q_{2}\left(0,0, p^{k+1}\right) \\
& \leq Q_{1}\left(0,0, \lim _{\substack{\rightarrow \rightarrow \infty \\
k \in \mathcal{K}}} \mu^{k+1}\right)+Q_{2}\left(0,0, \lim _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}} p^{k+1}\right) \\
& =Q_{1}\left(0,0, p^{\infty}\right)+Q_{2}\left(0,0, p^{\infty}\right) \\
& =Q\left(0,0, p^{\infty}\right) \\
& \leq f\left(x^{*}\right)+g\left(z^{*}\right),
\end{aligned}
$$

where the last inequality is a consequence of $f\left(x^{*}\right)+g\left(z^{*}\right)$ being the maximum possible value of $Q$. Therefore, we obtain $Q\left(0,0, p^{\infty}\right)=Q\left(0,0, p^{*}\right)=f\left(x^{*}\right)+g\left(z^{*}\right)$, meaning that $p^{\infty}$ is also a dual optimal solution. Now let

$$
\begin{aligned}
V & =\left\{\left.\frac{1}{c} p \right\rvert\, p \text { is an optimal solution of }(\mathrm{D})\right\} \\
W & =\{M x \mid x \text { is an optimal solution of (1.4) }\}
\end{aligned}
$$

By [69, Corollary 30.5.1], which essentially states that the set of KKT points of a convex program is the Cartesian product of the sets of primal and dual solutions, we may infer that

$$
W \times V=\left\{\left.\left(z, \frac{1}{c} p\right) \right\rvert\,(x, z, p) \text { is a KKT point of of }(\mathrm{P})\right\}
$$

From Proposition 15, we therefore know that $\left\|\left(z^{k}, \frac{1}{c} p^{k}\right)-s\right\|$ is nonincreasing for every $s \in W \times V$. We have also established that any limit point $p^{\infty}$ of $\left\{p^{k}\right\}$ must be
an optimal dual solution, that is, that all limit points of $\left\{\frac{1}{c} p^{k}\right\}$ are in $V$. Lemma 14 therefore implies that $\left\{\frac{1}{c} p^{k}\right\}$ converges to a member of $V$, that is, that $\left\{p^{k}\right\}$ converges to an optimal dual solution.

To show convergence of objective values, we first add $c\left(z^{k}-z^{k+1}\right)$ to both sides of the inclusion (5.40), regrouping terms to obtain
$c\left(z^{k}-z^{k+1}\right) \in \partial g\left(z^{k+1}\right)-p^{k}+c\left(z^{k+1}-M x^{k+1}\right)+c\left(z^{k}-z^{k+1}\right)=\partial g\left(z^{k+1}\right)-\mu^{k+1}$,

From the definition for $\partial L_{2}$, which is given in (5.8), we then can ascertain that

$$
\begin{equation*}
\left(0, c\left(z^{k}-z^{k+1}\right), z^{k+1}\right) \in \partial L_{2}\left(x^{k+1}, z^{k+1}, \mu^{k+1}\right) \tag{5.48}
\end{equation*}
$$

Adding (5.42) and (5.48), and using that $\partial L_{1}+\partial L_{2}=\partial L$, we obtain

$$
\left(0, c\left(z^{k}-z^{k+1}\right), z^{k+1}-M x^{k+1}\right) \in \partial L\left(x^{k+1}, z^{k+1}, \mu^{k+1}\right)
$$

Since $\partial L$ is a partial inverse of $\partial F$ as defined in (5.3), we know that

$$
\begin{equation*}
\left(0, c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \in \partial F\left(x^{k+1}, z^{k+1}, z^{k+1}-M x^{k+1}\right) \tag{5.49}
\end{equation*}
$$

Recalling that $Q$ is the negative of the convex conjugate of $F$, combining Fenchel's equality 69, Theorem 23.5] with 5.49) produces

$$
\begin{aligned}
F\left(x^{k+1}, z^{k+1}, z^{k+1}-M x^{k+1}\right)-Q & \left(0, c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \\
& =c\left\langle z^{k+1}, z^{k}-z^{k+1}\right\rangle+\left\langle z^{k+1}-M x^{k+1}, \mu^{k+1}\right\rangle .
\end{aligned}
$$

Using the definition (5.3) of $F$, we have $F\left(x^{k+1}, z^{k+1}, z^{k+1}-M x^{k+1}\right)=f\left(x^{k+1}\right)+$ $g\left(z^{k+1}\right)$. Substituting this identity into the above equation and rearranging, we obtain

$$
\begin{align*}
f\left(x^{k+1}\right)+g\left(z^{k+1}\right)=Q & \left(0, c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right)  \tag{5.50}\\
& +c\left\langle z^{k+1}, z^{k}-z^{k+1}\right\rangle+\left\langle z^{k+1}-M x^{k+1}, \mu^{k+1}\right\rangle . \tag{5.51}
\end{align*}
$$

The first term in (5.51) converges to zero because Proposition 15 asserts that $\left\{z^{k}\right\}$ is bounded and $z^{k+1}-z^{k} \rightarrow 0$. Since $\left\{p^{k}\right\}$ is bounded and $z^{k+1}-z^{k} \rightarrow 0$, it follows
that $\left\{\mu^{k+1}\right\}$ is bounded, because $\mu^{k+1}=p^{k+1}-c\left(z^{k}-z^{k+1}\right)$. From Proposition 15 we have $M x^{k+1}-z^{k+1} \rightarrow 0$, so the second term in 5.51) also converges to zero. Let $\mathcal{K}_{1} \subseteq \mathbb{N}$ be any infinite sequence of indices for which $\lim _{k \in \mathcal{K}_{1}} f\left(x^{k+1}\right)+g\left(z^{k+1}\right)=$ $\limsup _{k \rightarrow \infty} f\left(x^{k}\right)+g\left(z^{k}\right)$. Since $\left\{\mu^{k}\right\}$ is bounded, there exists some infinite subsequence $\mathcal{K}_{1}^{\prime} \subseteq \mathcal{K}_{1}$ over which $\left\{\mu^{k+1}\right\}$ converges to some limit $p^{\infty} \in \mathbb{R}^{m}$. Taking the limit over $\mathcal{K}_{1}^{\prime}$ in (5.50)-(5.51), we obtain, since we have established that all the terms in (5.51) converge to zero, that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=\lim _{k \in \mathcal{K}_{1}^{\prime}} Q\left(0, c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \tag{5.52}
\end{equation*}
$$

Because $Q$ is an upper semicontinuous function, $z^{k+1}-z^{k} \rightarrow 0$, and $\mu^{k} \rightarrow_{\mathcal{K}_{1}^{\prime}} p^{\infty}$, we must have

$$
\begin{equation*}
\lim _{k \in \mathcal{K}_{1}^{\prime}} Q\left(0, c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \leq Q\left(0,0, p^{\infty}\right) \tag{5.53}
\end{equation*}
$$

By weak duality, we also have $Q\left(0,0, p^{\infty}\right) \leq \inf _{x \in \mathbb{R}^{n}}\{f(x)+g(z)\}=f\left(x^{*}\right)+g\left(z^{*}\right)$. Combining this observation with 5.52 and (5.53), we obtain

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \leq f\left(x^{*}\right)+g\left(z^{*}\right) \tag{5.54}
\end{equation*}
$$

On the other hand, $\left(x^{*}, z^{*}\right)$ minimizes the ordinary Lagrangian

$$
L(x, z, p)=f(x)+g(z)+\langle p, M x-z\rangle
$$

of (P) with respect to $(x, z)$ for $p=p^{*}$, so for any $k \geq 0$ we have $L\left(x^{*}, z^{*}, p^{*}\right) \leq$ $L\left(x^{k}, z^{k}, p^{*}\right)$, which is equivalent to

$$
f\left(x^{*}\right)+g\left(z^{*}\right) \leq f\left(x^{k}\right)+g\left(z^{k}\right)+\left\langle p^{*}, M x^{k}-z^{k}\right\rangle
$$

which with a minor rearrangement is in turn equivalent to

$$
\begin{equation*}
f\left(x^{*}\right)+g\left(z^{*}\right)-\left\langle p^{*}, M x^{k}-z^{k}\right\rangle \leq f\left(x^{k}\right)+g\left(z^{k}\right) \tag{5.55}
\end{equation*}
$$

Let $\mathcal{K}_{2} \subseteq \mathbb{N}$ be any infinite sequence of indices for which

$$
\lim _{k \in \mathcal{K}_{2}}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=\liminf _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}
$$

Since the Proposition 15 ensures that $\left\langle p^{*}, M x^{k}-z^{k}\right\rangle \rightarrow 0$, we obtain by taking the limit over $\mathcal{K}_{2}$ in (5.55) that

$$
\begin{equation*}
f\left(x^{*}\right)+g\left(z^{*}\right) \leq \liminf _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \tag{5.56}
\end{equation*}
$$

Combining (5.54) and 5.56, we have

$$
f\left(x^{*}\right)+g\left(z^{*}\right) \leq \liminf _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \leq \limsup _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \leq f\left(x^{*}\right)+g\left(z^{*}\right)
$$

which is equivalent to $\lim _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=f\left(x^{*}\right)+g\left(z^{*}\right)$.
Finally, if $M$ has full column rank, the boundedness $\left\{z^{k}\right\}$ and $M x^{k}-z^{k} \rightarrow 0$ imply that $\left\{x^{k}\right\}$ is bounded. Therefore, $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$ must have a limit point, which must be a KKT point. This proves the final assertion.

### 5.3 Common elements of the Lagrangian splitting analyses

We will use the above tools and notation to develop two different approximate versions of the ADMM. This section develops some common analysis underlying both versions. Some of these results isolate or generalize specific arguments in the preceeding section.

Lemma 17. Suppose that $\left\{x^{k}\right\},\left\{y_{1}^{k}\right\} \subset \mathbb{R}^{n}$, and $\left\{z^{k}\right\},\left\{p^{k}\right\},\left\{y_{2}^{k}\right\} \subset \mathbb{R}^{m}$ obey the recursions (5.16), (5.19), and 5.22). If it is also true that

$$
M x^{k}-z^{k} \rightarrow 0 \quad M x^{k+1}-z^{k} \rightarrow 0 \quad y_{1}^{k} \rightarrow 0 \quad y_{2}^{k} \rightarrow 0
$$

then all limit points of the sequence $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$ are KKT points of (P).
Proof. Consider any limit point $\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$ of $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$, along with an infinite index set $\mathcal{K} \subseteq \mathbb{N}$ such that $\left(x^{k+1}, z^{k+1}, p^{k+1}\right) \rightarrow_{\mathcal{K}}\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$. By rearranging (5.17) and (5.20), which are respectively equivalent to they hypotheses (5.16) and (5.19), we arrive at

$$
\begin{align*}
y_{1}^{k+1}-M^{\top}\left(p^{k}+c\left(M x^{k+1}-z^{k}\right)\right) & \in \partial f\left(x^{k+1}\right)  \tag{5.57}\\
y_{2}^{k+1}+\left(p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\right) & \in \partial g\left(z^{k+1}\right) \tag{5.58}
\end{align*}
$$

From (5.22) and the hypothesis that $M x^{k}-z^{k} \rightarrow 0$, we conclude that $\left\{p^{k}\right\}$ has the same limit over $\mathcal{K}$ as $\left\{p^{k+1}\right\}$ does. Using this information and the hypotheses that $y_{1}^{k}, y_{2}^{k} \rightarrow 0$, we obtain by taking limits over $\mathcal{K}$ in 5.57) and (5.58 and using that subdifferentials of closed functions have closed graphs that

$$
\begin{equation*}
-M^{\top} p^{\infty} \in \partial f\left(x^{\infty}\right) \quad p^{\infty} \in \partial g\left(z^{\infty}\right) \tag{5.59}
\end{equation*}
$$

Since we have assumed that $M x^{k}-z^{k} \rightarrow 0$, it also follows by taking limits over $\mathcal{K}$ that $M x^{\infty}=z^{\infty}$. In view of (5.59), we conclude that $\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$ is a KKT point of (P).

Note that the lemma does not address the question of whether any limit points of $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$ exist. One set of conditions sufficient to guarantee that such limit points exist is that $\left\{x^{k}\right\}$ possess at least one limit point and that $\left\{z^{k}\right\}$ and $\left\{p^{k}\right\}$ be bounded.

Clearly, any two of the conditions

$$
M x^{k}-z^{k} \rightarrow 0 \quad M x^{k+1}-z^{k} \rightarrow 0 \quad z^{k+1}-z^{k} \rightarrow 0
$$

are sufficient to imply the remaining one, so we may substitute any two of these conditions for the assumptions $M x^{k+1}-z^{k+1} \rightarrow$ and $M x^{k+1}-z^{k} \rightarrow 0$ in the above lemma.

We now give another result, similar to Lemma 17, that will prove useful for cases in which various "inner loops" of the algorithms to be proposed below do not terminate:

Lemma 18. Suppose $\bar{x} \in \mathbb{R}^{n}$ and $\bar{p} \in \mathbb{R}^{m}$, and that the sequences $\left\{\hat{x}^{i}\right\}_{i=1}^{\infty},\left\{\hat{y}_{1}^{i}\right\}_{i=1}^{\infty} \subset$ $\mathbb{R}^{n}$ and $\left\{\hat{z}^{i}\right\}_{i=1}^{\infty},\left\{\hat{p}^{i}\right\}_{i=1}^{\infty},\left\{\hat{y}_{2}^{i}\right\}_{i=1}^{\infty} \subset \mathbb{R}^{m}$ conform for all $i$ to the recursions

$$
\begin{aligned}
& \hat{y}_{2}^{i} \in \partial\left[g(z)-\langle\bar{p}, z\rangle+\frac{c}{2}\|M \bar{x}-z\|^{2}\right]_{z=\hat{z}^{i}} \\
& \hat{p}^{i}=\bar{p}+c\left(M \bar{x}-\hat{z}^{i}\right) \\
& \hat{y}_{1}^{i} \in \partial\left[f(x)+\left\langle\hat{p}^{i}, M x\right\rangle+\frac{c}{2}\left\|M x-\hat{z}^{i}\right\|^{2}\right]_{x=\hat{x}^{i}} .
\end{aligned}
$$

If it is also true that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \hat{y}_{1}^{i}=0 \quad \lim _{i \rightarrow \infty} \hat{y}_{2}^{i}=0 \quad \lim _{i \rightarrow \infty} M \hat{x}^{i}-\hat{z}^{i}=0 \tag{5.60}
\end{equation*}
$$

then all limit points of $\left\{\left(\hat{x}^{i}, \hat{z}^{i}, \hat{p}^{i}\right)\right\}$ are KKT points of ( P$)$.

Proof. Let $\left(\hat{x}^{\infty}, \hat{z}^{\infty}, \hat{p}^{\infty}\right)$ be any limit point of $\left\{\left(\hat{x}^{i}, \hat{z}^{i}, \hat{p}^{i}\right)\right\}$ and $\mathcal{K} \subseteq \mathbb{N}$ be some infinite index set such that $\left(\hat{x}^{i}, \hat{z}^{i}, \hat{p}^{i}\right) \rightarrow_{\mathcal{K}}\left(\hat{x}^{\infty}, \hat{z}^{\infty}, \hat{p}^{\infty}\right)$. For all $i$, we then have

$$
\begin{equation*}
\bar{y}_{2}^{i}+\hat{p}^{i} \in \partial g\left(\hat{z}^{i}\right) \quad \bar{y}_{1}^{i}-M^{\top} \hat{p}^{i}-c\left(M \hat{x}^{i}-\hat{z}^{i}\right) \in \partial f\left(\hat{x}^{i}\right) \tag{5.61}
\end{equation*}
$$

Taking limits over $\mathcal{K}$ in (5.61), applying the hypotheses in (5.60), and using that subdifferentials of closed functions are closed and $M \hat{x}^{i}-\hat{z}^{i} \rightarrow 0$, we obtain

$$
\begin{equation*}
\hat{p}^{\infty} \in \partial g\left(\hat{z}^{\infty}\right) \quad-M^{\top} \hat{p}^{\infty} \in \partial f\left(\hat{x}^{\infty}\right) \quad M \hat{x}^{\infty}=\hat{z}^{\infty} \tag{5.62}
\end{equation*}
$$

that is, that $\left(\hat{x}^{\infty}, \hat{z}^{\infty}, \hat{p}^{\infty}\right)$ is a KKT point of $(\mathrm{P})$.

The following special case of Lemma 18 will prove useful in cases in which the $g$ subproblems is easy to solve exactly:

Corollary 19. Suppose $\bar{x} \in \mathbb{R}^{n}$ and $\bar{p}, \hat{p}, \hat{z} \in \mathbb{R}^{m}$ satisfy

$$
\begin{aligned}
& \hat{z}=\underset{z}{\arg \min }\left\{g(z)-\langle\bar{p}, z\rangle+\frac{c}{2}\|M \bar{x}-z\|^{2}\right\} \\
& \hat{p}=\bar{p}+c(M \bar{x}-\hat{z})
\end{aligned}
$$

and that $\left\{\hat{x}^{i}\right\}_{i=1}^{\infty},\left\{\hat{y}_{1}^{i}\right\}_{i=1}^{\infty} \subset \mathbb{R}^{n}$ satisfy the inclusion

$$
\hat{y}_{1}^{i} \in \partial\left[f(x)+\langle\hat{p}, M x\rangle+\frac{c}{2}\|M x-\hat{z}\|^{2}\right]_{x=\hat{x}^{i}}
$$

for all $i$. If it is also true that

$$
\lim _{i \rightarrow \infty} \hat{y}_{1}^{i}=0 \quad \lim _{i \rightarrow \infty} M \hat{x}^{i}-\hat{z}=0
$$

then for every limit point $\hat{x}^{\infty}$ of $\left\{\hat{x}^{i}\right\}$, we have that $\left(\hat{x}^{\infty}, \hat{z}, \hat{p}\right)$ is a KKT point of ( P ).

Proof. The result follows immediately by applying Lemma 18 in the case that $\hat{z}^{i}=\hat{z}$, $\hat{y}_{2}^{i}=0$, and $\hat{p}^{i}=\hat{p}$ for all $i$.

We now use the monotonicity of subdifferential mappings such as $\partial L, \partial L_{1}$ and $\partial L_{2}$ to derive crucial inequalities that will prove useful in analyzing our proposed algorithms:

Lemma 20. Suppose that $\left(y_{2}^{k+1}, z^{k+1}\right)$ satisfies (5.19), $\left(y_{2}^{k}, z^{k}\right)$ satisfies (5.19) with $k$ replaced by $k-1$, and $p^{k+1}=p^{k}+c\left(M x^{k}-z^{k}\right)$. Then

$$
\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2} \leq\left\|M x^{k+1}-z^{k}\right\|^{2}+\frac{2}{c}\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle
$$

Proof. Applying (5.25) and its equivalent with $k$ replaced by $k-1$, we have

$$
\begin{aligned}
\left(0, y_{2}^{k}, z^{k}\right) & \in \partial L_{2}\left(x^{k}, z^{k}, p^{k}\right) \\
\left(0, y_{2}^{k+1}, z^{k+1}\right) & \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k+1}\right)
\end{aligned}
$$

Since $\partial L_{2}$ is monotone [69, Corollary 37.5.2], the above two inclusions imply that

$$
\begin{aligned}
&\left\langle p^{k}-p^{k+1}, z^{k}-z^{k+1}\right\rangle+\left\langle y_{2}^{k}-y_{2}^{k+1} z^{k}-z^{k+1}\right\rangle \geq 0 \\
& \Leftrightarrow\left\langle-c\left(M x^{k+1}-z^{k+1}\right), z^{k}-z^{k+1}\right\rangle+\left\langle y_{2}^{k}-y_{2}^{k+1}, z^{k}-z^{k+1}\right\rangle \\
& \geq 0 \\
& \Leftrightarrow c\left\langle M x^{k+1}-z^{k+1}, z^{k}-z^{k+1}\right\rangle-\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle \leq 0
\end{aligned}
$$

where the first equivalence uses $p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)$. Multiplying by $2 / c$ and expanding the first inner product using the identity $\langle a, b\rangle=\|a\|^{2}+\|b\|^{2}-\|a-b\|^{2}$, we obtain the equivalent inequality

$$
\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2}-\left\|M x^{k+1}-z^{k}\right\|^{2}-\frac{2}{c}\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle \leq 0
$$

which we may rearrange into

$$
\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2} \leq\left\|M x^{k+1}-z^{k}\right\|^{2}+\frac{2}{c}\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle
$$

The next two propositions assert that under certain conditions, the sequences produced by algorithms conforming to (5.16), (5.19), and (5.22) are asymptotically optimal even when $\left\{x^{k}\right\}$ does not have any limit points.

Proposition 21. Suppose that $\left\{x^{k}\right\},\left\{y_{1}^{k}\right\} \subset \mathbb{R}^{n}$ and $\left\{z^{k}\right\},\left\{p^{k}\right\},\left\{y_{2}^{k}\right\} \subset \mathbb{R}^{m}$ obey the recursions (5.16), (5.19), and (5.22), and Assumption 1 holds. If the sequences $\left\{M x^{k}\right\}$ and $\left\{p^{k}\right\}$ are bounded and we also have

$$
\begin{equation*}
z^{k+1}-z^{k} \rightarrow 0 \quad M x^{k}-z^{k} \rightarrow 0 \quad y_{1}^{k} \rightarrow 0 \quad y_{2}^{k} \rightarrow 0 \quad\left\langle y_{1}^{k}, x^{k}\right\rangle \rightarrow 0 \quad\left\langle y_{2}^{k}, z^{k}\right\rangle \rightarrow 0, \tag{5.63}
\end{equation*}
$$

then every limit point of $\left\{p^{k}\right\}$ is an optimal solution to the dual problem (D).
Proof. Let $\left(x^{*}, z^{*}, p^{*}\right)$ be a saddle point for $(\mathrm{P})$. Defining $\mu^{k}$ as in (5.23), we have from (5.24) that $\left(y_{1}^{k+1}, 0,-M x^{k+1}\right) \in \partial L_{1}\left(x^{k+1}, z^{k}, \mu^{k+1}\right)$. Since $\partial Q_{1}$ is the partial inverse of $\partial L_{1}$, we therefore have

$$
\left(x^{k+1}, z^{k},-M x^{k+1}\right) \in \partial Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right)
$$

From (5.13), we have for all $\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m}$ that

$$
\begin{aligned}
Q_{1}\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right) \leq & Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right) \\
& \quad-\left\langle x^{k+1}, y_{1}^{\prime}-y_{1}^{k+1}\right\rangle-\left\langle z^{k}, y_{2}^{\prime}-0\right\rangle-\left\langle-M x^{k+1}, p^{\prime}-\mu^{k+1}\right\rangle
\end{aligned}
$$

Let $p^{*}$ be some optimal dual solution, which must exist by Assumption 1. Setting $\left(y_{1}^{\prime}, y_{2}^{\prime}, p^{\prime}\right)=\left(0,0, p^{*}\right)$ in the previous inequality, we have

$$
\begin{equation*}
Q_{1}\left(0,0, p^{*}\right) \leq Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right)-\left\langle x^{k+1}, 0-y_{1}^{k+1}\right\rangle-\left\langle-M x^{k+1}, p^{*}-\mu^{k+1}\right\rangle \tag{5.64}
\end{equation*}
$$

Similarly, 5.25 and $\partial Q_{2}$ being the partial inverse of $\partial L_{2}$ imply that

$$
\left(x^{k+1}, z^{k+1}, z^{k+1}\right) \in \partial Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right)
$$

and therefore

$$
\begin{equation*}
Q_{2}\left(0,0, p^{*}\right) \leq Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right)-\left\langle z^{k+1}, 0-y_{2}^{k+1}\right\rangle-\left\langle z^{k+1}, p^{*}-p^{k+1}\right\rangle \tag{5.65}
\end{equation*}
$$

From (5.12), we know that $Q\left(0,0, p^{*}\right)=Q_{1}\left(0,0, p^{*}\right)+Q_{2}\left(0,0, p^{*}\right)$. Substituting this equation into the inequality obtained by adding (5.64) and (5.65), we arrive at

$$
\begin{align*}
Q\left(0,0, p^{*}\right) \leq Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right) & +Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right)+\left\langle x^{k+1}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}, y_{2}^{k+1}\right\rangle \\
& -\left\langle-M x^{k+1}, p^{*}-\mu^{k+1}\right\rangle-\left\langle z^{k+1}, p^{*}-p^{k+1}\right\rangle \tag{5.66}
\end{align*}
$$

Since $p^{k+1}=\mu^{k+1}+c\left(z^{k}-z^{k+1}\right)$, we can rewrite (5.66) as follows:

$$
\begin{array}{r}
Q\left(0,0, p^{*}\right) \leq Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right)+Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right)+\left\langle x^{k+1}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}, y_{2}^{k+1}\right\rangle \\
\quad-\left\langle-M x^{k+1}+z^{k+1}, p^{*}-p^{k+1}\right\rangle-c\left\langle-M x^{k+1}, z^{k}-z^{k+1}\right\rangle \\
=Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right)+Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right)+\left\langle x^{k+1}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}, y_{2}^{k+1}\right\rangle \\
\quad+\left\langle M x^{k+1}-z^{k+1}, p^{*}-p^{k+1}\right\rangle+c\left\langle M x^{k+1}, z^{k}-z^{k+1}\right\rangle . \tag{5.67}
\end{array}
$$

From the hypotheses that $\left\{p^{k}\right\}$ is bounded and $M x^{k+1}-z^{k+1} \rightarrow 0$, we conclude that $\left\langle M x^{k+1}-z^{k+1}, p^{*}-p^{k+1}\right\rangle \rightarrow 0$. Similarly, the hypotheses that $\left\{M x^{k}\right\}$ is bounded and $z^{k+1}-z^{k} \rightarrow 0$, imply that $\left\langle M x^{k+1}, z^{k}-z^{k+1}\right\rangle \rightarrow 0$. Since we have also assumed that $\left\langle y_{1}^{k+1}, x^{k+1}\right\rangle \rightarrow 0$ and $\left\langle y_{2}^{k+1}, z^{k+1}\right\rangle \rightarrow 0$, the last four terms in (5.67) all converge to 0 .

Consider any limit point $p^{\infty}$ of $\left\{p^{k}\right\}$, and suppose $\mathcal{K} \subseteq \mathbb{N}$ is an infinite sequence of indices such that $p^{k} \rightarrow_{\mathcal{K}} p^{\infty}$. The assumption that $z^{k+1}-z^{k} \rightarrow 0$ implies that $\mu^{k}-p^{k} \rightarrow 0$, so we also have $\mu^{k} \rightarrow \mathcal{K} p^{\infty}$. Thus, taking limits over $\mathcal{K}$ in (5.67) and using the fact that $Q_{1}$ and $Q_{2}$ are closed (upper semicontinuous) concave functions, we have

$$
\begin{aligned}
f\left(x^{*}\right)+g\left(z^{*}\right) & =Q\left(0,0, p^{*}\right) \\
& \leq \underset{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}}{\liminf ^{\prime}}\left\{Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right)+Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right)\right\} \\
& \leq \limsup _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}}\left\{Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right)+Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right)\right\} \\
& \leq \limsup _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}} Q_{1}\left(y_{1}^{k+1}, 0, \mu^{k+1}\right)+\underset{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}}{\limsup } Q_{2}\left(0, y_{2}^{k+1}, p^{k+1}\right) \\
& \leq Q_{1}\left(\lim _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}} y_{1}^{k+1}, 0, \lim _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}} \mu^{k+1}\right)+Q_{2}\left(0, \lim _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}} y_{2}^{k+1}, \lim _{\substack{k \rightarrow \infty \\
k \in \mathcal{K}}} p^{k+1}\right) \\
& =Q_{1}\left(0,0, p^{\infty}\right)+Q_{2}\left(0,0, p^{\infty}\right) \\
& =Q\left(0,0, p^{\infty}\right) \\
& \leq f\left(x^{*}\right)+g\left(z^{*}\right),
\end{aligned}
$$

where the last inequality is a consequence of $f\left(x^{*}\right)+g\left(z^{*}\right)$ being the maximum possible value of $Q$. Therefore, we obtain $Q\left(0,0, p^{\infty}\right)=Q\left(0,0, p^{*}\right)=f\left(x^{*}\right)+g\left(z^{*}\right)$, meaning that $p^{\infty}$ is also a dual solution.

Proposition 22. Suppose that $\left\{x^{k}\right\},\left\{y_{1}^{k}\right\} \subset \mathbb{R}^{n}$ and $\left\{z^{k}\right\},\left\{p^{k}\right\},\left\{y_{2}^{k}\right\} \subset \mathbb{R}^{m}$ obey the recursions (5.16), (5.19), and (5.22). If the same limits in (5.63) hold and the sequences $\left\{p^{k}\right\}$ and $\left\{z^{k}\right\}$ are bounded, then

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \leq \inf _{x \in \mathbb{R}^{n}}\{f(x)+g(M x)\} \tag{5.68}
\end{equation*}
$$

If Assumption 1 is satisfied, then the stronger condition

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=\inf _{x \in \mathbb{R}^{n}} f(x)+g(M x)=f\left(x^{*}\right)+g\left(M x^{*}\right) \tag{5.69}
\end{equation*}
$$

holds, where $x^{*}$ is any solution of (1.4).
Proof. Adding $c\left(z^{k}-z^{k+1}\right)$ to both sides of the inclusion (5.20), which we know holds from the hypothesis (5.19), we obtain
$y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right) \in \partial g\left(z^{k+1}\right)-p^{k}+c\left(z^{k+1}-M x^{k+1}\right)+c\left(z^{k}-z^{k+1}\right)=\partial g\left(z^{k+1}\right)-\mu^{k+1}$, where $\mu^{k+1}$ is defined as in 5.23). From the formula for $\partial L_{2}$ given in (5.8), we then ascertain that

$$
\begin{equation*}
\left(0, y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right), z^{k+1}\right) \in \partial L_{2}\left(x^{k+1}, z^{k+1}, \mu^{k+1}\right) \tag{5.70}
\end{equation*}
$$

Next, consider (5.24), which is a consequence of the hypothesis (5.16). Since $L_{1}$ is independent of its second $(z)$ argument, we may replace $z^{k}$ by $z^{k+1}$ in (5.24) and obtain

$$
\begin{equation*}
\left(y_{1}^{k+1}, 0,-M x^{k+1}\right) \in \partial L_{1}\left(x^{k+1}, z^{k+1}, \mu^{k+1}\right) \tag{5.71}
\end{equation*}
$$

Adding (5.71) and (5.70), and using that $\partial L_{1}+\partial L_{2}=\partial L$, we obtain

$$
\left(y_{1}^{k+1}, y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right), z^{k+1}-M x^{k+1}\right) \in \partial L\left(x^{k+1}, z^{k+1}, \mu^{k+1}\right) .
$$

Since $\partial L$ is a partial inverse of $\partial F$ as defined in (5.3), we know that

$$
\begin{equation*}
\left(y_{1}^{k+1}, y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \in \partial F\left(x^{k+1}, z^{k+1}, z^{k+1}-M x^{k+1}\right) . \tag{5.72}
\end{equation*}
$$

Recalling that $Q$ is the negative of the convex conjugate of $F$, combining Fenchel's equality [69, Theorem 23.5] with 5.72) produces

$$
\begin{aligned}
& F\left(x^{k+1}, z^{k+1}, z^{k+1}-M x^{k+1}\right)-Q\left(y_{1}^{k+1}, y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \\
& \quad=\left\langle x^{k+1}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}, y_{2}^{k+1}\right\rangle+c\left\langle z^{k+1}, z^{k}-z^{k+1}\right\rangle+\left\langle z^{k+1}-M x^{k+1}, \mu^{k+1}\right\rangle .
\end{aligned}
$$

Using the definition (5.3) of $F$, we have $F\left(x^{k+1}, z^{k+1}, z^{k+1}-M x^{k+1}\right)=f\left(x^{k+1}\right)+$ $g\left(z^{k+1}\right)$. Substituting this identity into the above equation and rearranging, we obtain

$$
\begin{align*}
f\left(x^{k+1}\right)+g\left(z^{k+1}\right)=Q & \left(y_{1}^{k+1}, y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right)  \tag{5.73}\\
& +\left\langle x^{k+1}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}, y_{2}^{k+1}\right\rangle  \tag{5.74}\\
& +c\left\langle z^{k+1}, z^{k}-z^{k+1}\right\rangle+\left\langle z^{k+1}-M x^{k+1}, \mu^{k+1}\right\rangle . \tag{5.75}
\end{align*}
$$

The hypotheses (5.63) directly ensure that the terms on line (5.74) converge to zero. The first term in also converges to zero, because we have assumed that $\left\{z^{k}\right\}$ is bounded and (5.63) contains the assumption that $z^{k+1}-z^{k} \rightarrow 0$. Since we have assumed that $\left\{p^{k}\right\}$ is bounded and $z^{k+1}-z^{k} \rightarrow 0$, it follows that $\left\{\mu^{k}\right\}$ is bounded. Furthermore, (5.63) contains the assumption that $M x^{k+1}-z^{k} \rightarrow 0$, so the second term in (5.75) also converges to zero. Let $\mathcal{K}_{1} \subseteq \mathbb{N}$ be any infinite sequence of indices for which $\lim _{k \in \mathcal{K}_{1}} f\left(x^{k+1}\right)+g\left(z^{k+1}\right)=\lim \sup _{k \rightarrow \infty} f\left(x^{k}\right)+g\left(z^{k}\right)$. Since we have assumed that $\left\{p^{k}\right\}$ is bounded, which implies that $\left\{\mu^{k}\right\}$ is bounded, there exists some infinite subsequence $\mathcal{K}_{1}^{\prime} \subseteq \mathcal{K}_{1}$ over which $\left\{\mu^{k+1}\right\}$ converges to some limit $p^{\infty} \in \mathbb{R}^{m}$. Taking the limit over $\mathcal{K}_{1}^{\prime}$ in (5.73)-5.75), we obtain, since we have established that all the terms in (5.74)-5.75) converge to zero, that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=\lim _{k \in \mathcal{K}_{1}^{\prime}} Q\left(y_{1}^{k+1}, y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \tag{5.76}
\end{equation*}
$$

Furthermore, since $Q$ is an upper semicontinuous function and $y_{1}^{k} \rightarrow 0, y_{2}^{k} \rightarrow 0$, $z^{k+1}-z^{k} \rightarrow 0$, and $\mu^{k} \rightarrow_{\mathcal{K}_{1}^{\prime}} p^{\infty}$, we must have

$$
\begin{equation*}
\lim _{k \in \mathcal{K}_{1}^{\prime}} Q\left(y_{1}^{k+1}, y_{2}^{k+1}+c\left(z^{k}-z^{k+1}\right), \mu^{k+1}\right) \leq Q\left(0,0, p^{\infty}\right) \tag{5.77}
\end{equation*}
$$

By weak duality, we also have $Q\left(0,0, p^{\infty}\right) \leq \inf _{x \in \mathbb{R}^{n}}\{f(x)+g(M x)\}$. Combining this observation with (5.76) and (5.77), we obtain (5.68).

Now assume Assumption 1 holds, and let $\left(x^{*}, z^{*}, p^{*}\right)$ be any KKT point. Then (5.68) immediately becomes

$$
\begin{equation*}
\limsup _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \leq \inf _{x \in \mathbb{R}^{n}}\{f(x)+g(M x)\}=f\left(x^{*}\right)+g\left(z^{*}\right) \tag{5.78}
\end{equation*}
$$

The point $\left(x^{*}, z^{*}\right)$ minimizes the ordinary Lagrangian $L(x, z, p)=f(x)+g(z)+$ $\langle p, M x-z\rangle$ of $(\mathrm{P})$ with respect to $(x, z)$ for $p=p^{*}$, so for any $k \geq 0$ we have $L\left(x^{*}, z^{*}, p^{*}\right) \leq L\left(x^{k}, z^{k}, p^{*}\right)$, which is equivalent to

$$
f\left(x^{*}\right)+g\left(z^{*}\right) \leq f\left(x^{k}\right)+g\left(z^{k}\right)+\left\langle p^{*}, M x^{k}-z^{k}\right\rangle,
$$

which with a minor rearrangement is in turn equivalent to

$$
\begin{equation*}
f\left(x^{*}\right)+g\left(z^{*}\right)-\left\langle p^{*}, M x^{k}-z^{k}\right\rangle \leq f\left(x^{k}\right)+g\left(z^{k}\right) \tag{5.79}
\end{equation*}
$$

Let $\mathcal{K}_{2} \subseteq \mathbb{N}$ be any infinite sequence of indices for which

$$
\lim _{k \in \mathcal{K}_{2}}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=\liminf _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}
$$

Since the hypotheses (5.63) include $\left\langle p^{*}, M x^{k}-z^{k}\right\rangle \rightarrow 0$, we obtain by taking the limit over $\mathcal{K}_{2}$ in 5.79 that

$$
\begin{equation*}
f\left(x^{*}\right)+g\left(z^{*}\right) \leq \liminf _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} . \tag{5.80}
\end{equation*}
$$

Combining (5.78) and (5.80, we have

$$
f\left(x^{*}\right)+g\left(z^{*}\right) \leq \liminf _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \leq \limsup _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\} \leq f\left(x^{*}\right)+g\left(z^{*}\right)
$$

which, in view of $M x^{*}=z^{*}$, is equivalent to (5.69).

### 5.4 Approximate ADMM with absolute summable error criteria

We are now in a position to develop an approximate ADMM algorithms whose convergence analysis is based on Lagrangian splitting. Our first method uses two given absolute error sequences, one for the $x$ subproblem, and one for the $z$ subproblem, and takes the form of a slightly more complicated form of Algorithm 4.1.1 developed above. However, we are able to prove its convergence without any strong convexity or matrix rank assumptions. Unlike the method from 29 underlying Algorithm 4.1.1, the convergence analysis uses only residual subgradient information and does not require bounds on the distance to the exact subproblem solutions.

Broadly speaking, the analysis here blends the original ADMM convergence proof in (34 with the techniques developed in 28 for approximate solution of subproblems in the standard (non-alternating-direction) augmented Lagrangian method. Just as in Section 4.1, let $\left\{\epsilon_{k}\right\}_{k=1}^{\infty},\left\{\tau_{k}\right\}_{k=1}^{\infty} \subset \mathbb{R}_{++}$be scalar sequences such that $\sum_{k=1}^{\infty} \epsilon_{k}<\infty$ and $\sum_{k=1}^{\infty} \tau_{k}<\infty$. We are free to construct these sequences to fit a particular class of problems of problem instances. For example, for a relatively difficult $x$ subproblem we might choose relatively large and slowly decreasing values of $\epsilon_{k}$, whereas if the $z$ subproblem is easily solved exactly, we might even take $\tau_{k} \equiv 0$. We also take $\beta_{1}>0$ and $\beta_{2}>0$ to be two arbitrary positive scalars. Our proposed algorithm is as follows:

```
Algorithm 5.4.1 Inexact ADMM with absolutely summable error criteria
    initialization: Pick \(c>0\) and initial points \(p^{0}, z^{0} \in \mathbb{R}^{m}\)
    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(x^{k+1} \approx \arg \min _{x}\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}\)
            by taking \(\left(x^{k, l}, y_{1}^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)\)
        until \(\left\|y_{1}^{k, l}\right\| \leq \frac{\epsilon_{k+1}}{\max \left\{\beta_{1},\left\|x^{k, l}\right\|\right\}}\)
        \(x^{k+1}=x^{k, l}\)
        \(y_{1}^{k+1}=y_{1}^{k, l}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(z^{k+1} \approx \arg \min _{z}\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}\)
            by taking \(\left(z^{k, l}, y_{2}^{k, l}\right)=\mathcal{G}\left(p^{k}, x^{k+1}, c, z^{k}, l\right)\)
        until \(\left\|y_{2}^{k, l}\right\| \leq \frac{\tau_{k+1}}{\max \left\{\beta_{2},\left\|z^{k, l}\right\|\right\}}\)
        \(z^{k+1}=z^{k, l}\)
        \(y_{2}^{k+1}=y_{2}^{k, l}\)
        \(p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\)
```

until Overall convergence

Remark: When the sequence $\left\{y_{1}^{k}\right\}$ is not needed for the "overall convergence" test, the assignment $y_{1}^{k+1}=y_{1}^{k, l}$ can be omitted from the algorithm's implementation, and similarly for $\left\{y_{2}^{k}\right\}$, just as in Algorithm 4.1.1. However, the sequences $\left\{y_{1}^{k}\right\}$ and $\left\{y_{2}^{k}\right\}$ figure prominently in the convergence analysis of Algorithm 5.4.1, so we make sure to define them above.

Remark: Generally speaking, the parameters $\beta_{1}$ and $\beta_{2}$ should be chosen to be large numbers since they play the roles of "safe radii" in which the iterates are ordinarily expected to be contained. If the iterates stay contained within these radii, that is $\left\|x^{k, l}\right\| \leq \beta_{1}$ and $\left\|z^{k, l}\right\| \leq \beta_{2}$ for all combinations of $k$ and $l$ encountered in the
course of the algorithm, then the sequence of iterates produced by the algorithm are indistinguishable from those produced by Algorithm 4.1.1, with $\epsilon_{k}$ replaced by $\epsilon_{k} / \beta_{1}$ and $\tau_{k}$ replaced by $\tau_{k} / \beta_{2}$. The sequences $\left\{\epsilon_{k} / \beta_{1}\right\}$ and $\left\{\tau_{k} / \beta_{2}\right\}$ remain summable and thus meet the assumptions of Algorithm 4.1.1, so in this case Algorithm 5.4.1 essentially coincides with Algorithm 4.1.1.

We begin by noting that it is not possible for Algorithm 5.4.1 to become "trapped" in one of its inner loops, subject to a mild condition of the approximation procedure modeled by $\mathcal{F}$ :

Lemma 23. Suppose that the sequence $\left\{\left(x^{l}, y_{1}^{l}\right)\right\}=\{\mathcal{F}(p, z, c, \bar{x}, l)\}$ must be bounded for any $(p, z, c, \bar{x})$. Then the inner loops (over l) of Algorithm 5.4.1 always terminate in a finite number of iterations.

Proof. Fix any $k$. We begin by considering the first inner loop. Note that we must have $y_{1}^{k, l} \rightarrow 0$ by Assumption 2, so that the real impact of the boundedness assumption is to assert that $\left\{x^{k, l}\right\}_{l=1}^{\infty}$ is bounded. Therefore, the right-hand side of the innerloop termination condition $\left\|y_{1}^{k, l}\right\| \leq \epsilon_{k+1} / \max \left\{\beta_{1},\left\|x^{k, l}\right\|\right\}$ is bounded below by some positive quantity. Since its left-hand side converges to zero by Assumption 2, the condition must eventually be satisfied for some finite $l$.

Now consider the second inner loop. From assumption 3, we have $\lim _{l \rightarrow \infty} y_{2}^{k, l}=0$. By Lemma 6, $\left\{z^{k, l}\right\}_{l=1}^{\infty}$ must converge to the unique solution to the $z$ subproblem, so it must be bounded. Since this sequence is bounded, an argument similar to that for the first inner loop asserts that the second inner loop must also terminate finitely.

Remark: By Lemma 5, the boundedness assumption on $\mathcal{F}$ is automatically satisfied and thus redundant whenever the solution set of the $x$ subproblem is bounded, and in particular when the $x$ subproblem solution is unique, for example when $M$ has full column rank.

We now prove the convergence of this method. Many of the techniques are adapted from [28, Sections 3 and 4], but simplified to the special case of the standard Euclidean distance kernel, as opposed to the more general Bregman distances treated in [28.

Lemma 24. [66, Section 2.2] Suppose $\left\{\alpha_{k}\right\}_{k=0}^{\infty},\left\{\gamma_{k}\right\}_{k=0}^{\infty} \subset \mathbb{R}$ are sequences such that $\left\{\alpha_{k}\right\}$ is bounded below, $\sum_{k=0}^{\infty} \gamma_{k}$ exists and is finite, and the recursion $\alpha_{k+1} \leq \alpha_{k}+\gamma_{k}$ holds for all $k \geq 1$. Then $\left\{\alpha_{k}\right\}$ converges to a finite limit.

With an analysis similar to [28, Lemma 5], we prove the following result:
Lemma 25. In Algorithm 5.4.1, we have

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|y_{1}^{k}\right\|<\infty \quad \sum_{k=0}^{\infty}\left\|y_{2}^{k}\right\|<\infty \quad \sum_{k=0}^{\infty}\left\langle x^{k}, y_{1}^{k}\right\rangle<\infty \quad \sum_{k=0}^{\infty}\left\langle z^{k}, y_{2}^{k}\right\rangle<\infty \tag{5.81}
\end{equation*}
$$

all these limits being guaranteed to exist.

Proof. The termination condition of the algorithm's first inner loop guarantees that for all $k \geq 0$,

$$
\begin{equation*}
\left\|y_{1}^{k+1}\right\| \leq \frac{\epsilon_{k+1}}{\max \left\{\beta_{1},\left\|x^{k+1}\right\|\right\}} \leq \frac{\epsilon_{k+1}}{\beta_{1}} \tag{5.82}
\end{equation*}
$$

Recalling that $\sum_{k=1}^{\infty} \epsilon_{k}<\infty$, we conclude that $\sum_{k=0}^{\infty}\left\|y_{1}^{k}\right\|<\infty$, establishing the first claim. From the first inequality in 5.82, we also have

$$
\begin{equation*}
\left\|y_{1}^{k+1}\right\| \leq \frac{\epsilon_{k+1}}{\max \left\{\beta_{1},\left\|x^{k+1}\right\|\right\}} \leq \frac{\epsilon_{k+1}}{\left\|x^{k+1}\right\|} \tag{5.83}
\end{equation*}
$$

Therefore,

$$
\left|\left\langle x^{k+1}, y_{1}^{k+1}\right\rangle\right| \leq\left\|x^{k+1}\right\|\left\|y_{1}^{k+1}\right\| \leq\left\|x^{k+1}\right\| \frac{\epsilon_{k+1}}{\left\|x^{k+1}\right\|}=\epsilon_{k+1}
$$

From the summability of $\left\{\epsilon_{k}\right\}$, we immediately deduce that $\sum_{k=0}^{\infty}\left|\left\langle x^{k}, y_{1}^{k}\right\rangle\right|<\infty$ and therefore we have that $\sum_{k=0}^{\infty}\left\langle x^{k}, y_{1}^{k}\right\rangle$ exists and is finite. The proofs of $\sum_{k=0}^{\infty}\left\|y_{2}^{k}\right\|$ and $\sum_{k=0}^{\infty}\left\langle z^{k}, y_{2}^{k}\right\rangle$ are nearly identical to those just presented.

Lemma 26. If $\left\{z^{k}\right\}_{k=1}^{\infty}$ is bounded in Algorithm 5.4.1, then

$$
\sum_{k=0}^{\infty}\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle<\infty
$$

Proof. By the Cauchy-Schwartz inequality,

$$
\left|\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle\right| \leq\left\|y_{2}^{k+1}-y_{2}^{k}\right\|\left\|z^{k+1}-z^{k}\right\|
$$

Since $\left\{y_{2}^{k}\right\}$ is summable by Lemma 25, $\left\{y_{2}^{k+1}-y_{2}^{k}\right\}$ is also summable. Since $\left\{z^{k}\right\}$ is assumed to be bounded, it follows that the sequence $\left\{\left\|z^{k+1}-z^{k}\right\|\right\}$ is also bounded. We may then deduce from the above inequality that the sequence $\left\{\left|\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle\right|\right\}$ is summable, and therefore that the sequence $\left\{\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle\right\}$ is summable.

Proposition 27. If Assumption 1 holds, then the sequences $\left\{z^{k}\right\}$, $\left\{p^{k}\right\}$ and $\left\{M x^{k}\right\}$ generated by Algorithm 5.4.1, are all bounded, and $\sum_{k=0}^{\infty}\left\|M x^{k+1}-z^{k}\right\|^{2}<\infty$. Furthermore, for any KKT point $\left(x^{*}, z^{*}, p^{*}\right)$ of (P), the sequence $\left\{\left\|\left(c z^{k}, p^{k}\right)-\left(c z^{*}, p^{*}\right)\right\|\right\}$ converges to a finite limit.

Proof. Let $\left(x^{*}, z^{*}, p^{*}\right)$ be any a KKT point of $(\mathbb{P})$, hypothesized to exist by Assumption 1. Then

$$
(0,0,0) \in \partial L\left(x^{*}, z^{*}, p^{*}\right)=\left\{\partial f\left(x^{*}\right)+M^{\top} p^{*}\right\} \times\left\{\partial g\left(z^{*}\right)-p^{*}\right\} \times\left\{z^{*}-M x^{*}\right\}
$$

and from $L=L_{1}+L_{2}$ and (5.7)-(5.8) we have

$$
\begin{aligned}
\left(y_{1}^{k+1}, 0,-M x^{k+1}\right) & \in \partial L_{1}\left(x^{k+1}, z^{k}, p^{k}+c M x^{k+1}-c z^{k}\right) \\
\left(0,0,-M x^{*}\right) & \in \partial L_{1}\left(x^{*}, z^{*}, p^{*}+c M x^{*}-c z^{*}\right) \\
\left(0, y_{2}^{k+1}, z^{k+1}\right) & \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k}+c M x^{k+1}-c z^{k+1}\right) \\
\left(0,0, z^{*}\right) & \in \partial L_{2}\left(x^{*}, z^{*}, p^{*}+c M x^{*}-c z^{*}\right)
\end{aligned}
$$

Since $\partial L_{1}$ is a monotone operator, we have

$$
\left\langle x^{k+1}-x^{*}, y_{1}^{k+1}\right\rangle+\left\langle p^{k}-p^{*}+c M\left(x^{k+1}-x^{*}\right)-c\left(z^{k}-z^{*}\right),-M\left(x^{k+1}-x^{*}\right)\right\rangle \geq 0
$$

Rearranging this inequality, we obtain

$$
\begin{equation*}
\left\|M\left(x^{k+1}-x^{*}\right)\right\|^{2} \leq \frac{1}{c}\left\langle x^{k+1}-x^{*}, y_{1}^{k+1}\right\rangle-\left\langle\frac{1}{c}\left(p^{k}-p^{*}\right)-\left(z^{k}-z^{*}\right), M\left(x^{k+1}-x^{*}\right)\right\rangle . \tag{5.84}
\end{equation*}
$$

Using the monotonicity of $\partial L_{2}$, we have

$$
\begin{aligned}
\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle+\left\langle p^{k}-p^{*}+c M\left(x^{k+1}-x^{*}\right)-c\left(z^{k+1}-z^{*}\right), z^{k+1}-z^{*}\right\rangle \geq 0 \\
\Leftrightarrow \quad\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle+\left\langle p^{k}-p^{*}+c M\left(x^{k+1}-x^{*}\right), z^{k+1}-z^{*}\right\rangle-c\left\|z^{k+1}-z^{*}\right\|^{2} \geq 0
\end{aligned}
$$

which we may rearrange into

$$
\begin{equation*}
\left\|z^{k+1}-z^{*}\right\|^{2} \leq \frac{1}{c}\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle+\left\langle\frac{1}{c}\left(p^{k}-p^{*}\right)+M\left(x^{k+1}-x^{*}\right), z^{k+1}-z^{*}\right\rangle \tag{5.85}
\end{equation*}
$$

Adding (5.84) and (5.85), we obtain

$$
\begin{align*}
& \left\|M\left(x^{k+1}-x^{*}\right)\right\|^{2}+\left\|z^{k+1}-z^{*}\right\|^{2} \\
& \begin{aligned}
\leq \frac{1}{c}\left(\left\langlex^{k+1}-\right.\right. & \left.\left.x^{*}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle\right) \\
& +\left\langle M\left(x^{k+1}-x^{*}\right), z^{k}-z^{*}\right\rangle+\left\langle M\left(x^{k+1}-x^{*}\right), z^{k+1}-z^{*}\right\rangle \\
& \quad+\frac{1}{c}\left\langle p^{k}-p^{*}, z^{k+1}-M x^{k+1}\right\rangle
\end{aligned} \\
& \begin{array}{r}
=\frac{1}{c}\left(\left\langle x^{k+1}-x^{*}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle\right) \\
\quad+\left\langle M\left(x^{k+1}-x^{*}\right), z^{k}-z^{*}\right\rangle+\left\langle M\left(x^{k+1}-x^{*}\right), z^{k+1}-z^{*}\right\rangle \\
\\
\quad+\frac{1}{c^{2}}\left\langle p^{k}-p^{*}, p^{k}-p^{k+1}\right\rangle
\end{array} \\
& \left.\quad+\frac{1}{2}\left(\| x^{k+1}-x^{*}, y_{1}^{k+1}\right\rangle+\left\langle x^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle\right)  \tag{5.86}\\
& \left.\quad+\frac{1}{2}\left(\left\|M\left(x^{*}\right)\right\|^{2}+\left\|z^{k}-z^{*}\right\|^{2}-x^{*}\right)\left\|^{2}+\right\| x^{k+1}-z^{*}\left\|^{2}-\frac{1}{c^{2}}\right\| z^{k+1}-p^{k} \|^{2}\right) \\
& \quad+\frac{1}{2 c^{2}}\left(\left\|p^{k}-p^{*}\right\|^{2}+\left\|p^{k}-p^{k+1}\right\|^{2}-\left\|p^{k+1}-p^{*}\right\|^{2}\right)
\end{align*}
$$

where we use the multiplier update $p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)$ to obtain the term (5.87), we apply the identity $\langle a, b\rangle=\frac{1}{2}\left(\|a\|^{2}+\|b\|^{2}-\|a-b\|^{2}\right)$ to obtain (5.88)(5.90), and both 5.86) and the last term in (5.88) use that $M x^{*}=z^{*}$. Multiplying the resulting inequality by $2 c^{2}$ and rearranging, we obtain

$$
c^{2}\left\|z^{k+1}-z^{*}\right\|^{2}+\left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|M x^{k+1}-z^{k}\right\|^{2}
$$

$$
\begin{equation*}
\leq c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|p^{k}-p^{*}\right\|^{2}+2 c\left(\left\langle x^{k+1}-x^{*}, y_{1}^{k+1}\right\rangle+\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle\right) \tag{5.91}
\end{equation*}
$$

We now bound the last term in (5.91), using the termination conditions for the algorithm's inner loops:

$$
\begin{aligned}
\left\langle x^{k+1}-x^{*}, y_{1}^{k+1}\right\rangle & +\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}\right\rangle \leq\left\|x^{k+1}-x^{*}\right\|\left\|y_{1}^{k+1}\right\|+\left\|z^{k+1}-z^{*}\right\|\left\|y_{2}^{k+1}\right\| \\
& \leq\left\|x^{k+1}\right\|\left\|y_{1}^{k+1}\right\|+\left\|x^{*}\right\|\left\|y_{1}^{k+1}\right\|+\left\|z^{k+1}\right\|\left\|y_{2}^{k+1}\right\|+\left\|z^{*}\right\|\left\|y_{2}^{k+1}\right\| \\
& \leq\left\|x^{k+1}\right\| \frac{\epsilon_{k+1}}{\left\|x^{k+1}\right\|}+\left\|x^{*}\right\| \frac{\epsilon_{k+1}}{\beta_{1}}+\left\|z^{k+1}\right\| \frac{\tau_{k+1}}{\left\|z^{k+1}\right\|}+\left\|z^{*}\right\| \frac{\tau_{k+1}}{\beta_{2}} \\
& \leq\left(1+\frac{\left\|x^{*}\right\|}{\beta_{1}}\right) \epsilon_{k+1}+\left(1+\frac{\left\|z^{*}\right\|}{\beta_{2}}\right) \tau_{k+1} .
\end{aligned}
$$

Substituting this inequality into (5.91), we obtain

$$
\begin{align*}
& c^{2}\left\|z^{k+1}-z^{*}\right\|^{2}+\left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|M x^{k+1}-z^{k}\right\|^{2} \\
& \leq c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|p^{k}-p^{*}\right\|^{2}+2 c\left[\left(1+\frac{\left\|x^{*}\right\|}{\beta_{1}}\right) \epsilon_{k+1}+\left(1+\frac{\left\|z^{*}\right\|}{\beta_{2}}\right) \tau_{k+1}\right] . \tag{5.92}
\end{align*}
$$

Adding this inequality for $k=0, \ldots, K$ and canceling "telescoping" terms yields that for any $K \geq 0$,

$$
\begin{align*}
& c^{2}\left\|z^{K+1}-z^{*}\right\|^{2}+\left\|p^{K+1}-p^{*}\right\|^{2}+c^{2} \sum_{k=0}^{K}\left\|M x^{k+1}-z^{k}\right\|^{2} \\
& \leq c^{2}\left\|z^{0}-z^{*}\right\|^{2}+\left\|p^{0}-p^{*}\right\|^{2}+2 c\left(1+\frac{\left\|x^{*}\right\|}{\beta_{1}}\right) \sum_{k=0}^{K} \epsilon_{k+1}+2 c\left(1+\frac{\left\|z^{*}\right\|}{\beta_{2}}\right) \sum_{k=0}^{K} \tau_{k+1} . \tag{5.93}
\end{align*}
$$

By assumption, both $\left\{\epsilon_{k}\right\}$ and $\left\{\tau_{k}\right\}$ are summable, so the right-hand side of (5.93) converges to a finite limit as $K \rightarrow \infty$. From this boundedness, (5.93) allows us to draw the following conclusions:

- $\left\{p^{k}\right\}$ and $\left\{z^{k}\right\}$ are bounded
- $\sum_{k=0}^{\infty}\left\|M x^{k+1}-z^{k}\right\|^{2}<\infty$
- Consequently, $M x^{k+1}-z^{k} \rightarrow 0$
- Because $M x^{k+1}-z^{k} \rightarrow 0$ and $\left\{z^{k}\right\}$ is bounded, $\left\{M x^{k}\right\}$ must be bounded.

From (5.92), since $\left\|M x^{k+1}-z^{k}\right\|^{2}$ is always nonnegative, we have for all $k$ that

$$
\begin{align*}
& c^{2}\left\|z^{k+1}-z^{*}\right\|^{2}+\left\|p^{k+1}-p^{*}\right\|^{2} \\
& \leq c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|p^{k}-p^{*}\right\|^{2}+2 c\left[\left(1+\frac{\left\|x^{*}\right\|}{\beta_{1}}\right) \epsilon_{k+1}+\left(1+\frac{\left\|z^{*}\right\|}{\beta_{2}}\right) \tau_{k+1}\right] . \tag{5.94}
\end{align*}
$$

Let $\alpha_{k}=c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|p^{k}-p^{*}\right\|^{2}$, which is bounded below by 0 . Also let

$$
\gamma_{k}=2 c\left[\left(1+\frac{\left\|x^{*}\right\|}{\beta_{1}}\right) \epsilon_{k+1}+\left(1+\frac{\left\|z^{*}\right\|}{\beta_{2}}\right) \tau_{k+1}\right],
$$

from which we can rewrite (5.94) as $\alpha_{k+1} \leq \alpha_{k}+\gamma_{k}$. Since $\left\{\epsilon_{k}\right\}$ and $\left\{\gamma_{k}\right\}$ are summable, we know that $\sum_{k=0}^{\infty} \gamma_{k}<\infty$, so by Lemma 24 , we conclude that

$$
\left\{\alpha_{k}\right\}=\left\{c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|p^{k}-p^{*}\right\|^{2}\right\}=\left\{\left\|\left(c z^{k}, p^{k}\right)-\left(c z^{*}, p^{*}\right)\right\|^{2}\right\}
$$

converges to a finite limit, and consequently so does $\left\{\left\|\left(c z^{k}, p^{k}\right)-\left(c z^{*}, p^{*}\right)\right\|\right\}$.
Remark: If we take $y_{1}^{k+1}=0$ and $y_{2}^{k+1}=0$ for all $k$, then the inequality (5.91) reduces to

$$
c^{2}\left\|z^{k+1}-z^{*}\right\|^{2}+\left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|M x^{k+1}-z^{k}\right\|^{2} \leq c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|p^{k}-p^{*}\right\|^{2}
$$

Under this conditions on $y_{1}^{k+1}$ and $y_{2}^{k+1}$, it holds that by Lemma 20

$$
\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2} \leq\left\|M x^{k+1}-z^{k}\right\|^{2}
$$

Immediately, it follows that

$$
\begin{align*}
& \frac{1}{c^{2}}\left\|p^{k}-p^{*}\right\|^{2}+\left\|z^{k}-z^{*}\right\|^{2}-\left(\frac{1}{c^{2}}\left\|p^{k+1}-p^{*}\right\|^{2}+\left\|z^{k+1}-z^{*}\right\|^{2}\right) \geq \\
&\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k+1}-z^{k}\right\|^{2} \tag{5.95}
\end{align*}
$$

which is exactly the inequality (5.37) in the convergence analysis for exact ADMM.

Proposition 28. If Assumption 1 is satisfied, then the sequences generated by Algorithm 5.4.1 have the properties

$$
\sum_{k=0}^{\infty}\left\|z^{k+1}-z^{k}\right\|^{2}<\infty \quad \sum_{k=0}^{\infty}\left\|M x^{k+1}-z^{k+1}\right\|^{2}<\infty \quad \sum_{k=0}^{\infty}\left\|p^{k+1}-p^{k}\right\|^{2}<\infty
$$

Proof. By Lemma 20, we know that

$$
\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2} \leq\left\|M x^{k+1}-z^{k}\right\|^{2}+\frac{2}{c}\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle
$$

Adding this inequality for $k=1, \ldots, K$, we obtain that for any $K \geq 0$ that

$$
\begin{align*}
\sum_{k=0}^{K}\left\|M x^{k+1}-z^{k+1}\right\|^{2} & +\sum_{k=0}^{K}\left\|z^{k}-z^{k+1}\right\|^{2} \\
& \leq \sum_{k=0}^{K}\left\|M x^{k+1}-z^{k}\right\|^{2}+\frac{2}{c} \sum_{k=0}^{K}\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle \tag{5.96}
\end{align*}
$$

Now consider the limit as $K \rightarrow \infty$. Proposition 27 asserts that the first term on the right-hand side of the above inequality converges to a finite limit, while Lemma 26 guarantees that the same holds for the last term. Therefore we conclude that

$$
\sum_{k=0}^{\infty}\left\|M x^{k+1}-z^{k+1}\right\|^{2}<\infty \quad \sum_{k=0}^{\infty}\left\|z^{k+1}-z^{k}\right\|^{2}<\infty
$$

Since the multiplier update formula is equivalent to $p^{k+1}-p^{k}=c\left(M x^{k+1}-z^{k+1}\right)$, it follows immediately from the first of these inequalities that $\sum_{k=0}^{\infty}\left\|p^{k+1}-p^{k}\right\|^{2}<$ $\infty$.

The following two propositions summarize, respectively, the dual and primal behavior of Algorithm 5.4.1.

Proposition 29. Under Assumption 11, the sequences $\left\{p^{k}\right\}$ and $\left\{z^{k}\right\}$ generated by Algorithm 5.4.1 are bounded and all limit points of $\left\{p^{k}\right\}$ are solutions to the dual problem (D). Furthermore, if $\left\{x^{k}\right\}$ has at least one limit point, then $\left\{p^{k}\right\}$ converges to a particular dual solution.

Proof. We will use Proposition 21, whose assumptions are that $\left\{M x^{k}\right\}$ and $\left\{p^{k}\right\}$ are bounded, along with

$$
z^{k+1}-z^{k} \rightarrow 0 \quad M x^{k}-z^{k} \rightarrow 0 \quad y_{1}^{k} \rightarrow 0 \quad y_{2}^{k} \rightarrow 0 \quad\left\langle y_{1}^{k}, x^{k}\right\rangle \rightarrow 0 \quad\left\langle y_{2}^{k}, z^{k}\right\rangle \rightarrow 0
$$

The boundedness of $\left\{M x^{k}\right\}$ and $\left\{p^{k}\right\}$ was established in Proposition 27. The first two limit conditions above follow immediately from stronger results established in Proposition 28, while the remaining limit conditions similarly follow from stronger results already established in Lemma 25. Therefore, the hypotheses of Proposition 21 are satisfied, and we conclude that all limit points of $\left\{p^{k}\right\}$ must be dual solutions.

Now suppose that $\left\{x^{k}\right\}$ has at least one limit point $x^{\infty}$. Since Proposition 27 asserts that $\left\{p^{k}\right\}$ and $\left\{z^{k}\right\}$ are bounded, there exist $z^{\infty}, p^{\infty} \in \mathbb{R}^{m}$ and an infinite set of indices $\mathcal{K}$ for which $\left(x^{k}, z^{k}, p^{k}\right) \rightarrow_{\mathcal{K}}\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$. We will use Lemma 17 to assert that $\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$ is KKT point. The hypotheses of Lemma 17 are

$$
M x^{k}-z^{k} \rightarrow 0 \quad M x^{k+1}-z^{k} \rightarrow 0 \quad y_{1}^{k} \rightarrow 0 \quad y_{2}^{k} \rightarrow 0
$$

The condition $M x^{k}-z^{k} \rightarrow 0$ is a consequence of Proposition 28, while $M x^{k+1}-z^{k} \rightarrow 0$ follows from Proposition 27. The last two limit conditions above were established in Lemma 25. Therefore, Lemma 17 applies and $\left(x^{\infty}, z^{\infty}, p^{\infty}\right)$ must be KKT point. Proposition 27 then asserts that $\left\{\left\|\left(c z^{k}, p^{k}\right)-\left(c z^{\infty}, p^{\infty}\right)\right\|\right\}$ must converge to a finite limit, but since one of its limit points must be zero, the entire sequence converges and we deduce that $p^{k} \rightarrow p^{\infty}$.

Note that since $\left\{M x^{k}\right\}$ must be bounded by Proposition 27, one possible sufficient condition for $\left\{x^{k}\right\}$ to have a limit point is that $M$ has full column rank.

Proposition 30. For sequences $\left\{x^{k}\right\}$ and $\left\{z^{k}\right\}$ generated by Algorithm 5.4.1 under Assumption 1, we have

$$
M x^{k}-z^{k} \rightarrow 0 \quad \lim _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=f\left(x^{*}\right)+g\left(z^{*}\right)
$$

Proof. The first (feasibility) claim is, as in the proof of the previous proposition, an immediate consequence of Proposition 28, In view of Lemma 25, Proposition 27, and Proposition 28, this second claim is a direct application of Proposition 22,

### 5.5 An approximate ADMM with relative error criteria

One drawback to Algorithm 5.4.1 above is that it is not inherently clear how to select the parameter sequences $\left\{\epsilon_{k}\right\}$ and $\left\{\tau_{k}\right\}$. In the general study of proximal algorithms, it has become common starting with the work of Solodov and Svaiter in 75 to replace such absolute, formally exogenous error sequences with relative error criteria that require a single scalar parameter controlling the ratios of various algorithmic quantities. Such techniques have the advantage of adapting automatically to individual problem instances. This section proposes an algorithm similar to the one in the last section, but using such a relative error criterion and having only a few parameters. The analysis has much in common with the previous analysis, but combines the fundamental Lagrangian splitting proof approach dating back to 34 with the relative error non-alternating augmented Lagrangian techniques in [30], as opposed to the absolute error techniques in [28]. As in [30], we introduce an auxiliary sequence into the iterative process, in this case $\left\{\left(w_{1}^{k}, w_{2}^{k}\right)\right\}_{k=0}^{\infty} \subset \mathbb{R}^{n} \times \mathbb{R}^{m}$. The other sequences generated by the algorithm, $\left\{x^{k}\right\},\left\{y_{1}^{k}\right\} \subset \mathbb{R}^{n}$ and $\left\{z^{k}\right\},\left\{y_{2}^{k}\right\},\left\{p^{k}\right\} \subset \mathbb{R}^{m}$, play similar roles similar to the corresponding sequences in Algorithm 5.4.1. To simplify the statement of the algorithm, we define the following notation for all $k \geq 0$ :

$$
\boldsymbol{w}^{k}=\left[\begin{array}{c}
w_{1}^{k} \\
w_{2}^{k}
\end{array}\right] \quad \boldsymbol{y}^{k}=\left[\begin{array}{c}
y_{1}^{k} \\
y_{2}^{k}
\end{array}\right] \quad \boldsymbol{x}^{k}=\left[\begin{array}{c}
x^{k} \\
z^{k}
\end{array}\right]
$$

Succinctly, using a single scalar parameter $\sigma \in[0,1)$, the algorithm starts from arbitrary points $p^{0}, z^{0} \in \mathbb{R}^{m}$ and $\boldsymbol{w}^{0} \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ and develops sequences conforming to
the following recursive conditions for all $k \geq 0$ :

$$
\begin{gather*}
y_{1}^{k+1} \in \partial_{x}\left[f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right]_{x=x^{k+1}}  \tag{5.97}\\
y_{2}^{k+1} \in \partial_{z}\left[g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|z-M x^{k+1}\right\|^{2}\right]_{z=z^{k+1}}  \tag{5.98}\\
\frac{2}{c}\left|\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle\right|+\left\|\boldsymbol{y}^{k+1}\right\|^{2} \leq \sigma\left\|M x^{k+1}-z^{k}\right\|^{2}  \tag{5.99}\\
p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)  \tag{5.100}\\
\boldsymbol{w}^{k+1}=\boldsymbol{w}^{k}-c \boldsymbol{y}^{k} . \tag{5.101}
\end{gather*}
$$

Here, (5.97), 5.98, and 5.100 are essentially the same as in Algorithm 5.4.1, while (5.99) and (5.101) are essentially the same approximation criterion and update proposed in [30]. In fact, applying the algorithm of 30 to $(\mathrm{P}$ with a constant penalty parameter would result in the same algorithm, except that the sequential conditions (5.97)-5.98) would be replace by the single coupled condition

$$
\boldsymbol{y}^{k+1} \in \partial_{(x, z)}\left[f(x)+g(z)+\left\langle p^{k}, M x-z\right\rangle+\frac{c}{2}\|M x-z\|^{2}\right]_{(x, z)=\left(x^{k+1}, y^{k+1}\right)}
$$

We will show that the recursions (5.97)-(5.101) converge if (P) has a KKT point, essentially establishing that if one keeps the penalty parameter constant in the algorithm of [30] applied to $(\mathrm{P})$, one can weaken the condition of approximately minimizing the augmented Lagrangian jointly with respect to $x$ and $z$ to an approximate minimization with respect to $x$ with $z$ fixed, followed by an approximate minimization with respect to $z$ with $x$ fixed.

Proposition 31. If there exists any saddle point of $L$, that is, some $\left(x^{*}, z^{*}, p^{*}\right) \in$ $\mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{m}$ such that $(0,0,0) \in \partial L\left(x^{*}, z^{*}, p^{*}\right)$, and $\sigma \in[0,1)$. Suppose that $\left\{\boldsymbol{x}^{k}\right\},\left\{\boldsymbol{y}^{k}\right\},\left\{p^{k}\right\}$ and $\left\{\boldsymbol{w}^{k}\right\}$ obey for all $k \geq 1$ the recursion (5.97)-(5.101), then the following hold:

- The sequences $\left\{p^{k}\right\},\left\{z^{k}\right\}$ and $\left\{\boldsymbol{w}^{k}\right\}$ are bounded.
- $\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)$ is Fejér monotone to $\left(\boldsymbol{x}^{*}, c z^{*}, p^{*}\right)$.

$$
\begin{aligned}
& -\left\{\left\|\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)-\left(\boldsymbol{x}^{*}, c z^{*}, p^{*}\right)\right\|^{2}\right\} \text { is convergent. } \\
& -M x^{k+1}-z^{k} \rightarrow 0, \boldsymbol{y}^{k} \rightarrow 0 \text { and }\left\langle\boldsymbol{x}^{k}, \boldsymbol{y}^{k}\right\rangle \rightarrow 0 \\
& -\left\|\left(\boldsymbol{w}^{k+1}, c z^{k+1}, p^{k+1}\right)-\left(\boldsymbol{x}, c z^{*}, p^{*}\right)\right\| \leq\left\|\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)-\left(\boldsymbol{x}, c z^{*}, p^{*}\right)\right\|
\end{aligned}
$$

Proof. As in the previous analysis, we let $\mu^{k+1}=p^{k}+c M x^{k+1}-c z^{k}$. Then for any $k \geq 1$,

$$
\begin{aligned}
& \left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2} \\
= & \left\|p^{k}-p^{k+1}+p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{k+1}+z^{k+1}-z^{*}\right\|^{2} \\
= & \left\|p^{k}-p^{k+1}\right\|^{2}+2\left\langle p^{k}-p^{k+1}, p^{k+1}-p^{*}\right\rangle+\left\|p^{k+1}-p^{*}\right\|^{2} \\
& \quad+c^{2}\left\|z^{k}-z^{k+1}\right\|^{2}+2 c^{2}\left\langle z^{k}-z^{k+1}, z^{k+1}-z^{*}\right\rangle+c^{2}\left\|z^{k+1}-z^{*}\right\|^{2} \\
= & \left\|p^{k}-p^{k+1}\right\|^{2}+2 c\left\langle z^{k+1}-M x^{k+1}, p^{k+1}-p^{*}\right\rangle+\left\|p^{k+1}-p^{*}\right\|^{2} \\
& \quad+c^{2}\left\|z^{k}-z^{k+1}\right\|^{2}+2 c\left\langle p^{k+1}-\mu^{k+1}, z^{k+1}-z^{*}\right\rangle+c^{2}\left\|z^{k+1}-z^{*}\right\|^{2} \\
= & \left\|p^{k}-p^{k+1}\right\|^{2}+\left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{k+1}\right\|^{2}+c^{2}\left\|z^{k+1}-z^{*}\right\|^{2} \\
& +2 c\left\langle z^{k+1}-z^{*}-M x^{k+1}+M x^{*}, p^{k+1}-p^{*}\right\rangle+2 c\left\langle p^{k+1}-\mu^{k+1}, z^{k+1}-z^{*}\right\rangle
\end{aligned}
$$

where the last equality uses $M x^{*}=z^{*}$. Thus,

$$
\begin{align*}
& \left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|z^{k+1}-z^{*}\right\|^{2} \\
& =\left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2}-\left\|p^{k}-p^{k+1}\right\|^{2}-c^{2}\left\|z^{k}-z^{k+1}\right\|^{2} \\
& -2 c\left\langle z^{k+1}-z^{*}, p^{k+1}-p^{*}\right\rangle-2 c\left\langle p^{k+1}-\mu^{k+1}, z^{k+1}-z^{*}\right\rangle \\
& -2 c\left\langle-M x^{k+1}+M x^{*}, p^{k+1}-p^{*}\right\rangle . \tag{5.102}
\end{align*}
$$

Rewriting the last term in 5.102) as

$$
\left\langle-M x^{k+1}+M x^{*}, p^{k+1}-p^{*}\right\rangle=\left\langle-M x^{k+1}+M x^{*}, p^{k+1}-\mu^{k+1}+\mu^{k+1}-p^{*}\right\rangle
$$

we next obtain, using $M x^{*}=z^{*}$ that

$$
\begin{aligned}
& \left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|z^{k+1}-z^{*}\right\|^{2} \\
& =\left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2}-\left\|p^{k}-p^{k+1}\right\|^{2}-c^{2}\left\|z^{k}-z^{k+1}\right\|^{2} \\
& \begin{aligned}
&-2 c\left\langle z^{k+1}-z^{*}, p^{k+1}-p^{*}\right\rangle-2 c\left\langle-M x^{k+1}+M x^{*}, p^{k+1}-\mu^{k+1}+\mu^{k+1}-p^{*}\right\rangle \\
& \quad-2 c\left\langle p^{k+1}-\mu^{k+1}, z^{k+1}-z^{*}\right\rangle
\end{aligned} \\
& \begin{array}{r}
\left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2} \quad-2 c\left\langle z^{k+1}-z^{*}, p^{k+1}-p^{*}\right\rangle-2 c\left\langle-M x^{k+1}+M x^{*}, \mu^{k+1}-p^{*}\right\rangle \\
\quad-\left\|p^{k}-p^{k+1}\right\|^{2}-c^{2}\left\|z^{k}-z^{k+1}\right\|^{2}+2 c\left\langle M x^{k+1}-z^{k+1}, p^{k+1}-\mu^{k+1}\right\rangle \\
=\left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2} \\
\quad-2 c\left\langle z^{k+1}-z^{*}, p^{k+1}-p^{*}\right\rangle-2 c\left\langle-M x^{k+1}+M x^{*}, \mu^{k+1}-p^{*}\right\rangle \\
\quad-c^{2}\left[\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2}-2\left\langle M x^{k+1}-z^{k+1}, z^{k}-z^{k+1}\right\rangle\right] .
\end{array}
\end{aligned}
$$

The final quantity in brackets is simply $\left\|M x^{k+1}-z^{k}\right\|^{2}$, so it follows that

$$
\begin{align*}
\left\|p^{k+1}-p^{*}\right\|^{2} & +c^{2}\left\|z^{k+1}-z^{*}\right\|^{2} \\
= & \left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2}-c^{2}\left\|M x^{k+1}-z^{k}\right\|^{2} \\
& -2 c\left\langle z^{k+1}-z^{*}, p^{k+1}-p^{*}\right\rangle-2 c\left\langle-M x^{k+1}-\left(-M x^{*}\right), \mu^{k+1}-p^{*}\right\rangle \tag{5.103}
\end{align*}
$$

Now we consider $\left\|\boldsymbol{w}^{k+1}-\boldsymbol{x}^{*}\right\|^{2}$. Since $\boldsymbol{w}^{k+1}=\boldsymbol{w}^{k}-c \boldsymbol{y}^{k+1}$, it follows that

$$
\begin{align*}
& \left\|\boldsymbol{w}^{k+1}-\boldsymbol{x}^{*}\right\|^{2}  \tag{5.104}\\
= & \left\|\boldsymbol{w}^{k}-c \boldsymbol{y}^{k+1}-\boldsymbol{x}^{*}\right\|^{2} \\
= & \left\|\boldsymbol{w}^{k}-\boldsymbol{x}^{*}\right\|^{2}-2 c\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{*}, \boldsymbol{y}^{k+1}\right\rangle+c^{2}\left\|\boldsymbol{y}^{k+1}\right\|^{2} \\
= & \left\|\boldsymbol{w}^{k}-\boldsymbol{x}^{*}\right\|^{2}-2 c\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle-2 c\left\langle\boldsymbol{x}^{k+1}-\boldsymbol{x}^{*}, \boldsymbol{y}^{k+1}\right\rangle+c^{2}\left\|\boldsymbol{y}^{k+1}\right\|^{2} \tag{5.105}
\end{align*}
$$

Adding (5.103) to 5.105 and grouping terms yields

$$
\begin{align*}
& \left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|z^{k+1}-z^{*}\right\|^{2}+\left\|\boldsymbol{w}^{k+1}-\boldsymbol{x}^{*}\right\|^{2} \\
& =\left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|\boldsymbol{w}^{k}-\boldsymbol{x}^{*}\right\|^{2} \\
& -2 c\left[\left\langle z^{k+1}-z^{*}, p^{k+1}-p^{*}\right\rangle+\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}-0\right\rangle+\left\langle 0, x^{k+1}-x^{*}\right\rangle\right]  \tag{A}\\
& -2 c\left[\left\langle-M x^{k+1}-\left(-M x^{*}\right), \mu^{k+1}-p^{*}\right\rangle+\left\langle x^{k+1}-x^{*}, y_{1}^{k+1}-0\right\rangle+\left\langle 0, z^{k}-z^{*}\right\rangle\right]  \tag{B}\\
& \quad-2 c\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle  \tag{C}\\
& \quad+c^{2}\left\|\boldsymbol{y}^{k+1}\right\|^{2}-c^{2}\left\|M x^{k+1}-z^{k}\right\|^{2} \tag{5.106}
\end{align*}
$$

Since

$$
\left(y_{1}^{k+1}, 0,-M x^{k+1}\right) \in \partial L_{1}\left(x^{k+1}, z^{k}, \mu^{k+1}\right) \quad\left(0,0,-M x^{*}\right) \in \partial L_{1}\left(x^{*}, z^{*}, p^{*}\right)
$$

it follows from the monotonicity of $\partial L_{1}$ that

$$
\left\langle-M x^{k+1}-\left(-M x^{*}\right), \mu^{k+1}-p^{*}\right\rangle+\left\langle x^{k+1}-x^{*}, y_{1}^{k+1}-0\right\rangle+\left\langle 0, z^{k}-z^{*}\right\rangle \geq 0
$$

Similarly, from

$$
\left(0, y_{2}^{k+1}, z^{k+1}\right) \in \partial L_{2}\left(x^{k+1}, z^{k+1}, p^{k+1}\right) \quad\left(0,0, z^{*}\right) \in \partial L_{2}\left(x^{*}, z^{*}, p^{*}\right)
$$

the monotonicity of $\partial L_{2}$ yields

$$
\left\langle z^{k+1}-z^{*}, p^{k+1}-p^{*}\right\rangle+\left\langle z^{k+1}-z^{*}, y_{2}^{k+1}-0\right\rangle+\left\langle 0, x^{k+1}-x^{*}\right\rangle \geq 0
$$

For (C), it is always true that

$$
-2 c\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle \leq 2 c\left|\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle\right|
$$

Applying $\left(\overline{\mathrm{B}^{\prime}}\right)\left(\overline{\mathrm{A}^{\prime}}\right)$ and $\left(\overline{\mathrm{C}^{\prime}}\right)$ to 5.106$)$, we obtain

$$
\begin{align*}
\left\|p^{k+1}-p^{*}\right\|^{2}+ & c^{2}
\end{align*} \quad\left\|z^{k+1}-z^{*}\right\|^{2}+\left\|\boldsymbol{w}^{k+1}-\boldsymbol{x}^{*}\right\|^{2} .
$$

Multiplying the relative error condition (5.99) by $c^{2}$ yields

$$
\begin{equation*}
2 c\left|\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle\right|+c^{2}\left\|\boldsymbol{y}^{k+1}\right\|^{2} \leq c^{2} \sigma\left\|M x^{k+1}-z^{k}\right\|^{2} \tag{5.108}
\end{equation*}
$$

Combining 5.108 and 5.106, we obtain the inequality that is the key to the convergence analysis:

$$
\begin{align*}
& \left\|p^{k+1}-p^{*}\right\|^{2}+c^{2}\left\|z^{k+1}-z^{*}\right\|^{2}+\left\|\boldsymbol{w}^{k+1}-\boldsymbol{x}^{*}\right\|^{2} \\
& \leq\left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|\boldsymbol{w}^{k}-\boldsymbol{x}^{*}\right\|^{2} \\
& \quad-c^{2}(1-\sigma)\left\|M x^{k+1}-z^{k}\right\|^{2} \tag{5.109}
\end{align*}
$$

Since (5.109) is true for all $k \geq 1$, the following conclusions can be drawn:

- The sequence $\left\{\left\|p^{k}-p^{*}\right\|^{2}+c^{2}\left\|z^{k}-z^{*}\right\|^{2}+\left\|\boldsymbol{w}^{k}-\boldsymbol{x}^{*}\right\|^{2}\right\}$ is non-increasing and convergent because it is bounded below by 0. Thus Sequences $\left\{p^{k}\right\},\left\{z^{k}\right\}$ and $\left\{\boldsymbol{w}^{k}\right\}$ are bounded and $\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)$ is Fejér monotone to $\left(\boldsymbol{x}^{*}, c z^{*}, p^{*}\right)$.
- By [7, Proposition 5.4], we have that $\left\{\left\|\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)-\left(\boldsymbol{x}^{*}, c z^{*}, p^{*}\right)\right\|^{2}\right\}$ is convergent.
- Since $(1-\sigma)>0$, the inequality (5.109) implies that

$$
\left\|\left(\boldsymbol{w}^{k+1}, c z^{k+1}, p^{k+1}\right)-\left(\boldsymbol{x}, c z^{*}, p^{*}\right)\right\| \leq\left\|\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)-\left(\boldsymbol{x}, c z^{*}, p^{*}\right)\right\|
$$

- By summing (5.109) over $k$, we deduce that $\left\{\left\|M x^{k+1}-z^{k}\right\|^{2}\right\}$ is a summable sequence and hence that $M x^{k+1}-z^{k} \rightarrow 0$. From the relative error condition (5.99), we know that $\left\{\left\|\boldsymbol{y}^{k}\right\|^{2}\right\}$ and $\left\{\left|\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle\right|\right\}$ are both summable, thus $\left\{\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle\right\}$ is also summable and thus $\boldsymbol{y}^{k} \rightarrow 0,\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle \rightarrow$ 0 .
- Writing

$$
\left\langle\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle=\left\langle\boldsymbol{w}^{k}, \boldsymbol{y}^{k+1}\right\rangle-\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k}\right\rangle,
$$

we may reason as follows: since $\left\{\boldsymbol{w}^{k}\right\}$ is bounded and $\boldsymbol{y}^{k} \rightarrow 0$, we may conclude that $\left\langle\boldsymbol{w}^{k}, \boldsymbol{y}^{k+1}\right\rangle \rightarrow 0$. Since we have already established the limit $\left\langle\boldsymbol{w}^{k}-\boldsymbol{x}^{k+1}, \boldsymbol{y}^{k+1}\right\rangle \rightarrow 0$, it follows that $\left\langle\boldsymbol{x}^{k}, \boldsymbol{y}^{k}\right\rangle \rightarrow 0$.

The role of the sequence $\left\{\boldsymbol{w}^{k}\right\}$ is similar to that of the sequence $\left\{w^{k}\right\}$ in 30 : it may be considered as accumulating the total subgradient error "drift" over the course of the algorithm.

Proposition 32. If the sequences $\left\{x^{k}\right\},\left\{z^{k}\right\},\left\{p^{k}\right\}$, and $\left\{\boldsymbol{w}^{k}\right\}$ conform to the recursion (5.97)-(5.101), then

$$
M x^{k+1}-z^{k+1} \rightarrow 0 \quad z^{k+1}-z^{k} \rightarrow 0 \quad p^{k+1}-p^{k} \rightarrow 0
$$

Proof. By Lemma 20, we have

$$
\begin{equation*}
\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2} \leq\left\|M x^{k+1}-z^{k}\right\|^{2}+\frac{2}{c}\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle \tag{5.110}
\end{equation*}
$$

Expanding the inner product in 5.110, we write

$$
\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle=\left\langle y_{2}^{k+1}, z^{k+1}\right\rangle-\left\langle y_{2}^{k+1}, z^{k}\right\rangle-\left\langle y_{2}^{k}, z^{k+1}\right\rangle+\left\langle y_{2}^{k}, z^{k}\right\rangle
$$

By Proposition 31, $\left\{z^{k}\right\}$ is bounded, $M x^{k+1}-z^{k} \rightarrow 0$ and $\left\{y_{2}^{k}\right\} \rightarrow 0$ so we may assert that

$$
\left\|M x^{k+1}-z^{k}\right\|^{2}+\left\langle y_{2}^{k+1}-y_{2}^{k}, z^{k+1}-z^{k}\right\rangle \rightarrow 0
$$

It follows from (5.110) that $\left\|M x^{k+1}-z^{k+1}\right\|^{2}+\left\|z^{k}-z^{k+1}\right\|^{2} \rightarrow 0$. The first two claims follow immediately, and the last claim is then a consequence of $p^{k+1}-p^{k}=$ $c\left(M x^{k+1}-z^{k+1}\right)$.

Following pattern established in the previous subsection, next we show that all limit points of $\left\{p^{k}\right\}$ are dual solutions.

Proposition 33. All accumulation points of the sequence $\left\{p^{k}\right\}$ generated by the recursions (5.97)-(5.101) are solutions to the dual problem (D), and all limit points of $\left\{x^{k}\right\}$ are solutions to the primal problem $(\overline{\mathrm{P}})$. Furthermore, if $\left(x^{*}, z^{*}\right)$ is an optimal solution to $(\mathrm{P})$, we have

$$
\lim _{k \rightarrow \infty}\left\{f\left(x^{k}\right)+g\left(z^{k}\right)\right\}=f\left(x^{*}\right)+g\left(z^{*}\right)
$$

Proof. By Propositions 31 and 32, we know that the sequences $\left\{M x^{k}\right\}$ and $\left\{p^{k}\right\}$ generated by the recursions (5.97)-(5.101) are bounded and

$$
z^{k+1}-z^{k} \rightarrow 0 \quad M x^{k+1}-z^{k+1} \rightarrow 0 \quad\left\langle\boldsymbol{y}^{k+1}, \boldsymbol{x}^{k+1}\right\rangle \rightarrow 0
$$

We may then apply Proposition 21 to obtain that every limit point of $\left\{p^{k}\right\}$ is a dual solution.

We now consider the primal sequence $\left\{x^{k}\right\}$. From Lemma 17, we conclude that all its limit points are primal solutions. The final claimed inequality follows from Proposition 22 ,

We close this section by showing that the sequence $\left\{p^{k}\right\}$ defined by the recursions (5.97)-5.101) converges to a dual solution.

Proposition 34. If the set of KKT points for (P) is nonempty, then the sequence $\left\{p^{k}\right\}$ defined by the recursions (5.97)-(5.101) converges to a solution of (D).

Proof. From Proposition 31, we have

$$
\left\|\left(\boldsymbol{w}^{k+1}, c z^{k+1}, p^{k+1}\right)-\left(\boldsymbol{x}, c z^{*}, p^{*}\right)\right\| \leq\left\|\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)-\left(\boldsymbol{x}, c z^{*}, p^{*}\right)\right\|
$$

so $\left\{\left\|\left(\boldsymbol{w}^{k}, c z^{k}, p^{k}\right)-\left(\boldsymbol{x}, c z^{*}, p^{*}\right)\right\|\right\}$ is nonincreasing. For all $k \geq 0$ let $\alpha_{k}=\left(\boldsymbol{w}^{k+1}, c z^{k+1}\right)$ and $\beta_{k}=p^{k}$, and define $V$ to be the set all solutions of (D). By Proposition 33, we know that every limit point of $\left\{p^{k}\right\}$ belongs to $V$. Therefore, Lemma 14 implies that $\left\{p^{k}\right\}$ converges to a solution of (D).

Propositions 34 and 33 together summarize the convergence properties of the recursions (5.97)-5.101). We next consider to the implementation of concrete algorithms that conform to these recursions.

### 5.6 Partially inexact ADMM with relative error criteria

In many applications of the ADMM, subproblem (1.10) may be solved exactly. For instance, $l_{1}$-regularized regression is a very common technique for high-dimensional
statistical learning problems, and in problems with $l_{1}$ regularization one typically has $g(z)=\nu\|z\|_{1}$ for some $\nu>0$. In this case, the exact solution to the $g$ subproblem 1.10 can be easily computed by the soft thresholding operator given by

$$
\begin{equation*}
z_{i}^{k+1}=\operatorname{sgn}\left(M_{i}^{\top} x_{i}^{k+1}+\frac{1}{c} p_{i}^{k}\right) \max \left\{0,\left|M_{i}^{\top} x_{i}^{k+1}+\frac{1}{c} p_{i}^{k}\right|-\frac{\nu}{c}\right\} \quad i=1, \ldots, m, \tag{5.111}
\end{equation*}
$$

where the vector $M_{i}$ denotes the $i^{\text {th }}$ row of the matrix $M$. In such applications, inexact computation need not be applied to the second subproblem. We now give a concrete algorithm that applies (5.97)-(5.101) to such situations:

```
Algorithm 5.6.1 Partially inexact ADMM with relative error criteria
    initialization: Pick scalar parameters \(c>0\), and \(\sigma \in[0,1)\), along with initial
    points \(w^{0}, p^{0}, z^{0} \in \mathbb{R}^{m}\)
    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(x^{k+1} \approx \arg \min _{x}\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}\)
            by taking \(\left(x^{k, l}, y^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)\)
        until \(\frac{2}{c}\left|\left\langle w^{k}-x^{k, l}, y^{k, l}\right\rangle\right|+\left\|y^{k, l}\right\|^{2} \leq \sigma\left\|M x^{k, l}-z^{k}\right\|^{2}\)
        \(x^{k+1}=x^{k, l}, y^{k+1}=y^{k, l}\)
        \(z^{k+1}=\arg \min _{z}\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}\)
        \(p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\)
        \(w^{k+1}=w^{k}-c y^{k}\)
```

until Overall convergence

Proposition 35. Suppose Assumption 1 holds. If the inner loop of (overl) of Algorithm 5.6.1 always terminates in a finite number of iterations, all limit points of the sequence $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$ generated by the algorithm are the KKT points of $(\overline{\mathrm{P}}),\left\{p^{k}\right\}$ converges to an optimal solution of the dual problem (D), and $\lim _{k \rightarrow \infty} f\left(x^{k}\right)+g\left(z^{k}\right)=$ $f\left(x^{*}\right)+g\left(z^{*}\right)$, where $\left(x^{*}, z^{*}\right)$ is any optimal solution of $(\mathrm{P})$. If the inner loop cycles infinitely over $l$ for some iteration $k=\bar{k}$, then for all limit points $x^{\infty}$ of $\left\{x^{\bar{k}, l}\right\}_{l=1}^{\infty}$, we
have that $\left(x^{\infty}, z^{\bar{k}}, p^{\bar{k}}\right)$ is a KKT point of $(\mathrm{P})$.

Proof. Consider the case that inner loop always terminates finitely. It is easily verified that Algorithm 5.6.1 generates sequences conforming to the recursions (5.97)-5.101) with $y_{2}^{k}=0$ for all $k$. The relevant conclusions then follow from Propositions 33 and 34 .

The remaining case is that the first loop executes an infinite number of times at outer iteration $k=\bar{k}$, in which we must have

$$
\lim _{l \rightarrow \infty} M x^{\bar{k}, l}-z^{\bar{k}}=0 \quad \lim _{l \rightarrow \infty} y^{\bar{k}, l}=0
$$

and by Corollary 19 all limit points of $\left\{\left(x^{\bar{k}, l}, z^{\bar{k}}, p^{\bar{k}}\right)\right\}$ are the KKT points.
Regarding the existence of limit points of $\left\{x^{\bar{k}, l}\right\}_{l=1}^{\infty}$ in the case of the inner loop running indefinitely, we may appeal to Lemma 5s specifically, if the solution set of the $x$ subproblem is bounded, then $\left\{x^{\bar{k}, l}\right\}_{l=1}^{\infty}$ is bounded and hence must have limit points. If the solution of the $x$ subproblem is unique, then $\left\{x^{\bar{k}, l}\right\}_{l=1}^{\infty}$ must converge to it, so the unique limit $x^{\infty}$ of $\left\{x^{\bar{k}, l}\right\}_{l=1}^{\infty}$ is a solution of (P) by Proposition 35 .

### 5.7 Complete form of relative-error algorithm with both minimizations inexact

While the partially inexact Algorithm 5.6.1 covers many applications, it could still be desirable to consider the possibility of solving both subproblems inexactly. For such cases, we propose the following algorithm:

```
Algorithm 5.7.1 Inexact ADMM with relative error criteria
    initialization: Pick scalar parameters \(c>0, \sigma \in[0,1), \tau, \alpha \in(0,1)\), and \(\beta, \gamma>0\),
    along with initial points \(x^{1}, w_{1}^{1} \in \mathbb{R}^{m}\) and \(p^{0}, z^{0}, w_{2}^{0} \in \mathbb{R}^{m}\), with \(M x^{1} \neq z^{0}\)
    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        \(l \leftarrow 0\)
        repeat \(\{\) for \(t=0,1, \ldots\}\)
            repeat
\[
\begin{aligned}
& \quad l \leftarrow l+1 \\
& \qquad\left(z^{k, l}, y_{2}^{k, l}\right)=\mathcal{G}\left(p^{k}, x^{k+1}, c, z^{k}, l\right) \\
& \text { until } \frac{2}{c}\left|\left\langle w_{2}^{k}-z^{k, l}, y_{2}^{k, l}\right\rangle\right|+\left\|y_{2}^{k, l}\right\|^{2} \leq \alpha^{t}(1-\tau) \sigma\left\|M x^{k+1}-z^{k}\right\|^{2} \\
& p^{k, l}=p^{k}+c\left(M x^{k+1}-z^{k, l}\right) \\
& w_{2}^{k, l}=w_{2}^{k}-c y_{2}^{k, l} \\
& \bar{x}^{k, 0}=x^{k+1} \\
& \text { repeat }\left\{\text { for } l^{\prime}=0,1, \ldots\right\}
\end{aligned}
\]
\[
\begin{aligned}
& \quad\left(x^{k, t, l^{\prime}}, y_{1}^{k, t, l^{\prime}}\right)=\mathcal{F}\left(p^{k, l}, z^{k, l}, c, \bar{x}^{k, t-1}, l^{\prime}\right) \\
& \text { accept } \leftarrow\left(\frac{2}{c}\left|\left\langle w_{1}^{k}-x^{k, t, l^{\prime}}, y_{1}^{k, t, l^{\prime}}\right\rangle\right|+\left\|y_{1}^{k, t, l^{\prime}}\right\|^{2}<\tau \sigma\left\|M x^{k, t, l^{\prime}}-z^{k, l}\right\|^{2}\right) \\
& \text { until accept or }\left(\left\|y_{1}^{k, t, l^{\prime}}\right\|^{2} \leq \beta\left\|y_{2}^{k, l}\right\|^{2} \text { and }\left\|M x^{k, t, l^{\prime}}-z^{k, l}\right\|^{2} \leq \gamma\left\|y_{2}^{k, l}\right\|^{2}\right) \\
& \bar{x}^{k, t}=x^{k, t, l^{\prime}} ; \bar{z}^{k, t}=z^{k, l} ; \bar{p}^{k, t}=p^{k, l} ; \bar{y}_{1}^{k, t}=y_{1}^{k, t, l^{\prime}} ; \bar{y}_{2}^{k, t}=y_{2}^{k, l}
\end{aligned}
\]
```

until accept

$$
x^{k+2}=x^{k, t, l^{\prime}} ; z^{k+1}=z^{k, l} ; p^{k+1}=p^{k, l} ; y_{1}^{k+1}=y_{1}^{k, t, l^{\prime}} ; y_{2}^{k+1}=y_{2}^{k, l} ; w_{2}^{k+1}=w_{2}^{k, l}
$$

$$
w_{1}^{k+2}=w_{1}^{k+1}-c y_{1}^{k+1}
$$

until Overall convergence

Compared to Algorithm 5.4.1, this algorithm has a somewhat complicated structure. The reason is that if one simply modifies Algorithm 5.6.1 so that it includes a second approximation loop in the manner of Algorithm 5.4.1, there are some seemingly unlikely situations in which one of the inner loops can run indefinitely without converging
to a KKT point. In particular, if we were to try to generalize the Algorithm 5.6.1 to include an approximate $z$ minimization, one might at first consider the following algorithm:

```
Algorithm 5.7.2 Insert caption here
    initialization: Pick scalar parameters \(c>0\), and \(\sigma \in[0,1)\), along with initial
    points \(w^{0}, p^{0}, z^{0} \in \mathbb{R}^{m}\)
    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            \(\left(x^{k, l}, y_{1}^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)\)
        until \(\frac{2}{c}\left|\left\langle w^{k}-x^{k, l}, y_{1}^{k, l}\right\rangle\right|+\left\|y_{1}^{k, l}\right\|^{2} \leq \sigma\left\|M x^{k, l}-z^{k}\right\|^{2}\)
        \(x^{k+1}=x^{k, l}, y_{1}^{k+1}=y_{1}^{k, l}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            \(\left(z^{k, l}, y_{2}^{k, l}\right)=\mathcal{G}\left(p^{k}, x^{k+1}, c, z^{k}, l\right)\)
        until \(\frac{2}{c}\left|\left\langle w_{2}^{k}-z^{k, l}, y_{2}^{k, l}\right\rangle\right|+\left\|y_{2}^{k, l}\right\|^{2} \leq(1-\tau) \sigma\left\|M x^{k+1}-z^{k, l}\right\|^{2}\)
        \(z^{k+1}=z^{k, l}, y_{2}^{k}=y_{2}^{k, l}\)
        \(p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\)
        \(\boldsymbol{w}^{k+1}=\boldsymbol{w}^{k}-c \boldsymbol{y}^{k}\)
    until Overall convergence
```

Unfortunately, it is conceivable that the second loop over $l$ in the above sequence could become "trapped" in a situation in an infinite loop if both sides of the termination condition $\frac{2}{c}\left|\left\langle w_{2}^{k}-z^{k, l}, y_{2}^{k, l}\right\rangle\right|+\left\|y_{2}^{k, l}\right\|^{2} \leq(1-\tau) \sigma\left\|M x^{k+1}-z^{k, l}\right\|^{2}$ converge to zero. If the prior $x$ minimization were exact, this situation would essentially result in the infinite inner loop converging to a solution. Unfortunately, however, if the prior minimization over $x$ may not have been exact. Our strategy in this case is return to the prior $x$ minimization and tighten its accuracy, and then revisit the $z$ minimization; if this procedure is managed properly, we are able to show convergence in all cases. However, to be able to express the algorithm in a conventional block structure, we
reorder its components so that it appears to start with the $z$-minimization step, resulting in Algorithm 5.7.1. We now establish the convergence properties of the algorithm:

Lemma 36. If the inner loops of Algorithm 5.7.1 always terminate finitely, the algorithm produces sequences conforming to the recursions (5.97)-(5.101).

Proof. Consider the loop termination conditions

$$
\begin{align*}
& \frac{2}{c}\left|\left\langle w_{1}^{k}-x^{k+1}, y_{1}^{k+1}\right\rangle\right|+\left\|y_{1}^{k+1}\right\|^{2} \leq \tau \sigma\left\|M x^{k+1}-z^{k}\right\|^{2}  \tag{5.112}\\
& \frac{2}{c}\left|\left\langle w_{2}^{k}-z^{k+1}, y_{2}^{k+1}\right\rangle\right|+\left\|y_{2}^{k+1}\right\|^{2} \leq \alpha^{t}(1-\tau) \sigma\left\|M x^{k+1}-z^{k}\right\|^{2} \tag{5.113}
\end{align*}
$$

Using that $\tau \in[0,1], \alpha \in(0,1)$, and $t$ is a nonnegative integer, (5.113) implies that

$$
\begin{equation*}
\frac{2}{c}\left|\left\langle w_{2}^{k}-z^{k+1}, y_{2}^{k+1}\right\rangle\right|+\left\|y_{2}^{k+1}\right\|^{2} \leq(1-\tau) \sigma\left\|M x^{k+1}-z^{k}\right\|^{2} \tag{5.114}
\end{equation*}
$$

Adding (5.112) and (5.114), we obtain the relative error condition (5.99). Considering the updates of $p^{k, l}$ and $w_{2}^{k, l}$ after the completion of the $\mathcal{G}$ loop, and the updates to $p^{k+1}$ and $\boldsymbol{w}^{k+1}$ near the end of the outer loop, it may be verified that the algorithm produces sequences conforming to (5.97)-5.101).

The best choice of $\tau$ is clearly application-dependent and depends on the relative difficulty of solving the $x$ and $z$ subproblems. In the case that the $z$ subproblem is easily solved exactly, one could choose $\tau=1$, but in this case it would be much simpler to just use Algorithm 6.1.2 instead.

In addition to Assumption 2, we make the following mild assumption, as in Lemma 23 ,

Assumption 37. For any $p, z \in \mathbb{R}^{m} \times \mathbb{R}^{m}, c>0, x \in \mathbb{R}^{n}$, the sequence $\left\{\mathcal{F}_{1}\left(p^{\tau}, z^{\tau}, c, x, l\right)\right\}_{l=1}^{\infty}$ is bounded.

Note that all sequences $\left\{z^{l}\right\}$ generated by the $g$ approximation scheme $\mathcal{G}$ must be bounded, because they must converge to the exact solution of the subproblem.

Lemma 38. In Algorithm 5.7.1, the loop over l always terminates finitely.

Proof. By the initialization step of the algorithm, $M x^{k+1}-z^{k}$ is nonzero for $k=$ 0 . By assumption it is nonzero for $k=0$. In subsequent iterations $k \geq 1$, the previous iteration must have completed with accept becoming true. Due to the strict inequality in the definition of accept, we must also have $M x^{k+1}-z^{k}$ in this case. Therefore, we have $\left\|M x^{k+1}-z^{k}\right\|>0$ for all $k$, and since the $\mathcal{G}$-procedure guarantees $\lim _{l \rightarrow \infty} y_{2}^{k, l}=0$, the termination condition for the $l$ loop must always hold eventually.

While the $l$ loop must always terminate finitely, it is possible that the loop over $l^{\prime}$ may run indefinitely. In this case, we are in essentially the same situation as in Algorithm 5.6.1, and we can show convergence of the inner loop to a KKT point

Lemma 39. If the loop over $l^{\prime}$ in Algorithm 5.7.1 does not terminate, then ( $\left.x^{k, t, \infty}, p^{k, l}, z^{k, l}\right)$ is a KKT point of ( P ) for any limit point $x^{k, t, \infty}$ of $\left\{x^{k, t, l^{\prime}}\right\}_{l^{\prime}=0}^{\infty}$.

Proof. By the properties of the $\mathcal{F}$-procedure, the $l^{\prime}$ loop can run indefinitely only if $y_{2}^{k, l}=0$ and $\lim _{l^{\prime} \rightarrow \infty} M x^{k, t, l^{\prime}}=z^{k, l}$. In any other situation, the $l^{\prime}$ loop must terminate finitely because the boundedness of $\left\{x^{k, t, l^{\prime}}\right\}_{l^{\prime}=0}^{\infty}$ ensures that the left-hand side of accept converges to zero, while the condition's right-hand side is nonnegative and does not converge to zero. If $\lim _{l^{\prime} \rightarrow \infty} M x^{k, t, l^{\prime}}=z^{k, l}$ but $y_{2}^{k, l} \neq 0$, then the alternative conditions $\left\|y_{1}^{k, t, l^{\prime}}\right\|^{2} \leq \beta\left\|y_{2}^{k, l}\right\|^{2}$ and $\left\|M x^{k, t, l^{\prime}}-z^{k, l}\right\|^{2} \leq \gamma\left\|y_{2}^{k, l}\right\|^{2}$ must eventually hold for sufficiently large $l^{\prime}$.

If $y_{2}^{k, l}=0$, then $z^{k, l}$ is an exact minimizer of last $g$ subproblem. Furthermore, the condition $\lim _{l^{\prime} \rightarrow \infty} M x^{k, t, l^{\prime}}=z^{k, l}$ forces $\lim _{l^{\prime} \rightarrow \infty} y_{1}^{k, t, l^{\prime}}=0$. For any limit point $x^{k, t, \infty}$ of $\left\{x^{k, t, l^{\prime}}\right\}_{l^{\prime}=0}^{\infty}$, Corollary 19 then implies that $\left(x^{k, t, \infty}, p^{k, l}, z^{k, l}\right)$ is a KKT point.

We may refer to Lemma 5 for conditions under which $\left\{x^{k, t, l^{\prime}}\right\}_{l^{\prime}=0}^{\infty}$ must have limit points or must converge.

Next, we consider the scenario that both of the loops over $l$ and $l^{\prime}$ terminate finitely, but the loop over $t$ runs indefinitely. In this case, we again obtain convergence to a KKT point.

Lemma 40. In Algorithm 5.7.1, if the loop over $t$ runs indefinitely for some $k$, then any limit point of $\left\{\bar{x}^{k, t}, \bar{z}^{k, t}, \bar{p}^{k, t}\right\}_{t=0}^{\infty}$ is a KKT point of ( P$)$.

Proof. The loop over $t$ terminates finitely unless accept never holds. However, for the $t$ loop to run indefinitely, then its contained loop over $l^{\prime}$ must always terminate finitely, indicating that the alternative $l^{\prime}$ termination conditions $\left\|y_{1}^{k, t, l^{\prime}}\right\|^{2} \leq$ $\beta\left\|y_{2}^{k, l}\right\|^{2}$ and $\left\|M \bar{x}^{k, t, l^{\prime}}-\bar{z}^{k, l}\right\|^{2} \leq \gamma\left\|y_{2}^{k, l}\right\|^{2}$ hold. By construction, we have $\alpha \in(0,1)$ and $\alpha^{t} \rightarrow 0$, so we know that $\lim _{t \rightarrow \infty} \bar{y}_{2}^{k, t}=0$. Consequently, the alternative condition in loop over $l^{\prime}$ ensures that $\lim _{t \rightarrow \infty} \bar{y}_{1}^{k, t}=0$ and $\lim _{t \rightarrow \infty} M \bar{x}^{k, t}-\bar{z}^{k, t}=0$. Now, we know that $\lim _{t \rightarrow \infty} \bar{y}_{1}^{k, t}=0$ since $\left\{\bar{y}_{1}^{k, t}\right\}_{t=0}^{\infty}$ is a subsequence of $\left\{y_{1}^{k, l}\right\}_{l=1}^{\infty}$, which must converge to 0 . Furthermore, $\left\{\bar{z}^{k, t}\right\}_{t=0}^{\infty}$ must be convergent since it is a subsequence of the convergent sequence $\left\{z^{k, l}\right\}_{l=1}^{\infty}$. The convergence of $\left\{z^{k, l}\right\}_{l=1}^{\infty}$ implies the convergence of $\left\{p^{k, l}\right\}_{l=1}^{\infty}$. The conclusion then holds by Lemma 18 .

Finally we are ready to show the convergence of Algorithm 5.7.1.

Proposition 41. Under Assumptions 37, Algorithm 5.7.1 converges to a KKT point of (P), in one of the following possible ways:

1. The loop over $k$ runs indefinitely, in which case every limit point of the sequence $\left\{\left(x^{k}, z^{k}, p^{k}\right)\right\}$ generated by the algorithm is a KKT points of (P), $\left\{p^{k}\right\}$ converges to an optimal solution of the dual problem (D), and $\lim _{k \rightarrow \infty} f\left(x^{k}\right)+g\left(z^{k}\right)=f\left(x^{*}\right)+g\left(z^{*}\right)$, where $\left(x^{*}, z^{*}\right)$ is any optimal solution of (P).
2. The loop over $l^{\prime}$ runs indefinitely for some $k$, $t$, and $l$. In this case, we have that $\left(x^{k, t, \infty}, p^{k, l}, z^{k, l}\right)$ is a KKT point of (P) for any is any limit point $x^{k, t, \infty}$ of $\left\{x^{k, t, l^{\prime}}\right\}_{l^{\prime}=0}^{\infty}$.
3. The loop over $t$ runs indefinitely for some $k$, in which case every limit point of the sequence $\left\{\bar{x}^{k, t}, \bar{z}^{k, t}, \bar{p}^{k, t}\right\}_{t=0}^{\infty}$ is a KKT point of $(\mathrm{P})$.

Proof. By Lemma 38, the $l$ loop always terminates finitely, so the only possibilities are infinite loops over $k, l^{\prime}$, or $t$. Lemma 39 guarantees the claimed convergence in the case of an infinite $l^{\prime}$ loop. Similarly, Lemma 40 guarantees the claimed convergence if the $t$ loop does not terminate finitely. In the case of an infinite $k$ loop, Lemma 36 asserts that the sequences generated by the algorithm obey the recursions 5.97)(5.101) for all $k \geq 1$ (although not necessarily $k=0$, but that is of no consequence), and therefore we may apply Propositions 33 and 34 to obtain the claimed result.

## Chapter 6 Numerical Tests

### 6.1 Comparison algorithms

In summary, we have developed the following three new approximate versions of the ADMM algorithm:

Version 1. The partially inexact ADMM derived in Chapter 4 by combining operator splitting theory with a relative-error inexact proximal point algorithm. This variant requires that the $g$ subproblem be conveniently exactly solvable, and also essentially requires $M=I$. We use admm_primDR to denote this variant.

Version 2. The algorithm developed in Section 5.4. This version does not require $M=I$ and allows both subproblems to be solved inexactly. We derived this variant by modifying the standard Lagrangian splitting analysis to use absolutely summable error conditions. We will use admm_abssum to denote this version. So long as $\left\|x^{k, l}\right\| \leq \beta_{1}$ and $\left\|z^{k, l}\right\| \leq \beta_{2}$ throughout this algorithm, it coincides with the simpler Algorithm 4.1.1 of Section 4.1. However, the existing convergence theory for that algorithm requires that both subproblems be strongly convex; this is guaranteed in our context, for example, if $M=I$.

Version 3. The algorithm developed in Section 5.5 Like the second version, this variant is also derived from a Lagrangian splitting analysis . It does not require $M=I$ and allow both subproblems to be solved inexactly, but with relative rather than absolute error criteria. We will use admm_relerr to represent this type of algorithm.

On three classes of test problems, we have experimentally studied the performance of these three kinds of algorithms, as well as that of the "exact" ADMM, which we denote by admm_exact. For all three classes of test problems, the $g$ minimization is easy to perform exactly and $M=I$, meaning that all of our algorithms are applicable. For the "exact" ADMM, we still use an iterative solver for the $f$ subproblem, resulting in an algorithm that can be stated as follows:

```
Algorithm 6.1.1 Exact version of ADMM: admm_exact
    initialization: Pick \(c>0\) and initial points \(p^{0}, z^{0} \in \mathbb{R}^{m}\)
    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(x^{k+1} \approx \arg \min _{x}\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}\)
            by taking \(\left(x^{k, l}, y^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)\)
        until Inner loop convergence
        \(x^{k+1}=x^{k, l}\)
        \(y^{k+1}=y^{k, l}\)
        \(z^{k+1}=\arg \min _{z}\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}\)
        \(p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\)
until Overall convergence
```

For admm_primDR, we simply use Algorithm 4.4.1. In the case of admm_abssum, we specialize Algorithm 4.1.1 to the case that the $g$ minimization is exact, resulting in the following algorithm:

```
Algorithm 6.1.2 Partially inexact absolute-error ADMM: admm_abssum
    initialization: Pick \(c>0\) and initial points \(p^{0}, z^{0} \in \mathbb{R}^{m}\). Select positive and
    summable sequence \(\left\{\epsilon_{k}\right\}\)
    repeat \(\{\) for \(k=0,1,2, \ldots\}\)
        repeat \(\{\) for \(l=1,2, \ldots\}\)
            Improve the solution to \(x^{k+1} \approx \arg \min _{x}\left\{f(x)+\left\langle p^{k}, M x\right\rangle+\frac{c}{2}\left\|M x-z^{k}\right\|^{2}\right\}\)
            by taking \(\left(x^{k, l}, y_{1}^{k, l}\right)=\mathcal{F}\left(p^{k}, z^{k}, c, x^{k}, l\right)\)
        until \(\left\|y^{k, l}\right\| \leq \epsilon_{k+1}\)
        \(x^{k+1}=x^{k, l}\)
        \(y^{k+1}=y^{k, l}\)
        \(z^{k+1}=\arg \min _{z}\left\{g(z)-\left\langle p^{k}, z\right\rangle+\frac{c}{2}\left\|M x^{k+1}-z\right\|^{2}\right\}\)
        \(p^{k+1}=p^{k}+c\left(M x^{k+1}-z^{k+1}\right)\)
```

until Overall convergence

We are justified in using this version of the absolutely summable algorithm because $M=I$, which has full column rank, making the $f$ subproblem strongly convex.

Finally, for admm_relerr, we simply used Algorithm 5.6.1, since we are only testing the case in which the $g$ minimization is exact.

### 6.2 Termination criteria and algorithm parameters

For all the algorithms and problem classes, we used the same condition for "overall convergence", namely

$$
\begin{equation*}
\operatorname{dist}_{\infty}\left(0, \partial_{x}[f(x)+g(M x)]_{x=x^{k}}\right) \leq \epsilon \tag{6.1}
\end{equation*}
$$

where $\operatorname{dist}_{\infty}(t, S)=\inf \left\{\|t-s\|_{\infty} \mid s \in S\right\}$, and $\epsilon$ is a tolerance parameter we set to $10^{-6}$. We also imposed a maximum of 10,000 outer iterations. In admm_primDR and admm_relerr, we use $\sigma=0.99$, For admm_exact, we used an inner loop convergence
criterion of

$$
\begin{equation*}
\left\|y^{k, l}\right\| \leq \frac{\epsilon}{10} \tag{6.2}
\end{equation*}
$$

which follows customary practice in general-purpose augmented Lagrangian solvers. However, we also set a limit of 200 inner loop $(l)$ iterations.

Once admm_relerr nears the eventual solution, it is possible for its inner-loop termination condition $\frac{2}{c}\left|\left\langle w^{k}-x^{k, l}, y^{k, l}\right\rangle\right|+\left\|y^{k, l}\right\|^{2} \leq \sigma\left\|M x^{k, l}-z^{k}\right\|^{2}$ to be significantly more restrictive than (6.2). This phenomenon can lead to an excessive number of inner iterations and final solutions that are far more accurate than demanded by our overall termination condition (6.1). In our tests, we avoided this behavior by using a "hybrid" approach in which we terminated the inner loop of admm_relerr and admm_primDR as soon as either its relative error criterion or (6.2) holds.

For admm_abssum, we need to select a positive absolutely summable sequence $\left\{\epsilon_{k}\right\}$. After some experimentation, we selected $\epsilon_{k}=k^{-1.5}$, where $k$ is the outer iteration counter.

For each class of test problems, we tried admm_exact with various values of the penalty parameter $c$ and selected the one that appeared to have the best performance over the class of problems. We then used this same value of $c$ when applying the inexact algorithms to the same class of problems. For all algorithms, we kept $c$ constant throughout each run.

### 6.2.1 LASSO regression

A simple and common problem class that fits readily into the form (1.4) is the "LASSO" 79] or "compressed sensing" problem. This problem is an $L_{1}$-regularized version of linear regression, taking the form

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} \frac{1}{2}\|A x-b\|^{2}+\nu\|x\|_{1} \tag{6.3}
\end{equation*}
$$

where $A$ is a $p \times n$ matrix, $b \in \mathbb{R}^{p}$ and $\nu>0$ is a given scalar regularization parameter. The goal of this model is find an approximate solution to the linear equations $A x=b$,
with a preference for making the solution $x \in \mathbb{R}^{n}$ sparse. Letting $f(x)=\frac{1}{2}\|A x-b\|^{2}$, $g(z)=\nu\|z\|_{1}$, and $M=I$ the LASSO problem (6.3) may be written as

$$
\begin{array}{ll}
\min & f(x)+g(z)  \tag{6.4}\\
\text { s.t. } & x=z .
\end{array}
$$

Applying the ADMM to (6.4), the $x$-minimization subproblem (1.9) reduces to solving a system of linear equations involving the matrix $A^{\top} A+c I$ :

$$
\begin{equation*}
x^{k+1}=\left(A^{\top} A+c I\right)^{-1}\left(A^{\top} b+c z^{k}-p^{k}\right) \tag{6.5}
\end{equation*}
$$

Note that the $A^{\top} A+c I$ is always invertible since $c>0$. We use the conjugate gradient method as given in [64, Algorithm 5.2] to solve the linear system (6.5).

The $z$-minimization subproblem 1.10 reduces to the soft thresholding operator (5.111) with $M=I$ :

$$
\begin{equation*}
z_{i}^{k+1}=\operatorname{sgn}\left(x_{i}^{k+1}+\frac{1}{c} p_{i}^{k}\right) \max \left\{0,\left|x_{i}^{k+1}+\frac{1}{c} p_{i}^{k}\right|-\frac{\nu}{c}\right\}, \quad i=1, \ldots, n . \tag{6.6}
\end{equation*}
$$

This calculation is straightforward and requires a constant amount of time per element $z_{i}^{k+1}$. The multiplier update $p^{k+1}=p^{k}+c\left(x^{k+1}-z^{k+1}\right)$ has a similar property, so the $x$ minimization dominates run time of this application if the ADMM if 6.5 is solved exactly.

As in [15, Section 11.1], we scaled $b$ and the columns of $A$ to have unit $\ell_{2}$ norm and set the regularization parameter $\nu$ to $0.1\left\|A^{\top} b\right\|_{\infty}$. For admm_exact, the termination condition for the inner loop (6.2) becomes

$$
\begin{equation*}
\left\|\left(A^{\top} A+c I\right) x^{k+1}-\left(A^{\top} b+c z^{k}-p^{k}\right)\right\| \leq 10^{-7} \tag{6.7}
\end{equation*}
$$

We performed our LASSO tests on four categories of datasets:

Gene expression: Six standard cancer DNA microarray datasets from 22. These instances have dense, wide, and relatively small matrices $A$, with the number of rows $m \in[42,102]$, and the number of columns $n \in[2000,6033]$.

Figure 6.1: LASSO - number of outer iterations for the cancer datasets.


Single-Pixel Camera: Four dense compressed image sensing problems from [25] with $m \in[410,4770]$ and $n \in[1024,16384]$.

Finance: A single large dense financial dataset [49] with $m=30465$ and $n=216842$.

PEMS: A single large, wide, and dense dataset from the California Department of Transportation [56] with $m=267$ and $n=138672$.

Figures 6.1, 6.2, and 6.3 show the number of outer iterations each method takes for each dataset. Generally speaking, admm_abssum takes the most outer iterations to converge, but in a few cases admm_primDR takes more outer iterations than the other methods. The admm_relerr and admm_exact algorithms tend to take about same number of outer iteration to converge.

Figures 6.4, 6.5, and 6.6 depict the cumulative total number of inner iterations for

Figure 6.2: LASSO - number of outer iterations for the image datasets.


Figure 6.3: LASSO - number of outer iterations for PEMS and finance1000.


Figure 6.4: LASSO - total number of inner iterations for the cancer datasets.


Figure 6.5: LASSO - total number of inner iterations for the image datasets.


Figure 6.6: LASSO - total number of inner iterations for PEMS and finance1000.

each of the four algorithms. This total number of iterations is roughly proportional to the total amount of computational effort and run time. All three inexact methods require significantly fewer total inner iterations than admm_exact, but admm_primDR consistently requires the fewest. For the cancer and PEMS datasets, the superiority of admm_primDR is particularly striking.

### 6.2.2 $\quad L_{1}$-regularized logistic regression

Logistic regression with $L_{1}$ regularization has been proposed as a promising method for feature selection in classification problems [35,61]. Given a training dataset consisting of $m$ pairs $\left(a_{i}, b_{i}\right)$, where $a_{i} \in \mathbb{R}^{n}$ is a feature vector and $b_{i} \in\{-1,+1\}$ is the corresponding label, this problem may be written

$$
\begin{equation*}
\min _{\substack{w \in \mathbb{R}^{m} \\ v \in \mathbb{R}}} \sum_{i=1}^{m} \log \left(1+\exp \left(-b_{i}\left(a_{i}^{\top} w+v\right)\right)\right)+\nu\|w\|_{1} \tag{6.8}
\end{equation*}
$$

Here, $w \in \mathbb{R}^{n}$ represents a weighting of the features vector and $v \in \mathbb{R}$ represents a kind of "bias" or intercept. While the $w$ variables carry an $L_{1}$ regularization penalty, $v$ does
not. We may consider the feature input data as forming a matrix $A=\left[a_{1}, \ldots, a_{m}\right]^{\top}$. We set the problem parameter $\nu$ in the same manner as in [15, Section 11.2]. To apply the ADMM to (6.8), we may formulate it as

$$
\min _{(v, w)} f((v, w))+g((v, w))
$$

where $f((v, w))=\sum_{i=1}^{m} \log \left(1+\exp \left(-b_{i}\left(a_{i}^{\top} w+v\right)\right)\right)$ and $g((v, w))=\nu\|w\|_{1}$. As an alternative, one could also use $M \neq I$ with $M(w, v)=w$ to drop $v$ from the $z$ vector (however, doing so would not conform to the convergence-proof assumptions for admm_primDR). Here, the convex function $f$ is known as the logistic loss function. We may simplify its form slightly by setting $a_{i}^{\prime}=b_{i} a_{i}$ for $i=1, \ldots, m$, yielding

$$
\begin{equation*}
f((v, w))=\sum_{i=1}^{m} \log \left(1+\exp \left(-a_{i}^{\prime \top} w-b_{i} v\right)\right) \tag{6.9}
\end{equation*}
$$

We assemble the vectors $a_{i}^{\prime}$ into a matrix $A^{\prime}=\left[a_{1}^{\prime}, \ldots, a_{m}^{\prime}\right]^{\top}$ which we normalize in the same manner as for LASSO problems. The inner-loop termination conditions of the admm_abssum and admm_relerr algorithms require subgradient information about $f$. Such information is readily available because the logistic loss function is differentiable. Using (6.9), we obtain

$$
\begin{equation*}
\nabla_{v} f((v, w))=-\sum_{i=1}^{m} \frac{\exp \left(-a_{i}^{\prime \top} w-b_{i} v\right)}{1+\exp \left(-a_{i}^{\prime \top} w-b_{i} v\right)} b_{i}=-b^{\top}\left(\frac{\exp \left(-A^{\prime} w-b v\right)}{1+\exp \left(-A^{\prime} w-b v\right)}\right) \tag{6.10}
\end{equation*}
$$

where the exponentiation, addition, and division operations in the final parenthesized expression are interpreted as being applied componentwise. Using a similar notation, we also find that

$$
\begin{equation*}
\nabla_{w} f((v, w))=-\sum_{i=1}^{m} \frac{\exp \left(-a_{i}^{\prime \top} w-b_{i} v\right)}{1+\exp \left(-a_{i}^{\prime \top} w-b_{i} v\right)} a_{i}^{\prime}=-A^{\prime \top}\left(\frac{\exp \left(-A^{\prime} w-b v\right)}{1+\exp \left(-A^{\prime} w-b v\right)}\right) . \tag{6.11}
\end{equation*}
$$

Letting $x=(v, w)$ and defining $z$ and $p$ to have the same dimensions as $x$, we obtain that the gradient (and therefore unique subgradient) $y$ of the $f$ subproblem
at $x=(v, w)$ is

$$
\begin{equation*}
y=\nabla f(x)+p+c(x-z)=\left(\nabla f_{v}((v, w)), \nabla f_{w}((v, w))\right)+p+c(x-z) . \tag{6.12}
\end{equation*}
$$

To approximately solve the $f$ subproblem, we employ the limited-memory BFGS (L-BFGS) method [58] for unconstrained nonlinear optimization. We solve the second (g) subproblem exactly using essentially the same soft thresholding operator 5.111) (applied only to the $w$ component) used in the LASSO problem.

For test data, we selected the cancer datasets from [22] that have $b_{i} \in\{-1,1\}$ for all $i$. In addition, we also used the $a 9 a$ [33] and Arcene [41] datasets, which are both are available from the UCI Machine Learning Repository [56] (where a9a is called adult). Both of these datasets are sparse, and $a 9 a$ has $m=32,561$ and $n=123$, while Arcene has $m=900$ and $n=10,000$.

Figure 6.7 shows the number of outer iterations for each algorithm, revealing a pattern similar to that for the LASSO problem. Figure 6.8 shows the cumulative total number of inner iterations for each algorithm. As with the LASSO problem, the inexact algorithms all perform less total work than the exact method, although the savings for two of the cancer datasets are not dramatic. The comparative behavior of the three inexact algorithms, however, is very different than for LASSO: the admm_primDR method is consistently the slowest method, rather than consistently the fastest, while admm_abssum gives the best results.

### 6.2.3 Sparse inverse covariance selection

The covariance selection problem was first introduced in [20], which suggested that the covariance structure of a multivariate normal population can be simplified by setting elements of the inverse covariance matrix to zero. The graphical interpretation of this covariance selection model is called the Gaussian graphical model [32,50]. It has become a popular statistical tool in reverse engineering of genetic regulatory networks, where individual genes are represented by the nodes of a graph and the conditional

Figure 6.7: Logistic regression - number of outer iterations.


Figure 6.8: Logistic regression - total number of inner iterations.

dependencies between their expression profiles are indicated by graph edges.
In this problem, we are given a dataset of vectors $a_{1}, \ldots, a_{m} \in \mathbb{R}^{n}$ which we model as being samples from a multivariate normal distribution $\mathcal{N}(0, \Sigma)$ for some unknown positive definite covariance matrix $\Sigma$. We believe the inverse of $\Sigma$ to be sparse, but with an unknown sparsity pattern. Letting $S=(1 / m) \sum_{i=1}^{m} a_{i} a_{i}^{\top}$ be the empirical covariance matrix of the sample and using $\mathbb{S}_{++}^{n}$ to denote the cone of positive $n \times n$ matrices, we attempt to estimate $\Sigma^{-1}$ by the solution $X$ of the sparse inverse covariance selection problem

$$
\begin{equation*}
\min _{X \in \mathbb{S}_{++}^{n}} \operatorname{Tr}(S X)-\log \operatorname{det} X+\nu\|X\|_{1} \tag{6.13}
\end{equation*}
$$

where $\|X\|_{1}=\sum_{i=1}^{n} \sum_{j=1}^{n}\left|x_{i j}\right|$. The model's goal is to minimize the negative logliklihood of the sample, combined with an $\ell_{1}$ regularization term promoting sparsity of the solution [6]. Note that $-\log \operatorname{det} X=\log \frac{1}{\operatorname{det} X}=\log \operatorname{det}\left(X^{-1}\right)$.

If one lets $f(X)=\operatorname{Tr}(S X)-\log \operatorname{det} X+\nu\|X\|_{1}$ and $g(X)=\nu\|X\|_{1}$, then (treating the unknown $X$ as a vector) problem (6.13) fits the standard ADMM problem form with $M=I$, that is, $\min _{X}\{f(X)+g(X)\}$. Applying the ADMM, we obtain the the recursions

$$
\begin{align*}
X^{k+1} & =\underset{X \in \mathbb{S}_{++}^{n}}{\arg \min }\left\{\operatorname{Tr}(S X)-\log \operatorname{det} X+\frac{c}{2}\left\|X-Z^{k}+\frac{1}{c} P^{k}\right\|_{F}^{2}\right\}  \tag{6.14}\\
Z_{i j}^{k+1} & =\operatorname{sgn}\left(X_{i j}^{k+1}+\frac{1}{c} P_{i j}^{k}\right) \max \left\{0,\left|X_{i j}^{k+1}+\frac{1}{c} P_{i j}^{k}\right|-\frac{\nu}{c}\right\} \quad i, j=1,2, \ldots, n  \tag{6.15}\\
P^{k+1} & =P^{k}+c\left(X^{k+1}-Z^{k+1}\right) \tag{6.16}
\end{align*}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm of a matrix and the Lagrange multiplier estimates $P^{k}$ are members of $\mathbb{S}^{n}$, the vector space of $n \times n$ symmetric real matrices. We uniformly set $\nu=0.5$, as suggested in 52. For some examples of applying ADMM to SICS, see [73] and [87], the latter showing that ADMM outperforms other methods for this problem.

It is possible to develop an analytical solution to subproblem (6.14). First, we
know that

$$
\begin{aligned}
\partial \operatorname{Tr} S X & =\partial\langle S, X\rangle=\{S\} \\
\partial(-\log \operatorname{det} X) & =\left\{-\frac{1}{\operatorname{det} X} \nabla \operatorname{det} X\right\}=\left\{-\frac{1}{\operatorname{det} X} \operatorname{det} X\left(X^{-1}\right)^{\top}\right\}=\left\{-X^{-1}\right\} .
\end{aligned}
$$

Using the first order optimality condition for the convex problem (6.14), whose solution must lie in the interior of the open cone $\mathbb{S}_{++}^{n}$, we obtain

$$
\begin{array}{ll} 
& 0 \in \partial\left\{\operatorname{Tr}(S X)-\log \operatorname{det} X+\frac{c}{2}\left\|X-Z^{k}+\frac{1}{c} P^{k}\right\|_{F}^{2}\right\} \\
\Leftrightarrow & 0=S-X^{-1}+P^{k}+c\left(X-Z^{k}\right) . \tag{6.18}
\end{array}
$$

Rearranging (6.18), we obtain

$$
\begin{equation*}
c X-X^{-1}=c Z^{k}-P^{k}-S \tag{6.19}
\end{equation*}
$$

Thus, $X^{k+1}$ can be obtained by solving (6.19) for $X$. Next we take the orthogonal eigenvalue decomposition of the symmetric matrix on the left-hand side of (6.19), obtaining some diagonal matrix $\Lambda^{k+1}=\operatorname{diag}\left(\lambda_{1}^{k+1}, \ldots, \lambda_{n}^{k+1}\right)$ and orthogonal matrix $Q^{k+1}$ such that

$$
\begin{equation*}
c X^{k+1}-\left(X^{k+1}\right)^{-1}=Q^{k+1} \Lambda^{k+1}\left(Q^{k+1}\right)^{\top} . \tag{6.20}
\end{equation*}
$$

Multiplying by $\left(Q^{k+1}\right)^{\top}$ from the left and by $Q^{k+1}$ from the right on both sides of (6.19), we obtain

$$
\begin{equation*}
c \tilde{X}^{k+1}-\left(\tilde{X}^{k+1}\right)^{-1}=\Lambda^{k+1} \tag{6.21}
\end{equation*}
$$

where $\tilde{X}^{k+1}=\left(Q^{k+1}\right)^{\top} X^{k+1} Q^{k+1}$. We now can construct a diagonal solution $\tilde{X}^{k+1}$ of (6.21). To find each entry $\tilde{X}_{i i}$ on the diagonal of $\tilde{X}^{k+1}$, we need to solve $c \tilde{X}_{i i}^{k+1}-$ $1 / \tilde{X}_{i i}^{k+1}=\lambda_{i}^{k+1}$, and because all the $\tilde{X}_{i i}$ must be nonnegative, we have

$$
\begin{equation*}
\tilde{X}_{i i}^{k+1}=\frac{\lambda_{i}^{k+1}+\sqrt{\left(\lambda_{i}^{k+1}\right)^{2}+4 c}}{2 c} . \tag{6.22}
\end{equation*}
$$

At this point, one can see that the solution of equation (6.19), $X^{k+1}$, is

$$
\begin{equation*}
X^{k+1}=Q^{k+1} \tilde{X}^{k+1}\left(Q^{k+1}\right)^{\top} \tag{6.23}
\end{equation*}
$$

The $g$ minimization (6.15) is the same soft thresholding operation as in (6.6), applied throughout a symmetric matrix. Clearly, the most time-consuming part of (6.14)-(6.16) is the eigenvalue decomposition (6.20) required by the $x$ minimization (6.14). In our numerical experiments, we used the Jacobi iterative method from [72 to perform this calculation. At iteration $(k+1)$, this method produces successively improving (over $l$ ) estimates $Q^{k, l}, H^{k, l}$ of $Q^{k+1}$ and $\Lambda^{k+1}$, respectively. The convergence properties of Jacobi method guarantee that $\lim _{l \rightarrow \infty} Q^{k, l}=Q^{k+1}$ and $\lim _{l \rightarrow \infty} H^{k, l}=\Lambda^{k+1}$. For each $l$, we produce a second approximation $\Lambda^{k, l}$ of $\Lambda^{k+1}$ by taking the projection of $H^{k, l}$ onto the linear subspace of $n \times n$ diagonal matrices, that is, $\Lambda^{k, l}$ is obtained by setting all non-diagonal elements of $H^{k, l}$ to zero. Since this operation is the application of a continuous function that fixes $\Lambda^{k+1}$, it follows that $\lim _{l \rightarrow \infty} \Lambda^{k, l}=\Lambda^{k+1}$. Using the respective estimates $H^{k, l}$ and $\Lambda^{k, l}$ of $H^{k+1}$ and $\Lambda^{k+1}$, we may derive an approximation $X^{k, l}$ of $X^{k+1}$ by solving the following modification of (6.20):

$$
\begin{equation*}
c \tilde{X}^{k, l}-\left(\tilde{X}^{k, l}\right)^{-1} \approx Q^{k, l} \Lambda^{k, l}\left(Q^{k, l}\right)^{\top} \tag{6.24}
\end{equation*}
$$

This equation may be solved using appropriate modifications of of (6.22) and 6.23), namely

$$
\begin{equation*}
\tilde{X}_{i i}^{k, l}=\frac{\lambda_{i}^{k, l}+\sqrt{\left(\lambda_{i}^{k, l}\right)^{2}+4 c}}{2 c} \quad X^{k, l}=Q^{k, l} \tilde{X}^{k, l}\left(Q^{k, l}\right)^{\top} \tag{6.25}
\end{equation*}
$$

where $\lambda_{i}^{k, l}$ denotes the $i^{\text {th }}$ diagonal element of $\Lambda^{k, l}$. The resulting estimate $X^{k, l}$ depends continuously on $Q^{k, l}$ and $\Lambda^{k, l}$, and hence on $Q^{k, l}$ and $H^{k, l}$. Therefore, it converges to the exact value of $X^{k+1}$ given in 6.23). Finally, since $Q^{k, l}$ is orthogonal, it is easy to evaluate the inverse of $X^{k, l}$, and therefore straightforward to compute the gradient of $f$, much as in (6.14).

We tested our implementation on five gene expression network datasets that have been widely used in the model selection and classification literature, as for example in [52]:

Lymph node status (Lymph): This dataset is derived from [23, and preprocessed using the procedure described there. The covariance matrix $S$ has dimension $n=587$ and rank 147 .

Estrogen receptor (ER): This preprocessed dataset is again from [23]. The rank of the covariance matrix $S$ is 157 it has dimension $n=692$.

Arabidopsis thealiana (Arabidopsis): This gene network data set was obtained from [81. $S$ has dimension $n=843$ and its rank is 117 .

Leukemia (Leukemia): A gene expression data set from 85] that has dimension $n=1255$ and rank 71 .

Hereditary breast cancer (Hereditarybc): This data set is from 46]. Its dimension is $n=1869$ and the rank of $S$ is 21 .

The $S$ matrices for all these datasets are dense. The work of Li and Toh [52] and references therein contain more detailed descriptions of datasets, and discussion of how they were selected.

The computational results for the various ADMM algorithms are displayed in Figures 6.9 and 6.10 . Figure 6.9 depicts the number outer iterations, which show very little variation between the various ADMM variants. Figure 6.10 shows the cumulative total iterations of the Jacobi method, which is proportional to overall computational effort. It shows that the inexact methods are all significantly faster than the exact ADMM, with a consistent pattern of admm_primDR being fastest. These results are broadly similar to those for LASSO problems, although the difference between admm_primDR and the other inexact methods is less pronounced.

Figure 6.9: SICS - number of outer iterations.


Figure 6.10: SICS - total number of inner iterations.


## Chapter 7

## Conclusion

ADMM was developed over three decades ago, and it has attracted renewed attention recently due to its applicability to various machine learning and image processing problems. Its applications can be found in distributed and cloud computing systems, massive high-dimensional datasets, and the associated large-scale applied statistical problems. Some characteristics of ADMM include:

- It appears to be well suited to the modern regime, and has the important benefit of being quite general in its scope and applicability.
- The ADMM can take advantage of the structure of those problems which involve optimizing sums of convex functions.
- It is often relatively easy to implement the ADMM in a distributed-memory, parallel manner. This property is important for "big data" problems in which the entire problem dataset may not fit readily into the memory of a single processor.

In practice, it is very often that we need to use some iterative method to solve one or both ADMM subproblems, either because there is no simple analytical solution or the problem is too high-dimensional for such a formula to be used. In such cases, it is wasteful to expend great effort in solving subproblem(s) to high precision in the early stage of solution process. Naturally, a method that allows for solving subproblems inexactly and gradually increasing their precision without disrupting the convergence properties is highly desirable. However, the traditional convergence proofs of ADMM,
both operator splitting and Lagrangian splitting, are based on solving all subproblems exactly. The existence of inexact ADMM methods was unknown until [29], in which Eckstein presented an approximate ADMM with the absolute summable error bound criteria. However, one drawback of this version is that, unless some other condition is satisfied (such as $M$ being full column rank matrix), it is not practical because we have to bound the distance between the approximate solutions and the true solutions of the subproblems.

To address this issue, we developed three new criteria for approximate minimization of ADMM subproblems that only use subgradient information. They do not require any primal regularization terms. The approximate ADMM derived from general inexact proximal point algorithm and operator splitting theory is actually a partially inexact ADMM, since it requires one subproblem to be solved quickly and exactly, which is very common in many $l_{1}$ normalized applications. It also essentially requires that $M$ be the identity matrix. The two new methods that are developed from Lagrangian splitting have neither of these restrictions.

This dissertation tested all three methods with three representative $l_{1}$ normalized models against the classical ADMM. Its numerical results show that all three new approximate versions of ADMM effectively reduce overall computing effort, although the preferred method depends on the application.
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