
Biogenic gas bubble dynamics in a Northern peatland observed using electrical 

geophysics and other methods 

By 

Neil Terry 

A dissertation submitted to the 

Graduate School-Newark 

Rutgers, The State University of New Jersey 

In partial fulfillment of the requirements 

For the degree of 

Doctor of Philosophy 

Graduate Program in Environmental Science 

Written under the direction of 

Lee Slater 

And approved by 

_____________________________________ 

_____________________________________ 

_____________________________________ 

_____________________________________ 

Newark, New Jersey 

January, 2017 

  



 
© 2016 

Neil Terry 
ALL RIGHTS RESERVED



 

ABSTRACT OF THE DISSERTATION 

Biogenic gas bubble dynamics in a Northern peatland observed using electrical 

geophysical methods 

By NEIL TERRY 

Dissertation Director: 

Professor Lee Slater 

The ability of peatlands to produce, sequester, and release large volumes of 

greenhouse gases (particularly methane) has resulted in a large body of research 

dedicated toward understanding how these soils respond to climactic variations.  Yet, 

there still exist many uncertainties regarding variation in the mechanisms that drive the 

production, storage, and release of methane in peatlands, in part due to limited 

information at relevant spatiotemporal scales.  This work harnesses the power of 

geophysical methods to bridge this information gap and offer new insights on the 

mechanics of biogenic gas dynamics in peatlands.  

The first portion of this work develops a methodological basis for monitoring 

field-scale biogenic gas variations in peatlands from electrical resistivity imaging (ERI).  

This approach is used to provide insight on the controlling factors that drive methane 

ebullition, particularly from deep peat regimes (i.e., below 1 m) that are difficult to 

sample with traditional methods.  Using this technique, anomalous variations in 

resistivity are observed that correspond to decreases in atmospheric pressure and suggest 

that biogenic gas releases occur throughout the peat profile.  Furthermore, smaller 
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changes in resistivity seem to correspond well with expected variations in gas bubble size 

due to changing pressure and temperature conditions. 

A follow up study examines two sites in Caribou Bog, Maine in an effort to 

understand how peat structural and hydrogeological properties influence gas releases.  

This study employs a suite of direct methods (i.e., direct coring, methane flux monitoring, 

and gas sample collection), geochemical and environmental data, and indirect 

geophysical methods (ERI, ground penetrating radar, and peat deformation) to show that 

peat structure and underlying hydrogeology likely play a critical role in controlling 

methane production and release.  It is observed that a highly decomposed peat site 

overlying an esker deposit exhibits larger methane content, larger magnitude resistivity 

variations (particularly in deep peat), and larger individual methane flux measurements 

compared to a less well decomposed peat site nearby.  

The concluding piece of this research develops a quantitative technique to 

estimate biogenic gas bubble size from frequency information derived from ground 

penetrating radar signals.  Bubble size may be a critical parameter governing methane 

ebullition given the increased buoyancy and reduced oxidation potential of larger 

bubbles.  Additionally, previous research has demonstrated a disproportionately large 

percentage of the total methane flux may originate from large bubbles.  The approach is 

used to estimate bubble size variations in two laboratory studies as well as from field 

data, and suggests that bubbles with radii of greater than 0.04 m may exist in natural peat 

deposits.  Employing this estimation approach in the future may help to understand the 

connection between bubble size, peat type/structure, and fluxes observed at the surface. 
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Chapter 1: Introduction 

1.1 Background and overview 
Northern peatlands fix significant carbon dioxide (CO2), yet account for an estimated 

5-10% of the annual global methane (CH4) flux to the atmosphere [Charman, 2002].  The 

past, present, and future effect of peatlands on climate change is unclear, largely due to 

incomplete understanding of greenhouse gas dynamics within peatlands.  An ongoing 

research challenge in peatlands research is to build quantitative models that link 

environmental variables to methane fluxes.   

Peatlands consist of waterlogged organic soil where the rate of accumulation exceeds 

the rate of decomposition.  In peat, the predominantly saturated, anoxic conditions favor 

methanogenesis as a means of microbial respiration.  Under anoxic conditions where 

inorganic terminal electron acceptors (TEAs) like nitrate, ferric iron, manganese, or 

sulfate are available, CO2 is predominantly produced [Ye et al., 2012].  When these 

nutrients are depleted, CO2 and/or acetic acid act as TEAs (as opposed to oxygen) [Drake 

et al., 2009], and CO2 and CH4 are produced by methanogens in roughly equal amounts.  

Where oxygen is available, CO2 is the primary gas byproduct of microbial respiration, 

and CH4 is to some extent oxidized.  The rate at which microbes produce these gases is 

influenced, often nonlinearly, by factors such as temperature, water table position, pH, 

and nutrient supply [Chasar et al., 2000a; Paul et al., 2006; Jaatinen et al., 2007; Keller 

and Bridgham, 2007].  The gas that is produced may undergo further chemical reactions, 

remain trapped in the peat, and/or migrate upwards from its initial position to higher up in 

the peat or leave the soil entirely to enter the atmosphere. 
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Although CH4 flux to the atmosphere can occur through diffusion and vascular 

transport, the contributions to total flux due to episodic ebullition (bubbling) events are a 

source of great uncertainty.  Although it is now recognized that changes in atmospheric 

pressure stimulate episodic ebullition events [Comas et al., 2011a; Kellner et al., 2006; 

Kettridge et al., 2011; Tokida et al., 2005a, 2007; Waddington et al., 2009], conceptual 

models describing the processes that contribute to methane ebullition are still uncertain, 

although two have been proposed.   

 

Figure 1.1 – simple conceptual diagrams of (a) biogenic gas production and (b) the three mechanisms for 

biogenic gas release from peatlands. 

The ‘deep peat model’ [Glaser et al., 2004], developed from a suite of geodetic 

and hydrogeological observations in the Glacial Lake Agassiz Peatlands (GLAP), posits 

that labile carbon is provided to methanogens in the deep peat, where anaerobic 

conditions allow for enhanced (relative to shallow peat) production of methane.  

Methanogens produce gas that is trapped in semi-confining layers until falling water 
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levels and/or dropping atmospheric pressure cause the semi-confining layer to rupture 

and release gas to the atmosphere.  The sudden release of gas causes surface deformation.   

The ‘shallow peat model’ [Coulthard et al., 2009], developed from a collection of 

laboratory and field-based studies of shallow peat, instead highlights the significant 

contribution of  methane accumulation that occurs just below the water table, with  an 

unknown upward flux of methane from the deep peat.  This model is based on the large 

episodic ebullition fluxes (observed at rates greater than 1000 mg CH4 m-2 d-1 

[Rosenberry et al., 2003]) that originate in the shallow peat.  The shallow peat model 

does not deny the potential importance of deep peat contributions to ebullition, but rather 

states that these contributions are not as well quantified as those in the shallow peat. 

This work develops geophysical tools in tandem with traditional techniques to 

study the magnitude, frequency, and driving forces behind methane ebullition.  In 

particular, I focus on electrical geophysical methods, such as direct current electrical 

resistivity imaging (ERI) and ground penetrating radar (GPR), as a means to study these 

processes at an intermediate scale (processes occurring on scales of sub-meter to 10s of 

meters). 

ERI is a technique that was initially developed for natural resource exploration 

but has recently seen increasing use in environmental investigations, particularly for 

observing time-lapse processes (see Singha et al. [2014] for a review).  Using several 

electrodes implanted in the Earth’s surface, current is injected at a given pair of 

electrodes and voltage is measured across several other pairs (Figure 1.1a).  The flow of 

current is directly influenced by the resistivity of the Earth.  Thus, the data can be used to 

construct an image of the resistivity structure of the subsurface.  Resistivity is, in turn, a 
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parameter that is influenced by environmental properties of interest, particularly lithology 

and water content.  Laboratory-based studies have used ERI for monitoring changes in 

gas content in peat [Slater et al., 2007; Kettridge et al., 2011], but field-scale studies of 

this nature have not previously been performed. 

GPR uses radio waves to study near surface (less than 100 meters deep) 

phenomena.  A radio pulse with a given center frequency is directed into the ground, 

while a receiver nearby records the elapsed time and the returned pulse (Figure 1.1b).  

The velocity, energy, and propagation path of these waves are sensitive to contrasts in 

electromagnetic properties within the earth.  The larger the contrast in electromagnetic 

properties, the more energy reflected back to the surface.  Typically, one analyzes GPR 

data in the time domain; by looking at the magnitude of the returned radio pulse through 

time.  This approach has been applied to monitoring changes in peatland biogenic gas 

content through observing changes in the time required for GPR energy to propagate 

through peat and applying a petrophysical transformation given information on porosity 

and the dielectric permittivity of constituent materials (e.g., Comas et al. [2005a]; Comas 

et al. [2005c]; Comas et al. [2007], Strack and Mierau [2010]; Parsekian et al. [2010, 

2011]).  In contrast, time-frequency domain analysis also examines the frequency, or 

spectral content of the returned pulse to potentially yield information on parameters that 

are frequency dependent, such as the attenuation (or energy decay) of GPR waves.  

Attenuation is in turn affected by the electrical conductivity and size and composition of 

particles in the medium being studied.  Such analysis has not previously been performed 

in the context of peatland biogenic gas dynamics. 
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Figure 1.2 – basic schematic of (a) an ERI survey and (b) a GPR survey. 

1.2 Research objectives 

This work endeavors to accomplish three primary tasks, along with several secondary 

objectives: 

1. Develop a methodology for field scale analysis of biogenic gas variation from 

ERI data. 

a. Explore autonomous ERI monitoring as a tool for monitoring biogenic gas 

content variation in peat; 

b. Explore the influence of environmental variables, particularly atmospheric 

pressure and water levels, in triggering methane release from peat; 

 

2. Determine spatiotemporal variability in gas dynamics at two peatland sites in 

Caribou Bog, Maine. 

a. Find evidence to support models of carbon cycling in peat (the ‘shallow 

peat model’ vs. the ‘deep peat model’); 

b. Explain differences in biogenic gas dynamics at the two sites in terms of 

peat structural properties, biogeochemistry, and underlying hydrogeology; 
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3. Develop a technique for estimating biogenic gas bubble size from GPR frequency 

information. 

a. Provide the mathematical foundation for estimating frequency-dependent 

scattering attenuation of a GPR signal based on Mie theory; 

b. Test this approach on two lab datasets and a field dataset; 

c. Draw inferences on the size of bubbles in Caribou Bog, Maine. 

1.3 Summary of work and general findings 

The next three chapters of this dissertation are comprised of a published paper and 

two submitted papers.   

1.3.1 Autonomous ERI monitoring of peatland gas dynamics 
The first paper, published in 2016 in Water Resources Research, tackles the first 

research objective outlined in section 1.2 above: the use of autonomous ERI to estimate 

biogenic gas content variations in a natural peatland.  In this study, an ERI system is set 

to collect resistivity data over a period of several months on a sampling interval of 

several hours.  The results show distinctly layered variations in resistivity, which are 

linked to variations in gas content through petrophysical models.  These layered 

variations most often manifest as a loss of gas from shallow peat and an increase in gas 

content in the deep peat, and often correspond to drops in atmospheric pressure.  A strong 

negative correlation with water levels throughout much of the sampling volume is also 

observed, which is interpreted as an immediate response of bubble volume to hydrostatic 

pressure changes as predicted by the Ideal Gas Law.  This paper highlights the enormous 

benefits of ERI in studying natural biogenic gas dynamics: the non-invasive sampling of 

a 3D volume (including deep peat), the intermediate spatiotemporal scale of 
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measurement, and the ability to collect data autonomously.  The limitations of this 

approach are also presented: the indirect nature of sampling (it is shown that a 

quantifiable estimate of gas content is unrealistic at the field scale) and the 

spatiotemporal ‘blurring’ of final images due to constraints necessary to carry out the 

numerical inversion of the raw data. 

1.3.2 Multimethod approach to observe hydrogeological and peat structural influences on 
biogenic gas dynamics in peatlands: comparison of two sites 
 

The second paper, submitted in 2016 to Journal of Geophysical Research – 

Biogeosciences, builds on the first paper by examining several additional datasets in 

addition to ERI at two field sites in Caribou Bog, Maine.  This paper directly addresses 

the second research objective outlined in section 1.2 above.  Each dataset provides clues 

as to the underlying biogenic gas dynamics at the two sites to reveal distinct 

characteristics at each site that support both shallow and deep peat models.  Each site is 

initially characterized through coring, common offset GPR, and ERI.  The first ‘pools’ 

site has numerous pools of water at the surface and is underlain by a permeable esker 

deposit, whereas the second ‘wooded heath’ site has a clay mineral soil and no standing 

pools.   In terms of peat properties, the pool site shows increasing decomposition with 

depth and chaotic GPR reflection events (likely generated from less decomposed debris 

semi-randomly distributed throughout the peat), whereas the wooded heath site shows 

less decomposition at depth and subhorizontal, mostly continuous GPR reflection events.    

Common midpoint GPR data are used to generate 1D estimates of gas content with depth 

at both sites and show significantly higher gas content (roughly 14%) at depth at the 

wooded heath site.  This general pattern is consistent with data from moisture probes 
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inserted in the peat at each site.  The ERI data show distinctive patterns as well, with 

activity predominantly occurring over the esker deposit at the pools site, while the 

wooded heath site shows generally horizontally homogeneous variations.  Measurements 

of peat deformation (peat expands/contracts with gas increases/decreases) at various 

depths show a similar pattern, with relatively little variation observed at the wooded 

heath site, whereas the pools site shows variations that increase with proximity to the 

underlying esker crest.  In addition, below 1 m depth the pools site shows higher 

temperature, higher pH, higher methane content, and enrichment in various nutrients 

when compared to wooded heath site.  The geochemical conditions observed at the pools 

site are more favorable for microbial respiration (and hence gas production).  Indeed, 

limited methane flux data suggest typically larger fluxes at the pools site.   

Overall, the results suggest the esker deposit below the pools site likely generates 

a hydraulic gradient that brings with it nutrients, higher temperatures, and more alkaline 

waters that act to enhance biogenic gas production at this site.  The absence of continuous 

layers at the pools site allows ebullition to occur more readily when compared to the 

wooded heath site, where gas may become trapped under such layers to form large 

pockets of gas. 

1.3.3 Estimation of peat gas bubble size from GPR 
 The third and final paper, submitted to Water Resources Research in 2016, 

addresses the third research objective outlined above, and forms the foundation for a 

methodology to gain information about the size of individual gas bubble clusters – 

information potentially crucial in determining when ebullition will occur in peat, 

particularly in areas like the wooded heath site where gas is believe to remain trapped 
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until bubble buoyancy overcomes the force from above.  The technique relates changes in 

the frequency content of GPR signals (after basic processing) to changes in bubble radius 

through established models of frequency dependent attenuation and scattering.  Two 

laboratory datasets are investigated using the technique.  The first dataset consists of 

transmission GPR measurements taken at nine positions for a period of several weeks 

across a peat monolith.  The results show increases in overall gas content at all 

monitoring positions, while bubble radius shows a pattern of mostly decreasing in size in 

the upper layers and mostly increasing in size in the lower layers, with the average bubble 

radius ranging from 0.002 m to less than 0.01 m.  The second experiment is of similar 

design to the first except that GPR data were collected in reflection mode and that bubble 

sizes on the side of the peat monolith tank were observed.  Somewhat larger bubbles are 

estimated than in the first experiment (with a maximum radius of about 0.02 m), but 

show a similar pattern of larger bubbles resulting in deeper areas of the monolith.  The 

size of bubbles observed on the side of the tank are consistently smaller than those 

estimated by the GPR estimation approach.  The bubble size estimation approach is 

finally applied to a dataset from a borehole GPR field study at the pools site in Caribou 

Bog, suggesting an average bubble radius of about 0.04 m and possibly as large as 0.1 m 

at an interface where a change in decomposition was noted during coring.  The highlight 

to the approach is that it may provide evidence of bubble size in peat – information not 

readily available by any other means.  Bubble size determines buoyancy and therefore 

may affect the amount of methane that reaches the atmosphere during ebullition (due to 

larger bubbles passing more readily through the oxic zone and avoiding consumption by 

methanotrophs [Ramirez et al., 2016]), and be a controlling factor in triggering ebullition 
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itself (due to the greater ability of large bubbles to overcome confining forces [Tokida et 

al., 2007; Comas et al., 2011a; Chen and Slater, 2015]).  Additionally, the approach 

could theoretically be used on existing and future GPR datasets.  Limitations include that 

the bubble size estimation model assumes spherical bubbles, does not account for 

redirected energy from multiple scattering events, and provides only an average bubble 

size (i.e., many bubbles, possibly of varying size, are within the sampling volume of a 

GPR pulse). 

1.3.4 General findings 
These studies suggest that large volumes of biogenic gas are stored in peat, 

particularly below confining layers consisting of peat fabric and/or poorly decomposed 

material.  Coring data suggest these confining layers are on the order of several cm 

thickness.  At a site with pools on the surface and underlain by a permeable esker deposit, 

gas dynamics appear to intensify in the deep peat, as evidenced by higher levels of 

decomposition, larger peat surface deformations, and larger resistivity variations 

observed when compared to a site where the esker deposit is not present in the sampling 

area.  Furthermore, analysis of the frequency content of GPR traces from this same site 

suggest that gas bubbles are 0.04 m in radius or larger.  These findings highlight the 

usefulness of geophysical tools for studying biogenic gas dynamics in peatlands. 

1.3.5 Broad implications 
 This work provides a unique view of biogenic gas dynamics at cm to m scale 

spatial resolution over a 3D volume at hourly temporal resolution and indicates that these 

processes exhibit significant variability at this scale.  Previous work does not include 

information at these scales and at that resolution.  In the broad context, this degree of 

variability of biogenic gas dynamics may need to be considered in global models that 
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incorporate peatland gas dynamics and stresses the importance of information about the 

underlying peat structure and hydrogeology.  Further, the apparent influence of the esker 

deposit in regulating biogenic gas dynamics in Caribou Bog indicates that the age and 

development of peat within the formational process of peatlands as a whole may be key 

factors in understanding gas dynamics at different peatlands across the world. 

 The tools and techniques explored and developed in this thesis have broad 

applicability to future studies of gas dynamics in peatlands.  The use of autonomous ERI 

would be a useful addition to future studies for observing qualitative changes in gas 

content and to support other datasets.  Once set up, an autonomous ERI system can be 

operated entirely remotely, and sampling frequency, the measurement scheme, and other 

data collection parameters can be monitored and modified if required.  Given a sufficient 

power supply (in this study a 400W solar array and a battery bank were used), such a 

system could run for several years.  The GPR bubble size estimation technique is unique 

in that it provides information on bubble size in situ, without disturbing the peat.  

Additionally, the procedure could be applied to existing and future datasets to better 

constrain ebullition models, where the size of bubbles may influence when ebullition 

occurs and the degree of oxidation when it is released to the atmosphere.
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Chapter 2: Free phase gas processes in a northern peatland inferred 
from autonomous field-scale resistivity imaging1 

 

Abstract 

The mechanisms that control free phase gas (FPG) dynamics within peatlands, and 

therefore estimates of past, present, and future gas fluxes to the atmosphere remain 

unclear.  Electrical resistivity imaging (ERI) is capable of autonomously collecting three 

dimensional data on the cm to tens of meter scale and thus provides a unique opportunity 

to observe FPG dynamics in situ.  We collected 127 3D ERI datasets as well as water 

level, soil temperature, atmospheric pressure, and limited methane flux data at a site in a 

northern peatland over the period July-August, 2013 to improve the understanding of 

mechanisms controlling gas releases at a hitherto uncaptured field scale.  Our results 

show the ability of ERI to image the spatial distribution of gas accumulation and infer 

dynamics of gas migration through the peat column at high (i.e., hourly) temporal 

resolution.  Furthermore, the method provides insights into the role of certain 

mechanisms previously associated with the triggering of FPG releases such as drops in 

atmospheric pressure.  During these events, buoyancy-driven gas release primarily occurs 

in shallow peat as proposed by the ‘shallow peat model.’  Releases from the deeper peat 

are impeded by confining layers, and we observed a large loss of FPG in deep peat that 

may likely represent a rupture event where accumulated FPG escaped the confining layer 

as suggested by the 'deep peat model'.  Negative linear correlations between water table 

elevation and resistivity result from hydrostatic pressure regulating bubble volume, 

although these variations did not appear to trigger FPG transfer or release.

1This chapter published as: Terry, N., L. Slater, X. Comas, A. S. Reeve, K. V. R. Schäfer, and Z. Yu 
(2016), Free phase gas processes in a northern peatland inferred from autonomous field-scale resistivity 
imaging, Water Resour. Res., 52, 2996–3018, doi:10.1002/2015WR018111. 



13 
 

 

2.1 Introduction 

Methane (CH4) is the third most abundant greenhouse gas in the atmosphere but 

has 34 times the heat trapping potential of carbon dioxide [Forster et al., 2007].  

Wetlands, and peatlands in particular, are major sources of CH4 and account for 

approximately 22% of the global CH4 flux to the atmosphere [Stocker et al., 2013].  In 

addition, global warming is anticipated to further stimulate CH4 production from these 

ecosystems, creating a positive feedback loop [Bridgham et al., 2013]. 

Despite the known significance of wetlands with respect to climate change, the 

2013 Intergovernmental Panel on Climate Change report [Stocker et al., 2013] states that 

confidence in modeled CH4 flux from wetlands remains low, owing to a lack of 

observational datasets for calibration of process-based models (i.e., [Hodson et al., 2011; 

Ringeval et al., 2011; Spahni et al., 2011]).  The spatial and temporal variability in CH4 

production, transport, and release within these wetlands also remains poorly constrained 

[Papa et al., 2010].   

CH4 is produced in peatlands primarily by microbes and is released to the 

atmosphere through diffusion, transport through vascular plants, and/or rapid ebullition 

(bubbling).  The overall CH4 produced by these microbes and the subsequent release to 

the atmosphere is controlled by a number of biological and environmental factors.  A 

considerable body of research has been dedicated to linking these factors to CH4 flux in 

order to understand the current and future response of peatlands to climate change.  

Walter and Heimann [2000] developed a process-based model for estimating methane 

emissions from wetlands that includes diffusion, transport, and ebullition mechanisms.  

However, this model lacks a bubble dynamics component.  In order to better understand 
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the relationship between bubble dynamics and ebullition, there is a need for observational 

data sets at high spatiotemporal resolution. 

Direct chamber-based measurements of CH4 fluxes typically have a small (< 1 

m2) footprint that may not be suitable for upscaling, whereas eddy covariance systems 

integrate over a much larger area but may not have the required resolution to capture 

short-term ebullition events, which can episodically release a large amount of CH4 over a 

short time period [Rosenberry et al., 2006].  In a recent study, Gålfalk et al. [2015] 

developed an optimized infrared hyperspectral imaging system capable of photographing 

CH4 at the sub m2 scale that offers great promise to bridge scale differences between 

chamber measurements and eddy covariance systems.  In a laboratory study of a peat 

monolith, Yu et al. [2014] recorded 926 ebullition events lasting minutes to hours, which 

released CH4 at a rate of 212.2 ± 44.3 mg m-2 d-1 during a single event.  Glaser et al. 

[2004], relying on peat deformation and hydraulic head measurements, calculated a loss 

of 130 g m-2 of CH4 over 3 individual ebullition events believed to originate deep (>4 m) 

in the peat profile during the late summer from the Glacial Lake Agassiz peatlands 

(GLAP) in Northern Minnesota.  This result, when averaged over an entire year, is an 

order of magnitude larger than the diffusive rate based on seasonal chamber 

measurements from the same site [Chasar, 2002]. 

Such results and the observations of others [Chanton et al., 1995; Chasar, 2002; 

Chasar et al., 2000a, 2000b; Crill et al., 1988, 1992; Romanowicz et al., 1993, 1995; 

Rosenberry et al., 2003; Siegel et al., 2001] formed the basis for the so-called ‘deep peat 

model’ [Glaser et al., 2004].  This model stresses extensive CH4 production in ’hot spots‘ 

within the most anaerobic deep peat (> 3 m) [Siegel et al., 2001] due to readily available 
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labile C substrate transported from above.  When equilibrium is disrupted, such as by 

changes in atmospheric pressure [Comas et al., 2011a], gas migrates upward due to 

increased buoyancy.  Gas bubbles that are trapped under confining layers are episodically 

released in large concentrations when confining forces are exceeded by buoyancy forces 

associated with bubble expansion during abrupt drops in atmospheric pressure 

[Rosenberry et al., 2003; Glaser et al., 2004].  However, increases in atmospheric 

pressure have also been correlated with increased fluxes in deep parts of the peat column 

in northern systems and in shallow peat along subtropical systems (Comas et al., 2011a, 

Comas and Wright, 2014). 

The ’shallow peat model‘ proposed by Coulthard et al. [2009] instead suggests 

that most biogenic gas production, and particularly CH4, likely occurs in the shallow (< 1 

m) anaerobic zone, driven by higher summer temperatures [Dunfield et al., 1993], more 

abundant labile C [Moore and Dalva, 1997], and trapped bubbles acting as nucleation 

sites for CH4 during water table rise [Beckwith and Baird, 2001].  This model holds that 

FPG buildup and episodic ebullition are common in the shallow peat, and may contribute 

more to FPG flux than less frequent ebullition events from deep layers.  Coulthard et al. 

[2009] base their model on the large body of literature on methane production and bubble 

formation in shallow peat [e.g., Baird et al., 2004; Beckwith and Baird, 2001; 

Christensen et al., 2003; Comas and Slater, 2007; Kellner et al., 2006; Laing et al.,2008; 

Ström et al., 2005; Tokida et al., 2005a].  However they stress that improved direct 

observation of deep FPG dynamics is required to confirm the relative importance of deep 

peat to ebullition. 
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Geophysical methods provide a unique opportunity to study three-dimensional 

FPG dynamics below the peat surface at spatial scales ranging from centimeters to tens of 

meters.  Measurements can be made non-invasively, without disturbing the internal 

structure of the peat and therefore altering the naturally existing gas dynamics.  In 

contrast, direct measurements made by installing wells or inserting probes into peat can 

immediately create a vent for gas to escape and potentially leave a preferential flow 

pathway for gas to migrate along thereafter [Rosenberry et al., 2006].  Ground 

penetrating radar (GPR) has been extensively employed as an indirect and minimally 

invasive methodology for determining temporal variations in FPG content in peatlands 

[Comas et al., 2005, 2011a; Parsekian et al., 2010, 2011; Strack and Mierau, 2010] at 

both laboratory and field scales.  Here, ‘minimally invasive’ implies that although there is 

some disturbance to the peat surface from walking over it with antennas, no disturbance 

of the internal structure of the peat is necessary.  GPR wave velocities are very sensitive 

to moisture content, and can hence be used to qualitatively and semi-quantitatively assess 

changes in FPG content [Comas et al., 2008].  As previously mentioned, the minimally 

invasive nature of GPR offers a critical advantage when seeking to avoid disruption of 

the natural FPG dynamics within peatlands.  However, GPR is not ideal as a long term 

monitoring tool as it is not readily automated, particularly at the field scale. 

Electrical resistivity imaging (ERI) is another minimally invasive geophysical 

technique that potentially can be used to indirectly monitor FPG in peat, as the degree of 

saturation (and therefore amount of gas) influences the bulk resistivity of the peat.  

Unlike GPR, which relies on field operators to acquire subsequent datasets, ERI can be 

completely automated to collect time-lapse 3D data [e.g., Daily et al., 2004; Singha et al., 
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2014 for review].  Two laboratory studies have previously highlighted the potential of 

ERI for assessing FPG dynamics in peat.  Slater et al. [2007] demonstrated the utility of 

electrical imaging to monitor time-lapse changes in gas content in a single laboratory peat 

monolith and Kettridge et al. [2011] extended this approach to study biogenic gas 

dynamics in several peat cores reflecting different peat types and meteorological 

conditions.  Both these laboratory studies concluded that a quantitative assessment of 

FPG content and/or flux is unrealistic using ERI, but that this technique is effective at 

capturing changes in gas content in peat and for inferring the mechanisms driving these 

changes.  However, a field-scale application of this approach has not yet been 

undertaken. 

In this study we report on the first attempt to apply time-lapse ERI to monitor 

biogenic gas dynamics at the field scale.  Time-lapse ERI datasets are compared with a 

shorter duration set of direct high temporal resolution measurements of CH4 flux to 

further evaluate the driving forces behind FPG dynamics and ebullition.   We show how 

ERI datasets provide valuable insights into the processes regulating CH4 bubble transport 

and ebullition at a unique spatial scale hitherto unachieved with other investigation 

techniques. Our results give large-scale information on the role of atmospheric pressure 

and water levels variations on gas release and demonstrate that major episodic ebullition 

events associated with large pressure drops are clearly associated with changes in gas 

content throughout the peat profile.  These results also offer clear insights into the 

relative importance of shallow versus deep sources of CH4 releases via ebullition release 

regulated by atmospheric pressure and water level.  Our analysis supports the shallow 

peat model in that the release of gas from the upper meter of peat appears to be more 
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common than below 1 m.  However, ERI data from this study also support the deep peat 

model as we witnessed one large ebullition event originating from deep peat below a 

woody layer.  This work has implications for better understanding how climate induced 

changes in pressure, rainfall, and temperature may increase greenhouse gas release from 

peat soils.   

2.2  Background 

2.2.1 Electrical resistivity imaging (ERI) 

ERI surveys involve driving a known current (normally using a modified low 

frequency square wave) between two electrodes and measuring the potential difference 

between other pairs of electrodes at multiple locations.  Raw ERI data thus consist of 

transfer resistances, which are simply the potential differences divided by the injected 

current (Ohm’s law).  In a homogenous medium, resistivity can be computed analytically 

using the positions of the electrodes and the transfer resistance. Heterogeneous resistivity 

distributions require inverse methods to arrive at a solution (see Binley and Kemna 

[2005] for further details).  Historically ERI was primarily used for geologic 

characterization and natural resource exploration, but application of ERI to study near 

surface dynamic processes via time-lapse imaging is now well established (see Singha et 

al. [2014] for a recent review).  Electrical resistivity has been used as a proxy for time-

varying parameters of interest including moisture content [Binley et al., 2002], salinity 

[Hayley et al., 2009], and temperature [Krautblatter and Hauck, 2007].  Well-established 

petrophysical relations link resistivity to certain physical and chemical properties of the 

pore space.  As we will discuss, however, it is often impossible or impractical to establish 

such a link under field conditions. 
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The measured bulk resistivity (1/conductivity) of a metal-free soil consists of the 

combined effects of electrolytic conduction (ions in the solution filling the interconnected 

pore space) and surface conduction (ions in the electrical double layer at the walls of the 

connected pores) pathways, which add in parallel.  Ignoring surface conduction, the 

resistivity of a soil (𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) can be modeled using Archie’s law for unsaturated sediments, 

 1
𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

= 𝜎𝜎𝑒𝑒𝑠𝑠 = (𝜙𝜙𝑠𝑠𝑖𝑖𝑖𝑖)𝑚𝑚𝑆𝑆𝑖𝑖𝜎𝜎𝑤𝑤, (2.1) 

where 𝜎𝜎𝑒𝑒𝑠𝑠  is the electrolytic conduction pathway representing the flow of current through 

ions in the pore fluid, 𝜙𝜙𝑠𝑠𝑖𝑖𝑖𝑖 is the interconnected porosity, 𝑆𝑆 is saturation, 𝜎𝜎𝑤𝑤 is the 

conductivity of the pore fluid, 𝑚𝑚 is the ’cementation‘ factor which depends on pore 

structure and tortuosity, and 𝑛𝑛 is the saturation exponent describing the distribution of air 

in pore spaces and is dependent on soil type.   

Archie’s law may be poorly parameterized for organic soils, and alternative 

formulations linking resistivity to the soil property of interest may be needed.  Archie’s 

Law assumes (1) no surface conduction, which will certainly be violated in organic soils 

of large surface area saturated with pore fluids of low ionic concentrations as is typical of 

ombrotrophic bogs, and (2) a non-conducting soil matrix, which may also be violated in 

organic sediments as there is evidence for electronic conduction occurring across organic 

particles themselves [Comas and Slater, 2004].  In addition, peat soils exhibit a strong 

dependence of 𝜙𝜙𝑠𝑠𝑖𝑖𝑖𝑖 on 𝜎𝜎𝑤𝑤 [Comas and Slater, 2004] likely due to pore dilation resulting 

from the flocculation of organic acids on macropore surfaces [Ours et al., 1997].  Comas 

and Slater [2004] found an empirical power-law relationship linking 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 to surface 

conductivity and 𝜎𝜎𝑤𝑤.  
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Slater et al. [2007] used a time-lapse inversion approach to highlight changes in 

resistivity that they associated with changes in 𝑆𝑆 due to biogenic gas production, gas 

transport and subsequent release from peat soils.  While resistivity values were corrected 

for changes in 𝜎𝜎𝑤𝑤, Slater et al. [2007] assumed negligible surface conduction effects and 

insignificant temporal changes in the Archie exponents 𝑚𝑚 and 𝑛𝑛 to use the following 

relationship, 

 
𝑆𝑆 = 𝜃𝜃

𝜙𝜙
= (𝜙𝜙−𝐹𝐹𝐹𝐹𝐹𝐹)

𝜙𝜙
= �𝜌𝜌[𝑢𝑢𝑢𝑢𝑠𝑠𝑢𝑢𝑢𝑢]

𝜌𝜌[𝑠𝑠𝑢𝑢𝑢𝑢]
�
−1 𝑖𝑖�

, 
(2.2) 

where 𝜃𝜃 is the water content, 𝜙𝜙 is the total porosity, 𝐹𝐹𝐹𝐹𝐹𝐹 is free phase gas content, and 

 𝜌𝜌[𝑢𝑢𝑖𝑖𝑠𝑠𝑢𝑢𝑖𝑖] and 𝜌𝜌[𝑠𝑠𝑢𝑢𝑖𝑖] are the resistivity of the soil in unsaturated and completely saturated 

conditions, respectively. Time-lapse resistivity was thus related to relative changes in 

FPG content through comparison of their ratios, 

 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 = 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑢𝑢
𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,0

= �𝜙𝜙𝑢𝑢−𝐹𝐹𝐹𝐹𝐹𝐹𝑢𝑢
𝜙𝜙0−𝐹𝐹𝐹𝐹𝐹𝐹0

�
−𝑖𝑖

, (2.3) 

where 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 is referred to as the ratio resistivity, 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,0, 𝜙𝜙0,  𝐹𝐹𝐹𝐹𝐹𝐹0, 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖, 𝜙𝜙𝑖𝑖 and 𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 

are the resistivity, porosity, and free phase gas content of the soil at time 0 and 𝑡𝑡, 

respectively.  In the Slater et al. [2007] study, porosity variations were monitored through 

elevation rod measurements, while 𝑛𝑛 and 𝐹𝐹𝐹𝐹𝐹𝐹0 values were estimated from a parallel 

block experiment [Comas and Slater, 2007]. 

Controlled laboratory conditions allowed quantification of FPG in the study of Slater 

et al. [2007], but it is likely impractical to establish any such quantitative link between 

resistivity and gas content in the field.  Application of equation 2.3 at the field-scale 

requires spatiotemporal information on the variation of porosity, the saturation exponent, 
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and an initial estimate of the free phase gas content.  Estimation of 𝐹𝐹𝐹𝐹𝐹𝐹0 through 

evaluation of equation 2.1 in turn requires information on interconnected porosity, the 

cementation exponent, and pore water conductivity.  An assumption that surface 

conduction effects are negligible and that the peat matrix acts as a pure insulator is also 

needed.  Given these limitations, we restrict our analysis to ratio resistivity, and abandon 

the idea of quantitatively predicting gas content/changes from the images.  Johnson et al. 

[2012] stress the utility of geophysics, and ERI in particular, for capturing the inherent 

hydrogeological responses within geophysical data without the need to explicitly 

reconstruct hydrogeological properties from the geophysical data.  Following their lead, 

we use ERI to capture spatiotemporal dynamics of gas releases as a function of 

environmental forcing without attempting to estimate physical properties given the likely 

futility of the approach in such an electrically complex porous medium.  We recognize 

that peat is a highly compressible material whose physical properties may vary through 

time and that we cannot necessarily attribute all changes in ERI data to changes in gas 

content.  However, we assume these changes are negligible in our case when considering 

the scale difference between our gas content estimates, which are based on the entire 

thickness of the peat column (over 6 m thick within our study area), and typical changes 

in vertical deformation due to matrix contraction and expansion (i.e., only as high as 

0.02-0.03 m for shallow portions of the column as recorded from other studies at the 

same peatland unit [Comas et al., 2011a]).  

2.2.2 Time-lapse inversion of ERI data 

Inverse methods are needed to estimate the distribution of model parameters from 

boundary observations.  This problem is ill-posed for ERI data where many resistivity 
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distributions may satisfy the data.  We used R3t (Andrew Binley, Lancaster University) 

to invert the ERI data.  In R3t, forward data are numerically simulated by evaluating the 

3D Poisson equation using the finite element method.  For inversion, R3t iteratively 

minimizes an objective function of the general form, 

 𝛹𝛹𝑖𝑖𝑠𝑠𝑖𝑖𝑢𝑢𝑠𝑠 = 𝛹𝛹𝑑𝑑 + 𝛼𝛼𝛹𝛹𝑚𝑚, (2.4) 

where 𝛹𝛹𝑑𝑑 is the data misfit, 𝛹𝛹𝑚𝑚 is the model misfit, and 𝛼𝛼 is a regularization term 

penalizing departure from a starting model.  At each iteration, model parameters 

(resistivity of mesh elements) are updated through a Gauss-Newton approach, with 𝛼𝛼 

optimized through a line search at each Gauss-Newton iteration.  Convergence is gauged 

by the root mean squared error of the data misfit normalized by a user-supplied estimate 

of the data error.  It is therefore critical to supply quantitative estimates of the errors in 

the field data to the inversion routine to avoid over or under fitting the data which can 

result in image artifacts unrelated to the subsurface resistivity structure [LaBrecque et al., 

1996].  For more information on the theory of inverse methods for ERI, see Binley and 

Kemna [2005]. 

Although it is possible to simply compare resistivity images post inversion through 

division or subtraction, time-lapse ERI data can be ‘differenced’ prior to inversion to 

enhance the sensitivity of the inverse procedure to changes in the data [Labrecque and 

Yang, 2001].  Changes in resistivity are highlighted through this approach by 

modification of data input into the inverse routine, 

 𝐝𝐝𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑,𝑠𝑠 = 𝐝𝐝𝑠𝑠 + 𝐝𝐝𝑑𝑑 − 𝐝𝐝0, (2.5) 
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where 𝐝𝐝𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑,𝑠𝑠 are the differenced resistance data, 𝐝𝐝𝑠𝑠 are the observed data,  𝐝𝐝0 are the 

resistance data from a reference dataset in time, and 𝐝𝐝𝑑𝑑are theoretical resistances for a 

forward model for that reference dataset.  Here, the subscript 𝑖𝑖 refers to the time index of 

each dataset.  Following standard rules of error propagation, the total errors 𝛆𝛆𝑠𝑠 required to 

weight each measurement in the inversion appropriately are then, 

 
𝛆𝛆𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑,𝑠𝑠 = �𝛆𝛆𝑠𝑠𝟐𝟐 + 𝛆𝛆𝑑𝑑𝟐𝟐 + 𝛆𝛆0𝟐𝟐, 

(2.6) 

where 𝛆𝛆𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑,𝑠𝑠 are the errors put into the difference inversion, 𝛆𝛆𝑠𝑠 are observed data errors, 

𝛆𝛆𝑑𝑑 are the forward modeling errors (calculated through forward modeling of a 100 ohm m 

homogeneous medium), and 𝛆𝛆0 are the errors for the background dataset.  The absolute 

percent differences between the data computed in R3t for a homogenous medium and the 

analytically calculated transfer resistances for the same homogeneous medium are 

multiplied by 𝐝𝐝𝑑𝑑𝑠𝑠𝑑𝑑𝑑𝑑,𝑠𝑠 and used as 𝛆𝛆𝑑𝑑.  

2.2.3 Analysis of ERI time-series 

Comprehensively representing the information content in large time-lapse ERI 

datasets can be challenging given that it is impractical and often not informative to 

present a large number of images (in this study there are 127 raw datasets).  Singha et al. 

[2014] outline several strategies for analyzing time-series ERI data.  Johnson et al. 

[2012] investigated correlations, cross correlations, and time lag to maximum correlation 

between the resistivity time series at individual voxels (different spaces in the modeled 

domain) and environmental variables to derive hydrologic information on controls on 

groundwater-surface water exchange.  We adopt a similar approach to help draw out 

information on the environmental parameters driving variation in FPG content in peat. 
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Linear correlations can be calculated using Pearson’s correlation coefficient, 𝑟𝑟. 

  For convenience of discussion, we employ the following nomenclature for describing 

the strength of 𝑟𝑟: 0.0 ≤ |𝑟𝑟| < 0.1 = none, 0.1 ≤ |𝑟𝑟| < 0.4 = weak, 0.4 ≤ |𝑟𝑟| < 0.7 = 

moderate, 0.7 ≤ |𝑟𝑟| < 1.0 = strong. 

2.3  Methodology 

2.3.1 Study site: Caribou Bog, Maine 

Caribou bog is a 2200 ha multi-unit ombrotrophic peatland in central Maine.  The 

central unit of the bog wherein this study was performed lies between Pushaw Lake and 

the Penobscot River, and features a well-developed pattern of pools and raised bog 

complexes [Davis and Anderson, 1999].  Using a combination of direct measurements 

and indirect geophysical measurements, Slater and Reeve [2002] and Comas et al. 

[2011a] identified the peat layer of the bog as having a variable thickness of less than 12 

m in most locations, overlying a discontinuous layer of organic-rich lake sediment 

exceeding 5 m in certain areas [Comas et al., 2004].  The underlying mineral basement 

consists of the Presumpscot Formation; a glacio-marine silt-clay layer overlying glacial 

till resulting from erosion of bedrock during the Pleistocene [Bloom, 1963].  The bedrock 

consists of metamorphosed middle Ordovician to middle Devonian material [Osberg et 

al., 1985].   

This study focuses on an area within the Central unit of Caribou bog vegetated 

primarily with small-leaved Sphagna including Sphagnum capillifolium (Ehrh.) Hedw. 

and Sphagnum fuscum (Schimp.) Klinggr..  This particular site was chosen as part of a 

larger research project investigating FPG dynamics as a function of land cover type, 

 



25 
 

including: pools, shrub, and wooded heath (this study).  Overlying the Sphagna are 

several low ericaceous shrubs, mainly Chamaedaphne calyculata (L.) Moench.  A few 

isolated tall evergreen trees are also present outside the footprint of the ERI survey.  

 

Figure 2.1 –Schematic of the ERI resistivity array and relevant sensors overlain on an oblique aerial image.  

GPR L2 corresponds to figure 2.3e.  Image courtesy of William Wright, 2013. 

 

2.3.2 Field implementation of ERI 

A schematic of the ERI monitoring array and associated sensors is shown in Figure 

2.1, and Table 2.1 is a summary of these data along with estimated sampling volume, 

spatiotemporal resolution, and accuracy/precision.  Automated ERI data collection used 

an IRIS Syscal Pro Switch resistivity instrument with two solar circuits to power a 

transmitter and a receiver/field computer. Complete datasets were collected from July 4, 

2013 to August 28, 2013 for a total of 127 time-lapse datasets with a minimum time step 
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of 2 hours and an average of 10 hours between them.  The system employed 72 stainless 

steel electrodes that covered a 28 by 10 meter area.  Electrodes were arranged in eight 

lines with 1.25 m within line spacing and variable spacing (3.5 to 5 m) between lines to 

accommodate other instrumentation.  The measurement scheme consisted of a non-

standard dipole-dipole array, with an intra-dipole (a) spacing of 1 and 8 electrodes, and 

an inter-dipole spacing (na) spacing from 1 to 68 electrodes for a total of 2,184 unique 

measurements at each data collection time.  Given the total size of the ERI array (28 m by 

10 m), the maximum distance between dipole centers is 27.8 m.  Using the common 

convention of estimating pseudodepth for dipole-dipole arrays by the intersection of 45 

degree lines drawn down from the dipole centers, this equates to an investigation depth of 

13.9 m.  This depth is likely quite exaggerated.  Therefore, we performed forward and 

inverse modeling experiments to confirm the array is sensitive to relatively small changes 

in resistivity throughout the entire peat profile (down to 6.4 m depth at this site). 

Full reciprocal measurements (current and potential electrodes switched) for each 

dataset were also gathered for error analysis purposes.  The reciprocity principle states 

that an electric field will remain the same if current and potential measurement locations 

are reversed.  To optimize current injections and data collection speed, several ‘dummy’ 

measurements were added.  Thus, 4,984 data were collected at each time step, including a 

full set of reciprocal measurements.  Each dataset took approximately 1 hour and 15 

minutes to collect using 3 stacks and a 500 ms time delay between current injections.  

Voltage injection was set at 100 V, providing a good compromise between signal to noise 

ratio and power consumption. 

 



27 
 

Four vertical electrode arrays (VEAs) each with 16 electrodes spanning from the 

surface to the mineral soil were installed with electrodes spaced 0.3 m apart at different 

locations within the resistivity array (Fig. 2.1).  Data were collected in a Wenner 

configuration using a Campus Geopulse resistivity instrument once daily during most of 

July 2013, but were not gathered during the August monitoring period.  These data were 

primarily collected to add confidence to our 3D ERI inversion results.  Given the 

decaying sensitivity of ERI inversions away from the electrodes, the VEAs provide 

reassurance (in addition to that from resolution matrix and depth of investigation 

statistics) that measurements in low sensitivity areas (i.e., the deep peat) are reliable. 

2.3.3 Supporting environmental and geophysical data 

Environmental sensors installed included 9 HOBO pendant soil temperature loggers 

spanning from just below the peat surface to 6.4 m depth at 0.8 m intervals (primarily 

intended to correct resistivity inverse results for temperature variations throughout the 

peat profile; data logged every 15 minutes), a Solinst LevelLogger Junior 3001 water 

level sensor (primarily for observing the link between resistivity, water level and gas 

dynamics; collected at 2 minute intervals), and a relative humidity/air 

temperature/atmospheric pressure sensor (built into a Hydroinnova Cosmic-ray moisture 

probe; collected at 1 hour intervals).  Water levels were compensated for atmospheric 

pressure variations using a sensor built in to the logger.  The relative humidity/air 

temperature/atmospheric pressure information was mainly used to perform corrections to 

methane flux data (described later in this section), as well as to study the relationship 

between atmospheric pressure and gas dynamics.  The locations of the environmental 

sensors are shown in Fig. 2.1.  Daily rainfall data were taken from the local weather 
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underground station in Bangor, ME (KMEBANGO3).  Four Decagon 5TE probes were 

installed at various depths to monitor bulk electrical conductivity (1 minute data 

collection interval).  These probes also recorded dielectric permittivity and temperature, 

which in addition to the bulk electrical conductivity, were used to estimate changes in 

pore water conductivity (described below).  The layout of these sensors is shown in 

Figure 2.1, and a summary of the types of data collected is shown in Table 1. 

A key assumption of our resistivity monitoring experiment is that the effect of 

changing pore water conductivity 𝜎𝜎𝑤𝑤 remains small compared to the effect of changing 

FPG content.  Using the conversion presented in the 5TE manual and the relationships 

described by Hillhorst [2000], we converted bulk conductivity, bulk dielectric 

permittivity, and temperature to 𝜎𝜎𝑤𝑤 at 0.2, 1.0, 3.0 and 4.5 m depth.  We recognize that 

this conversion factor is based on assumptions that are likely violated for organic peat 

soils and therefore focus our interpretation on the relative variation at each probe. 

GPR data were collected along two profiles (shown in Fig. 2.1b) using a MALA 

ProEx system and 100 MHz unshielded antennas.  The data underwent basic processing 

including (1) dewow, (2) time-zero adjustment, (3) exponential gain, (4) trimming of the 

profiles to include only the data near the core and resistivity array.  For time to depth 

conversion, a common midpoint survey and subsequent analysis revealed an average EM 

velocity of 0.034 m/ns, within 0.001 m/ns of values previously reported for Caribou Bog 

(for example by Comas et al. [2005, 2011a]).  Limited CH4 flux data were recorded 

during the month of July by a dynamic flux chamber system located in the center of the 

ERI array (location shown in Figure 2.1b).  The flux chamber system consists of a 

modified form of the setup employed by Mastepanov and Christensen [2009] and similar 
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to the laboratory configuration of Yu et al., [2014] whereby an open path fast CH4 

analyzer (FMA, LI-7700, LI-COR Biosciences, Lincoln, NE, USA) is enclosed in a 

plastic chamber to continuously monitor CH4 concentrations.  The setup is equipped with 

a pump to circulate air through the system.  Due to power limitations at the remote 

fieldsite, the CH4 flux data were only acquired over five monitoring periods lasting from 

1 to 3 days each at high (1 second) temporal resolution.  Raw measurements were 

adjusted for variations in pressure, temperature, and relative humidity according to 

Webb-Pearman-Leuning (WPL) [Webb et al., 1980] and spectroscopic corrections 

[McDermitt et al., 2011] before converting to CH4 flux. 

Table 2.1. Summary of data collected 

Method (type of data collected) 
/instrument used 

Sampling volume/Spatial 
resolution 

Temporal resolution 
(highest) /time 
period collected 

Instrument accuracy/precision 

ERI (resistance) 
/IRIS SyscalPro 

>1000 m3 sampling 
volume/ 

< 1 m3 spatial resolution 

2 hrs 
/July and August 2013 

±0.2% accuracy 
±1 μV precision 
 

VEA (resistance) 
/Campus Geopulse Tigre 

>1 m3 sampling volume/ 
< 1 m3 spatial resolution 

24 hrs 
/July 2013 
 

~ ±1% accuracy 
 

GPR (EM wave travel times and 
amplitudes) 

/MALA ProEx 
 

>100 m3 sampling 
volume/ 

< 1 m3 spatial resolution 

Single measurement 
/July 3 2013 

~ ±0.001 m/ns precision 

Dynamic flux chamber (CH4 
concentration) 

/Licor LI-7700 
 

< 1 m2/point 
measurement 

1 s 
/select times during July 

2013 

±5 ppb accuracy 

Temperature logging 
/HOBO pendants 
 

~1 cm3/point 
measurement 

15 min 
/July and August 2013 

±0.53 ⁰C accuracy 
±0.14 ⁰C precision 

Electrical conductivity logging 
/Decagon 5TE 
 

~10 cm3/point 
measurement 

1 min 
/July and August 2013 

±10% (EC accuracy) 
/±3% (VWC accuracy) 

Pressure transducer (water level) 
/Solinst LevelLogger Junior 3001 

~1 cm/point measurement 2 min 
/July August 2013 

±1 cm accuracy 
 
 

Atmospheric pressure/surface 
temperature/relative 
humidity logging 

/Hydroinnova cosmic-ray probe 

~1 cm3/point 
measurement 

1 hrs 
/July and August 2013 

±0.1 hPa (atmospheric 
pressure accuracy) 

±1 ⁰C (temperature accuracy) 
±3% (relative humidity 

accuracy) 
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2.3.4 Initial subsurface characterization 
 

Initial characterization of the site was based on two cores (locations shown in Fig. 

2.1).  A von Post humification test was performed for the western core only (Fig. 2.2a).  

The von Post humification scale is a set of guidelines for identifying the relative degree 

of peat composition in the field (1 being the least decomposed and 10 being completely 

decomposed). 

Both cores revealed an approximately 6.4 m thick peat layer overlying a 0.4 m 

transition zone of lake sediment (pictured in Figure 2.2d) becoming pure glaciomarine 

clay mineral soil at 6.8 m depth.  Layers of poorly decomposed wood debris were 

identified at approximately 1.9, 3.45, and 3.75 m depth in the western core and at 2.3 and 

3.45 m depth in the eastern core as shown in Figure 2.2c.  The woody layers correspond 

to distinct decreases in von Post humification (Figure 2.2a).  In addition, several ~1 mm 

dark layers, likely ash or possibly layers of enhanced peat decomposition, were visible 

between 1 and 2 meters depth in both cores (Figure 2.2b).   

Data from one of the GPR lines (shown as L2 in Fig. 2.1) collected at the site are 

displayed in Figure 2.2e and show distinct reflection events from the mineral sediment 

and numerous semi-continuous reflectors in between, likely associated with woody 

debris.  This GPR radargram, combined with that obtained on a second line (not shown 

here for brevity), confirm that the mineral soil is mostly flat but grades slightly 

downward toward the south (0.4 % and 0.5 % gradient estimated toward the southeast 

and southwest in lines 1 and 2, respectively).  Furthermore, it confirms the lateral 

continuity of some of the stratigraphic attributes described above (i.e., woody layers at 

1.9 and 3.75 m depth as well as the peat-mineral soil interface at 6.4 m).  
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Figure 2.2 – Preliminary characterization of the Caribou Bog site:  (a) von Post humification index and 

select features along the 7.0 m core identified in the field; (b) photograph of example dark layer; (c) 

photograph of example woody debris observed; (d) photograph of the transition from peat to the lake 

sediment at 6.4 m; (e) ground penetrating radar (GPR) line taken nearby which shows the peat/mineral soil 

interface as a clear reflector at 6.4 m.  All photographs courtesy of Xavier Comas, 2013. 

 

2.3.5 ERI data processing and time series analysis 

2.3.5.1 Data filtering 

For quality control purposes, all measurements from the time series with (1) > 25 % 

reciprocal error, (2) a negative resistivity, or (3) an applied current or measured voltage 

of less than 1 millivolt or 1 milliAmp were removed (performed after data collection; 

there was no field filtering of data).  Reciprocal error percentage was calculated as the 

normal measurement minus the reciprocal measurement, all divided by the normal 

measurement.  In the raw data, normal-reciprocal errors were highly left-skewed and 
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averaged 6% due primarily to a relatively small number of measurements (~3%) 

possessing large reciprocal errors.  The choice of a 25% reciprocal error and 1mV cutoff 

was based on the relatively low electrical noise at the field site in Caribou Bog. 

 To make each dataset comparable to the next for time-lapse inversion, measurements 

failing to meet these conditions within a particular dataset were removed from all datasets 

in the time series.  Under these criteria, each dataset retained 3338 of the 4984 original 

measurements (67 %).  In other words, there were 1,669 normal measurements and 1,669 

reciprocal measurements for each time series dataset after the filtering.  The remaining 

data exhibited a mean reciprocal error of 0.46%.  Within each dataset, the averages of the 

normal and reciprocal measurements were used for inversion. 

2.3.5.2 Mesh design 

A tetrahedral finite element method mesh was designed in GMSH [Geuzaine and 

Remacle, 2009] and was extended 60 m away from electrodes to establish Neumann (no 

electrical current flow) boundary conditions.  Elements at the electrodes were assigned a 

characteristic length of ¼ the minimum inter-electrode distance (0.3125 m) to ensure 

adequate forward modeling of electrical potentials near the electrodes, while the 

characteristic length at boundaries was set at 25 m.  Elements in between the electrodes 

and the boundaries gradually spanned lengths in between these two sizes, consistent with 

the decaying sensitivity of ERI data away from the electrodes.  An additional 

optimization step was performed in GMSH to remove ill-conditioned elements (slivers, 

caps, splinters, wedges) [Cheng et al., 1999].  In total this produced a mesh with 47,722 

voxels and 11,863 nodes. 
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2.3.5.3 Error modeling and propagation 

A forward model of a homogeneous medium was run to assess numerical errors 𝛆𝛆𝑑𝑑,  

while machine precision errors were considered negligible in this study.  Forward 

modeling errors were very small (maximum error of less than 0.015 ohm m), owing to 

the singularity removal procedure [Lowry et al., 1989] applied in R3t.  Singularity 

removal requires that the surface of the FEM mesh be completely flat.  Although our 

study area was located on a hummock and hollow area of Caribou bog, the maximum 

topographic variation (0.21 m) among electrodes was smaller than the characteristic 

length of the smallest element in the FEM mesh.  Therefore, we did not consider this 

microtopography in our inversion. 

We used the binning approach of Koestel et al. [2008] to build a data error model 

based on reciprocal errors.  In this approach, transfer resistance values are binned and the 

average value of the bin and the average of the associated errors are plotted.  Various 

models were analyzed (linear, parabolic, cubic, power-law, and exponential) and a linear 

model of the form 𝛆𝛆𝑠𝑠 = 6.8 × 10−4 + 1.5 × 10−3𝐝𝐝𝑠𝑠 was chosen based on having the 

lowest Akaike Information Criterion (AIC) value [Aikaike, 1974].  The AIC is a means of 

model selection that penalizes complex models; lower AIC values indicate better fitting 

models with fewer parameters. 

A first order spatial derivative smoothness-constrained inversion was performed on 

the first dataset using R3t.  This constraint is necessary to prevent unrealistic solutions to 

the inverse problem, but comes at the cost of smoothing out the true resistivity 

distribution such that sharp boundaries are less well resolved.  Time-lapse datasets were 
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adjusted prior to inversion following eq. 2.5, and the starting model was set to the inverse 

result from the previous time-lapse dataset to urge consistency. 

Propagating error according to equation 2.6 assumes that errors are uncorrelated and 

are thus additive.  This has the effect of giving time-lapse datasets larger errors than the 

background dataset.  However, in cases where systematic errors (i.e., errors from mesh 

discretization, forward modeling, and field configuration) dominate, as might be expected 

in a low electrical noise environment such as Caribou Bog, much of the error tends to 

cancel by the inversion approach of Labrecque and Yang [2001].  Although difficult to 

explicitly differentiate between systematic and uncorrelated errors, an initial inversion of 

all time-lapse datasets revealed that in the vast majority of cases starting errors exceeded 

the convergence criterion and the inversion could not be carried out.  To address this 

problem, we scaled the convergence criterion by a factor of one-fourth which allowed 

105 of the 126 time-lapse datasets (84%) to converge successfully within 2 iterations.  

The background dataset convergence criterion was not scaled and converged in 6 

iterations. 

2.3.5.4 Temperature correction 

After inversion of the ERI datasets, temperature correction was applied to the 

inverse results using the method of Hayley et al. [2007], 

 𝑚𝑚𝑠𝑠𝑖𝑖𝑑𝑑,𝑗𝑗 = � 𝑘𝑘(𝑇𝑇𝑗𝑗−25)+1
𝑘𝑘(𝑇𝑇𝑠𝑠𝑢𝑢𝑠𝑠−25)+1

�𝑚𝑚𝑗𝑗, (2.7) 

where 𝑚𝑚𝑠𝑠𝑖𝑖𝑑𝑑,𝑗𝑗 is the voxel resistivity corrected to the standard temperature, 𝑇𝑇𝑗𝑗 is the 

temperature at the location of the model voxel, 𝑇𝑇𝑠𝑠𝑖𝑖𝑑𝑑 is the desired reference temperature 

(chosen as 25 °C for this study) and 𝑘𝑘 is a constant describing the linear slope coefficient 
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between temperature and conductivity of the soil.  The constant 𝑘𝑘 was set as 0.0183, 

shown to be valid for a variety of soil types in the temperature range from 0 to 25 °C 

[Hayley et al., 2007].  

 We used data from our HOBO temperature loggers to produce a 1D monotonic 

Hermite spline function relating temperature to depth for each of the ERI datasets to 

allow for temperature correction of resistivity values at each voxel throughout the imaged 

region away from the logger locations.  The monotonic Hermite spline function provides 

a smooth fit through discrete data whilst preventing over and under shooting that may 

occur in regular cubic interpolation [Fritsch and Carlson, 1980].  For voxels below 6.4 m 

depth, the temperature was fixed to the value of the deepest sensor given that temperature 

is unlikely to vary significantly below this point.  For example, in a two year study of the 

thermal properties of a northern peatland, McKenzie et al. [2007] observed less than 1 °C 

annual variation at 4 m (the deepest point investigated in their study).  Considering that 

each 1 °C increase in temperature induces a roughly 2% decrease in resistivity, and the 

stated accuracy of the temperature probes used for the depth-temperature model (± 0.53 

°C), we expect the correction to be reliable to within 1%.  Although additional 

uncertainty exists in terms of horizontal variability in temperature (we considered a 

perfectly layered 1D temperature model) and the depth-temperature model itself, these 

factors were beyond our means to reasonably constrain further for this study. 

2.3.5.5 Time series analysis of ERI datasets 

Each dataset collected in this study consists of 47,722 voxels.  To assist in the 

presentation of these data in an informative way, we took two approaches.  The first 

measure we employed was to average the magnitude of the changes observed between 
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ratio datasets in order to provide a single number to assess how much change has 

occurred between datasets.  To do so, we calculated, 

 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� = 1
𝑀𝑀
∑ �𝑚𝑚𝑠𝑠𝑖𝑖𝑑𝑑,𝑗𝑗𝑣𝑣𝑣𝑣𝑣𝑣𝑗𝑗 − 1�𝑀𝑀
𝑗𝑗=1 , (2.8) 

where 𝑀𝑀 is the total number of model parameters (voxels) in the foreground region and 

𝑣𝑣𝑣𝑣𝑣𝑣𝑗𝑗 is the volume of voxel j divided by the total volume of the foreground region.  This 

is essentially the volume-weighted average magnitude of ratio resistivity change, shifted 

to have a zero minimum.  A single 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� value is calculated for each time step which 

represents the variation of resistivity in comparison to the previous measurement.  All 

together, the 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖values form a time series that summarize the 3D ERI data, and therefore 

we can expect  𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� to reflect the overall amount of ‘activity’ in the monitoring region 

since the last time step.   

Our second approach was to analyze the correlation between resistivity and the 

measured environmental variables, i.e., atmospheric pressure, water level and 

temperature.  All environmental data were available at a resolution of at least one hour, 

therefore we selected the datapoints most closely corresponding to each hour for our time 

series analysis.  To make ratio resistivity inverse results directly comparable to 1 hour 

environmental data, we used Gaussian interpolation to form intermediate datasets such 

that the time series for the resistivity and the environmental parameters had equal length 

for correlation analysis. 
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2.4 Results 

2.4.1 Initial Site Characterization 

2.4.1.1 Environmental variables 

Figure 2.3a shows variations in peat temperature throughout the study period.  

Diurnal variations are observed in the sensor placed just below the peat surface, ranging 

from 15 to 27 °C.  Temperatures in the region down to 2.4 meters increase gradually until 

the end of the study period, whereas temperatures below 2.4 m range from 6 to 8 °C, but 

remain relatively steady at each monitoring location (less than 1 °C variation throughout 

the study period). 

Water levels (Figure 2.3b) fluctuate between 0.1 and 0.2 m below the peat surface, 

being typical for a northern peatland.  Although daily variations were observed (likely 

due to day-night shifts in evapotransporation [Mitsch and Gosselink, 2007]), the water 

level variations mostly appear to be driven by large rainfall events.  The water table 

generally fell from July 4 to July 22, subsequently rose until August 10, and then fell 

again until the end of the study period.  Atmospheric pressure also exhibited daily 

variations and ranged from 990 to 1030 hPa.  The month of July had a distinctly lower 

atmospheric pressure than August.  Several relatively low pressure events (for example, 

July 18, July 24, August 10, Fig. 2.3b) occur throughout the study and are usually 

accompanied by relatively large amounts of rainfall.  The drops in atmospheric pressure 

often occur rapidly.  Preceding the July 18 low, for example, the pressure dropped from 

1017.8 hPa to 1009.4 hPa over a period of twelve hours.  
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Pore water conductivity and propagated uncertainty (based on probe accuracy, shown 

as dotted error bars to the right of the plot) are shown in Figure 2.3c.  The pore water 

conductivity varies between 0.010 and 0.023 S m-1. These values are consistent with 

ranges previously observed in Caribou Bog [A. S. Reeve, unpublished data, 2000].  

Values ranging from 0.011 to 0.014 S m-1 are observed in the 0.2 m depth pore water 

conductivity data, which we attribute to rainfall and evapotranspiration.  We assume that 

ERI data acquired at the smallest investigation depths reflect these variations to some 

extent.  Consequently, these investigation depths (top 0.2 meters) are excluded from the 

time series analysis in order to focus on resistivity changes driven by FPG dynamics. 

The pore water conductivity recorded at 1.0 m increased from 0.010 to 0.023 S m-1 in 

July, which is unexpected, then remained more or less steady through the rest of the study 

period.  The July increase could result from heavy rains that occurred prior to the field 

campaigns and dry deposition, from solute transfer from up hydraulic gradient, or 

possibly due to peat mineralization and subsequent release of organic acids and other ions 

into the pore fluid.  Another possibility could be FPG bubbles forming on the prongs of 

the sensors, causing instrument malfunction.  Unfortunately, we have no data to support 

these assumptions.   

The fluctuations in the 3.0 and 4.5 m data are largely due to the limited precision and 

accuracy of the probe measurement of bulk conductivity: the ‘jittering’ effect results from 

the limits of the 0.001 S m-1 precision.  Consequently, the pore water conductivity cannot 

be assumed to be entirely static.  Nevertheless, without any reason to believe that there 

would be substantial changes in fluid conductivity at depth, we believe these data depict 
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stable pore water conductivity, supporting our association of changes in resistivity with 

changes in FPG content. 

Figure 2.4a shows the calculated sensitivity map for the first ERI background dataset 

(July 4).  As anticipated, sensitivity is highest in the foreground region of the mesh and 

decays toward the edges.  Although all inversions were performed on the entire mesh, we 

henceforth only present data from the foreground region (the top 6.4 meters of peat below 

the 28 m by 10 m electrode array).  This represents an informed decision to present only 

those parts of the model space that likely provide reliable information on resistivity 

variation as inferred from the sensitivity image. 

The temperature-corrected background image of the foreground region is shown 

in Figure 2.4b and depicts a relatively strong resistivity change that occurs at 

approximately 6.4 m, indicating the peat-mineral soil boundary and consistent with the 

GPR and coring data.  The peat region (above 6.4 m, 24,668 voxels) has an average 

resistivity of 192 ohm m and standard deviation of 50 ohm m, while the mineral soil 

region (below 6.4 m, 174 voxels) has an average resistivity of 75 ohm m and a standard 

deviation of 15 ohm m.  A second resistivity change is also depicted within the peat 

column at around 3 m (coinciding approximately with the position of the 3.45 m woody 

layer as per Figure 2.2a) characterized by a deeper region (below 3 m) with an average 

resistivity of 126 ohm m overlain by a shallow region (above 3 m) with an average 

resistivity of 161 ohm m.  

Data from the VEAs were used to build further confidence in the inversion 

results. Since the apparent resistivity computed from the VEAs represents an average 

resistivity of the region surrounding the electrodes, we computed average resistivity from 
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elements from the 3D inversion within 1.25 m of the center of the quadripole for 

comparison (Figure 2.4c).  In general, the 3D results appear smoothed out compared to 

the variation observed at the VEAs, consistent with the smoothness constraint imposed 

by the inverse algorithm.  The ERI-derived resistivities are consistently higher than the 

apparent resistivities from the VEAs between 2 and 5 m depth, which may result from 

differences in sampling volumes between the two measurements.  Nevertheless, a 

consistent pattern is visible between the ERI and VEA results, adding confidence that the 

time-lapse ERI inversions are reliable throughout the part of the model domain defined to 

have sufficient resolution.  

 

Figure 2.3 – Plots of key environmental parameters throughout the monitoring study: (a) peat temperature 

recorded at the 9 HOBO loggers through time;  (b) water level (compensated for atmospheric pressure 

variations), atmospheric pressure, and rainfall events;  (c) calculated pore fluid conductivity at 0.2, 1.0, 3.0, 

and 4.5 m. 
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Figure 2.4 – Results of the background dataset inversion from July 4. (a) Fence diagram showing 

sensitivity of voxels within the FEM mesh – the expected pattern of decaying sensitivity away from the 

electrodes is observed; (b) cut of the inverted 3D background dataset. The inverted resistivity values depict 

a boundary near the base of the peat and at a woody layer (shown as pink lines); (c) apparent resistivity 

values captured by the vertical electrode arrays compared with the inverted resistivity values from the 

voxels corresponding to the vertical electrode array measurement locations.  The values from the 3D 

inversion are smoothed, but show good agreement with the vertical electrode arrays in terms of magnitude 

and shape. 
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2.4.2 Monitoring of resistivity changes 

2.4.2.1 Time-lapse ERI results and atmospheric pressure 

Figure 2.5a shows 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� and ratio changes in atmospheric pressure.  Figures 2.5b-f 

show the actual ERI ratio resistivity values from points along the time series, while 

Figure 2.6 shows increases and decreases in ratio resistivity for a selected time period 

centered on July 6 (Fig. 2.5b).  The distribution of 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 is leptokurtic (kurtosis >> 0) with 

a mean slightly less than 1 (0.99996), a standard deviation of 0.002, and bounds of 0.868 

and 1.14.  We used the standard deviation to apply a threshold to the ERI images in 

Figures 2.5b-f to only show absolute changes greater than 0.2% between the one hour 

interpolated datasets.  Ratio resistivity values smaller than 0.9 or larger than 1.1 are 

shown as color saturated.   

Visually, 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� appears to give a good indication of the overall ratio changes 

occurring in the actual ERI images.  Figures 2.5b,c,d, and f correspond to the four largest 

𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� events and occur during abrupt drops in atmospheric pressure (low ratio pressure), 

whereas Figure 2.5g is a relatively large 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� event occurring during a period of rising 

atmospheric pressure, but closely follows a drop in atmospheric pressure (within 24 

hours).  Fig. 2.5e is a representative image for a relatively static time both in terms of 

𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� and atmospheric pressure.  Each of the images in Figures 2.5a-g show ratio 

resistivity changes greater than 0.2 % across the shallow peat layer, while the three July 

datasets corresponding to large 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� events (Figs. 2.5b, c, and d) depict strong ratio 

resistivity changes at depth.  Fig. 2.5b depicts predominantly decreases in ratio resistivity 
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in the shallow peat and predominantly increases in the deep peat, while Figs. 2.5c and 6d 

show the reverse pattern. 

The August images (Figs. 2.5f and g) show fewer ratio resistivity changes greater 

than the 0.2 % threshold than the July images (Figs. 2.5b, 2.5c, and 2.5d), but depict a 

similar pattern to that observed in Figs. 2.5c and 2.5d.  In Figs. 2.5f and 2.5g, changes in 

𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 > 0.2 % are limited to the uppermost layer and a region of increase in the center of 

the image not extending beyond 4 m depth.  The average ratio resistivity for August 10 

midnight (corresponding to Fig. 2.5f) is positive, while the average ratio resistivity for 

August 24 midnight (corresponding to Fig. 2.5g) is negative, despite the positive anomaly 

observed in the center of the image.   
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Figure 2.5 – Time-lapse ERI results:  (a) average absolute ratio resistivity magnitude (𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� , black) plotted 

with ratio atmospheric pressure (red).  (b-g) select ratio ERI images from the time series.  A threshold has 

been applied to only show changes with magnitude > 0.002 to enhance visibility. 
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Figure 2.6 – selected time-lapse images before (a-b), during (c), and following (d-e) the July 6 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� event. 
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2.4.2.2 Direct flux measurements, water levels, and atmospheric pressure compared to 

ERI 

Figure 2.7 shows ratio of atmospheric pressure magnitude, 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖�����, and CH4 flux 

data from the dynamic flux chamber during 5 monitoring periods.  The flux data consist 

of a steady, background flux (< 15 mg CH4 m-2 d-1) punctuated by relatively large flux 

events that show up as spikes (up to 260 mg CH4 m-2 d-1).  These spikes occur mostly 

during periods of decreasing atmospheric pressure (as in flux monitoring periods 1, 2, 5, 

and partly in 3), but also appear to occur during rising atmospheric pressure (flux 

monitoring periods 4 and partly in 3).  The largest 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� events are annotated with their 

corresponding images in Figure 2.5.   

There is some correspondence between CH4 flux recorded at the center of the 

array and 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖�����, in that elevated flux apparently corresponds to elevated 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� on several 

occasions (Figure 2.7).  Flux monitoring periods 1, 3, and 4 depict this general visual 

relationship, although there appears to be little correlation with the direct flux 

measurements and 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� in terms of magnitude.  Additionally, monitoring period 2 shows 

little change in 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� despite collection of several ERI datasets during this time period and 

a drop in atmospheric pressure and corresponding elevated CH4 flux recorded at the 

surface.  There are no large 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� events during monitoring period 5, but there is a large 

event that occurs a few hours later during an atmospheric pressure minimum (the CH4 

flux monitoring time series does not overlap this event).  
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Figures 2.8a and 2.8b show the percentage of the peat volume with moderate to 

strong (magnitude of  𝑟𝑟 > 0.4) linear correlations between ERI resistivity and 

atmospheric pressure in the shallow and deep peat.  Almost no linear correlation exists 

between atmospheric pressure and resistivity at either depth, even if there appears to be a 

time lag of various lengths between drops in atmospheric pressure and spikes in 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� 

(Fig. 2.5a).  In contrast, Figures 2.8c and 2.8d show correlations between water levels and 

resistivity in the shallow and deep peat.  In both cases, a significant portion of the peat 

volume exhibits moderate to strong negative linear correlations (54 % in the shallow peat, 

18 % in the deep peat).  Figure 2.9a shows only voxels with correlations of magnitude 

greater than 0.7, and Figure 2.9b shows an example time-series plot of resistivity and 

water levels.  These correlations occur in the region below the water table, which varies 

throughout the study period between 0.1 and 0.2 m depth (Fig. 2.9a).     
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Figure 2.7 – Data from the five dynamic flux chamber monitoring periods (blue), the average absolute 

ratio resistivity magnitude (𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� , black), and ratio atmospheric pressure (red). 
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2.5 Discussion 

2.5.1 The unique nature of ERI measurements: monitoring FPG dynamics in peat soils at 

different temporal scales 

This study shows the potential of ERI to monitor biogenic gas dynamics within peat 

soils at high (i.e., hourly) temporal scales.  Despite that the technique represents an 

indirect measurement of gas content as based on changes in electrical conductivity, the 

method is unique for its ability to autonomously monitor gas dynamics within the peat 

matrix, therefore representing a minimally invasive measurement.  Although installation 

of the VEAs represent greater disturbance to the peat (compared to the surface ERI), the 

results of this study indicate that surface array measurements are sensitive enough to 

observe FPG dynamics in peat, and that within peat VEA measurements are likely not 

required for future studies of this kind.  Furthermore, the ERI method is able to provide 

information on gas dynamics and migration through the peat column beyond traditional 

methods (i.e., chambers) that are only able to capture gas releases once reaching the peat-

air interface.  For example, Figure 2.6 shows increases and decreases in ratio resistivity 

within the shallow and deep layer around the drop in atmospheric pressure on July 6.  

The changes are interpreted as gas content increasing in the shallow layer while 

decreasing in the deeper layer.  This pattern might represent vertical migration of gas 

from deeper to shallower layers.  Being able to capture such trends in gas dynamics 

within the peat column at the temporal resolution shown here (i.e., hourly) has never, to 

our knowledge, been reported before and exemplifies the unique potential of ERI to 

monitor gas dynamics in peat soils.  
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We note that there are some inherent limitations to interpretation of time-lapse ERI as 

a proxy for FPG dynamics.  For one, ERI measurements take time to perform (in this 

study, 1.25 hours), and thus limit the temporal resolution.  Inverted ratio resistivity values 

represent the sum of all resistivity changes between datasets, which may reflect multiple 

FPG events.  Second, given the time it takes for ERI data collection to occur, ERI 

measurements do not capture an instantaneous time slice of a dynamic process.  Although 

we are treating changes in resistivity as having occurred between two datasets, such 

changes could partially represent changes that are taking place during data collection.   

Given the indirect nature of ERI measurements, changes in resistivity have multiple 

interpretations.  We have asserted that increases in total FPG volume will be mirrored as 

increases in resistivity; likewise decreases in FPG volume will show as decreases in 

resistivity.  Volume changes in FPG result from two main processes.  First, abrupt gas 

transfer and/or ebullition events will result in substantial local gains or losses in FPG 

content, and should be visible in ERI images assuming the events are of detectable 

magnitude.  Second, pressure variations (due to atmospheric or hydrostatic fluctuations) 

will result in volume changes to the FPG bubbles themselves according to Henry’s Law 

and the ideal gas law.  Decreases in pressure allow bubbles to expand, while increases in 

pressure cause bubble contraction.  Significant dilation of FPG bubbles should appear as 

an increase in resistivity and vice versa.   

For example, a decrease in water level of 10 cm (the approximate range observed in 

this study, see Fig. 2.3) is roughly equivalent to a decrease in hydrostatic pressure of 10 

hPa below the water table.  According to Henry’s Law and the Ideal Gas law and 

assuming an average temperature of 10 °C, an ambient pressure of 1000 hPa and that the 
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FPG consists solely of methane, this change would induce an approximate +1% increase 

in bubble volume.  Assuming a porosity representative of Caribou Bog of 0.94 

[Parsekian et al. 2012b] and employing equation 2.3, this would be manifest as a +1.5% 

increase in ratio resistivity.  This change is much greater than the average data error 

observed (0.46%), and should be well within detection limits of our ERI setup.   

Although a quantitative link directly mapping ERI data to FPG content has been 

deemed unreasonable (in our study as well as the laboratory studies of Slater et al. [2007] 

and Kettridge et al. [2011]), we have taken careful measures to ensure that ERI inversion 

results can be qualitatively interpreted as changes in FPG content.  First, we compensated 

for temperature in the ERI inverse results using data from 8 sensors spanning from the 

peat surface to the mineral soil (Fig. 2.3a).  Second, we observed stable pore fluid 

conductivity values at 0.2 m, 3.0 m, and 4.5 m depth, although the 1.0 m conductivity 

probe did exhibit some variation (Fig. 2.3c).  Third, we confine our interpretations to 

below the water table (maximum depth 0.2 m, Fig. 2.3b) to avoid mistakenly interpreting 

water level variation as gas development/release.  Fourth, we constrain our analysis to the 

foreground (high sensitivity) region of the ERI inversion mesh (Fig. 2.4a).  Fifth, we 

cross-validated our ERI inverse resistivity magnitudes with apparent resistivity recorded 

at the VEAs (Fig. 2.4c). 

The ERI difference inversion successfully captured several major events within the 

peat during the two month study period.  Rates of resistivity change of over 0.2 % per 

hour were observed throughout the entire peat column during these events.  Such events 

also seem to indicate some general trends in biogenic gas accumulation and release 

during the two month monitoring period that may be potentially related to the 
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stratigraphy of the peat column.  For example, the event on July 6 (Figure 2.5b) shows a 

marked decrease in resistivity below 3 m coinciding with an increase above 3 m that 

could be interpreted as a breach in the wooden layers described between 3-4 m (Figure 

2.2) followed by release of gas that moves into the layers above.  Subsequent events (i.e., 

July 18 and 23, Figures 2.5c and 2.5d respectively) show a marked increase in resistivity 

below 3 m that could be interpreted as periods where gas accumulation below the wooden 

layer increases gradually due to entrapment.  

Comparison of the ERI data with the CH4 flux data and the atmospheric pressure 

variations (Fig. 2.7) suggests that the large 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖����� events represent either large-scale 

ebullition and/or FPG transfer events, FPG bubble volume changes due to changes in 

pressure, or both.  Each of these events (Figs. 2.5b, 2.5c, 2.5d, 2.5f, and 2.5g) occurs 

during or soon after a rapid drop in atmospheric pressure (Fig. 2.5a).  The events shown 

in Figs. 2.5d, 2.5c, and 2.5f occur within 4 hours of the first, second, and fourth largest 

local minima in ratio atmospheric pressure, whereas Fig. 2.5b and Fig. 2.5g occur within 

several hours of smaller local ratio atmospheric pressure minima.  These abrupt changes 

in FPG content associated with sudden drops in atmospheric pressure are consistent with 

the findings of many others [Bon et al., 2014; Comas et al., 2011a; Kellner et al., 2006; 

Kettridge et al., 2011; Tokida et al., 2007; Waddington et al., 2009; Yu et al., 2014]. 

 Most of the events shown in Figure 2.5 (2.5c, 2.5d, 2.5f, and 2.5g) depict a pattern of 

decreased 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 in the surface layer while increases primarily occur below 1 m depth.  

This resistivity structure is consistent with ebullition primarily occurring from the 

shallow peat (decreasing resistivity), and gas bubble expansion (increasing resistivity) 

due to decreasing atmospheric pressure occurring in the deep peat.  Figures 2.5f and 2.5g 
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show a localized increase in 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 in the deep peat near the center of the study area.  This 

region of increased 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 may reflect a gas pocket formed from the upward migration and 

subsequent expansion of many small bubbles within this pocket due to decreased 

atmospheric pressure.  Although this localized increase occurs in the center of the ERI 

array where sensitivity is relatively greater, it is unlikely that this region is simply an 

artifact of the ERI sensitivity given that both our synthetic and field tests were able to 

image large (>0.2 %) changes in resistivity outside of this area.    

Overall, the patterns observed in this time-lapse resistivity dataset support the shallow 

peat model of Coulthard et al. [2009] in that ebullition appears to most commonly 

originate from the shallow (upper meter) peat rather than the deep peat.  As we 

emphasize, the link between resistivity data and FPG content is not sufficiently robust to 

provide an estimate of the actual volumes of gas being released from either zone.  

Therefore, although unlikely based on our data, it is possible that the deep peat ebullition 

event observed in Fig. 2.5b may be responsible for significantly more FPG release than 

the other events we observe.  In addition, we note that this study took place in the 

summer months and that gas dynamics vary seasonally [Comas et al., 2008].  For 

example, the deep peat may play a larger role during the fall and winter months as 

surface temperatures cool and the shallow peat eventually freezes.   

2.5.2 Comparison of ERI and direct flux data 

Figures 2.5b, 2.5c, 2.5d, and 2.5f show the four largest events in terms of 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖�����.  Of 

these events, only the smallest, Fig. 2.5f, fails to show >0.2 % per hour changes 

throughout the entire peat profile, although large resistivity changes are still observed in 

the upper layer.  Although there is some correspondence between CH4 flux recorded at 
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the center of the array and 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖�����, there is no clear (i.e., quantitative) relationship between 

the timing and magnitude of these two parameters.  These observations highlight the 

difference in scale between ERI measurements and chamber-based measurements.  

Apparently large ebullition events recorded at the CH4 flux chamber do not necessarily 

appear as large events throughout the peat volume sampled by ERI.  Clearly, the 

spatiotemporal resolution of the ERI is not fine enough to capture such spatially-localized 

events recorded at the flux chamber.  Such discrepancies illustrate how upscaling from 

chamber measurements to a global scale could potentially be very misleading, and 

finding the ‘appropriate’ spatiotemporal scale to capture FPG dynamics in wetlands is an 

ongoing research problem as illustrated in other recent studies (for example, [Stamp et 

al., 2013; Comas and Wright, 2014]). 

2.5.3 Time series analysis of ERI, water levels, and atmospheric pressure 

Atmospheric pressure and resistivity exhibit almost no linear correlation in either 

shallow or deep zones (Fig. 2.8a and 2.8b).  This may be due to conflicting effects of 

atmospheric pressure on FPG dynamics: low pressure driving both gas expansion and 

ebullition, high pressure both causing bubble contraction and enhancing mobility 

(allowing for transfer/release).  Although abrupt pressure decreases clearly trigger large 

changes in resistivity, particularly at depth, there is no linear dependency of resistivity on 

pressure.  This indicates the non-stationary dependency of the peat gas dynamics on 

episodic changes in atmospheric pressure only.  

A substantial portion of the peat volume shows moderate to strong linear correlations 

with water levels (Fig. 2.8c and 2.8d).  Figure 2.9b illustrates that the strong negative 

correlations are primarily trend-driven, as the resistivity does not appear to respond to the 
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small fluctuations in water level.  This is confirmed by differencing the two time series, 

which reveals weak to no correlation (not shown).  Although each data set was 

interpolated to a common 1 hour interval for time-series analysis, it is possible the small 

fluctuations in water level are not reflected in the ERI data due to differences in the actual 

sampling rate of the instruments.  The water level data were sampled at 15 minute 

intervals, whereas ERI data were collected no faster than 2 hours apart.   

We therefore attribute the moderate to strong negative correlations between resistivity 

and water level below 0.2 m depth to bubble contraction/dilation due to hydrostatic 

pressure variation.  The fact that more correlation is observed in the shallow peat may 

have to do with (1) the enhanced sensitivity of ERI within this region, (2) possibly higher 

FPG content in the shallow peat, and/or (3) a greater ability for bubbles to 

expand/constrict in the shallow peat possibly due to generally higher elasticity of the 

shallow peat matrix. 

Assuming the FPG release dynamics we observe are primarily driven by pressure 

variations, we might expect to see similar relationships between resistivity and water 

level as well as resistivity and atmospheric pressure.  We attribute this discrepancy to the 

magnitude of hydrostatic pressure variations, equivalent to roughly 10 hPa over weeks, 

versus atmospheric pressure, which varies up to 20 hPa in a single day.  Thus, it seems 

that atmospheric pressure is primarily responsible for driving large FPG transfer and 

release events, whereas hydrostatic pressure may also contribute to these events (the 

events observed in Figs. 2.5c and 2.5d also occur during relatively low water levels).  

Whereas abrupt changes in atmospheric pressure episodically trigger major gas releases, 

water levels appear to immediately change bubble size through compression and 
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expansion. This phenomenon was clearly observed (visually and through GPR 

monitoring) by Chen and Slater [2015] in a peat monolith taken from Caribou Bog. 

 

Figure 2.8 – Pie charts summarizing the Pearson correlation coefficient between ERI resistivity and 

environmental variables for deep (> 1 m) and shallow (top meter) peat.  Note only ‘moderate’ to ‘strong’ 

correlations (larger than ± 0.4) are shown. (a-b) show correlations between resistivity and atmospheric 

pressure; 99% of the shallow (a) and deep (b) peat regions show little to no linear correlation.  (c-d) shows 

correlations between resistivity and water levels; over half the shallow peat region (c) shows moderate to 

strong negative correlations with water level, whilst most of the deep peat region (d) shows no moderate to 

strong linear relationship with water level, 18% of the region still exhibits a negative correlation. 
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Figure 2.9 – correlation between water level and resistivity; (a) voxels with correlation coefficients having 

magnitudes greater than 0.7.  The range of water levels are also shown; (b) water level (blue) and resistivity 

(green) time series at a voxel in the shallow peat exhibiting a -0.89 correlation. 
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2.6  Conclusions 

ERI is a unique method for autonomously monitoring FPG dynamics in peat soils at 

high (i.e., hourly) temporal scales.  The method is able to provide information on gas 

dynamics and migration through the peat column while bringing some insights about 

mechanisms for FPG releases.  For example, drops in atmospheric pressure appear to 

exert control over FPG transfer and ebullition events as inferred from ERI.  Most of these 

events are associated with a loss of FPG in the shallow peat and an increase in FPG in the 

deep peat, however we were unable to establish a quantitative link between atmospheric 

pressure and FPG content using our ERI data.  The increase in FPG content in the deep 

peat during drops in atmospheric pressure may result from collection of gas below a 

confining layer and/or bubble expansion during low pressure.  In one notable case, we 

observed a large decrease in FPG content from the deep peat.  This likely reflects a 

rupturing event in which FPG buildup in the deep peat breaks through a confining layer 

and transfers to the shallow peat and/or is released to the atmosphere. 

Water level variations were not found to trigger ebullition or FPG transfer events in 

this study.  However, even small variations in hydrostatic pressure (less than 10 hPa over 

the 2 month study period) appear to control FPG bubble contraction/dilation, as 

evidenced by the substantial portion of the shallow and deep peat showing moderate to 

strong negative linear correlation between water levels and resistivity.  Although it is 

probable that water level variation could trigger ebullition and gas transfer in a manner 

similar to atmospheric pressure, the gradual nature of the hydrostatic pressure change 

compared to atmospheric pressure change makes this hydrostatic pressure trigger less 

likely.  Likewise, given the relatively abrupt rate of atmospheric pressure change (>20 
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hPa in a single day), the temporal resolution of our ERI measurements (collected twice a 

day on average) may not be sufficient to capture rapid changes in bubble volume.   

Although power considerations and data collection time limited our maximum 

temporal resolution, this is not a limitation of the ERI technique.  Depending on the data 

collection scheme, time-lapse ERI data could be collected every few minutes or possibly 

even more rapidly.  In addition, we have shown the ability of time-lapse ERI for 

depicting an in situ dynamic process occurring over several meters within the deep peat 

(down to 6.4 m); a regime otherwise difficult to sample.  Importantly, ERI also 

minimizes disturbance of peat structure.  Although we recognize the inability of the 

technique to directly estimate FPG content, there is immense value in employing ERI 

coupled with other environmental measurements to study biogenic gas dynamics in 

wetland soils.  In the future, ERI could be used to directly compare below ground CH4 

dynamics with CH4 fluxes at the surface if coupled with systems that measure on similar 

scales (such as infrared CH4 cameras [Gålfalk et al. 2015] and/or multiple chambers 

[Stamp et al. 2013]).  Such a study would serve to constrain conceptual models of below 

ground peatland gas dynamics and further clarify the relative importance of shallow 

versus deep peat to methane fluxes. 
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Chapter 3: The influence of peat structure on biogenic gas dynamics: a 
multi-method comparison of two sites in a northern peatland1 

 

Abstract 

 

Modeling the response of peatlands to global climate change is limited by 

uncertainty in the spatiotemporal variability of biogenic gas dynamics within peatlands.  

Particularly, there are few observations of gas dynamics from deep peat (below 1 m) 

regimes.  We apply an integrated approach using direct time-lapse measurements of free 

phase gas content and methane flux, combined with indirect measurements of peat 

surface deformation, ground penetrating radar, and electrical resistivity imaging to better 

understand how two sites within Caribou Bog, Maine differ in terms of gas dynamics.  

The first ‘pool and esker’ site exhibits a high degree of decomposition at depth whereas a 

‘wooded heath’ site exhibits less decomposition and the presence of wood-rich layers.  

Gas content within the peat is lower at the pool and esker site, but methane fluxes are 

higher.  Electrical resistivity imaging indicates that gas contents are highly variable in 

deep zones suggesting complex production and release processes, particularly near an 

area where an underlying esker deposit reaches a topographic high.  By contrast, the 

wooded heath site shows higher gas content but typically lower methane fluxes and fewer 

sudden changes in gas content in the deep peat.  Ebullition events from the deep peat 

seem to be at least as common as those from the shallow peat at the pool and esker site, 

whereas most gas dynamics occur in the upper meter of peat at the wooded heath site. 

Differences in gas dynamics appear to be strongly controlled by physical properties of the 

peat and peatland hydrogeology. 

1This chapter submitted to Journal of Geophysical Research: Biogeosciences as: Terry, N., L. Slater, X. 
Comas, A. S. Reeve, K. V. R. Schäfer, and W. Wright (2016), The influence of peat structure on biogenic 
gas dynamics: a multi-method comparison of two sites in a northern peatland. 
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3.1 Introduction 

Peatlands are extremely important in regulating the global carbon balance and are 

believed to hold up to 30% of the global soil carbon pool [Parish et al., 2008].  Peatlands 

are major sinks for atmospheric CO2 and sources for CH4, and northern peatlands alone 

are estimated to be responsible for up to 10% of all CH4 flux [Charman, 2002].  Despite 

CH4 having 28-34 times the warming potential of CO2 [Stocker et al., 2013], peatlands 

are believed to have a net cooling effect on the millennial time scale [Frolking et al., 

2006].  However, increasing temperature and precipitation expected in the face of climate 

change may as much as double CH4 emissions from peatlands in the 21st century, 

particularly in northern zones [Zhuang et al., 2006].  The role of peatlands in response to 

global climate change is still highly uncertain, due to uncertainty and/or inadequate 

incorporation of the controls governing CH4 dynamics within peatlands into 

biogeochemical models, errors due to upscaling small-scale measurements to large areas, 

and the relatively limited number of observations with which to constrain 

parameterizations of global models [Bridgham et al., 2013]. 

The CH4 flux from peatlands occurs through diffusion, transport through vascular 

plants, and ebullition processes.  The role of ebullition in particular is still a much 

debated topic, with two conceptual models ascribing different levels of importance to 

different peat depth regimes.  Inspired by studies in the Glacial Lake Agassiz peatlands 

(GLAP) in Northern Minnesota [i.e., Chanton et al., 1995; Chasar, 2002; Chasar et al., 

2000a, 2000b; Crill et al., 1988, 1992; Romanowicz et al., 1993, 1995; Rosenberry et al., 

2003; Siegel et al., 2001], the ‘deep peat model’ of Glaser et al. [2004] stresses hot spot 

 



62 
 

production of CH4 in deep peat (below 3 m) and buildup of gas in overpressurized 

pockets maintained by structurally competent layers (such as layers of undecomposed 

material or peat fabric).  Rupture of these confining layers, such as through a large drop 

in pressure, may trigger sudden release of this gas resulting in relatively enormous fluxes.  

For example, Glaser et al. [2004] calculated a loss of 130 g m-2 of CH4 from 3 individual 

ebullition events. 

On the other hand, the ‘shallow peat model’ proposed by Coulthard et al. [2009] 

stresses the importance of fluxes driven by production in the shallow (top meter) 

anaerobic peat made possible by higher summer temperatures and availability of labile C 

compared to deeper regimes.  This model is based upon numerous studies of gas 

dynamics in shallow peat [e.g., Baird et al., 2004; Beckwith and Baird, 2001; Christensen 

et al., 2003; Comas and Slater, 2007; Kellner et al., 2006; Laing et al., 2008; Ström et al., 

2005; Tokida et al., 2005a].   Coulthard et al. [2009] do not discount the potential 

importance of deep peat gas fluxes, but rather suggest that it is unknown and that more 

direct observations are needed. 

Comas et al. [2014] suggest that both shallow and deep peat models are 

applicable depending on the physical properties of the peat.  In their study, they compare 

data from two peatlands: one in Caribou Bog, Maine (characterized by lower and more 

variable levels of decomposition and the presence of wooden layers) and one in Cors 

Fochno, Wales (characterized by higher and more homogenous levels of decomposition).  

Through ground penetrating radar (GPR) analysis constrained by coring and gas 

sampling, Comas et al. [2014] demonstrate that Caribou Bog shows on average larger 

gas content and variability (5.5% -10.8%) compared to Cors Fochno (ranging between 
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2.5% and 5.7%).  Although the findings of Comas et al. [2014] suggest the importance of 

peat physical properties for regulating gas dynamics in peat, they do not provide evidence 

of releases of gas from the deep peat, mainly since time-lapse measurements were not 

collected. 

There is growing evidence to support the importance of peat structure as a control 

on gas dynamics in peatlands.  For example, Kettridge and Binley [2011] found porosity 

and structural arrangement of the peat to be key factors in determining the gas trapping 

potential in a modeling experiment based on x-ray computed tomography of 8 peat 

samples consisting of two different types of peat.  Naturally, these properties are often 

tied to the degree of peat decomposition, with more humified peat typically exhibiting a 

lower interconnected porosity and permeability [Boelter, 1969; Rycroft et al., 1975; 

Quinton et al., 2008; Grover and Baldock, 2013; Morris et al., 2015].  Permeability 

within the peat not only influences the ability of bubbles to migrate, but also impacts the 

rate at which methanogens are supplied with labile C to create more gas [Bon et al., 

2014].  Saturated hydraulic conductivity in peatlands is highly variable ranging from 7.0 

x 10-6 up to 1.3 x 10-2 m s-1, with typically higher hydraulic conductivity in the shallow 

peat due to large pore sizes (up to 5 mm) and rapidly decreasing permeability with depth 

related to increased levels of decomposition and compaction [Rezanezhad et al., 2016].  

Among others, Chason and Siegel [1986] and Baird et al. [2016] challenge the 

commonly held assumption that peat permeability decreases with depth, and 

demonstrated that deep peat may be as permeable as shallow peat.  Further, Baird et al. 

[2016] provide evidence that deep peat permeability can vary significantly between 

different land types, or microforms, in bogs over distances of as little as 1 – 5 m, and call 
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for further research to demonstrate the importance of variability between different peat 

microforms. 

Hydrogeologic properties of the underlying mineral soil may also play a 

significant role in gas dynamics in peatlands.  Permeable mineral soil lenses may enable a 

hydrological connection between the peat and the mineral soil [Reeve et al., 2000, 2009; 

Comas et al., 2011b], in contrast to the traditional view of ombotrophic peatlands as 

‘bathtubs’ that are hydrologically disconnected from the inorganic material below.  In 

this case, differences in permeability drive hydrologic gradients and flow reversals that 

enhance dispersive mixing [Reeve et al., 2006] between the mineral soil and peat that 

facilitate increased ion exchange.  These ions could act as alternative electron acceptors 

that enhance decomposition in deep peat.  Further, a highly permeably mineral soil could 

drive downward flow and may also serve to supply labile C from fresh peat near the 

surface to methanogens in the deep peat [Bon et al., 2014]. 

This study describes an integrated approach to compare two microsites within 

Caribou Bog, Maine that demonstrate clear differences in peat physical properties and 

associated gas dynamics.  We employ time-lapse geophysical and environmental sensor 

monitoring, as well as measurements of CH4 flux and peat deformation, to investigate 

deep peat gas dynamics.  Our results suggest that a site dominated by pools and underlain 

by an esker deposit exhibits a high level of decomposition, relatively low gas content and 

gas content that varies with depth with a maximum at 3 m.  In addition, there are 

apparently larger fluctuations in gas content over time.  These combined observations 

support earlier hypotheses that an esker deposit enhances rates of decomposition and gas 

production within the deep peat.  On the other hand, a wooded heath site dominated 
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mostly by shrubs and small trees and underlain by a continuous clay mineral soil exhibits 

a lower level of decomposition at depth and possesses layers of laterally contiguous 

woody debris.  While this site exhibits higher overall gas content, gas content declines 

with depth and there appears to be less overall variation during the monitoring period.  

The results of this work highlight the importance of deep peat and underlying geology of 

peatlands as well as lateral variability in terms of gas dynamics within different 

microsites of the same peatland. 

 

3.2 Background 

3.2.1 Electrical Resistivity Imaging (ERI) 
The use of electrical resistivity imaging (ERI) to monitor gas dynamics in 

peatlands has been demonstrated in multiple laboratory studies [Slater et al., 2007; 

Kettridge et al., 2011] and in a recent field study [Terry et al., 2016].  Collecting ERI 

data proceeds by injecting current through multiple electrode pairs and measuring 

electrical potential at other electrode pairs placed in the soil.  The objective of collecting 

these measurements is to construct a resistivity distribution of the subsurface, which 

typically requires a numerical (inversion) approach (as there are usually much fewer 

measurements than resistivity values to solve for).  Since there is typically no unique 

solution to the inverse problem, a smoothness constraint is generally applied that 

encourages adjacent resistivity values in the numerical mesh to take on similar values.  

Thus, models of subsurface resistivity are blurred versions of real conditions.  
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Archie’s Law provides a link between the resistivity of the soil 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 and physical 

properties of the soil, 

 1
𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

= 𝜎𝜎𝑒𝑒𝑠𝑠 = (𝜙𝜙𝑠𝑠𝑖𝑖𝑖𝑖)𝑚𝑚𝑆𝑆𝑖𝑖𝜎𝜎𝑤𝑤, (3.1) 

 

where 𝜎𝜎𝑒𝑒𝑠𝑠 represents the flow of current through ions in the pore fluid, 𝜙𝜙𝑠𝑠𝑖𝑖𝑖𝑖 is the 

interconnected porosity, 𝑆𝑆 is saturation, 𝜎𝜎𝑤𝑤 is the conductivity of the pore fluid, 𝑚𝑚 is the 

’cementation‘ factor which relates to pore geometry, and 𝑛𝑛 is an exponent describing the 

variation of resistivity with water saturation.  Eq. 3.1 does not consider surface 

conduction or electrical conduction effects, both of which may be at play in peat soils 

[Comas and Slater, 2004].   

Slater et al. [2007] further established a link between soil resistivity and gas 

content,  

 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 = 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑢𝑢
𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,0

= �𝜙𝜙𝑢𝑢−𝐹𝐹𝐹𝐹𝐹𝐹𝑢𝑢
𝜙𝜙0−𝐹𝐹𝐹𝐹𝐹𝐹0

�
−𝑖𝑖

, (3.2) 

where 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 is the ratio between resistivity datasets, 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,0, 𝜙𝜙0,  𝐹𝐹𝐹𝐹𝐹𝐹0, 𝜌𝜌𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖, 𝜙𝜙𝑖𝑖 

and 𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 are the resistivity, porosity, and free phase gas (FPG) content of the soil at time 

0 and 𝑡𝑡, respectively.  Eq. 3.2 thus provides a means of estimating changes in gas content 

with changes in resistivity between time-lapse datasets.  Terry et al. [2016] suggest that 

while eq. 3.2 is useful for demonstrating the physical basis of the relationship between 

resistivity and FPG content, it is likely impractical and/or misleading to carry out a direct 

conversion from resistivity to gas content using field data given that reliable values for 

𝜙𝜙0,  𝐹𝐹𝐹𝐹𝐹𝐹0, and 𝜙𝜙𝑖𝑖 are difficult to establish over a relatively large 3D domain (several 
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meters).  Furthermore, the smoothing carried out in the numerical inversion, as well as 

the decaying sensitivity of ERI away from the electrodes, may not provide realistic FPG 

values even if increases and decreases in 𝜌𝜌𝑟𝑟𝑢𝑢𝑖𝑖 are consistent with general increases and 

decreases in gas content.  Singha et al. [2014] provide a review of methods for time-lapse 

analysis of ERI data in light of these challenges.  

 

3.2.2 Accounting for pressure and temperature variations on gas content 
In this study, we are primarily interested in changes in FPG content associated 

with production, transport, and release.  However, FPG content will also vary with 

temperature and pressure in accordance with Henry’s Law (HL) and the Ideal Gas Law 

(IGL).  Kellner et al. [2008] provide equations linking changing FPG content to changes 

in temperature and pressure.  For changes in temperature, the change in FPG content due 

to the IGL/HL (𝜕𝜕𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝑇𝑇

) is, 

 𝜕𝜕𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝑇𝑇

= 𝐹𝐹𝐹𝐹𝐹𝐹
𝑇𝑇

+ 𝜃𝜃𝜃𝜃𝑇𝑇 × 𝐻𝐻𝑑𝑑(𝑇𝑇)2 × dln𝐻𝐻𝑠𝑠
d(1/𝑇𝑇)

, (3.3) 

 

where 𝑇𝑇 is temperature (ºK), 𝜃𝜃 is the water content, 𝜃𝜃 is the universal gas constant 

(= 8.314 J mol-1 ºK-1),  𝐻𝐻𝑑𝑑 is the Henry’s Law solubility at standard temperature (mol J-1), 

𝑑𝑑𝑠𝑠𝑖𝑖𝐻𝐻𝑠𝑠
𝑑𝑑(1/𝑇𝑇)

 is the term describing the temperature dependence of the Henry’s Law constant 

(ºK), and 𝐻𝐻𝑑𝑑(𝑇𝑇)  is the Henry’s law solubility corrected for temperature (mol J-1).  For a 

given temperature 𝐻𝐻𝑑𝑑(𝑇𝑇) = 𝐻𝐻𝑑𝑑exp �dln𝐻𝐻𝑠𝑠
d(1/𝑇𝑇)

× �1
𝑇𝑇
− 1

298.15
��).  Sander [2015] provides an 

extensive list of values for 𝐻𝐻𝑑𝑑 and dln𝐻𝐻𝑠𝑠
d(1/𝑇𝑇)

 for many different gas species.  Methane 
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typically represents a considerable fraction of the FPG content in Caribou Bog, averaging 

20% and as high as 51% based on 12 samples from 0.2 to 4.5 m depth (from gas samples 

described in this paper)..  For simplicity, we assume free phase gas consists of CH4 only 

and employ values of dln𝐻𝐻𝑠𝑠
d(1/𝑇𝑇)

= 1600 ºK and 𝐻𝐻𝑑𝑑 = 1.4 × 10−5 mol J-1 [Sander et al., 

2011].   

The change in FPG content according to the IGL/HL for changes in pressure 

(𝜕𝜕𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝐹𝐹

) is, 

 𝜕𝜕𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝐹𝐹

= −𝐹𝐹𝐹𝐹𝐹𝐹
𝐹𝐹
− 𝜃𝜃𝜃𝜃𝑇𝑇×𝐻𝐻𝑠𝑠(𝑇𝑇)

𝐹𝐹
, (3.4) 

 

where 𝐹𝐹 is pressure (Pa). 

Thus the total variation in FPG predicted by the IGL/HL is, 

 𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 = 𝐹𝐹𝐹𝐹𝐹𝐹0 + ∆𝑇𝑇 𝜕𝜕𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝐹𝐹

+ ∆𝐹𝐹 𝜕𝜕𝐹𝐹𝐹𝐹𝐹𝐹
𝜕𝜕𝑇𝑇

, (3.5) 

 

Eq. 3.5 demonstrates that decreases in pressure and increases in temperature will 

increase the overall FPG content.  By contrast, increased pressure and decreased 

temperature will decrease the overall FPG content without any bubble release. 

 

3.2.3 Dielectric permittivity-water content relationship in peat soils 
The Topp et al. [1980] empirical relationship is widely used to convert dielectric 

permittivity to water content in a variety of soils.  This relationship is generally 
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unsuitable for peat soils given the typically very high water content of these soils.  

Multiphase mixing models such as the complex refractive index model (CRIM) consider 

the dielectric permittivity of individual components.  A three phase mixing model has the 

general form: 

 𝜀𝜀𝑟𝑟(𝑏𝑏)
𝛼𝛼 = 𝜃𝜃𝜀𝜀𝑟𝑟(𝑤𝑤)

𝛼𝛼 + (𝜙𝜙 − 𝜃𝜃)𝜀𝜀𝑟𝑟(𝑔𝑔)
𝛼𝛼 + (1− 𝜙𝜙)𝜀𝜀𝑟𝑟(𝑠𝑠)

𝛼𝛼, (3.6) 

where 𝜀𝜀𝑟𝑟(𝑏𝑏) is the bulk relative dielectric permittivity, 𝜀𝜀𝑟𝑟(𝑤𝑤) is the relative 

dielectric permittivity of the liquid phase, 𝜀𝜀𝑟𝑟(𝑔𝑔) is the relative dielectric permittivity of the 

gaseous phase, 𝜀𝜀𝑟𝑟(𝑠𝑠) is the relative dielectric permittivity of the solid phase, and 𝛼𝛼 is a 

fitting factor accounting for the orientation of electromagnetic waves to soil particles.  

Parsekian et al. [2012b] calibrated several multiphase mixing models for 

peatlands including one specifically based on a lab study of Caribou Bog peat monoliths 

(𝛼𝛼 = 0.1, 𝜙𝜙 = 0.968).  In Parsekian et al. [2012b], samples were kept in a laboratory at 

constant temperature and a single value for 𝜀𝜀𝑟𝑟(𝑤𝑤) was used.  In this study, however, 

temperature cannot be considered constant and we must further correct 𝜀𝜀𝑟𝑟(𝑤𝑤).  Here, we 

use the relationship [Wheast, 1979]: 

 𝜀𝜀𝑟𝑟(𝑤𝑤)(𝑇𝑇) =  𝜀𝜀𝑟𝑟(𝑤𝑤)(25) × [1 − 0.4536 × 10−2(𝑇𝑇 − 25) + 0.9319 ×

10−7(𝑇𝑇 − 25)2], 

(3.7) 

where 𝜀𝜀𝑟𝑟(𝑤𝑤)(25) = 78.34 is the relative dielectric permittivity at 25 °C. 

3.2.4 Estimating biogenic gas content from GPR 

Common midpoint (CMP) GPR surveys are used to estimate velocity variations in 

soils, and are well-documented as a means for inferring biogenic gas variations in peat 
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soils (i.e., Comas et al., 2005; Parsekian et al., 2011; Wright and Comas, 2016).  Surveys 

are carried out by collecting measurements at fixed antenna separation increments 

surrounding a central point.  In brief, strong reflectors will exhibit a characteristic 

hyperbolic pattern in a plot of radar two way travel time versus antenna separation, and 

these hyperbolae can be fit to an average velocity of the region above the reflector by 

assuming a raypath, where radar energy is redirected off of EM reflectors at the midpoint 

between the two antennas.  Where multiple reflectors are present, the Dix equation can be 

used to convert average velocities to actual layer velocities [Dix, 1955].  Layer velocities 

can then be converted to dielectric permittivity using a low-loss assumption; a condition 

likely valid in Caribou Bog where electrical resistivity is typically greater than 100 ohm 

m (Davis and Annan [1989] suggest the low loss assumption is typically valid in soils 

with resistivity greater than 10 ohm m).  Dielectric permittivity can then be converted to 

gas content using Eq. 3.6.   

 

3.2.5 Biogenic gas production in peatlands 
Peatlands form in waterlogged conditions where the buildup of organic matter 

exceeds the rate of biochemical breakdown.  Complex organic matter is broken down 

through the processes of fermentation and hydrolysis to form methanogenic substrates 

such as acetate, CO2, and H2 [Drake et al., 2009].  Where labile carbon and terminal 

electron acceptors such as nitrate, manganese, ferric iron, and/or sulfate are abundant, 

CO2 is produced more readily during anaerobic respiration than CH4; however where 

terminal electron acceptors are limited, production of CH4 is favored [Ye et al., 2012].  

The efficiency of microbes in terms of producing biogenic gas is governed by the 
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interplay of factors such as temperature, water table position, pH, and nutrient supply 

[Chasar et al., 2000a; Paul et al., 2006; Jaatinen et al., 2007; Keller and Bridgham, 

2007].  Gases may then remain either trapped in the peat, participate in further chemical 

reactions, or be released to the atmosphere through diffusion, transport through vascular 

plants, and/or rapid ebullition.  Therefore we expect to see that gas production is 

regulated by biogeochemical conditions within the peat, which are in turn determined by 

the parent material and nutrient inputs, while the transfer and release of FPG is controlled 

by physical forces such as peat structure, bubble volume, and pressure.  

3.3 Methods 

3.3.1 Study sites 

This study was performed in the central unit of Caribou Bog, Maine, located 

between Pushaw Lake and the Penobscot River.  Caribou Bog is a 2,200 ha ombotrophic 

peatland consisting of patterned pool and raised bog complexes [Davis and Anderson, 

1999].  Peat ranging from 2 to 12 m thickness overlies a discontinuous layer of organic-

rich lake sediment with thicknesses greater than 5 m in some locations [Cameron et al., 

1984; Hu and Davis, 1995; Slater and Reeve 2002; Comas et al., 2004].   Initiation of the 

bog is estimated to have occurred between 8500 and 9000 before present [Hu and Davis, 

1995; Almquist- Jacobson and Sanger, 1999].  The geology of the area consists of 

metamorphosed middle Ordovician to middle Devonian bedrock [Osberg et al., 1985] 

overlain by the Presumpscot Formation.  The Presumpscot Formation formed during the 

late Pleistocene and consists of glaciomarine silt-clay [Bloom, 1963].   
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We collected data at two sites within Caribou Bog with distinct characteristics 

(photographs and relative positions shown in Figure 3.1a).  The first site is dominated by 

pools with an esker mineral soil (hereafter referred to as the ‘pool and esker site’ and 

shown in Figure 3.1b).  By comparison to the surrounding peat, the esker deposit is 

highly permeable and is believed to facilitate groundwater exchange [Reeve et al., 2009], 

which may in turn supply nutrients to microbes, driving more rapid peat decomposition 

and enhanced methanogenesis.  The approximate location of the esker crest, inferred 

from Comas et al. [2011b] and located at approximately 2 m depth, is shown in Figure 

3.1b.  Surrounding the esker deposit, the mineral soil is an impermeable clay. 

The second site is dominated by shrubs and small trees with a clay mineral soil and 

no esker deposit (hereafter termed the ‘wooded heath site’ and shown in Figure 3.1c).  

Without the permeable esker deposit, the impermeable clay underlying the wooded heath 

site prevents exchange of groundwater between the peat and mineral soil.  Vegetation 

mainly consists of small-leaved Sphagna including Sphagnum capillifolium (Ehrh.) 

Hedw. and Sphagnum fuscum (Schimp.) Klinggr., and several ericaceous shrubs (mainly 

Chamaedaphne calyculata (L.) Moench, Gaylussaccia baccata (Wangenh.), Vaccinium 

spp.).  The surrounding areas are a typical Spruce forest (Picea spp, mostly mariana 

(Mill.) Britton, Sterns & Poggenburg) with interspersed Northern White Cedar (Thuja 

occidentalis L.). 
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3.3.2 Instrumentation and data collection timeline 
 

Data collection at the field sites began in the summer of 2011 and ended in the fall 

of 2013.  For the most part, we were unable to collect synchronous measurements at both 

sites due to logistics and lack of equipment. Given the difficulty transporting equipment 

between sites, the increased likelihood of upsetting natural FPG dynamics, and the 

increasing chance of errors introduced by slight changes in positions of the equipment, 

we deemed a single, comprehensive field campaign at both sites unfeasible and instead 

opted to carry out two separate intensive field campaigns on separate years, each focusing 

on a particular site. Although we understand the potential limitations of comparing 

biogenic gas dynamics at two different sites collected during two separate years it is 

important to consider that in both cases surveys were performed in a consistent manner 

during the time of the year when gas variability seems to be most pronounced in Caribou 

Bog. In a previous study that mimics the sites investigated in this study, Comas et al. 

[2008] measured gas content variability (i.e., increases and decreases) fluctuating 

between 4-12 % within the summer months of July and August, while most of the fall 

and winter were characterized by consistent periods of gas build up followed by a sharp 

decrease during the spring. The highest concentrations of data were collected at the pool 

and esker site during July-August, 2011, while most data were collected at the wooded 

heath site during July 2013.  A timeline of data collection for both sites and years is 

shown in Figure 3.2, and an ‘intensive study period’ is marked corresponding to the four 

weeks when most data were collected at each field site.  Hereafter, when comparing time-

lapse data, we only refer to data collected during these intensive study periods.  This is 
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primarily to make a direct comparison of the two sites more valid given the different time 

scales between data sets.  

Layouts of the instrumentation at the pool and esker site and the wooded heath 

site are shown in Figure 3.1b and 3.1c, respectively.  The instrumentation and data 

collection scheme varied somewhat between sites and years, but overall consisted of 

characterization by coring and GPR, peat deformation measurements, CH4 flux 

measurements, time-lapse ERI, logging of atmospheric pressure and water levels, 

temperature logging at various depths in the peat, electrical resistivity monitoring at 

different depths, and soil moisture monitoring at various depths.  To minimize our 

disturbance to the field sites and natural FPG dynamics, wooden platforms were 

constructed that were anchored to the sites’ mineral soil.   

 

3.3.2.1 2011 data collection 
 

A Russian peat corer was used to gather peat samples from the surface to the 

mineral soil at 0.5 m depth increments in the location shown in Figure 3.1b on July 19, 

2011.  Von Post humification index was estimated along with notes regarding any 

unusual attributes of the core section.  The von Post humification scale [von Post, 1924] 

is a field method for assessing the relative degree of peat decomposition with10 being 

entirely decomposed and 1 being the least decomposed. 

A GPR common offset profile was gathered along a transect shown in Figure 

3.1b.  The GPR data were collected at 0.2 m trace increments using a Malå ProEx control 
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unit and 100 MHz antennas (Malå Geoscience, Sweden).  GPR data underwent basic 

processing including dewow, divergence compensation gain, and bandpass filtering. 

Peat deformation measurements were carried out using a Riegl Vz 400 3D 

terrestrial laser scanner (Riegl, Austria).  Given the compressible nature of peat, the 

development of FPG within peat is coupled with an expansion of the peat itself [Price, 

2003], although the expansion/contraction of peat may not accurately reflect changes in 

FPG due to expansion in x and y directions as well as the possibility of the presence of 

inelastic confining layers [Romanowicz et al., 1995].  Nevertheless, variation in peat 

deformation may nonlinearly correlate with FPG content in peat. 

Clusters of PVC elevation rods driven to specific depths in the peat (0.3, 1.5, 3.0, 

and 4.6 m) were placed at three locations in the pool and esker study area (as shown in 

Figure 3.1b).  Each rod was fitted with a PVC tee fitting at the base, and rotated 90 

degrees after insertion to lock the rod into the peat at the bottom of the rod so that relative 

changes in rod elevation reflect change in elevation of the peat at the bottom of the rod.  

Retroreflectors were fitted to the top of each deformation rod, which allowed the laser 

scanner to measure location and elevation of the top of the rod. The TLS was oriented to 

five static targets anchored to the mineral soil at the start of each measurement routine, 

and then location and elevation of deformation rod reflectors were determined. Using this 

configuration, changes in elevation of the peat at depth intervals (0.3, 1.5, 3.0, and 4.6 

m), and therefore deformation within each interval (<0.3, 0.3-1.5, 3.0-4.6, and >4.6 m), 

were observed at each measurement time. Error was determined by finding the 

differences in elevation between static targets, with the highest observed vertical error 

being 0.012 m. 
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Gas flux measurement chambers were installed at both the pool and esker site and 

the wooded heath site in 2011.  Chambers consisted of a bucket with a sawn off bottom 

(0.3 m diameter) driven a few cm below the peat surface and a PVC frame over which a 

plastic cover could be placed.  An ambient air sample was drawn initially, then the cover 

was placed on the chamber and sealed at the bottom.  Gas samples (typically 5 or 6) were 

drawn from sampling ports at consistent time intervals (usually every fifteen minutes) 

built into the cover by a syringe and then injected into evacuated vials for later analysis. 

Limited gas sampling data (2 times per day for 2 days at the pool and esker site, 2 

times per day for 3 days at the wooded heath site) were collected from the two chamber 

locations shown in Figure 3.1b and 3.1c from both sites.  Figure 3.2a shows the timing of 

these measurements. 

 Atmospheric pressure and water levels were measured at the pool and esker site 

during 2011 by sensors attached to a GL500-7-2 logger (Global Water, Sacramento, CA, 

USA, location shown in Figure 3.1b).  Data is available from this sensor before the period 

shown in Figure 3.2a but ended on September 8, 2011.  Atmospheric pressure was 

measured by a WE100 sensor and collected at 15 minute intervals (Global Water, 

Sacramento, CA, USA).  Water levels were recorded with a Global Water WL400 

pressure transducer at 15 minute intervals and used vented cables to automatically 

compensate for atmospheric pressure variations.  Hydraulic head (in m) recorded from 

this sensor was converted to water level below the peat surface by subtracting the 

instrument depth (0.7 m) from the recorded pressure at the sensor.  Additionally, daily 

rainfall data were downloaded from the local weather underground station in Bangor, ME 

(KMEBANGO3, www.wunderground.com). 
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The electrical resistivity data and reciprocals were collected using an IRIS 

SYSCAL Pro Switch 72 electrode system (IRIS instruments, Orléans, France), with 

electrodes placed as in Figure 3.1b and consisting of 8 lines of 9 electrodes with 1.25 m 

intra-line spacing and variable spacing (3.5 to 5 m) between lines to accommodate a site 

platform and other instrumentation.  Surveys consisted of 4,984 measurements in a mixed 

dipole-dipole and skip-7 array, which were collected approximately twice daily from July 

27, 2011 to August 11, 2011 (see Figure 3.2a) and took roughly 1.25 hours to collect.  In 

total, 24 datasets were collected. 

Two sets of 4 vertical temperature sensors (HOBO pendant loggers, Onset, 

Bourne, MA, USA) were placed at 0, 0.6, 0.18, and 0.24 m depth within the ERI 

monitoring region at the positions shown in Figure 3.1b.  The purpose of these loggers 

was mainly to correct ERI results for temperature variations and thus were installed for 

the time period corresponding to ERI data collection (Figure 3.2a).  These data were 

recorded at hourly intervals throughout the study period. 

Decagon 5TE probes (Decagon Devices, Pullman, WA, USA) were used to 

monitor 𝜃𝜃, temperature, and electrical conductivity at five depths (0.5, 1.0, 2.0, 3.0, and 

4.0 m) at the pool and esker site during 2011 (location shown in Figure 3.1b) during the 

time period shown in Figure 3.2a.  Data were logged at 10-minute intervals for each 

probe.   

One set of gas samples were collected from traps installed near the site (location 

shown in Fig. 3.1b, relative time of collection shown in Fig. 3.2a).  Gas traps consisted of 

2 inverted plastic tubs (length = 30 cm, width = 20 cm, depth = 10 cm) set into a cut out 

section of peat.  Peat was removed from the top 30 cm (below the water table), and the 
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edges of the tub were driven into the peat below such that gas bubbles would collect and 

be visible in the bottom of the tub.  Captured bubbles were sampled with a GEM2000 gas 

extraction meter (Landtec, Colton, CA, USA) for CH4, CO2, CO, and H2S. 

3.3.2.2 2013 data collection 
Similar to data collection at the pool and esker site in 2011, a Russian peat corer 

was used to gather peat samples at 0.5 m increments from the location shown in Figure 

3.1c on July 2, 2013.  Photographs of the samples were taken along with any notes of 

unusual characteristics observed (such as bubbling or presence of large wood fragments).  

The level of von Post decomposition was assessed for each core section. 

A GPR common offset transect corresponding to Figure 3.1c was gathered on 

July 2, 2013.  GPR data were collected using the same acquisition parameters as at the 

pool and esker site.  Basic processing of the GPR transect data was also the same as at the 

pool and esker site. 

In addition, two 100 MHz GPR common midpoint (CMP) datasets were collected 

near each site platform on July 12, 2013.  Antenna separation was increased by 0.1 m out 

to 4.5 m total separation.  After applying the same basic processing steps used for 

common offset GPR, we used ReflexW software to manually pick 4 identifiable 

reflectors at each site and thus estimate velocity in 4 layers at each site.  Layer velocities 

were converted to dielectric permittivity using the low loss approximation, then to gas 

content assuming a 𝜙𝜙 value of 0.925 (the average from 6 samples taken from Caribou 

Bog [Comas et al., 2005]) and employing Eq. 3.6. 

Atmospheric pressure variations were recorded in 2013 by an atmospheric 

pressure sensor (Hydroinnova, Albuquerque, NM, USA) at 1 hour intervals located at the 
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wooded heath site.  The location of this sensor is shown in Figure 3.1c.  Data available 

from this sensor extends before and beyond the time shown in Figure 3.2b. 

 Relative water levels at the wooded heath site were monitored during 2013 by a 

Solinst LevelLogger Junior 3001 water level sensor (Solinst Canada Ltd., Georgetown, 

ON, CAN) placed in a screened well (driven to approximately 1 m depth) at the wooded 

heath site, which logged data at 2 minute intervals (location shown in Figure 3.1c).  Data 

were available for the entire 2013 monitoring period in Figure 3.2b as well for some time 

before and after the intensive measurement campaigns.  Water levels were compensated 

for atmospheric pressure variations using a Solinst Barologger Edge 3001 positioned at 

the surface.  Relative water levels were converted to absolute water levels by calibrating 

a field measurement to a sensor measurement at the same date and time. 

ERI data and reciprocals were collected at the wooded heath site using the same 

instrumentation and data collection scheme as the pool and esker site, as shown in Figure 

3.1c.  However, improvements in the power supply (including acquisition of a solar array 

as well as several extra batteries) enabled us to automate the ERI monitoring to extend 

data collection beyond the main field campaign for a total of 127 datasets (July 4 – 

August 28, 2013; shown in Figure 3.2b).  On average, data were collected every 12 hours, 

although more rapid data collection (as frequently as every 2 hours) occurred during 

select periods of the main field campaign in July, 2013.  In addition, 8 HOBO pendant 

style temperature loggers were installed within the ERI array region at 0, 0.8, 1.6, 2.4, 

3.2, 4.0, 4.8, 5.6, and 6.4 m (position shown in Figure 3.1c and time corresponding to 

ERI data collection), mainly to correct resistivity values for temperature variation. 
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Decagon 5TE probes were placed in the location shown in Figure 3.1c and were 

used to monitor 𝜃𝜃, temperature, and electrical conductivity at four depths (0.3, 1.0, 3.0, 

and 4.5 m) at the wooded heath site during 2013, sampled in 15 minute intervals at each 

probe.  Data were logged from these probes for a much greater length of time than at the 

pool and esker site in 2011 (compare Figure 3.2a and 3.2b) due to equipment availability. 

Deformation measurements at the wooded heath site during 2013 employed a 

similar design of deformation rods used in 2011, with rods driven to 1.5, 3.0 and 4.6 m 

depths. A simplified measurement system was used to measure relative deformation, 

where the top of each rod was fitted with a measurement scale, and readings were taken 

using a dumpy sight level and differential leveling techniques. Measurements were 

referenced to two benchmark rods driven to mineral soil. The maximum amount of error 

observed (changes in difference of elevation between benchmarks) yielded an accuracy 

within 0.002 m.  

Chamber flux measurements were performed only at the wooded heath site during 

2013.  A total of 55 CH4 flux (typically 4 per day) measurements were collected during 

July 2013. 

Limited gas samples were collected from traps installed near the site using a 

method similar to Comas and Wright [2012].  Gas traps consisted of pvc tubing driven to 

0.3 m, 3.0 m, and 4.5 m depth.  The bottom of the tubes consisted of a funnel (with an 

opening of approximately 284 cm2) to collect bubbles from peat, and a sealed clear 

plastic casing at the top with an extraction port.  The gas traps at the wooded heath site 

were additionally outfitted with a measuring tape along the tube and a time-lapse camera 

(TimelapseCam 8.0, Wingscapes, Calera, AL, USA) that photographed the elevation of 
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fluid in the tubes at 15 minute intervals.  Captured gas from each trap was sampled twice 

during the field campaign with a GEM2000 gas extraction meter (Landtec, Colton, CA, 

USA) for CH4, CO2, CO, and H2S.   

 

Figure 3.1 – (a) oblique aerial photo (photograph by author, 2013) showing relative locations of the pool 

and esker site (photo by William Wright, 2013) and the wooded heath site (photo by Barbara Goldman, 

2013); (b) schematic representation of equipment at the pool and esker site; (c) schematic representation of 

equipment at the wooded heath site.  The location of the GPR common offset profiles shown in Figure 3.3 

are also shown in (b) and (c). 
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Figure 3.2 – Gantt charts showing timeline for collection of various data during (a) the 2011 field 

campaign at the pool and esker site with limited chamber flux data at the wooded heath site and (b) the 

2013 field campaign at the wooded heath site.  Approximate data collection frequencies are shown in 

square brackets, and periods of intensive study are enclosed by green bars. 
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3.3.3 Soil moisture conversion to gas content 
 

The 𝜃𝜃 values provided by the 5TE probes are automatically calculated by 

converting raw 𝜀𝜀𝑟𝑟(𝑏𝑏) measured by the probes through the Topp et al. [1980] equation.  To 

employ the mixing model specific to Caribou Bog, peat samples from each site were 

collected and analyzed in the lab to develop a relationship between 𝜃𝜃 and raw values 

from the 5TE probes (mV).  For each site, water was added (0 to 12 mL) to 6 samples 

(each 116 cm3) with a 5TE probe installed.  Measurements from the probes were 

recorded and the samples were weighed, oven dried, then weighed again to establish 

volumetric water content.  A linear calibration curve for each site was established as 

follows: (1) pool and esker site 𝜃𝜃 = 4 × 10−5𝑥𝑥 + 0.6934 (R2 = 0.99) and (2) wooded 

heath site 𝜃𝜃 = 1 × 10−5𝑥𝑥 + 0.7212 (R2 = 0.99), where 𝑥𝑥 is the raw probe output. 

The 5TE calculated 𝜃𝜃 values were further corrected for temperature by back 

calculating 𝜀𝜀𝑟𝑟(𝑏𝑏) through eq. 3.6 and correcting the 𝜀𝜀𝑟𝑟(𝑤𝑤) term for temperature variations 

according to Eq. 3.7.  Values for equation 3.6 were 𝜀𝜀𝑟𝑟(𝑠𝑠) = 2 (Comas et al., 2005); 𝜀𝜀𝑟𝑟(𝑔𝑔) = 

1, 𝛼𝛼 = 0.1 (Parsekian et al., 2012b), and 𝜙𝜙 = 0.94.  Gas content is given as 𝜙𝜙 − 𝜃𝜃.   

Likely, porosity values vary somewhat at different depths and between sites, however we 

did not collect detailed porosity information during this study due to time constraints. 

 

3.3.4 ERI data processing 

Time-lapse analysis of ERI datasets followed the approach of Terry et al. [2016].  

Basic filtering applied to the ERI data included removing measurements with (1) > 25 % 

reciprocal error, (2) a negative resistivity, or (3) an applied current or measured voltage 
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of less than 1 millivolt or 1 milliAmp.  Measurements failing to meet these criteria were 

removed from the entire time series for consistency in time-lapse inversion.  Each dataset 

underwent error analysis using the method of Koestel et al. [2008] to construct an error 

model – a linear model was selected for both sites with slightly higher error levels at the 

pool and esker site.  Error levels were relatively low and are consistent with the low 

electrical noise environment enjoyed in our remote field locations.  There were 2,876 

measurements for each data collection time remaining after this filtering.   

Time-lapse ERI data were prepared for inversion following the approach of 

Labrecque and Yang [2001].  Data were inverted in R3t (A. Binley, Lancaster University) 

using the same finite element mesh (47,722 elements) and inversion options (smoothness 

constraint and singularity removal) for each site.  An initial background dataset was 

inverted using a 100 ohm m starting model.  Subsequent inversions used the previous 

inverse result as a starting model, and reduced error levels (scaled to 25%) to allow for 

convergence.  The original errors propagated to the time-lapse datasets assume that these 

errors are uncorrelated, while in reality these errors are likely largely systematic (see 

discussion in Labrecque and Yang [2001]).  Inverted models were corrected for 

temperature variations (both with depth and through time) using peat temperature data 

from each site.  We assumed no horizontal variation in temperature to construct 1D 

temperature spline models for each time step following the approach of Hayley et al. 

[2007]. 
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3.3.5 Flux data analysis 

Chamber fluxes were computed by taking gas samples from closed chambers at 

fixed time increments (typically 5 or 6 samples with 10 to 20 minute sampling 

increments).  The samples were collected via syringe into prevaccuumed 20 mL glass 

vials.  These samples were later analyzed using a gas chromatograph (GC, Shimadzu, 

GC-8A, Japan) and converted to CH4 concentration.  CH4 flux is the slope of the line, 

fitting time versus CH4 concentration, divided by the footprint of the chamber.  Poor 

regression fits indicate non-steady flux [Altor and Mitsch, 2006].  For the purposes of this 

study, we considered regressions with R2 values of less than 0.8 to indicate non-steady 

flux. 

3.4 Results 

3.4.1 Comparison of site characteristics 

Observations recorded while coring are summarized in Figure 3.3.  In general, the 

core at the pool and esker site (Figure 3.3a) shows little decomposition in the shallow 

peat (H1 – H3) that is gradually increasing to a high level of decomposition deeper below 

3 m into the peat (H6 – H9).  Interestingly, the wooded heath site (Figure 3.3b) shows 

overall less decomposition (between H3-H6), and an opposite pattern of relatively low 

decomposition at depth and relatively higher decomposition in the shallow peat.  Large 

wood fragments (> 1 cm) were encountered during coring at both sites, although small 

roots and undecomposed material were more prevalent at the wooded heath site.  In 

addition, a large bubbling event was observed at the wooded heath site when the corer 

punctured peat fabric at 1.5 m depth. 
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The GPR profiles corresponding to Figure 3.1d and 3.1e are shown in GPR Figure 

3.3a and 3b.  Root mean square EM wave velocities of the peat established from 

corresponding common midpoint analysis applied to the mineral soil (not shown) were 

0.0378 m/ns at the pool and esker site and 0.0384 m/ns at the wooded heath site.  These 

velocities are consistent with ranges previously reported for Caribou Bog (i.e., Comas et 

al., 2011b).  GPR data further highlight distinct structural differences between the two 

sites.  The pool and esker site (Figure 3.3a) depicts a distinctive reflection from the esker 

deposit (cresting toward the eastern side) and laterally inconsistent reflections throughout 

the rest of the radargram that appear chaotically.  Meanwhile, the wooded heath site 

(Figure 3.3b) shows a more subparallel structure with several apparently laterally 

continuous reflectors appearing in the image, one of which corresponds to large wood 

debris encountered during coring (at 3.75 m depth).  Another distinct reflector occurs at 

5.5 m that does not correspond to compositional changes encountered during coring. 
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Figure 3.3 – comparison of 100 MHz common offset GPR data from (a) the pool and esker site and (b) the 

wooded heath site.  Von Post decomposition, mineral soil material, and the presence of large wood from 

cores at each site are also shown.  RMS velocity for each figure is based off of CMP analysis. 

 

Fence diagrams of temperature corrected background ERI inversion results from 

the pool and esker site and the wooded heath site are shown in Figure 3.4a and 3.4b, 

respectively.  Immediately evident from the images are a relatively high resistivity 

anomaly (500 – 1000 ohm m) at depth corresponding to the esker deposit (consistent with 

values published by Comas et al., [2004]) at the pool and esker site, and the relatively 

low resistivity anomaly (30 – 50 ohm m) at depth corresponding to the silt-clay mineral 
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soil at the wooded heath site. The images further highlight the distinctly different 

physical properties of the peat, as well as the underlying mineral soil, at the two sites. 

Averaged resistivity values (taken from the black cylinder region of Figure 3.4a 

and 3.4b) for both sites are shown as depth profiles in Figure 3.4c.  The upper 4 m of peat 

at the wooded heath site has, on average, a higher resistivity than at the pool and esker 

site (150 – 225 ohm m versus 125 – 175 ohm m).  Below 4 m, resistivity at the wooded 

heath site decreases gradually to around 50 ohm m, whereas resistivity increases 

gradually at the pool and esker site to around 200 ohm m.  Another notable characteristic 

of resistivity profile shown for the wooded heath site in Figure 3.4c is the sudden increase 

at approximately 3 m (225 ohm m as opposed to 180 ohm m directly above and below). 

Average, minimum, and maximum gas content during the intensive study periods 

of both sites is shown in Figure 3.4d.  Gas content from the wooded heath site (blue line) 

is consistently higher than that of the pool and esker site, in agreement with the higher 

resistivity values also recorded at this site in the 0 – 4.0 m region (Figure 3.4c).  The 

wooded heath site also depicts a generally decreasing gas content with depth, whereas the 

pool and esker site shows the highest average gas content at 3 m depth. 

Gas contents derived from the permittivity estimates from the GPR CMPs are 

shown in Figure 3.4e.  Again (compare to Fig. 3.4d) gas content is typically higher at the 

wooded heath site, although the 1.0 to 2.5 m appears gassier at the pool and esker site.  

Compared to the values recorded at the 5TE probes (Fig. 3.4d), GPR CMP derived gas 

content shows a wider range, varying between 1 % and 6.5% at the pool and esker site 

(compared to 4 – 6.5 %), and between 5 % and 11% at the wooded heath site (compared 

to 13.8 – 15 %).  It is important to note here that the difference in sampling volume 

 



89 
 

between GPR and the probes (i.e., depth intervals in peat on the order of m3 versus a 

small area ~ 1 cm3 surrounding the probes). 

 

Figure 3.4 – comparison of inverted resistivity values at (a) the pool and esker site, (b) the wooded heath 

site, and integrated resistivity values drawn from various depth levels drawn from the center of the study 

area (indicated as black cylinder in (a) and (b) and plotted as triangles in (c).  Resistivity values from the 

pool and esker site are shown as red triangles in (c), while resistivity values from the wooded heath site are 

shown as blue triangles in (c).  Dotted lines indicate upper and lower values from each depth level in the 

integration area while solid lines indicate the mean. (d) Average gas content from the 5TE probes (solid 

lines), maximum and minimum values during the intensive study periods (dotted lines) for the pool and 

esker site (red) and the wooded heath site (blue). (e) Gas content derived from CMP analysis of GPR data, 

solid line shows values calculated from 92.5% porosity, dotted lines show uncertainty for porosity ranging 

from 91% to 96.8%. (f) Temperature profiles from the HOBO and 5TE sensors; dotted lines indicate 

maximum and minimum values during the respective intensive study periods at each site. 
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3.4.2 Time lapse data 

3.4.2.1 Atmospheric pressure, water levels, rainfall, and peat temperature 

Atmospheric pressure, daily rainfall, and water levels for the 2011 intensive study 

period at the pool and esker site as well as the 2013 intensive study period at the wooded 

heath site are presented in Figure 3.5a and 3.5b, respectively.  Drops in atmospheric 

pressure are associated with rainfall events and subsequent water table rise.  Water levels 

at the pool and esker site in 2011 generally rise and range from 0.26 m to 0.16 m depth 

throughout the study period, whereas water levels generally fall and vary between 0.20 to 

0.12 m depth at the wooded heath site during 2013.   

Atmospheric pressure varied from 993 to 1021 hPa during the 2011 intensive 

study period.  Atmospheric pressure during the 2013 intensive study period varied from 

996 to 1023 hPa.  Each study site experienced several atmospheric pressure minima, most 

often coupled with rainfall events, during the respective study periods. 

Peat temperature shows the greatest variation at shallow depths (Fig. 3.4f, dotted 

lines) at both sites and on average decreases with depth.  Extreme temperature values 

recorded from the peat surface to the mineral soil range from 6 to 26 °C are observed at 

the wooded heath site, whereas the temperature range for the pool and esker site (from 

the peat surface down to 4.5 m depth) varied from 8.5 to 23 °C.  Peat temperature is 

higher at the wooded heath site above 1.5 m depth on average, while the peat below 1.5 

m is cooler during the study period (Fig. 3.4f). 

3.4.2.2 Gas content 

Gas content estimated from the 5TE probes for the pool and esker site and the 

wooded heath site are shown in Figure 3.5.  Figure 3.5a shows the actual calculated gas 
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content at each of the five probe depths at the pool and esker site.  The degree of 

variability in gas content decreases with depth at the pool and esker site (with one 

exception – the 3.0 m probe shows higher gas content and more total variation than the 

2.0 m probe).  The most variability (ranging from 5.1% to 6.3%, with a standard 

deviation of 0.3%), and ultimately the largest recorded gas content, is observed at the 

shallowest probe (0.5 m depth), followed by the 1.0 m probe (ranging from 4.4 % to 4.9 

% gas content, with a standard deviation of 0.1 %), the 3.0 m probe (ranging from 5.4 % 

to 5.7 %, with a standard deviation of 0.1 %), the 2.0 m probe (range = 4.3 % to 4.5 %, 

standard deviation of  < 0.1 %), and finally the 4.0 m probe (steady at 4.3 %).  

Meanwhile, peat temperature increases slightly at the 0.5 m and also at the 1.0 m probe 

(~ +1 °C Fig. 3.5c), and very slightly increases at the 2.0, 3.0 m probes, (+0.3 °C, +0.1 °C 

respectively), and remains steady at 8.8 °C at the 4.0 m probe.  

Gas content at the wooded heath site (Figure 3.5b) was generally higher but 

showed less variability than at the pool and esker site.  Additionally, gas content 

decreased with depth (as seen in Figure 3.5d).  The shallowest (0.3 m) probe recorded a 

range of 14.6 % to 15.0 % gas content (standard deviation = 0.1 %), the 1.0 m probe 

recorded from 14.1% to 14.2% (standard deviation << 0.1 %), the 3.0 m probe recorded 

similar values ranging from 14.1 % to 14.2 % again with a standard deviation of << 0.1 

%, and the deepest (4.5 m) probe recorded 13.8 % to 13.9% gas content (with a standard 

deviation of << 0.1 %).   

At the pool and esker site, calculated changes in gas content due to pressure and 

temperature fluctuations (eq. 3.5) are small relative to overall gas content changes, where 

the change in gas content due to changes in peat temperature and atmospheric pressure 
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variations only accounts for approximately 0.1 – 0.2% variation in gas content at each of 

the probes.  At the wooded heath site, however, changes predicted due to temperature and 

pressure variations are greater than the actual changes measured at the probes at all 

locations. The 0.3 m probe at the wooded heath site has theoretically the greatest 

variation (0.7 %), due to the larger temperature fluctuations experienced at this probe 

compared to those in deeper layers.  The total variations calculated for the 1.0, 3.0, and 

4.5 m probes were 0.6%, 0.5%, and 0.4%, respectively.   

Sudden variations in gas content occur often in the 0.5 and 1.0 m probe at the pool 

and esker site, as well as the 0.3 m and 1.0 m probes at the wooded heath site.  For 

example, Figure 3.5c and 3.5d show the gas content for a limited time period from both 

sites (for direct comparison and better visibility).  The pool and esker site shows 4 sudden 

increases in gas content at the 0.5 m (+0.5 %) and 1.0 m probe (+0.25 %) that correspond 

to pressure drops and or water level rise, which are followed by gradual decreases 

(roughly 1 day or less) in gas content approximately back to pre-event levels (Figure 

3.5c).  The sudden increases at the pool and esker site appear to be accompanied by very 

small decreases in gas content at the 3.0 m probe (~ -0.1 % gas content).  The wooded 

heath site shows three sudden decreases in gas content at the 0.3 m probe during 2 

atmospheric pressure drops (~ -0.1 % gas content), with small increases and decreases 

(+/- 0.05 %) at the 1.0 m probe (Figure 3.5d).  Though it may seem unrealistic to monitor 

such small changes in gas content (i.e., +/- 0.05 %), propagating the error reported for the 

raw values recorded by the 5TE probes (+/- 15% for dielectric permittivity in the range of 

40-80) to gas content indicates an achievable accuracy of +/- 0.04% and +/- 0.01% gas 

content for the pools site and wooded heath site, respectively. 
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Figure 3.5 – gas content measured at the moisture probes at (a) the pool and esker site and (b) the wooded 

heath site.  Atmospheric pressure variations are shown in (a) and (b) as dotted red lines, water levels are 

shown as dotted blue lines, surface temperature variations are shown as the dotted gold lines, and daily 

rainfall is indicated by semitransparent purple bars.  (c) and (d) show specific time periods and gas content 

ranges from the pool and esker site in 2011 (c) and the wooded heath site in 2013 (d).  Relative changes in 

atmospheric pressure are indicated by dotted red lines, while relative water levels are indicated by dotted 

blue lines and relative daily rainfall amounts are indicated by semitransparent purple bars.  Relative peat 

soil temperature at the two shallowest probes for each site are also shown as dotted lines of the 

corresponding color of the probe depth in c and d. 
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3.4.2.3 Peat deformation 

Figure 3.6a-3.6c shows the relative (to the minimum elevation observed) peat 

deformation from 4 depths at three different locations within the study area at the pool 

and esker site during 2011 (locations shown in Figure 3.1d).  These values (up to 3 cm) 

are consistent with previous measurements made at the site using elevation rods [Comas 

et al., 2008], as well as those observed in other northern peatlands [Glaser et al., 2004].  

Deformation data shows more deformation in all layers at a cluster to the east, associated 

with proximity to the esker crest.  

 Figure 3.6e-3.6h shows relative deformation at 3 depths at the wooded heath site 

at the four clusters shown in Figure 3.1e during the 2013 study period.  The overall 

deformation is very small (3-4 mm) as opposed to up to 3 cm deformation at the pool and 

esker site (Figure 3.6c). 
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Figure 3.6 – relative (to data minimum) deformation at the three rod clusters from the pool and esker site 

throughout the 2011 study period corresponding to CL15 (a), CL14 (b), and CL13 (c) as shown in Figure 

3.1d.  (e-f) show relative (to data minimum) deformation corresponding to four rod clusters at the wooded 

heath site corresponding to CL1 (e), CL2 (f), CL3 (g), and CL4 (h) as shown in Figure 3.1e.  Colored lines 

indicate the deformation relative to starting values of each rod in the cluster and legend indicates the depth 

of the bottom of the rod. 

 

3.4.2.4 Direct gas measurements: gas traps and chamber fluxes 

Gas buildup in three traps at the wooded heath site during the monitoring period 

(Fig. 3.2b) is shown in Figure 3.7a.  Little to no buildup was observed between 

installation on July 9 and July 11.  On July 12, a small (roughly 10 cm3) increase was 

observed.  On July 13, an additional 90 cm3 of gas appeared in the 4.5 m trap, followed 

by an additional 50 cm3 on July 14 and another 50 cm3 on July 15.  The 3.0 m trap 
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showed a small increase (~ 5 cm3) on July 13, then a single large (roughly 100 cm3) 

increase on July 15.  The shallow 0.3 m probe showed a single large increase of 

approximately 80 cm3 on July 16. 

Gas sampling of the gas built up in the traps at the wooded heath site took place 

on July 17, 2013; CH4 % and CO2 % by volume are shown in Figure 3.7 b and c, 

respectively. The CH4 content ranges from 11.4 % to 44 % and increases linearly with 

depth.  The CO2 content ranges from 4.1 % to 11.7 % and also increases linearly with 

depth.  Other gases measured by the meter (H2S, CO) occurred in very small proportions 

(< 0.5 % by volume). 

The single gas sample collected from 0.5 m depth at the pool and esker site is also 

plotted in terms of CH4 and CO2 content in Figure 3.7b and 3.7c, respectively.  The 

sample indicated 33.3% CH4 content and 4.3 % CO2 content at this site and depth.  

Additional CH4 samples taken from the pool and esker area by Parsekian et al. [2011] for 

the 1.75 – 3.00 m depth range are also plotted in Fig. 3.7b.  The highest recorded CH4 

content (52%) occurs at 3 m depth.  Thus, while both sites appear to have similar CO2 

content in the shallow peat (i.e., 0.3 – 0.5 m), the pool and esker site appears to have 

elevated CH4 throughout the sampled depths. 

Figure 3.7d shows a bar chart comparing CH4 chamber fluxes measured at both 

sites.  Although fewer measurements were available for the pool and esker site, larger 

overall fluxes are evident (average = 11 mg m-2 hr-1, maximum = 28 mg m-2 hr-1) 

compared to the wooded heath site (average = 2 mg m-2 hr-1, maximum = 14 mg m-2 hr-1). 
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Figure 3.7 – (a) gas buildup at each of the gas traps at the wooded heath site during 2013 through the study 

period, with relative atmospheric pressure variation shown as black line. (b) and (c) show the proportions 

of CH4 and CO2 respectively at the time of sampling (July 17, 2013).  Gas was only sampled one time at 

one depth at the pool and esker site during 2011 and is represented by the red square in (b) and (c). (d) bar 

chart showing the number of CH4 fluxes of binned magnitudes measured at the pool and esker site (red) 

and the wooded heath site (blue). 
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3.4.2.5 Electrical Resistivity Imaging 

Average ratio of resistivity from four depth zones from each time series are 

shown in Figure 3.8.  The time series have been interpolated to one hour time steps using 

a Gaussian smoother in an attempt to make densely sampled portions of the time series 

comparable to less densely sampled portions.  The dominant changes in resistivity at the 

pool and esker site (Figure 3.8a) occur below 1.0 m, whereas resistivity changes at the 

wooded heath site are seldom observed in this region, and much more often witnessed in 

the shallow 0.3 to 1.0 m peat (Figure 3.8b).   

Although the wooded heath site shows a single ratio resistivity decrease event 

(corresponding to Figure 3.9h) from the shallow (0.3 to 1.0 m) zone that is slightly larger 

in magnitude than any of the events observed at the pool and esker site, the pool and 

esker site typically exhibits more activity throughout the peat profile, particularly in the 

2.0 – 6.4 m zones in the eastern region of the study area.  In addition, large events 

(showing ratio resistivity changes of greater than 0.002/hr) occur at a higher frequency at 

the pool and esker site. 

Figure 3.9 shows select images from each ERI time series.  The images have a 

threshold applied to only show voxels with resistivity changes of greater than 0.002 ohm 

m/hr.  ERI data from each site show a number of significant events.  The pool and esker 

site exhibits more activity over the esker region (Figure 3.9b and 3.9c) and in general 

shows increases and decreases in gas content throughout the peat profile.  On the other 

hand, the wooded heath site typically shows activity that is more or less laterally 

contiguous and in general shows far fewer decreases in resistivity in regions deeper than 

1 meter. 
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Select images from the pool and esker site are shown in Figure 3.9a – 3.9d.    The 

event displayed in Figure 3.9a shows increases in resistivity in the top 4 m, and decreases 

below.  Figure 3.9b and 3.9c shows activity primarily in the esker region, however Figure 

3.9b consists of resistivity increases in the 0.3 to 1.0 m and 4.0 to 6.4 m range (shallow 

and deepest) with resistivity decreases in the middle depths (1.0 m to 4.0 m), whereas 

Figure 3.9c shows mixed resistivity increases and decreases, but on average decreases 

from all depths.  Figure 3.9d shows resistivity decreases from all depths. 

ERI images from the wooded heath site are shown in Figure 3.9e – 3.9h.  The 

image in Figure 3.9e shows resistivity increases in the 0.3 – 1.0 m and 2.0 - 4.0 m zone, 

but decreases in the 1.0 – 2.0 m zone.   Figure 3.9f shows predominantly increases in gas 

content in all layers (see Figure 3.8b).  The event in Figure 3.9g shows a resistivity 

decrease in the peat from 0.3 to 1.0 m, a slight increase in the 1.0 – 2.0 m region, and 

slight decreases below.  Note that the patterns in the regions below 1.0 m are not visible 

in the images due to the threshold.  Finally, the event in Figure 3.9h shows a large 

decrease in resistivity in the 0.3 – 1.0 m peat region, as well as smaller decreases in the 

1.0 – 4.0 m peat region, and increases in the 4.0 – 6.4 m region.   
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Figure 3.8 – interpolated time-series ERI results from (a) the pool and esker site in 2011 and (b) the 

wooded heath site in 2013.  Each shows interpolated ratio resistivity data for four depth regions from the 

region beneath the array.  Faint gray vertical lines show actual data collection initiation times, and black 

line shows relative atmospheric pressure variations.  Slices of the time series that are shown as images in 

figure 3.9 are annotated. 
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Figure 3.9 – Side views of selected ERI 3D images (with image threshold of > ±0.002).  (a – d shows 

images from the pool and esker site ERI time series (Figure 3.8a), while (e – h) show images from the 

wooded heath site time series (Figure 3.8b).  Raw resistivity values greater than 500 ohm m are shown in 

gray in (a – c) and correspond to a topographic high in the esker deposit. 
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3.5 Discussion 

3.5.1 Site contrasts and gas dynamics 
The two sites examined in this study greatly differ in terms of peat structure and 

composition.  The pool and esker site possesses a poorly decomposed upper 2 m zone and 

a chaotic structure and a more decomposed and homogeneous structure below 2 m (Fig. 

3.3a).  Gas content values derived from the GPR CMP showing maximum gas content 

between 1.0 and 2.5 m depth (Fig. 3.4e), while the 5TE probes showing maximum gas 

content initially at the 3 m probe and later at the 0.5 m probe (Figs. 3.4d and 3.5c).  

Temperature data show decreasing temperature with depth that stabilizes at roughly 2 m 

at 8.5 °C (Fig. 3.4f).   

The pool and esker ERI time series (Figure 3.8a) shows typically larger 

magnitude ERI events, and in particular more decreases in ratio resistivity from deeper 

averaging regions (2.0 to 6.4 m) than the wooded heath site (Figure 3.8b), supporting data 

from the 5TE probes (Figure 3.5) that loss of gas from deep regimes is more common at 

the pool and esker site in the absence of apparently laterally continuous confining layers.  

Additionally, ERI events are local to the eastern side of the array at the pool and esker 

site on at least two occasions (closer to the esker crest, Figure 3.9b and 3.9c).  This is 

further supported by separating the ratio ERI time series shown in Figure 3.8a into a 

western and eastern side of the array, which confirmed on average larger magnitude 

events originating in the eastern side of the array (included in the SI).  Additionally, time-

lapse peat deformation data (Fig. 3.6a – 3.6c) show larger variations throughout the study 

period in proximity to the esker crest below the site further suggesting that gas dynamics 

are more active in this region.   
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A range of CH4 concentrations of 33 % to 52 % by volume were sampled from 

peat at the pool and esker site (Fig. 3.7b), and higher chamber CH4 fluxes (up to 30 mg 

m-2 hr-1) were also recorded (Fig. 3.7d).  This average CH4 flux is high compared to other 

peatlands, and particularly Sphagnum bogs, owing to the fact that bogs typically possess 

a pH lower than optimal for methanogenic activity [Dunfield et al., 1993] and relative 

difficulty decomposing Sphagnum litter compared to other vegetation [Moore and 

Basiliko, 2006]. 

By contrast, the wooded heath site depicts variable decomposition with depth, 

with typically less decomposed deep peat, and the presence of several subparallel GPR 

reflectors, often associated with woody debris (Fig. 3.3b).  Gas content measured with 

GPR suggests a maximum gas content that occurs in a layer between 3 and 4 m depth, 

while the 5TE probes show a maximum gas content at the shallow (0.3 m) probe that 

declines with depth (down to 4.5 m, Figs. 3.4d and 3.5d).  Compared to the pool and 

esker site, the wooded heath site shows overall larger gas content (supported by both the 

5TE probes and the GPR CMPs, Fig. 3.4d and 3.4e) and less variation in gas content 

(Fig. 3.5).  Peat deformation and ERI data also support comparatively less gas content 

variability at the wooded heath site (Figs. 3.6d – 3.6g and Fig. 3.8b, respectively), with 

ERI data additionally showing changes in gas content that are generally more layered in 

appearance (particularly Fig. 3.9h).  Limited gas sampling data also suggest lower CO2 

and CH4 free phase gas concentrations in the shallow peat at the wooded heath site, as 

well as smaller average and maximum CH4 fluxes (Figs. 3.7b – 3.7d).  The average CH4 

flux measured at this site (2 mg m-2 hr-1) is more typical of Northern peatlands, (for 

example, in a review of several peatlands [Blodau 2002] suggests an average between 0.2 
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– 3 mg m-2 hr-1).  Also, gas volume and relative CO2 and CH4 concentrations increased 

with depth at this site (Figs. 3.7a – 3.7c).   

Sudden changes in gas content associated with atmospheric pressure drops and/or 

precipitation events and subsequent water table rise are visible in both the ERI data (Fig. 

3.8) and the 5TE probe data (Fig. 3.5).  In particular, precipitation and low pressure 

events that occurred on July 30, 2011 as well as for the August 1 – 4, 2011 at the pool 

and esker site are associated with a small and large ERI event (Figs. 3.9b and 3.9c, 

respectively).  The July 30, 2011 event suggests predominantly gas increases in the 0.5 m 

and 4.5 m layers, and decreases in the 1.0 m and 3.0 m layers (Fig. 3.8a).  The August 1 – 

4, 2011 event (Fig. 3.9c) indicates an increase in gas content in all but the 3 m layer 

(which shows a slight increase) followed by a large decrease in most layers (the 3 m layer 

shows a mixed increase/decrease in the ERI response).  The 5TE probe data also show 

dynamic behavior during these periods, with sudden increases in gas content observed at 

the 0.5 m and 1.0 probes (Figure 3.5c) during these periods.  Such gas transfer events 

likely reflect gas release triggered by decreasing atmospheric pressure, as has been 

observed by others [e.g., Tokida et al., 2005a; Strack et al., 2005; Kellner et al., 2005; 

Comas et al., 2011b; Chen and Slater 2015]. 

Sudden decreases in gas content at the 0.3 m 5TE probe coupled with slight 

increases in gas content recorded at the 1.0 m probe at the wooded heath site in response 

to atmospheric pressure drops are also observed (Figure 3.5d).  In particular, such 

dynamics are observed during an atmospheric pressure drop and rain event occurring on 

July 23 – 24, 2013 (Fig. 3.5d). This event is also associated with ERI inferred gas content 

decreases in the 0.3 m layer, as well as slight decreases in all other layers except 4.5 m 
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(Figs. 3.8b, 3.9h).  In this case, the ERI may be sensing gas bubble expansion in the deep 

peat in accordance with Henry’s Law.  

 

3.5.2 Shallow and deep peat models 
The results of this study suggest that the pool and esker site is more accurately 

represented by the deep peat model of Glaser et al. [2004], whereas the wooded heath 

site is better characterized by the shallow peat model of Coulthard et al. [2009].  At the 

pool and esker site, lower free phase gas content in the deep peat (Figs. 3.4d, 4e, and 

3.6c), and sudden losses of gas from the deep peat combined with sudden increases in the 

shallow peat (Figs. 3.8a and 3.5c) during atmospheric pressure drops, support the notion 

that gas transfer occurs from deep to shallow peat layers, whereas similar transfer 

dynamics are not observed at the wooded heath site.  Buildup of gas in deep peat at the 

wooded heath site as seen from the gas trap data (Fig. 3.7a) and only one ERI-inferred 

loss of gas below 1 m (Fig. 3.9e) further suggest that competent peat/undecomposed 

material layers (Fig. 3.3b) at this site inhibit the release of gas to upper layers and/or the 

atmosphere. 

Furthermore, elevated deep peat temperatures are observed at the pool and esker 

site compared to the wooded heath site (Fig. 3.4f), which may suggest an input of warmer 

water facilitated by downward flow driven by a hydraulic gradient toward the permeable 

esker deposit [Comas et al., 2011b; Bon et al., 2013].  Such flow may also function to 

provide microbes with additional nutrients and labile C and thus enhance gas production 

[Reeve et al., 2009] as well as decomposition observed at this site (Fig. 3.3a).  This 

hypothesis is further supported by geochemical data collected from screened wells from 
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another study in Caribou Bog during July, 1999 provided by A.S. Reeve [unpublished 

data, 2000].  Compared to the wooded heath site, the pool and esker site shows distinctly 

elevated dissolved phosphorous (Fig. 3.10b) and nitrogen (Fig. 3.10c) concentrations at 

all depths, as well as elevated calcium (Fig. 3.10f), potassium (Fig. 3.10g), sodium (Fig. 

3.10h), sulfur (Fig. 3.10d), and magnesium (Fig. 3.10h) concentrations at 3 m depth 

compared to the wooded heath site.  Methanogenic activity has been shown to be slowed 

in nitrogen limited environments [Kotowska and Werner, 2013].  In addition, these data 

show that the pH of the water sampled from the pool and esker site is also higher on the 

whole and averages near 6 (Fig. 3.10a) - approximately the optimum pH for methane 

development in peatlands [Dunfield et al., 1993; Ye et al., 2012]. 

3.5.3 Limitations and highlights 
We recognize the inherent limitation of this study in terms of concentrating data 

collection at each site during two different years (Fig. 3.2), however we believe each year 

is likely representative of annual summer conditions given similar surface temperature, 

atmospheric pressure, and water level ranges between the two years (Figs. 3.5a and 3.5b).  

Further, the GPR CMP data were collected at both sites during the same day during 2013 

(Fig. 3.2b) and show a clear difference in gas content between the sites (Fig. 3.5e), with 

the wooded heath site having an overall higher gas content and showing a maximum gas 

content in the deeper peat. 

The timing and magnitude of events measured and/or inferred by the various 

technologies used in this study are not always in agreement.  However, such 

discrepancies are easily explained by the different sampling volumes of the various 

measurements and the spatial and temporal variation in biogenic gas dynamics expected 
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in peatlands, given the heterogeneity observed in peat properties over relatively small 

distances [i.e., this study; Baird et al., 2016].  For instance, 5TE probe gas content is 

representative of a very small (i.e., 1 cm3) volume, whereas gas traps capture bubbles 

from a funnel with an open area of 284 cm2, GPR CMPs estimate gas content in layers on 

the order of meters, and ERI inferred gas content changes are also on the meter scale and 

are subject to spatial smoothing.  The problem of spatial scale can be visualized by 

looking at Figure 3.9, where each ERI image shows both increases and decreases in 

resistivity that occur across the horizontal plane, and imagining placing a 5TE probe at 

two of these contrasting locations in the same layer.  Such placement would yield 

conflicting results if looking at the probe data alone.  On the other hand, ERI is limited in 

terms of temporal scale, and is unable to capture discrete events like those shown in Fig. 

3.5c and 3.5d.  Thus, each technique has benefits and limitations, emphasizing the need 

for multimethod studies of peatland gas dynamics. 
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Figure 3.10 – geochemical profiles from fluid gathered from screened wells in July, 1999. 
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3.6 Conclusions 

We find substantial differences in the gas dynamics of two sites with distinct peat 

physical properties within Caribou Bog, Maine.  Despite a high degree of decomposition 

at depth and relatively low measured gas contents, the pool and esker site showed larger 

and more frequent gas decreases and larger fluxes (compared to the wooded heath site) 

that appear to often originate from the deep peat in the vicinity of the esker crest.  Likely, 

the relatively permeable esker deposit enhances groundwater mixing as well as 

downward flow, supplying nutrients, labile C, and alternative electron acceptors that, in 

turn, drive enhanced CH4 production and peat decomposition.  This is further supported 

by relatively higher temperatures observed in the deep peat at the pool and esker site.  

During a roughly two week monitoring period, ERI data suggest at least 4 gas transfer 

events from regions below 1 m at the pool and esker site, whereas there is only one such 

event at the wooded heath site over a 2 month monitoring period (and this event is limited 

to the 1-2 m region).  The lower level of decomposition at the wooded heath site and the 

presence of apparently laterally contiguous layers of woody debris likely act as barriers to 

the ebullition of gas at the wooded heath site.  In the absence of such barriers at the pool 

and esker site, gas produced in deep peat more readily escapes to shallower layers and/or 

the atmosphere.  In addition, a relatively impermeable clay mineral soil at the wooded 

heath site limits groundwater exchange and downward transport of labile C, rendering 

gas dynamics at this site more stagnant by comparison.  These findings provide field-

scale evidence that models of peatland gas dynamics must consider peat structural 

properties as well as hydrological dynamics between peat porewater and underlying 

mineral soil groundwater.  
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At the pool and esker site, we did not typically observe strong relationships 

between ERI data and gas content changes predicted due to solubility and/or volume 

changes in accordance with Henry’s Law and the Ideal Gas Law.  However, we did 

observe such relationships at the wooded heath site as well as increases in resistivity from 

deep peat during and following atmospheric pressure drops, which indicates ERI may be 

sensing large-scale increases in the volume of bubbles trapped in these layers as a result 

of the pressure decreases.  Gas content data from 5TE probes less commonly showed this 

relationship.  Likely, the probe data are very sensitive to small local changes in gas 

content (and therefore are still showing predominantly gas transport as opposed to 

solubility and/or volume changes).  These observations highlight the importance of 

integrated approaches to studying gas dynamics in peatlands, given the scale differences 

between different types of measurements.   
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Chapter 4: Gas bubble size estimation in peat soils from EM wave 
scattering observed with ground penetrating radar1 

 

Abstract 

The size of biogenic gas bubbles in peatlands is believed to regulate ebullition of 

carbon gases to the atmosphere.  The measurement of EM wave travel times using 

ground penetrating radar (GPR) is a proven field-scale method for indirect estimation of 

volumetric gas content.  However, there is also the possibility that information on the size 

of the gas bubbles can be determined from the analysis of the spectral content of GPR 

signals as scattering attenuation possesses a frequency dependence for particles smaller 

than the EM wavelength (Rayleigh type scattering).  Synthetic modeling shows that GPR 

data acquired with typical antenna frequencies are likely to be affected by bubble size in 

peat soils. Analysis of GPR data from two recent studies on peat monoliths where 

biogenic gas production was documented produced results consistent with the model 

predictions.  Using the approach, zero offset cross borehole GPR data in a northern 

peatland suggest that large bubble clusters (i.e., > 0.04 m radius) occur in peat.  These 

findings broaden the utility of GPR for providing information on biogenic gas dynamics 

in peatlands.

1This chapter submitted to Water Resources Research as: Terry, N. and L. Slater (2016), Gas bubble size 
estimation in peat soils from EM wave scattering observed with ground penetrating radar. 
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4.1. Introduction 
Peatlands are an important global reservoir for the production, storage, and release of 

greenhouse gases like methane and carbon dioxide and are estimated to sequester up to 

30 % of the global carbon pool [Parish et al., 2008].  It is generally agreed that peatlands 

as a whole are global sinks of atmospheric CO2 but sources of CH4 [Charman, 2002].  

Mechanisms for CH4 release from peatlands include diffusion, transport through vascular 

plants, and ebullition (bubbling of free phase gas).  Recent research has focused on the 

CH4 ebullition pathway, as individual ebullition events have been shown to vary widely 

in magnitude across spatiotemporal scales [Baird et al., 2004; Comas and Wright, 2012; 

Klapstein et al., 2014].  

Gas bubble size may play a crucial role in regulating ebullition from peatlands as well 

as determining the hydraulic properties of peat.  For example, Beckwith and Baird [2001] 

demonstrated a reduction of hydraulic conductivity by 5 to 8 times which they attributed 

to pore blockage by gas bubbles, and that there appeared to be a bubble volume threshold 

after which ebullition began to occur.  Tokida et al. [2005a] observed that volumes of 

ebullition recorded during drops in atmospheric pressure were proportional to increases 

in volumetric gas content, which suggests increasing bubble size (in addition to lower 

confining pressure) may play a role in triggering ebullition.  Chen and Slater [2015] 

observed a similar phenomenon during bubble volume changes induced by changes in 

hydrostatic pressure.  Kellner et al. [2006] developed a simple ebullition model based on 

bubble volume changes that incorporated threshold values for gas content and compared 

this model with laboratory data.  While the model successfully predicted ebullition in 

many instances, the authors determined that, given the uncertain variation in peat 
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structural properties, a probabilistic, ‘fuzzy’ bubble volume threshold may be more 

appropriate for predicting ebullition.   

Limited information on the size and shape of gas bubbles in peat exists, with 

estimates ranging from effective bubble radii of less than 10-5 m (in a laboratory x-ray 

imaging study by Kettridge and Binley [2008a]) to 5 x 10-1 m (in a field gas extraction 

study by Tokida et al., 2005b), to as large as 1 m (directly observed trapped under the ice 

in Caribou Bog by Comas et al., 2008.  In an echo sounder study of biogenic gas bubble 

ebullition from lake sediments, DelSontro et al. [2015] found bubbles with radii up to 1.5 

x 10-2 m, and that bubbles larger than 5 x 10-3 m in diameter accounted for roughly 65% 

of the total gas volume, despite constituting less than 10% of the total bubbles counted. 

Ground penetrating radar (GPR) has proven to be a useful tool for estimating free 

phase gas (FPG) content and bubble dynamics in peat (e.g., Comas et al. [2005a]; Comas 

et al. [2005c]; Comas et al. [2007], Strack and Mierau [2010]; Parsekian et al. [2010, 

2011]).  While GPR is an indirect method for studying FPG dynamics, in that a 

petrophysical transformation is required to convert electromagnetic (EM) wave travel 

time data to gas content, it has numerous advantages including (1) the ability to sense 

changes in FPG content without disturbing the peat structure itself, (2) rapid data 

acquisition time, and (3) the ability to sense changes at cm to m scales over an area (if 

collected along a profile) or volume (if collected on a grid) on the order of several m to 

km.  

The general approach used in these studies to estimate FPG content from GPR data is 

to estimate EM wave velocity from depth intervals within the peat, then to convert 

velocity to dielectric permittivity, and finally to apply a petrophysical model (typically 
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some multiphase mixing model, such as the complex refractive index model, or CRIM 

[Wharton et al., 1980]) to convert to FPG content.  While this travel time analysis of 

GPR data to estimate FPG content in peat is well reported, analysis of the frequency 

content of the transmitted and returned EM signal has not been explored for peat gas 

applications.  Yet, frequency content may provide information about the size of the gas 

bubbles themselves in addition to gas content, in that small bubbles (relative to 

wavelength) acting as scatterers will show preferential attenuation of higher frequencies 

(Rayleigh scattering), whereas scatterers of a size on the order of the wavelength will not 

(Mie scattering).  Comas et al. [2005a] suggest that ‘shadow zones’ – areas of visible 

GPR signal attenuation in plots of GPR amplitudes – may represent signal scattering by 

small bubbles, given enhanced CH4 and CO2 concentrations and no evidence for a change 

in peat physical properties in such zones.   

In this study, we demonstrate the potential for frequency analysis of GPR data to 

provide information about gas bubble size in addition to volumetric gas content by 

performing synthetic modeling, analyzing results from two laboratory studies and 

interpreting a field-scale cross-borehole GPR dataset.  The synthetic model demonstrates 

that preferential attenuation of higher frequencies will occur with bubble growth for most 

common GPR frequencies and bubble sizes, but that such frequency dependence is lost 

(due to Mie scattering effects) when bubbles reach a certain size (depending on 

frequency).  We then estimate absorption attenuation in two lab studies and a field study, 

and employ a curve fitting approach to GPR frequency power spectra to estimate changes 

in bubble radii based on changes in the power spectra after correcting for absorption 

attenuation. 

 



115 
 

4.2 Background 

4.2.1 GPR propagation and attenuation in earth materials 
In low-loss media, the electric field of a 1D plane wave at a given place and time 

is, 

 𝐸𝐸(𝑥𝑥, 𝑡𝑡) = 𝐸𝐸0𝑒𝑒𝑠𝑠(𝜔𝜔𝑖𝑖−𝑘𝑘𝑘𝑘), (4.1) 

where 𝐸𝐸0 is peak wave amplitude [dB], 𝜔𝜔 is the angular frequency [radians s-1], and 𝑘𝑘 is 

the complex wavenumber [radians m-1].  

The complex wavenumber is, 

 𝑘𝑘 = 𝛽𝛽 − 𝑖𝑖𝛼𝛼, (4.2) 

where 𝛽𝛽 is the phase factor, 𝜔𝜔 𝛽𝛽� = 𝑣𝑣 is the phase velocity [m s-1], and 𝛼𝛼 is the 

attenuation coefficient [dB m-1].  If attenuation is purely due to absorption (also called 

intrinsic attenuation), each of these quantities depends on the frequency dependent, 

complex quantities of electrical conductivity (𝜎𝜎), magnetic permeability (𝜇𝜇), and 

dielectric permittivity (𝜀𝜀) as follows, 
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where 𝛼𝛼𝑢𝑢𝑏𝑏𝑠𝑠 is the attenuation coefficient due to absorption.  For most non-magnetic 

soils (e.g. organic soils such as peat), 𝜇𝜇 is equal to the free space value [Turner and 

Siggins, 1994].   

In addition to the absorption attenuation introduced in Eq. 4.3, total attenuation, 𝛼𝛼𝑖𝑖𝑠𝑠𝑖𝑖, 

of a GPR signal consists of an additional scattering component, 𝛼𝛼𝑠𝑠𝑠𝑠𝑢𝑢𝑖𝑖, where 

  𝛼𝛼𝑖𝑖𝑠𝑠𝑖𝑖 = 𝛼𝛼𝑢𝑢𝑏𝑏𝑠𝑠 + 𝛼𝛼𝑠𝑠𝑠𝑠𝑢𝑢𝑖𝑖. (4.5) 

 

GPR, particularly tomography studies, have estimated attenuation as a means of 

inferring electrical conductivity distributions [e.g., Lambot et al., 2004] and more 

recently, scattering zones [e.g., Grimm et al., 2006; Harbi and McMechan, 2012].  The 

latter is generally by subtracting theoretical absorption attenuation (Eq. 4.3) from the total 

attenuation estimated from GPR (Eq. 4.5).   

4.2.2 Scattering 
The Mie solution to Maxwell’s equations describes the scattering of electromagnetic 

waves by spheres.  Although applicable to particles of all sizes, ‘Mie scattering’ typically 

refers to particles with a circumference of the same order as the incident wavelength, 

since very small and very large particles (relative to wavelength) can be generalized 

using the Rayleigh scattering approximation and the laws of geometrical optics, 

respectively.  Rayleigh type scattering is 4th order dependent on wavelength and 6th order 

dependent on particle diameter.  Therefore, increases in the number or size of particles 

(while still smaller than the incident wavelength) are expected to result in preferential 
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attenuation of higher frequencies, meanwhile Mie type scattering is much less 

wavelength dependent. 

4.2.3 Time-domain analysis 
Data obtained from GPR consists of time (typically presented in ns) and 

amplitude (typically measured in mV), obtained for a specified sampling interval.  The 

phase velocity of GPR waves can be highly frequency dependent (Eq. 4.4); a property 

known as dispersion [i.e., van der Kruk, 2006; Bradford, 2007].  While there are 

situations where significant velocity dispersion can occur in earth materials, peat soils do 

not usually fall into this category due to typically high dielectric permittivity (close to 

that of water) and low electrical conductivity (< 10 mS m-1 in Caribou Bog [Slater and 

Reeve, 2002]) for frequencies commonly used in GPR [Reppert et al., 2000].  Therefore, 

for most peat soils, where magnetic materials are also seldom present, EM wave velocity 

is independent of frequency and can be estimated via (low loss assumption) 

 𝑣𝑣 ≈ 1
√𝜀𝜀� . (4.6) 

 

Thus the travel time 𝑡𝑡 of the EM wave over a known distance 𝑑𝑑 can be used to 

calculate EM velocity and relative dielectric permittivity, 

 𝜀𝜀𝑟𝑟 = (𝑐𝑐𝑡𝑡/𝑑𝑑)2, (4.7) 

where 𝑐𝑐 is the speed of light in a vacuum, and 𝜀𝜀𝑟𝑟 = 𝜀𝜀/𝜀𝜀0, where 𝜀𝜀0 is the free space 

dielectric permittivity.  Increases in gas content will be reflected as decreases in 𝜀𝜀𝑟𝑟. 
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To estimate gas content from 𝜀𝜀𝑟𝑟, a multiphase mixing model may be used, which 

considers the dielectric permittivity of individual components.  The general form of such 

a model is referred to as the Lichteneker-Rother model [Lichteneker and Rother, 1931].  

When considering a peat soil with a solid, liquid, and gas phase, this model has the form: 

 𝜀𝜀𝑟𝑟𝛾𝛾 = (𝜙𝜙 − 𝐹𝐹𝐹𝐹𝐹𝐹)𝜀𝜀𝑟𝑟(𝑤𝑤)
𝛾𝛾 + (𝐹𝐹𝐹𝐹𝐹𝐹)𝜀𝜀𝑟𝑟(𝑔𝑔)

𝛾𝛾 + (1− 𝜙𝜙)𝜀𝜀𝑟𝑟(𝑠𝑠)
𝛾𝛾, (4.8) 

where FPG is the free phase gas content, 𝜀𝜀𝑟𝑟(𝑤𝑤) is the relative dielectric 

permittivity of the liquid phase, 𝜀𝜀𝑟𝑟(𝑔𝑔) is the relative dielectric permittivity of the gaseous 

phase, 𝜀𝜀𝑟𝑟(𝑠𝑠) is the relative dielectric permittivity of the solid phase, and 𝛾𝛾 is a fitting 

parameter that physically represents the orientation of electromagnetic waves to soil 

particles.  The 𝛾𝛾 is commonly assumed to be 0.5, in which Eq. 4.8 is known as the 

complex refractive index model (CRIM) [Wharton et al., 1980]. 

 

4.2.4 Frequency domain analysis 
Each GPR trace consists of time and amplitude information, digitized according 

to a specified sampling interval.  Each trace is therefore a discrete signal that can also be 

analyzed in the frequency domain, for example using a discrete Fourier transform (DFT).  

The fast Fourier transform (FFT) originally developed by Cooley and Tukey [1965] is the 

form of the DFT typically used in numerical applications due its fast execution time.  The 

FFT provides a time-averaged frequency representation of a signal, typically presented as 

a power spectrum, which depicts the signal power attributed to various frequencies in the 

signal.   
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Scattering attenuation and absorption attenuation are frequency dependent for 

peat-like soils as we shall show.  However, the scattering attenuation frequency 

dependence diminishes when particles (in this case, gas bubbles) exceed a certain size.  

Therefore, changes in scattering attenuation will have different effects on the shape of the 

power spectrum depending on the size of gas bubbles. 

4.3 Methods 
 

4.3.1 Synthetic study 
A suite of Matlab-based codes were used to analytically calculate Mie scattering of 

EM waves from spheres [Mätzler, 2002] based on theory presented by Bohren and 

Huffman [1998].  Numerical methods for computing scattering for more complex 

geometries are also available [e.g., Draine, 1988], however such considerations are 

beyond the scope of this paper.  In brief, the Mätzler [2002] code calculates the scattering 

cross sections for a monochromatic wave from a particle immersed in a medium.  The 

frequency of the wave, the particle size, the particle refractive index, and the medium 

refractive index are input.  The refractive index is another way of expressing dielectric 

permittivity and is defined as (𝜀𝜀𝑟𝑟)1/2.  The relative refractive index (defined as the ratio 

of the refractive index of the particle divided by the refractive index of the medium) of 

radar energy entering an air bubble from peat is very low (~0.12). 

The scattering cross section describes the effective area of blocked forward going 

radiation by the particle.  Likewise, the backscattering cross section describes the 

effective area of blocked radiation bouncing back from the particle.  The scattering cross 

section (m2) multiplied by the number of particles per unit volume (m-3) gives the 

 



120 
 

scattering attenuation coefficient, 𝛼𝛼𝑠𝑠𝑠𝑠𝑢𝑢𝑖𝑖. Although the [Mätzler, 2002] code also 

calculates the energy lost by absorption into the particles themselves, this loss is 

negligible compared to the energy lost by scattering due to gas bubbles.   

For this study, the Mätzler [2002] code was used to simulate backscattering 

attenuation in peat for a range of bubble radii (10-5 m to 10-1) over GPR frequency ranges 

(125 MHz to 2,400 MHz).  One limitation of our approach is that we do not account for 

the fact that scattered energy is not necessarily lost and could ultimately be redirected to 

the receiver, however for isotropic random scatterers we believe this approach provides a 

good approximation of the actual attenuation we would expect to see in real data under 

the simulated conditions. 

4.3.2 Bubble size model 
 Dielectric permittivity values were estimated for each trace using Eq. 4.7.  The 

calculated permittivity values were used to infer changes in overall gas content (using Eq. 

4.8) and electrical conductivity assuming non-magnetic conditions and using a starting 

conductivity (𝜎𝜎 ≈ 3.4 mS m-1) consistent with peat materials under fully saturated 

conditions (typical of peat in Caribou Bog, Maine, e.g., Comas et al., 2005; Kettridge and 

Binley, 2011; Parsekian et al., 2012b).  The electrical conductivity values were updated 

by the following formula from Slater et al., [2007], 

 
𝜎𝜎𝑖𝑖 =

�𝜙𝜙𝑢𝑢−𝐹𝐹𝐹𝐹𝐹𝐹𝑢𝑢
𝜙𝜙0−𝐹𝐹𝐹𝐹𝐹𝐹0

�
−𝑖𝑖

𝜎𝜎0
� , 

(4.9) 

Where 𝜎𝜎0 is the starting conductivity, 𝜎𝜎𝑖𝑖 is the updated conductivity, 𝐹𝐹𝐹𝐹𝐹𝐹0 is the 

starting free phase gas content, 𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 is the updated free phase gas content, 𝜙𝜙0is the 

starting porosity, 𝜙𝜙𝑖𝑖is the updated porosity, and 𝑛𝑛 is the saturation exponent.  
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The attenuation of the electric field at time 0, 𝐸𝐸(0), and time 𝑡𝑡, 𝐸𝐸(𝑡𝑡), can be 

described as follows, 

 𝐸𝐸(0) = 𝐸𝐸0𝑒𝑒−𝑑𝑑𝛼𝛼𝑢𝑢𝑠𝑠𝑢𝑢,0, (4.10) 

and 

 𝐸𝐸(𝑡𝑡) = 𝐸𝐸0𝑒𝑒−𝑑𝑑𝛼𝛼𝑢𝑢𝑠𝑠𝑢𝑢,𝑢𝑢. (4.11) 

 

Putting peak amplitude in terms of 𝐸𝐸(0) and substituting yields, 

 𝐸𝐸(𝑡𝑡) = 𝐸𝐸(0)
𝑒𝑒−𝑠𝑠𝑑𝑑𝑢𝑢𝑠𝑠𝑢𝑢,0 𝑒𝑒

−𝑑𝑑𝛼𝛼𝑢𝑢𝑠𝑠𝑢𝑢,𝑢𝑢, (4.12) 

and taking the natural log of both sides gives, 

 ln �𝐸𝐸(𝑖𝑖)
𝐸𝐸(0)

� = 𝑑𝑑�𝛼𝛼𝑖𝑖𝑠𝑠𝑖𝑖,0 − 𝛼𝛼𝑖𝑖𝑠𝑠𝑖𝑖,𝑖𝑖�. (4.13) 

Finally, taking the exponential of both sides and rearranging gives an equation for 

predicting the electric field strength at time 𝑡𝑡 based on computed attenuation values and 

the electric field strength at time 0, 

 𝐸𝐸(𝑡𝑡) = 𝐸𝐸(0)𝑒𝑒𝑑𝑑�𝛼𝛼𝑢𝑢𝑠𝑠𝑢𝑢,0−𝛼𝛼𝑢𝑢𝑠𝑠𝑢𝑢,𝑢𝑢�. (4.14) 

 

Power spectra for each GPR trace are computed via the FFT with an initial trace 

chosen as a reference.  Backscattering cross sections are then computed for a range of 

bubble radii using the Mätzler [2002] MATLAB code.  Values for backscattering 

attenuation are estimated by calculating the number of scatterers per unit volume for a 
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given gas content.  These values are added to the intrinsic attenuation value calculated by 

Eq. 4.3 to provide synthetic curves for 𝛼𝛼𝑖𝑖𝑠𝑠𝑖𝑖,0 and 𝛼𝛼𝑖𝑖𝑠𝑠𝑖𝑖,𝑖𝑖.  Least squares curve fitting is 

then performed according to Eq. 4.14 to estimate the best fit average bubble radius for the 

reference trace and the trace at time 𝑡𝑡. 

 

4.3.2 Laboratory study 1: ebullition monitoring 
An eight week study of ebullition from a peat monolith taken from Caribou Bog using 

1200 MHz transmission GPR measurements was performed by Yu et al. [2014].  The 

monolith was placed in an acrylic container with a volume of roughly 0.3 m3.  Prior to the 

experiment, the sample was drained and rewetted with distilled water, then kept at room 

temperature (~23 °C) during the experiment.  The container was sealed with the 

exception of ports to sample pore water and a tube connected to a fast methane analyzer 

to measure ebullition during the study.  Transmission GPR data were collected from nine 

positions as shown in Figure 4.1 on a daily to twice daily basis.   

We analyzed these GPR data using the approaches described above to estimate gas 

content and the power spectra.  First, traces were corrected to the appropriate time-zero 

by analyzing airwave data collected before each data collection time.  First arrival times 

were picked and assumed to represent a raypath directly through the sample.  Dielectric 

permittivity, 𝜀𝜀𝑟𝑟, was then estimated by Eq. 4.7 and converted to gas content through Eq. 

4.8.   

Subsequent basic processing of the data included time-zero correction, dewow, gain 

to correct for geometric spreading (𝑑𝑑2), and bandpass filtering to include a range of one 
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octave above and below the central frequency (600 to 2400 MHz); this choice was based 

upon visual analysis of FFT traces in the data.   

4.3.3 Laboratory study 2: Bubble tracking 
Several 1200 MHz GPR reflection datasets were collected by Chen and Slater 

[2015] as part of a study to observe bubble dynamics in peat in response to induced 

pressure variations.  In this study, 12 GPR reflection traces were collected along four 

depth intervals of a peat monolith (Figure 4.1b), also gathered from Caribou Bog.  In 

addition, the area of bubbles built up on the side of the tank was visually tracked (through 

a hand drawing method).  We used one of these datasets (Feb. 14, 2014) to gain further 

insight as to how the number and size of bubbles may influence frequency properties of 

the GPR signal. 

Our method of analysis differed somewhat compared to the Yu et al. [2014] lab 

experiment by virtue of this study representing a GPR reflection dataset.  The only visible 

reflection from this dataset occurred from the opposite side of the tank.  Although minor 

reflection events likely occur within the peat monolith before encountering the side of the 

tank, we found that this section of the signal was typically noise dominated.  Therefore, 

we limited our analysis to the portion of the signal from the first arrival of this reflection 

until noise again dominated (approximately 6 ns later), and ignore the first portion of the 

signal consisting of the airwave and time before the reflection event.  Otherwise, analysis 

proceeded in the same way as the previous laboratory study.   

4.3.4 Field study 
Several 250 MHz zero offset profile datasets were collected in Caribou Bog, Maine 

during the summer of 2011 and consisted of 50 transmitter-receiver positions (Figure 
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4.1c).  The field setup included two boreholes spaced roughly 4 m apart.  Antennas were 

turned on and lowered to the bottom of the boreholes to acclimate to temperature, then 

raised to the top and each lowered by 0.1 m increments.  Each transmitter-receiver 

position was corrected for slight borehole deviations measured in the field. 

Data processing for this field transmission dataset was similar to that described for 

the Yu et al. [2014] laboratory data.  First, time-zero correction to all traces was 

performed by analyzing airwave arrivals collected over a known distance prior to the 

transmission measurements.  Next, gas content was estimated for each trace according to 

Eq. 4.7 and 4.8 assuming straight raypaths between transmitter-receiver positions.  Basic 

processing included dewow, gain to correct for geometric spreading (𝑑𝑑2), and a bandpass 

filter (125 to 500 MHz).   

An additional difference in our approach to the field data was the use of actual 

electrical conductivity information from the field (rather than propagate changes in 

electrical conductivity using an assumed initial conductivity and Eq. 4.9).  Although 

porosity values were still assumed constant, this distinction allowed us to estimate the 

absorption attenuation component of Eq. 4.14 rather than make assumptions about an 

initial conductivity and employ Eq. 4.9. 
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Figure 4.1 – Schematics of the two lab studies and the field study analyzed in this paper.  (a) depicts 

the 9 transmitter-receiver locations of the 1200 Mhz GPR study of a peat monolith from Yu et al. [2014], 

(b) the 4 depth intervals (12 traces each) from which reflection GPR data were collected in the Chen and 

Slater [2015] lab study, and (c) the 50 transmitter-receiver locations in a cross borehole study in Caribou 

Bog, Maine. 

 

4.4 Results 
 

4.4.1 Synthetic results 
Figure 4.2 shows the scattering attenuation for five bubble radii assuming 10 % 

gas content over GPR bandwidths used in this study (ranging from 125 – 2,400 MHz).  

The results show strong frequency dependence (i.e., Rayleigh-type scattering) where the 

ratio of wavelength to bubble diameter is high (this region includes the 250 MHz band 
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used in our field study).  However, where wavelength is on the order of the particle 

diameter, scattering attenuation is no longer frequency dependent (see flattening of 

curves); this effect may be observed for large bubbles (> 0.03 m) in frequencies used for 

our lab study and very large bubbles (> 0.1 m) for the field study. 

Figure 4.2 also shows the absorption attenuation calculated for the electrical 

conductivity assumed in the lab studies (3.4 mS/m).  The absorption attenuation is less 

frequency dependent compared to Rayleigh type scattering, yet is more so compared to 

Mie type scattering.  Although the predicted attenuation due to electrical conductivity is 

larger than that due to scattering across all frequencies investigated, the shape and total 

magnitudes of the total attenuation curve should reflect both absorption and scattering 

contributions (that in turn are sensitive to the size of bubbles).    
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Figure 4.2 - predicted scattering attenuation for GPR frequencies considered in this study from spherical 

bubbles with radii ranging from 1 x 10-3 to 1 x 10-1 m and 10 % gas content (colored lines).  Absorption 

attenuation for conductivity = 3.4 mS/m shown as black line. 

 

4.4.2 Lab results: Yu et al. [2014] 
Figure 4.3 shows the power spectra observed at each of the nine GPR transmitter-

receiver positions over time. Distinct changes in the spectra are observed over time at 

specific locations.  The upper and middle layers (particularly Figs. 4.3b – 4.3e) show a 

decrease in power at higher frequencies (i.e., > 600 MHz) over time, whereas the lower 

layer (Figs. 4.3g – 4.3i) typically show increases in power at these frequencies. 
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Figure 4.4 shows gas content estimated from dielectric permittivity variations 

through Eqs. 4.7 and 4.8.  A value for 𝛾𝛾 of 0.33 was used [Yu et al., 2014].  The porosity, 

𝜙𝜙, was assumed as 0.94 based on data collected following the experiment.  The 

permittivity value for soil, 𝜀𝜀𝑟𝑟(𝑠𝑠), was selected as 2 [Comas et al., 2007].  Bubble radii 

were estimated using Eq. 4.14 and the approach described above to yield the estimates 

shown in Fig. 4.4.  Bubble radius estimates range from 0.002 m to 0.024 m.  For the 

upper left location (Figure 4.4a) gas content is more or less stable at nearly zero, 

suggesting that this region remained saturated and little FPG accumulated over time.  The 

estimated bubble radius at this location, however, varies between minimum and 

maximum values.  The other eight locations (Fig. 4.4b – 4.4h) show increases in gas 

content throughout the duration of the study, consistent with development of gas bubbles 

following rewetting of the peat monolith at the beginning of the study.  In many cases 

(Figs. 4.4e – 4.4i), the rate of increase in gas content is much faster at first, then becomes 

less rapid or stabilizes.  In the upper layer (Figs. 4.4b and 4.4c) the estimated bubble 

radius decreases throughout the study period.  The center middle and lower layers (Figs. 

4.4e and 4.4h) indicate a trend in increasing bubble radius, while the locations 

corresponding to Figs. 4.4d, 4.4f, 4.4g and 4.4i show mixed patterns.   

4.4.3 Lab results: Chen and Slater [2015] 
Figure 4.5a shows the power spectra from GPR for the four depth regions 

analyzed in the Chen and Slater [2015] lab study and Figure 4.5b shows gas content 

estimates.  Figure 4.5c shows the area percentage of bubbles observed on the side of the 

tank, while Figure 4.5d shows average, minimum and maximum effective bubble radii 

(calculated from the total area of individual bubbles on the side of the tank).  The circled 

 



129 
 

symbols in Fig. 4.5d indicate the estimated radii of bubble using the estimation approach 

described above.  The area of bubbles observed appears to be a reasonably good proxy 

for the FPG content of the layers themselves, as evidenced by the direct relationship 

between area percentage of bubbles (Fig. 4.5c) and the gas content estimated for the layer 

(Fig. 4.5b).  The largest gas content value and area percentage of bubbles occurs in the 10 

– 15 cm layer, followed by the 15 – 20 cm layer, the 5 – 10 m layer, and finally the 0 – 5 

cm layer.  The estimated radii from GPR are consistently larger than those estimated by 

the hand drawing approach.  While the 10 – 15 cm layer shows the highest gas content 

and the largest bubbles observed through hand drawing, the bubble size estimated 

through GPR indicates the largest bubbles exist in the 15 – 20 cm layer.  Otherwise, 

bubble size estimates from GPR follow the same pattern as those estimated from hand 

drawing. 
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Figure 4.3 – power spectra for each of the nine observation positions in the Yu et al. [2014] lab study. 
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Figure 4.4 – relationship between estimated bubble radius and gas content for each of the nine observation 

positions in the Yu et al. [2014] lab study. 
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Figure 4.5 – parameters from the Chen and Slater [2015] bubble tracking lab study. (a) the power spectra 

from the 4 depth regimes.  (b) the gas content calculated from GPR first arrivals, (c) relative area on the 

side of the tank with bubbles for each depth interval area, (d) average bubble radius observed through hand-

drawing, with bars indicating the range of sizes observed.  Circled points indicate the radii estimated 

through the GPR bubble size estimation approach used in this paper. 

 

4.4.3 Field results 
Coring information gathered during installation of the boreholes for the field 

study is shown in Figure 4.6a.  The von Post H values shown in this figure represent a 

qualitative field assessment of the relative degree of decomposition (H1 being least 

decomposed, H10 being most decomposed).  Levels of decomposition increased with 

depth, with generally lower decomposition observed in the upper 3 m and a more 

decomposed region below 3 m.  

The power spectra for 11 positions from the field dataset are shown in Figure 4.6.  

The power spectra above 3.3 m are noticeably more peaked in shape than those at greater 

depths.  There is also an observable decrease in magnitude from the surface to 3.3 m 

depth across all frequencies of the power spectra. 
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Depth averaged (from the borehole region) inverted bulk conductivity data from a 

separate electrical resistivity imaging experiment is shown in Figure 4.7b.  Electrical 

conductivity was found to decrease with depth, averaging around 8 mS m-1 at the surface 

to 5 mS m-1 at the mineral soil. 

The estimated gas content from all field datasets are shown in Figure 4.7c.  Gas 

content shows a sudden decrease around 3 m depth.  Changes in the estimated bubble 

radius also occur around this depth, showing a sudden increase in size above this layer 

and a sudden decrease below.  The average bubble radii from this lower region are on 

average slightly larger than those estimated for the region above 3 m.  

Figure 4.6 – power spectra for the field study at the 11 depths analyzed. 
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Figure 4.7 – (a) coring information from a core taken during installation of the boreholes used for the field 

GPR transmission study. (b) bulk conductivity response from a separate electrical resistivity imaging 

experiment averaged for the depth profile of the GPR borehole region. (c) estimated gas content and (d) 

shows estimated bubble radii. 

4.5 Discussion 
In general, we expect that the formation of gas bubbles has a contrasting effect on 

total attenuation.  On the one hand, the formation of bubbles increases scattering 

attenuation.  On the other hand, development of such bubbles decreases water content 

and therefore decreases absorption attenuation (primarily due to dielectric relaxation of 

water molecules).  The overall effect of developing gas bubbles on total attenuation will 

therefore be dependent on the size of the bubbles themselves. 

A key observation of this study is that the frequency dependence of these two 

attenuation phenomena differ vastly.  Whereas absorption attenuation has a relatively 

weak frequency dependence, scattering attenuation possesses a 4th order dependence on 

frequency and a 6th order dependence on particle diameter that rapidly diminishes once 
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particles are of a size similar to that of the wavelength of incoming radiation.  In terms of 

the parameters investigated in this study, synthetic modeling suggests that for frequencies 

and bubble sizes in the Rayleigh scattering range, relative increases in gas content (from 

bubbles) would be manifest as a frequency shift toward lower frequencies (indirect 

relationship) as higher frequencies are preferentially attenuated.  We would expect to 

continue seeing these trends as bubbles continued to grow and/or coalesce until Mie 

scattering effects became significant (i.e., bubbles approached the size of the GPR 

wavelength).  At this threshold, we would expect to see diminishing frequency 

dependence on bubble size. 

Our approach is an attempt to use the unique attributes of scattering phenomena to 

estimate the average bubble radius based on changes in the shape and magnitude of the 

power spectra of GPR signals.  Given the potential for mixed Rayleigh/Mie scattering 

effects, this method should provide reasonable estimates for gas bubble size given 

estimates of the absorption attenuation. 

Figure 4.4 depicts different relationships between gas content and estimated 

bubble radii.  In some cases, the average bubble size appears to decrease while the gas 

content increases, as seen in Figs. 4.4b and 4.4c, and to some extent in Figs. 4.4d, 4.4g, 

and 4.4i.  This can be interpreted as the initial presence of larger pockets of trapped gas 

followed by the formation of many small bubbles.  The pattern observed in Figs. 4.4e and 

4.4h suggest that bubbles are on average coalescing or becoming larger.   

The Chen and Slater [2015] lab data (Fig. 4.5) show smaller observed bubble 

radii on the side of the tank than those predicted through our estimation approach.  In 

general, however, the predicted bubble radii follow a similar pattern to those observed on 
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the side of the tank, with larger bubble sizes estimated from both the GPR data and the 

hand drawing approach in the lower 10 – 20 cm depth regimes compared to the 0 – 10 cm 

depth regimes.  This discrepancy is not necessarily surprising, however, given that 

bubbles observed on the side of the tank may not be representative of those existing 

within the center of the monolith. 

Both lab studies were limited by the fact that detailed information on the electrical 

conductivity of the samples was absent, and were instead computed based on an assumed 

initial conductivity.  Therefore, some error may be introduced as a result.  Future studies 

should incorporate electrical conductivity monitoring to ensure absorption attenuation 

effects are well-quantified. 

The field study (Fig. 4.7) indicates a decrease in gas content below 3 m 

(corresponding to a change in the level of decomposition observed in coring, Fig. 4.7a) 

coupled with a slight overall increase in the average bubble size.  The overall average 

indicates bubbles of approximately 0.04 m radius.  Such large bubbles may exist in 

peatlands, given that there is some evidence to suggest bubbles reach at least a meter in 

radius (i.e., Comas et al., 2008). 

 There is a very large estimated bubble radius (0.1 m) observed above the 3 m 

layer followed by the small bubble radius observed immediately below (0.01 m).  This 

difference could be attributed to non gas-related objects (i.e., pieces of undecomposed 

material).  Although some woody debris was encountered during coring in the lower 3 m 

(Fig. 4.7a), we consider this alternative unlikely as well given the overall more 

decomposed nature of this interval. 
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Although we have modeled scattering by spheres of gas in a peat soil, it is likely 

that large bubbles are not adequately represented as spheres, which may alter the 

anticipated scattering response.  For instance, Kettridge and Binley [2008a] noted that 

larger bubbles seemed to become less spherical and tended to cluster in the vertical plane, 

and Chen and Slater [2015] observed large bubbles that were clearly not spherical in 

cross section.  Nevertheless, we anticipate that relative changes in the power spectra, 

given a known overall gas content and after correction for absorption attenuation effects, 

provides an idea of the approximate bubble size in peat. 

An additional consideration is that although we have corrected for geometrical 

spreading of energy in our preprocessing of the GPR signals in the examples used in this 

study, each trace cannot be considered representative of the straight line path between 

transmitter and receiver only.  Therefore, estimates of the average bubble radius include 

the influence of attenuation effects outside of this direct path.  In other words, bubbles or 

other heterogeneities from outside the straight raypath may act as primary or secondary 

scatterers of energy. 

Future work could endeavor to model variations in bubble shape.  Perhaps the 

most important next step, however, is to perform a similar experiment with known 

information on bubble size and electrical conductivity.  Such information could be used 

to validate and/or calibrate the bubble size estimation procedure.  However, the approach 

used here enables some inference on likely bubble size, and changes in bubble size, from 

GPR – information that is typically available by no other means in situ yet is increasingly 

recognized as an important control on ebullition dynamics. 
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4.6 Conclusions 
 

Through synthetic modeling and evidence from lab and field data, we show that 

relative changes in the frequency power spectra from the non-noise dominated portions of 

GPR traces may yield information on gas bubble size dynamics.  Further, we found 

evidence to suggest that large bubbles (i.e., ~ 0.04 m mean effective radius) may exist at 

a field site in Caribou Bog, Maine.  The frequency dependent attenuation of GPR energy 

is a combination of absorption attenuation and scattering effects, however these effects 

can be theoretically modeled and used to estimate the average scatterer size.  These 

findings have implications for the importance of bubble size with respect to gas dynamics 

in peatlands, and highlight the utility of GPR to provide additional information in this 

regard. 
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Chapter 5: Conclusions 
 

5.1 Primary scientific findings 

5.1.1 Updated models of gas dynamics 
Results from the field studies provide evidence that both shallow and deep peat 

models are applicable to biogenic gas dynamics in Caribou Bog, Maine (shown as a 

schematic representation in Figure 5.1).  While most biogenic gas activity (i.e., increases 

and decreases) are observed in the top meter of peat, it appears that large volumes of 

methane exist and are less frequently released from deeper regimes, particularly where 

some confining layer is present or a nutrient supply is available from below (facilitated 

by a permeable esker deposit in the case studied here).  Consistent with previous 

research, drops in atmospheric pressure appear to be one of the main factors to trigger the 

sudden ebullition of gas. 

 

Figure 5.1 – combined gas dynamics model for the field sites investigated in Caribou Bog, Maine. 
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5.1.2 Gas bubble size estimates 
Study of the likely size of gas bubbles (found to be on average 0.04 m in radius in 

this study) offers an early step in directly understanding the relationship between pressure 

and buoyancy forces, and may help to construct quantitative models of ebullition.  These 

findings emphasize the importance of the deep peat as a reservoir for biogenic gases that 

may contribute a significant fraction of the overall methane flux to the atmosphere.  

Furthermore, these studies demonstrate the need for multimethod approaches for 

investigating biogenic gas dynamics in peatlands, as these processes occur at variable 

spatiotemporal scales. 

5.2 Technical contributions 

 In addition to the scientific contributions mentioned above, the studies presented 

offer two key technical contributions for studying biogenic gas dynamics in peatlands.   

5.2.1 Monitoring gas dynamics with autonomous ERI 
First, a methodology for using autonomous ERI to study biogenic gas variations 

in peatlands.  While ERI is not capable of directly estimating gas content, such data are 

invaluable as a proxy for viewing relative changes in gas content in 3D volumes at field-

relevant scales (i.e., meters) and helps to bridge the scale gap between point based 

measurements and measurements at the km scale.  The minimally invasive nature of ERI 

avoids disturbance of the peat and thus allows study of natural biogenic gas dynamics. 

5.2.2 Bubble size estimation from GPR 
 Second, a simple model relating frequency dependent scattering attenuation of 

GPR signals to gas bubble radii in peatlands is developed (schematic representation and 

example in Figure 5.2).  Information on the actual size of gas bubbles in peat is extremely 

limited due to technical limitations of direct methods.  This method is therefore an 

 



141 
 

important contribution to the geophysical toolbox in regard to biogenic gas studies in 

peatlands.  Further, this method is theoretically applicable to existing GPR datasets, and 

could shed new light on information already gathered from the lab and field. 

 

Figure 5.2 – (a) schematic representation of loss of GPR energy due to absorption and (b) loss of energy 

due to scattering. (c) bubble size estimation approach using time lapse GPR data (blue and red lines) and  

estimated absorption attenuation (purple line).  The estimation procedure uses a Mie scattering model to 

compute the scattering contribution to total attenuation (absorption plus scattering) for a range of bubble 

sizes and selects bubble radii that best fit the change in the power spectrum between the two GPR datasets 

(green line). 
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5.3 Recommendations for future work 

Although some significant advances have been made through this research, the 

study of biogenic gas dynamics in peatlands remains a field of opportunity for future 

study.   

5.3.1 Development of peat specific petrophysical models 
There is a need for further controlled laboratory studies relating geophysical 

parameters to biogenic gas properties.  In this work, ERI is used to infer qualitative 

changes in gas content over a 3D volume in a natural peatland, but this approach is 

somewhat limited by the fact that Archie’s Law is likely unsuitable for peat soils [Comas 

and Slater, 2004; Slater et al., 2007; Kettridge et al., 2011], given that surface conduction 

and electrical conduction effects also influence the bulk resistivity estimated by ERI. 

While Comas and Slater [2004] developed models to predict changes in pore water 

conductivity and porosity through ERI (coupled with additional induced polarization 

measurements), further work is needed to adapt these models to the context of gas 

dynamics.  In particular, published induced polarization results from peatlands at the field 

scale are limited [Slater and Reeve, 2002].  An attempt was made during this PhD work 

to collect such data in the field, but I found that inversions yielded unrealistic results – it 

would seem the methodology for collecting reliable induced polarization data in 

peatlands is a task worthy of further investigation, given the potential of this method to 

provide information on fluid conductivity and porosity. 

Second, this work presents a physically-based model that relates changes in shape 

of the power spectrum from a GPR signal to changes in spherical gas bubble radius.  A 
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direct follow up study would be to employ the gas bubble size estimation approach under 

conditions where the size of the bubbles could be directly monitored, perhaps beginning 

with only a tank of water and a means to inject and trap gas (i.e., a gas valve at the 

bottom removable shelves along the side of the tank).  By performing such a study, 

scattering attenuation could be more readily constrained (by removing the effect of peat 

heterogeneity). 

5.3.2 Studies of the deep peat 
Another research need is for studies focusing on the deep peat.  Although 

geophysical methods offer useful indirect information on gas content and dynamics from 

deep peat, there is limited direct information available from deep peat to validate these 

findings.  The two limitations of direct methods for assessing gas content are (1) 

invasiveness (and thus disturbance of natural processes) and (2) spatial scale (direct 

measurements are typically limited to very local scale on the order of cm).  Despite these 

limitations, such measurements provide crucial information to understand the probable 

causes for anomalies observed in geophysical data.  Along these lines, biological and 

geochemical data from deep peat would also be highly useful in understanding the 

probable causes of biogenic gas content variations. 

5.3.3 Incorporation of other geophysical monitoring tools 
Nuclear magnetic resonance (NMR) is a geophysical technology that is highly 

sensitive to water content and has great potential to study biogenic gas processes in peat, 

but has not yet been included in the arsenal of geophysical tools used toward this end.  

While NMR has long been used in resources exploration, this technology has only 

recently seen use in environmental investigations, and instruments are available for lab 

analysis as well as field surface and borehole deployment.  It should be noted, however, 

 



144 
 

that field NMR field instruments require large wire loops (on the order of 100 m) and 

surveys are typically carried out as 1D soundings, which cannot resolve horizontally 

heterogeneous features.  More research is therefore needed to develop NMR tools for 

time-lapse monitoring of near surface processes, including peatland gas content 

variations. 

Induced polarization (IP) is sensitive to the capacitive properties of materials.  

Similarly, spectral induced polarization (SIP) examines how charge storage varies at 

different frequencies.  Both methods use a similar acquisition scheme as ERI but require 

specialized equipment.  It is already mentioned above that more work is needed to 

develop IP for peatland studies, and the use of SIP has seen only slight attention.  Comas 

and Slater [2004] collected SIP data (0.1 – 1000 Hz) on several peat samples, however 

information was presented in terms of a single frequency (1 Hz) and the spectral response 

was not explored.  Also, Weller et al., 2006 demonstrated the use of SIP as a viable 

method to detect large wooden archeological relics in peatlands, however environmental 

processes were not investigated as part of this research.  Further work could therefore 

attempt to develop links between SIP data and peat biogeochemistry, textural 

characteristics, and/or hydraulic properties, which could in turn serve to enhance the 

understanding of drivers of biogenic gas dynamics. 

 

5.3.4 Bridging the scale gap: relating biogenic gas dynamics across spatiotemporal scales 
It is crucial to understand how biogenic gas processes propagate from the local 

(point) scale up to the global scale if process-based models are to be successfully used for 

climate model calibration and simulation.  The ‘ideal’ scenario is to be able to make 
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accurate, high resolution predictions on peatland gas uptake and release based on existing 

datasets, but it is impossible to gather detailed point-based measurements across all 

peatlands throughout the world.  The work presented in this thesis represents an 

important step in upscaling from local to intermediate-scale (i.e., geophysical 

measurements on the order of sub meter to tens of meters scale) observations of gas 

dynamics, but there is also the additional step of understanding how these intermediate 

scale datasets can be integrated into remote, satellite-based observations.   

5.3.5 More field datasets and access to those datasets 
It has been shown in chapter 3 of this thesis that the underlying hydrogeology and 

peat physical properties play a critical role in biogenic gas dynamics.  However, these 

types of measurements (namely, GPR and ERI) remain limited to a few select areas 

across the world.  Collecting such measurements could yield important information on 

how peat properties and biogenic gas processes compare/contrast.  During this PhD, I 

have had the opportunity to participate in collecting some preliminary geophysical data 

from peatlands at several sites in Indonesia and in the Ecuadorian Páramo.  These data 

are immediately useful in determining the suitability of geophysical technologies for 

future study.   

Additionally, it is important that researchers seeking to perform these kinds of 

research have open access to data that have already been acquired.  Some efforts have 

been made to this end already, but are far from comprehensive in terms of incorporating 

existing data.  For example, the Holocene Perspective on Peatland Biogeochemistry 

(https://peatlands.lehigh.edu/) [Loisel et al., 2014] currently includes a searchable map 

with data from 268 peat cores from 215 sites in the northern hemisphere.  The 
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International Mire Conservation Group’s Global Peatland Database 

(http://www.imcg.net/pages/publications/imcg-materials.php) provides general 

information on individual countries in Africa and Asia, and some countries house 

databases specifically for peatlands (for example, the Peatlands of Canada database).  

However, there is no project that synthesizes the many types of data collected from 

peatlands.  Admittedly, such a project would require cooperation from many entities, not 

to mention dedicated staff, time and monetary resources to keep such a database 

organized and operational.   
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