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Molecular simulations have become an essential part in modern chemistry research. Due to

the wide variety and complex nature of practical chemistry problems, the multiscale sim-

ulation approach, which attempts to solve problems at different scales using different level

of theories, has been widely employed. In this dissertation, several practical applications of

multiscale simulation methods to the study of RNA catalysis as well as some method de-

velopment work are presented. In Chapters 3 and 4, detailed investigations using quantum

mechanical methods on the transition state structures in native and catalyzed model reac-

tions that mimic RNA self-cleavage are presented, which serve as a baseline for the following

mechanistic studies on real catalytic RNAs. Chapter 5 presents an example of a holistic

approach on a mechanistic problem in a real catalytic RNA, which is the hammerhead ri-

bozyme. Quantum mechanical methods, classical simulations and hybrid quantum-classical

calculations are employed together to resolve the controversial role of residue G12 in ham-

merhead ribozyme. Finally, in Chapter 6, method developments on an advanced sampling

method called the multi-dimensional replica exchange method is presented and applied to

two prototypical problems in biochemistry. Taken together, the work presented here provide

new insights into the molecular-level mechanism of RNA catalysis, which is of fundamental

importance to our understanding of the underlying chemical principles in life.
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saturated to hexacoordination by water but only key water molecules are

shown for clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.4. Comparison of TS structures in baseline, Zn2+-catalyzed and RNase A-

catalyzed model reactions. The two imidazole rings in the RNase A model

represents His12 (left) and His119 (right) residues in RNase A. . . . . . . . 68

5.1. Illustration of the active site interactions in HHR and its self-cleavage mech-

anism. The N1 position of guanine in the putative general base G12 (blue)

needs to be deprotonated before acting as a proton acceptor to deprotonate

the 2’-OH in C17 (red), which will then act as the nucleophile to attack

the phosphorous. Recent studies11,12 indicate that there could be a Mg2+

directly bound at the Hoogsteen face of G12 (“G-site”) to facilitate its de-

protonation. Another Mg2+ is believed to play the role of activating the

2’-OH of the general acid G8 (green) by migrating from the binding site at

N7 of G10.1 (“C-site”) observed crystallographically into a bridging posi-

tion (“B-site”) with the scissile phosphate, in accord with thio/rescue effect

experiments13,14,15. In this bridging position, the Mg2+ can coordinate the

2’-OH of G8, increasing its acidity, and facilitating proton transfer to the O5’

leaving group in the general acid step of the reaction16. . . . . . . . . . . . 74

xiv



5.2. (Left) Canonical numbering of guanine nucleobase. (Right) Resonance struc-

tures of guanine deprotonated at N1 position with formal charge alternately

on the N1 and the O6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.3. Chemical structures of guanine and several chemically modified guanine molecules

studied in this work. Experimental pKa values at the N1 position (taken from

Refs. 17,18) are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.4. Optimized geometries of Mg2+-guanine (A) and Mg2+-deprotonated guanine

(B) complexes . Selected bond lengths shown are in Å. . . . . . . . . . . . . 82
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1

Chapter 1

Introduction

The focus of my doctoral research is the computational study of RNA catalysis using mul-

tiscale techniques which includes electronic structure calculations, classical molecular dy-

namics, hybrid quantum mechanical/molecular mechanical simulations and advanced free

energy methods. Such a wide variety of theoretical tools are required because computer

simulation of RNA catalysis is a complex task in which different types of results need to be

interpreted/predicted using different level of theories. The ultimate goal is to take a holistic

approach using multiscale simulations to truly bridge the gap between computational re-

sults and experimental observables, which will take the different complicating factors such

as conformational switching, metal ion binding and acid-base equilibria into account. In

this dissertation, the projects I’ve worked on during my doctoral research that attempt

towards the ultimate goal will be presented.

In Chapter 2, a summary of the essential theoretical background of the state-of-the-art

multiscale molecular simulation methods is provided and the specific strategies in simulating

catalysis in biomacromolecules are discussed. In Chapter 3, which is partially reprinted with

permission from Ref. 19, high-level electronic structure calculations on the non-enzymatic

model reactions of RNA self-cleavage are performed to characterize the effects of different

leaving groups on the reaction mechanism via kinetic isotope effects calculations. The results

also correctly predict the relationship between leaving group acidity and transition state

structure in the ribonuclease A enzyme. In Chapter 4 that is partially reprinted with per-

mission from Ref. 20, the strategy is extended to predict the mechanism of Zn2+-catalyzed

non-enzymatic model reactions which could serve as a prototype of metal ion-facilitated

RNA self-cleavage and shed light on the mechanism of many self-cleaving ribozymes. The

predicted mechanism closely resembles the mechanism in ribonuclease A which also has
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very similar kinetic isotope effects signatures as the Zn2+-catalyzed reaction. In Chapter

5 which is partially reprinted with permission from Ref. 21, we move from non-enzymatic

model reactions to a real RNA enzyme which is the hammerhead ribozyme. A wide variety

of simulation methods has been applied to reconcile the inconsistencies between biochem-

ical data and recent crystal structure on the activation mode of general base. Simulation

results support the existence of an additional Mg2+ in the active site which is observed in

the recent crystal structure and predict that the pKa of the general base guanine to be

shifted down by the additional Mg2+ to a value that is consistent with biochemical data.

Finally, Chapter 6 presents the development and applications of a software framework that

enables customizable and multi-dimensional replica exchange molecular dynamics simula-

tions, which could be used to improve the description of complicated biophysical problems

that are multi-dimensional in nature in molecular simulations.
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Chapter 2

Background

2.1 Overview of Modern Molecular Simulations at Different Scales

Benefited from the rapid growth in the power of computers, computational modeling and

simulations are now playing a huge role in almost all areas of science and engineering.

For chemistry that primarily deal with molecules, a wide variety of molecular modeling

and simulation methods have been developed. However, even within the field of chem-

istry, the scope of interesting applications is very diverse, from the hyperfine spectrum

of astrochemical molecules which normally only have 2∼10 atoms, to organic chemistry

reaction mechanisms in solution that typically involves 20 to 100 atoms, to the folding pro-

cess of a protein in solution that could have thousands of atoms and to the structures of

lipid bilayers in the membrane that could even go up to hundreds of thousands of atoms.

Problems at different scales require different level of accuracy and need to be solved with

quite different approaches. In this section, we’re going to briefly introduce and discuss the

theoretical foundations and areas of suitable applications of the state-of-the-art molecular

modeling/simulation techniques at different scales.

2.1.1 Ab initio Electronic Structure Theory: Atoms and Small Molecules

Chemistry is mostly about the behavior of electrons, which is governed by the laws of

quantum mechanics. Unlike classical particles, the motion of quantum particles such as

electrons are described by wavefunctions, which satisfy the Schrödinger equation

ĤΨ = i~
∂Ψ

∂t
(2.1)
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In most chemistry problems, we could use the time-independent Schrödinger equation

instead

ĤΨ = EΨ (2.2)

This equation, however, could be analytically solved only if there’s only 1 electron in

the system (H, He+, Li2+ etc.). For almost all chemical systems which are many-electron

systems, approximations need to be made to solve the equation. Here, we’ll introduce the

most common quantum chemistry methods to solve this problem.

Hartree-Fock and Post-Hartree-Fock Methods

The Hartree-Fock (HF) theory, which solves the electronic Schrödinger equation of many-

electron systems under the variational principle, is the foundation of most modern quantum

chemistry methods22. To begin with, the electronic Schrödinger equation of electronic

configuration {r} at a fixed set of nuclear coordinates {R} could be written as



−1

2

∑

i

∇2
i −

∑

i,A

ZA

riA
+
∑

A>B

ZAZB

RAB
+
∑

i>j

1

rij



Ψ(r;R) = EelΨ(r;R) (2.3)

in which the four terms in the Hamiltonian on the l.h.s correspond to the electron kinetic

energy, nuclear-electron potential energy, nuclear-nuclear potential energy and electron-

electron potential energy, respectively. Note that the kinetic energy term for the nuclear

is ignored here according to the Born-Oppenheimer approximation. The wave function

Ψ(r;R) for a N-electron system could be written in the form of a Slater determinant

Ψ(r;R) =
1√
N !

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

χ1(x1) χ2(x1) . . . χN (x1)

χ1(x2) χ2(x2) . . . χN (x2)

...
...

. . .
...

χ1(xN ) χ2(xN ) . . . χN (xN )

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(2.4)

that satifies the Pauli exclusion principle in which xi is the spin orbital (product of the

spatial orbital and α/β spin function) of electron i. The Slater determinant is often written
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in short as |χ1χ2 . . . χN 〉. For the Hamiltonian, we further divide it into the one-electron

operator

h(i) = −1

2
∇2

i −
∑

A

ZA

riA
(2.5)

and the two-electron operator

v(i, j) =
1

rij
(2.6)

with which we could re-write the total electronic Hamiltonian as

Ĥel =
∑

i

h(i) +
∑

i>j

v(i, j) + VNN (2.7)

in which VNN is a constant (because {R} is fixed) therefore could be ignored. Now the

electronic energy could be expressed as

Eel = 〈Ψ|Ĥel|Ψ〉 (2.8)

and our goal is to find the optimal Ψ that minimizes Eel. Using a variational approach,

we can obtain the Hartree-Fock equation



h(x1) +
∑

j

(Jj(x1) −Kj(x1))



χi(x1) = ǫiχi(x1) (2.9)

where Jj is the Coulomb operator

Jj(x1) =

∫

dx2|χj(x2)|2r−1
12 (2.10)

and Kj is the exchange operator

Kj(x1)χi(x1) =

[
∫

dx2χ
∗

j (x2)r
−1
12 χi(x2)

]

χj(x1) (2.11)
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The l.h.s of HF equation is also named as the Fock operator

f(x1) = h(x1) +
∑

j

(Jj(x1) −Kj(x1)) (2.12)

This scheme is, however, not easy to be solved by computers. Roothaan then introduced

the matrix transformation form of HF equations which addressed the problem. First, we

expand the spin orbitals as linear combinations of a set of basis functions χ̃

χi =
K
∑

µ

Cµiχ̃µ (2.13)

with which HF equation becomes

f(x1)
∑

ν

Cνiχ̃ν(x1) = ǫi
∑

ν

Cνiχ̃ν(x1) (2.14)

Multiplying both sides by χ̃∗

µ(x1) and integrating, we get the Hartree-Fock-Roothaan

(HFR) equation as

∑

ν

FµνCνi = ǫi
∑

ν

SµνCνi (2.15)

where the elements of the Fock matrix F is

Fµν =

∫

dx1χ̃
∗

µ(x1)f(x1)χ̃ν(x1) (2.16)

and the elements of the overlap matrix S is

Sµν =

∫

dx1χ̃
∗

µ(x1)χ̃ν(x1) (2.17)

The HFR equation could also be written in a more compact form as

FC = SCǫ (2.18)
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Figure 2.1: (Left) Highest occupied molecular orbital (HOMO) and (right) lowest unoc-

cupied molecular orbital (LUMO) of the benzene molecule from a HF/6-31G* calculation,

which agrees with Hückel theory. This calculation only takes a few seconds on a desktop

computer.

This equation is equivalent to HF equation and solving this equation iteratively by

starting with a initial guess of coefficient matrix C and a set of atomistic basis functions

(basis set) will yield the optimal C that minimized Eel. Since this method is variational,

the result will depend on the completeness of the basis set. With a complete basis set, the

electronic energy Eel one could get by solving HF or HFR equation is called the Hartree-

Fock limit. However, the Hartree-Fock limit is not the exact electronic energy because

it ignores the electron correlation between opposite-spin electrons by nature, which leads

to the underestimation of electron correlation energy. The electron correlation energy is

defined as

Ecorr = Eexact − EHFlimit (2.19)

which is usually about 1 % of the total Eel but is in the same order of magnitude as

common chemical reaction energies. In practice, people did notice that HF had poor perfor-

mances in predicting reaction energies and non-covalent interaction energies23. Therefore,

although HF calculations could now be routinely performed for relatively small (< 50 atoms)

molecules even on personal desktop computers (see the Figure above for an example), the

application of HF in solving real chemical problems is still fairly limited. A variety of

HF-based methods that attempt to treat electron correlation properly have been developed
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(often refered as the “post-HF” methods) and we’ll very briefly introduce some of them.

As stated above, the Hartree-Fock limit is still quite far away from the exact electronic

energy, but that’s already the best we can get if just considering a single electronic configu-

ration by using only one Slater determinant. In HF, only the ground state configuration is

considered in the wavefunction expressed as a single Slater determinant. So, an immediate

thought would be to also include excited states in the wavefunction, such as

Ψ = a0ΨHF +
occ.
∑

i

vir.
∑

r

ar
i Ψ

r
i +

occ.
∑

i<j

vir.
∑

r<s

ars
ij Ψrs

ij + . . . (2.20)

in which indexes i,j go over all occupied (occ.) orbitals and indexes r,s go over all

unoccupied/virtual (vir.) orbitals in the ground state. If we truncate after the third term

in the equation above, we’ll have a wavefunction that contains the wavefunctions of the

ground state, all single-excited states and all double-excited states and they’re all allowed

to interact with each other. This is called the configuration interaction (CI) method. In this

particular case, the method is called CISD where S and D stand for single-excited states

and double-excited states, respectively. If triple-excited states are also included, it becomes

CISDT. If all combinations of possible excited configurations are considered, we get the

full-CI method which gives the exact electronic energy Eexact if using a complete basis set.

However, the computational cost of full-CI becomes totally untractable even for molecules

with only ∼10 atoms. Therefore, full-CI is impractical for most chemical problems and is

only used for extremely small molecules as benchmarks. Using the variational principle, the

CI equation could be written as

Hc = ESc (2.21)

where

Hij = 〈Ψi|Ĥel|Ψj〉 (2.22)

Sij = 〈Ψi|Ψj〉 (2.23)
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Note that in CI, only the coefficients of all the configuration wavefunctions got varia-

tionally optimized, but not the coefficients of all the spin orbitals within each configuration

wavefunction, which were optimized once using HF in the beginning of the CI calculation

and were fixed in the remaining steps. Otherwise, it becomes the multi-configurational self-

consistent field (MCSCF) method in which all the coefficients of the spin orbitals within

each configuration wavefunction are also variational parameters. In general, CI methods

could recover a significant portion (> 80 %) of the total electron correlation energy22 and

in practice, CISD and CISD(T) (the triple-excited states are treated perturbatively) are

the most commonly used truncated CI methods and could even be applied to relatively

small molecules (< 50 atoms) if supercomputer is available. One problem of truncated

CI methods is the size-consistency issue, which means in truncated CI, the energy of two

non-interacting molecules calculated together is not equal to the sum of the energies of

them calculated separately. Quadratic configuration interaction (QCI) methods have been

developed to solve this issue.

Another class of post-HF methods is the Møller-Plesset (MP) perturbation theory, in

which we first re-write the Hamiltonian as

Ĥ = Ĥ0 + λĤ ′ (2.24)

where the zeroth-order Hamiltonian Ĥ0 is the Fock operator and the pertubation term

Ĥ ′ is the difference between the real electron repulsion r−1
12 and Ĥ0. By doing a Taylor

expansion on the energy and wavefunction as

Ei =
∑

j=0

λjE
(j)
i (2.25)

|Ψi〉 =
∑

j=0

λj |Ψ(j)
i 〉 (2.26)

and by comparing coefficients, we could get the expressions for energy and wavefunction

terms at all orders. The first three orders of energy terms are
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E
(0)
0 =

∑

i

ǫi (2.27)

E
(1)
0 = −1

2

∑

ij

〈ij||ij〉 = EHF
0 − E

(0)
0 (2.28)

E
(2)
0 = −

∑

i<j,a<b

|〈ab||ij〉|2
ǫa + ǫb − ǫi − ǫj

(2.29)

where 〈ab||ij〉 is defined as the difference between two two-electron integrals

〈ab||ij〉 = 〈ab|ij〉 − 〈ab|ji〉 (2.30)

〈ab|ij〉 =

∫

dx1dx2χ
∗

a(x1)χ
∗

b(x2)r
−1
12 χi(x1)χj(x2)(“physicists’ notation”) (2.31)

(ab|ij) =

∫

dx1dx2χ
∗

a(x1)χb(x1)r
−1
12 χ

∗

i (x2)χj(x2)(“chemists’ notation”) (2.32)

The sum of the zeroth-order and first-order energies is equal to the HF energy, while the

sum up to nth-order is called MPn energy. The most commonly used MP method is MP2,

which could give results slightly worse than CISD (still much better than HF) but at a largely

reduced computational cost. For molecules up to mid-size (< 100 atoms), MP2 could be

routinely performed on supercomputers. MPn methods do not have size-consistency issue.

The last class of post-HF methods I’ll introduce here is the coupled cluster (CC) theory,

in which the wavefunction is expressed using the cluster operator

|ΨCC〉 = eT̂ |Ψ0〉 (2.33)

= (
∑

n=0

1

n!
T̂n)|Ψ0〉 (2.34)

T̂ = T̂1 + T̂2 + . . . (2.35)

in which T̂1, T̂2 are excitation operators

T̂1 =
∑

ia

tai |Ψa
i 〉 (2.36)

T̂2 =
∑

ijab

tab
ij |Ψab

ij 〉 (2.37)
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If T̂ = T̂1 + T̂2, then the method is coupled cluster with single and double excitations

(CCSD). By adding a perturbative T̂3 term, the method becomes CCSD(T), which is gener-

ally accepted as the “gold standard” of quantum chemical methods at present. CCSD and

CCSD(T) could give results within chemical accuracy (energy error < 1 kcal/mol) in most

cases but are generally limited to small molecules (< 30 atoms) even on supercomputers.

Density Functional Theory

An alternative approach to solve the electronic Schrödinger equation for many-electron

systems is called the density functional theory (DFT). Hohenberg and Kohn found that,

the ground-state properties of a many-electron system only depends on the electron density.

Also, the correct electron density of the system is the one that minimizes the total energy

through a functional. These two theorems are the theoretical foundations of DFT. According

to the theorems, it’s clear that finding a functional that could calculate the correct total

energy at given electron density is the key to solving the problem. As known from HF and

post-HF methods, the hardest part is to calculate electron-electron interaction energies.

Here, we start from a non-interacting system where the electrons don’t interact with each

other and add on the corrections for electron-electron interactions. The basic form of the

functional could be written as

E[ρ(r)] = Ekin,ele.[ρ(r)] + Epot,nuc.−ele.[ρ(r)] + Epot,ele.−ele.[ρ(r)] (2.38)

=
ele.
∑

i

(〈χi| −
1

2
∇2

i |χi〉 − 〈χi|
nuc.
∑

k

Zk

|ri − rk|
|χi〉) +

ele.
∑

i

〈χi|
1

2

∫

ρ(r
′

)

|ri − r′ |dr
′ |χi〉 + Exc[ρ(r)]

(2.39)

The first two terms on the r.h.s. of the second line correspond to the first two terms

on the r.h.s. of the first line, which are the kinetic energy of the non-interacting electrons

and the potential energy of the nuclear-electron interactions, respectively. The electron-

electron interaction energy is divided into the Coulomb term and the exchange-correlation

term (the last two terms on the r.h.s. of the second line). The form of the exact exchange-

correlation functional Exc[ρ(r)] is the only unknown in this equation, which includes not

only the exchange and correlation interactions between electrons but also the correction
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to the electron kinetic energy from the non-interacting system to the real system. One

should also remind that the “orbitals” χi in the equation only represent the single-particle

wavefunctions in the non-interacting system (“Kohn-Sham orbitals”) therefore do not have

direct chemical meanings as the orbitals in HF-based methods do.

Now we know that all problems remain in the form of Exc. To begin with, it seems

reasonable to just assume that Exc only depends on the local electron density. With this

approximation which is called the local density approximation (LDA), the exchange part

in Exc could be solved exactly based on the homogeneous electron gas (HEG) model, while

the correlation part could be interpolated between the two exact solutions of HEG model

at weak-correlation and strong-correlation limits24.

Exc,LDA = Ex,LDA + Ec,LDA (2.40)

Ex,LDA =
3

4
(
3

π
)1/3

∫

(ρ(r))4/3dr (2.41)

For open-shell systems, spin polarization effects could be added to LDA to give the

local spin density approximation (LSDA). The most significant limitation of LDA is that

when the electron density is far from homogeneous (which is the case in most molecular

systems), the LDA could not properly describe the effect of the changing electron density

in the environment. Therefore, LDA is seldomly used in modern computational chemistry

applications although is still a useful method in solid-state physics. To improve over LDA,

one could make the functional depend not only on the density but also on the gradient of

the density. This leads to the generalized gradient approximation (GGA) functionals, which

generally has the form of

Exc,GGA[ρ(r)] = Exc,LDA[ρ(r)] + ∆Exc[
|∇ρ(r)|
ρ4/3(r)

] (2.42)

in which the gradient of the density ∇ρ(r) is taken into account in the last term. If the

second derivative of the density is also included, it becomes meta-GGA functionals. GGA

and meta-GGA functionals offer a significantly better performance in chemical systems than

LDA and are still very useful at present. The most widely-used GGA/meta-GGA functional
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is the PBE functional25, which is very useful in solid-state physics and could also give decent

performance in chemical systems. Another way to improve the accuracy of the functionals,

first introduced by Becke, is to mix in the Hartree-Fock exchange energy (which is the exact

exchange). Those functionals are called hybrid functionals, based on the form of

Exc = (1 − a)EDFT
xc + aEHF

x (2.43)

which is also called the “adiabatic connection method” (ACM). In practice, the mixing

parameter(s) between DFT exchange-correlation and HF exchange are often optimized by

fitting to experimental or high-level post-HF calculation data such as atomisation energies,

vibrational spectra and reaction energies. Of all the hybrid functionals, it’s almost no doubt

that the most popular one is the B3LYP functional26,27, which mixes Becke’s 3-parameter

functional and the LYP correlation functional

Exc,B3LY P = (1 − a)ELSDA
x + aEHF

x + b∆EB
x + (1 − c)ELSDA

c + cELY P
c (2.44)

where a = 0.20, b = 0.72 and c = 0.81. The a,b,c parameters are directly taken from

the original Becke’s 3-parameter functional and not optimized again in B3LYP. Hybrid

functionals are the main-stream DFT methods used in the state-of-the-art computational

chemistry applications because they could perform almost as well as MP2 in many chemical

systems and they’re a lot faster. Molecular systems up to 200 atoms could be routinely

treated with hybrid DFT. Other hybrid functionals besides B3LYP are also very popular

such as PBE025,28 which is the hybrid version of PBE, and the Minnesota functionals

developed by Truhlar and co-workers. One care must be taken in doing DFT calculations is

that different functionals might be fitted to different types of systems therefore a functional

that performs well for certain types of systems might not give good results in other types

of systems. One should always check relevant literatures to make sure choosing the right

functional for a given chemical problem.

So far, we’ve very briefly gone over the atlas of modern ab initio quantum chemistry

methods. Now, back to the theme of this chapter and the entire dissertation, which
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method(s) should one use given a specific system and its chemical problem? Here is a

table (modified from Ref. 23) that gives some basic ideas. To summarize, with ab initio

quantum chemistry, we could treat systems up to ∼300 atoms which is enough for most

chemical systems but not for biochemical systems. For general geometry optimizations and

reaction energy predictions, hybrid DFT should be able to give good results as long as

one chooses the right functional for the system. For highly accurate energetics on small

molecules, one might need to run expensive calculations such as CCSD(T) to calculate the

single point energies, based on the geometry optimized by DFT or MP2. There’re of course

lots of other methods and scenarios that we haven’t mentioned, such as multi-reference

methods which are often necessary for systems with transition metals or radicals. Also, a

variety of software packages have been developed for running quantum chemical calcula-

tions, such as Gaussian, Q-Chem, GAMESS, MOPAC, Molpro and ORCA (just to name

a few). Different software packages often specialize in different methods and might have

implemented the same method differently, which is also important to be kept in mind before

running a calculation.

Table 2.1: Affordable system size and general accuracy of various ab initio quantum chem-

istry methods. Affordable system size is estimated assuming standard supercomputing

resources are available. To achieve the listed accuracy, the basis set used in the calculations

should be no worse than double-zeta with polarization functions.

Method Affordable system size Geometry Energetics

HF < 300 atoms Okay Poor

GGA/meta-GGA < 200 atoms Okay Okay

Hybrid < 200 atoms Good Good

MP2 < 100 atoms Good Good

CCSD(T) < 30 atoms Impractical Excellent
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2.1.2 Semi-empirical Electronic Structure Methods: Balancing Accuracy and

Performance

Methods Based on Neglection of Differential Overlap

Back when a standard HF calculation on a small molecule was still computationally ex-

pensive, there had been thoughts on speeding up HF calculations by making reasonable

approximations. One of the first efforts were made by Pople and coworkers, in which they

came up with the complete neglection of differential overlap (CNDO) method29. The first

approximation in CNDO is to ignore all core orbitals and use only 1 STO for each valence

orbital (often called the “minimal basis set” approximation), which largely reduces the di-

mension of the Slater determinant. Then, an approximation is made on the evaluation of

the two-electon integrals, which is the most time-consuming part in HF, as

(µν|λσ) = δµνδλσ(µµ|λλ) (2.45)

which will ignore all the two-electron integrals except for the ones that have identical µ

and ν orbitals and also identical λ and σ orbitals. This reduces the computational cost of

the two-electon integrals evaluation from N4 to N2 (N is number of orbitals). Moreover, the

surviving two-electron integrals could be pre-calculated as parameters because they only

depend on the identities of the two atoms where the orbitals belong to (one for µ and

ν, the other for λ and σ, could be the same one as well). The original parametrization

scheme in CNDO is to use certain combinations of atomic ionization potentials (IPs) and

electron affinities (EAs). The one-electron integrals in CNDO are also approximated by

empirical parameters including IPs and EAs and other adjustable parameters, which makes

the entire Fock matrix being pre-calculated values and once again significantly reduces the

computational cost. All those approximations, although make CNDO orders of magni-

tude faster than HF, lead to significant errors in many chemical systems. For example, as

the parameters in CNDO depend only on atoms (elements) but not on different types of

atomic orbitals, the repulsions between the two electrons on carbon in singlet and triplet

methylenes becomes identical23, which is obviously against chemical intuition. Therefore,

CNDO is not seen in any “real” chemical applications now. Nonetheless, based on the
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spirit of CNDO, a class of NDO-based semi-empirical methods have been developed, some

of which are still widely used for certain problems. Among them, the neglection of di-

atomic differential overlap (NDDO) based methods form the basis of most state-of-the-art

semi-empirical methods. NDDO, which is an improved version over NDO, also keeps the

two-electron integrals (µν|λσ) in which µ and ν are different orbitals but belong to the same

atom (same for λ and σ). Although this modification introduces much more integrals than

in NDO, NDDO is still much faster than HF in which all possible two-electron integrals need

to be evaluated. Also, by keeping those integrals, the accuracies of NDDO-based methods

are significantly improved over NDO. Methods such as AM130, PM331, PM632 as well as

their dispersion-corrected forms could give reasonable geometries and energetics for most

organic molecules23 therefore are still routinely used in some chemical applications. Also,

Truhlar and coworkers had proposed the specific reaction parameter (SRP) approach33 in

which a specific parameter set is derived for a specific type of reactions and could be used in

predicting mechanisms and energetics of similar reactions. For example, the AM1/d-PhoT

Hamiltonian34 that was specially parametrized for phosphoryl transfer reactions has been

used to study the transphosphorylation in RNA which is a key step in the self-cleavage of

RNA enzymes.

Density Functional Tight Binding Methods

Besides the class of semi-empirical methods based on the approximation to HF theory,

approximated DFT methods have also been developed, one of which is the density functional

tight binding (DFTB) method35. DFTB was first developed and used for solid state material

systems and have been extended to biomolecular simulations36. The derivation of DFTB

starts from DFT, where a reference density is chosen as the sum of the electron densities

on each atom at their unperturbed (neutral) states (thus the name “tight binding”) over

the space. The “real” density is then expanded up to the second order with respect to the

reference density in the exchange-correlation functional.
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EDFTB =
occ.
∑

i

〈Ψi|Ĥ0|Ψi〉 −
1

2

∫∫

ρ0ρ
′

0

|r − r′ |

+
1

2

∫∫

(
1

|r − r′ | +
Exc

δρδρ′
)δρδρ

′

+ Exc[ρ0] −
∫

Vxc[ρ0]ρ0 + Ecc (2.46)

where Ĥ0 is the Kohn-Sham Hamiltonian constructed using the reference density ρ0, Ψi

are the Kohn-Sham orbitals, Exc and Vxc are the exchange-correlation energy and potential,

and Ecc is the core repulsion energy. By expressing Ψi in minimal basis set, adopting a

monopole approximation to the second term and using the two-center approximation to

the integrals, we get the self-consistent field density functional tight binding (SCC-DFTB)

energy expression in the following form37

ESCC−DFTB =
∑

iµν

ciµc
i
νH

0
µν +

1

2

∑

αβ

γαβ∆qα∆qβ +
1

2

∑

αβ

U [Rαβ ; ρα
0 ; ρβ

0 ] (2.47)

where ci are orbital coefficients, ∆q are the Mulliken charges on each atom, γαβ is the

pairwise interaction kernel between two spherical charge densities on atoms α and β and

U is a pairwise repulsive term that includes Ecc. The last two pairwise terms could be

pre-calculated once by fitting to DFT results and tabulated for any future calculations

therefore greatly reduces the computational cost. Indeed, DFTB is about as fast as NDDO

methods23 therefore could be applied to fairly large molecules that normal DFT cannot

handle. New method developments such as DFTB3 which further expands the density to

the third order38 as well as new parameter sets such as 3OB39 have greatly enhanced the

performance of DFTB. For organic/bioorganic molecules, DFTB3/3OB has shown a com-

parable performance to GGA in many properties with a much less computational cost39,40.

The SRP approach has also been adopted for DFTB to describe certain types of reactions

with higher accuracy, such as the SRP for phosphate hydrolysis41.

Approaches Towards Linear Scaling

Electronic structure methods scale at least N3 where N is the total number of basis functions,

due to the required matrix diagonalization procedure to get eigenvalues and eigenvectors.
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Many methods have even sharper scaling such as HF (N4, due to the construction of two-

electron integrals in Fock matrix), MPn (N3+n) and CCSD(T) (N7). This makes the calcu-

lations of very large molecules prohibitve even not considering the prefactor which is quite

large for HF, post-HF and DFT methods. To address this problem, a wide variety of meth-

ods that attempt linear scaling have been developed, such as the divide-and-conquer (DC)

method42 and its modified version (mDC)43, the explicit polarization (X-Pol) method44,

the fragment molecular orbital (FMO) method45 and the effective fragment potential (EFP)

method46. The common strategy among those methods is to divide the large system, either

the molecule itself or its Slater determinant, into many small subsystems and do the self-

consistent field calculations on all subsystems but not the large system itself. Therefore,

the computational cost will only increase almost linearly as the system size increases. Com-

bined with proper descriptions of inter-subsystem interactions, the electronic structure of

the large system could be reasonably reproduced with a significantly reduced computational

cost. For example, using the mDC method with SCC-DFTB Hamiltonian for each subsys-

tem, a single point energy evaluation of a system consists of 3000 water molecules (9000

atoms) could be finished in less than a minute on a single CPU, while the energy evaluation

on the same system using a full SCC-DFTB treatment takes several days using the exact

same CPU43. Those methods could be used as a semi-empirical quantum chemistry method

for large molecules or a quantum mechanical force field (QMFF) for dynamics simulations

of biomacromolecules.

2.1.3 Classical Molecular Dynamics Simulations: Macromolecules and Beyond

Electronic structure methods have gain major success in the description of molecules and

chemical reactions. However, for macromolecules (both biomacromolecules and organic

polymers) that could have thousands of atoms, the computational cost of electronic struc-

ture methods even at semi-empirical level is often beyond the computational power at

present. Moreover, people are often times more interested in the structure and dynamics of

the macromolecules rather than their electronic structures. Therefore, the classical molec-

ular dynamics simulation methods have been developed which approximate the atoms as

classical particles to largely increase the speed and could describe the dynamical behavior
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by propagating the system using Newtonian dynamics. This method has now been widely

used in the simulations of biological systems as well as materials and have been implemented

in many software packages such as Amber, CHARMm, NAMD, Gromacs and LAMMPS

(just to name a few).

All-Atom Molecular Dynamics

In classical molecular dynamics (MD), the dynamics of the system is purely governed by

classical mechanics and follows the Newton’s 2nd law

−∇V (x(t)) = m
d2x(t)

dt2
(2.48)

in which V (x(t)) is the potential energy of the system at the configuration x(t) at time

t. In principle V (x(t)) could be calculated by electronic structure methods but in MD

simulations of macromolecular systems, due to the requirement of speed, V (x(t)) is often

evaluated by an empirical molecular mechanical (MM) “force field” that approximates the

interactions between atoms by some simple functions. The functional form of the AMBER

force field47, which is one of the most widely used force fields in simulating proteins and

nucleic acids, is

VAMBER(x) =
bonds
∑ 1

2
kb(r − r0)

2 +

angles
∑ 1

2
ka(θ − θ0)

2 +
torsions
∑ ∑

n

1

2
Vn[1 + cos(nω − γ)]

+
atoms
∑

i

atoms
∑

j>i

{

qiqj
rij

+ 4ǫij [(
σij

rij
)12 − (

σij

rij
)6]

}

(2.49)

in which the first three terms on the r.h.s. are called the bonded terms and the last

terms are the non-bonded terms. In the bonded terms, the harmonic force constants (kb,

ka and Vn) and the equilibrational lengths/angles (r0, θ0 and γ) are fitted to experimental

values and quantum chemical calculation results. The non-bonded terms consists of the

Coulomb electrostatic energy term and the Lennard-Jones (LJ) potential that describes

van der Waals interactions. The partial atomic charges qi are determined by fitting to the

quantum mechanical electrostatic potential surfaces and the LJ parameters ǫij and σij are
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fitted in a similar way as the bonded parameters. To expand the parameter space for more

accurate results, “atom types” are introduced to distinguish among same elements under

different chemical environments, such as sp2 carbons and sp3 carbons. Other force fields

for biomolecular simulations such as CHARMM, GROMOS and OPLS all have very similar

functional forms as AMBER. Recently, a new class of polarizable force fields have been

developed in which the atomic charges are allowed to change upon polarization to eliminate

the artifacts caused by the fixed-charge approximations, such as the AMOEBA force field48

and force fields based on the Drude oscillator model49.

With the force field, we could now numerically propagate the system in the phase space

according to Newton’s 2nd law. There’re many different propagation schemes, of which the

basic one is the Verlet algorithm50

x(t+ ∆t) = 2x(t) − x(t− ∆t) + −∇V (x(t))

m
(∆t)2 (2.50)

in which the timestep ∆t is often set to 1 fs or 2 fs. Variants such as the velocity

Verlet algorithm51 are also commonly used. To maintain the system in certain ensembles

such as the canonical (NVT) ensemble and the isothermal-isobaric (NPT) ensemble, ther-

mostats/barostats are also required to regulate system variables, which functions by directly

scaling the system variables or coupling the system to external environment/additional de-

grees of freedom. Finally, since the simulation system is normally a periodic box in which

the biomacromolecule is solvated by water molecules and ions, the particle mesh Ewald

method52,53 is often used to describe the long-range electrostatic interactions which should

not be ignored by simply setting a “cut-off” value because it only decays as r−1. Implicit

solvation models that eliminates explicit water molecules have also been developed, such as

the Generalized Born model54.

In a statistical mechanical perspective, MD simulations, similar to the stochastic Monte-

Carlo algorithm, are actually sampling the phase space to evaluate this integral for the

partition function Q

Q =

∫∫

e
−

E(p,q)
kBT dpdq (2.51)
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with which the ensemble average of a property A is

〈A〉 =
1

Q

∫∫

A(p,q)e
−

E(p,q)
kBT dpdq (2.52)

Instead of calculating the space average in Monte-Carlo, MD is attempting to evaluate

the time average, which should be equivalent to the space average assuming ergodicity. In

practice, however, reaching ergodicity in a simulation is difficult, given the typical biomolec-

ular system in MD with tens of thousands of degrees of freedom, which has become a big

bottleneck of MD. A rule of thumb is, with 100 nanoseconds of MD simulation, the system

could only cross energy barriers less than 10 kBT (∼6 kcal/mol) (Dr. Bernard Brooks,

personal communication), which is smaller than many energy barriers in biomacromolec-

ular systems. Therefore, many advanced sampling methods have been developed for MD

simulations, which will be introduced in later sections.

MD simulations have been widely used in studying (bio)macromolecular behaviors, such

as protein/nucleic acids folding, protein structure predictions/refinements and protein-

ligand interactions. Currently, all-atom MD simulations of systems with thousands to

hundreds of thousands of atoms are routinely performed for nanoseconds to microseconds

(which correspond to 106 to 109 steps using 1 femtosecond timestep) on supercomput-

ers. Recently, the utilization of graphic processing units (GPUs) has given a significant

raise to the speed of MD simulations. According to the Amber 16 GPU benchmarks

(http://ambermd.org/gpus/benchmarks.htm), running MD on a single GPU could be about

10 times faster than running on 20 CPUs in parallel. Moreover, with deeply-optimized codes

and special hardwares, even millisecond-scale MD simulations have been achieved55. Along

with the rapid development of advanced sampling methods, MD simulations are now capa-

ble of covering the timescales for a wide variety of biophysical processes. For those problems

that are extremely large in size and also requires considerable amount of sampling, a more

practical approach is to use coarse-grained methods, which we’re going to introduce in the

following paragraphs.
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Coarse-Grained Molecular Dynamics

All-atom MD simulations have become a powerful tool in many biophysical problems. How-

ever, in some cases especially for large-scale systems, we’re not particularly interested in

the atomistic details. Therefore, to reduce the computational cost, one could ignore a

large amount of unnecessary atomistic details by integrating atoms into groups (“beads”)

therefore reduce the system size, which is called coarse-grained molecular dynamics (CG-

MD). In a typical CG approach for protein56, each amino acid residue is represented by two

beads—one for the backbone and one for the sidechain. Also, every four water molecules are

clustered into one “water” bead while an ion together with its hydration shell is represented

by an “ion” bead. Those approximations could reduce the total degrees of freedoms in

the simulation system by ∼10-fold. Moreover, CG-MD allows using much longer timesteps

than all-atom MD because the high-frequency motions are eliminated. In all-atom MD,

the timestep is often limited to 1 fs or 2 fs because the fastest motions such as C-H vi-

bration have periods of ∼10 fs. In CG-MD, since those modes no longer exist explicitly,

the timestep could be as long as 25∼50 fs, which gives another ∼25-fold speed-up to the

simulation. Overall, CG-MD simulations are often 3 orders of magnitude faster than all-

atom MD, which allow the simulation of much larger systems than all-atom MD at similar

timescale. Currently, CG schemes and parameters have been developed for lipids57, pro-

teins56, nucleic acids58 and other systems and have become a useful technique in simulating

those macromolecules that have up to millions of atoms.

Now we’ve briefly gone over different approaches for different problems in modern molec-

ular simulations. Of course, there’re other types of methods we did not cover due to space

limitations such as quantum dynamics simulations which are used to simulate charge trans-

fer processes and nuclear quantum effects, but the majority of the state-of-the-art molecular

simulation methods have been discussed and a concise summary of them are organized in

the following table.
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Table 2.2: Summary of the suitable system sizes and application areas of molecular simu-

lation methods at different scales.

Method System Size Applications

Ab initio quantum chemistry 100∼102 atoms Geometries, accurate energies

Semi-empirical quantum chemistry 102∼103 atoms Geometries, preliminary energies

All-atom molecular dynamics 103∼105 atoms Structure and dynamics

Coarse-grained molecular dynamics 105∼106 atoms Dynamics in large timescales

2.2 Strategies in the Simulations of Enzymatic Reactions

Enzyme-catalyzed (bio)chemical reactions play vital roles in many biological processes. The

computational studies have become a powerful to aid in the interpretation of experimental

results and guide the design of new functional inhibitors/enzymes. Nonetheless, reliable

and accurate simulations of enzymatic reactions are still very challenging at present. First,

the total degrees of freedom in an enzyme system could easily go beyond hundreds of thou-

sands, which requires considerable amount of sampling to generate a converged ensemble.

The timescale for an enzymatic process might also be quite long if conformational changes

are needed to organize the active site prior to the chemical step. Therefore, multiple sets of

simulations with different initial conditions such as conformations, protonation states and

metal ion binding scenarios are often required59 (see the Figure below). Also, although the

entire enzyme could be treated with fast molecular mechanical (MM) force fields, residues

in the active site that are involved in the chemical reaction must be treated with quan-

tum mechanics (QM) because MM force fields cannot describe bond breaking and forming.

This requires multiscale simulation techniques and careful handling of interactions between

QM and MM regions. In the following subsections, we’ll briefly go over some important

techniques and strategies in the simulation of enzymatic reactions.
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Figure 2.2: Illustration of the “problem space” in enzymatic reactions.

2.2.1 Employing Advanced Sampling Methods to Efficiently Explore Phase

Space

As discussed above, one of the biggest bottlenecks of MD simulations is the sampling effi-

ciency. Therefore, a wide variety of methods that aim at enhancing the sampling efficiency

have been developed. The first method we’ll introduce here is the umbrella sampling (US)

method, first proposed by Torrie and Valleau in 197760. The basic idea of US is, for the

high-energy states that are hardly sampled by standard MD, we could add biasing poten-

tials forcing the system to visit those states and get a reasonable amount of sampling on

those states. After that, the biasing potentials need to be substracted out from the resulting

free energy profile (biased) to obtain the unbiased free energy profile. For example, if we’re

interested in the free energy of a proton transfer reaction in an enzyme, we could define a

“reaction coordinate” ξ which is the difference between donor-proton and acceptor-proton
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bond lengths

ξ = Rdonor,proton −Racceptor,proton (2.53)

Then, we define the harmonic biasing potential Ubias,i(ξ) as

Ubias,i(ξ) = ki(ξ − ξi)
2 (2.54)

in which ki is the force constant, ξ is the instantaneous reaction coordinate and ξi is the

equilibrium value of reaction coordinate. Normally, a series of simulations will be performed

in which each simulation (“window”) has its own biasing potential with different ξi value

added to the total Hamiltonian (should be a hybrid QM/MM Hamitonian, which will be

introduced later) so all the high-energy areas could be covered and sampled. Each individual

simulation will result in a biased potential of mean force (PMF) within a certain range of ξ

A
′

i(ξ) = −kBT lnP
′

i (ξ) − Ubias,i(ξ) + Fi (2.55)

in which A
′

i(ξ), P
′

i (ξ) and Fi are the biased PMF in window i, the biased probability

distribution in window i and a constant that appears because values in PMF are relative

and depends on Ubias,i(ξ). As the last step of analysis, we need to combine all those

biased PMFs to generate the global, unbiased PMF. One of the analysis methods is the

weighted histogram analysis method (WHAM)61, which bins the probability distribution

into histograms and aims to find an optimal set of Fi values that give the best estimate of

the global, unbiased probability distribution of ξ. The WHAM equations are

P (ξ) =

∑windows
i ni(ξ)

∑windows
i Ni exp([Fi − Ubias,i(ξ)]/kBT )

(2.56)

Fi = −kBT ln(
bins
∑

j

P (ξ) exp[−Ubias,i(ξj)/kBT ]) (2.57)

in which P (ξ) is the global, unbiased probability distribution which could be converted

to the global, unbiased PMF and ni(ξ) is the counts in the histogram bin associated with
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a certain ξ value. Because Fi and P (ξ) depend on each other, the WHAM equations need

to be solved iteratively. There’re other methods that are also widely used such as the

umbrella integration (UI) method62, the (multi-state) Bennett acceptance ratio ((M)BAR)

method63,64 and the variational free energy profile (vFEP) method65. The US method as

well as the associated analysis methods could be extended to multiple dimensions.
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Figure 2.3: Comparison of the sampling efficiency between standard simulation and um-

brella sampling in an analytical symmetric double-well potential E = 10(x − 1)2(x + 1)2.

Standard simulation is 107 cycles of Monte-Carlo (MC) simulation starting at x = −1.0

while the umbrella sampling simulation has 10 windows with the centers of biasing poten-

tials from −1.25 to 1.25 and each window is run for 106 cycles (so 107 cycles in total). With

the same number of cycles, the standard MC is trapped in the local minimum while the

umbrella sampling simulation manages to cross the barrier and give a reasonable global free

energy profile.

Another approach to enhance the sampling in MD is the replica exchange molecular dy-

namics (REMD) method, which originates from the parallel tempering method66 in Monte-

Carlo simulations and was first applied to MD simulations by Sugita and Okamoto in

199967. Similar to US, REMD also employs a set of parallel simulations (“replicas”) but

the difference is the replicas in REMD interact with each other while the windows in US
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don’t. The original and most common version of REMD is based on temperature exchange

(T-REMD), in which several simulations are performed in parallel with exactly the same

Hamiltonian but different temperatures. After a certain number of MD steps, replicas will

attempt to exchange with others with a probability that satisfies detailed balance

P = exp[(Ui − Uj)(βi − βj)] (2.58)

in which U is the potential energy and β = 1/kBT . Replicas with higher temperatures,

which could overcome higher barriers more easily, could help the lower temperature replicas

to cross those barriers through exchanges and explore the phase space faster. T-REMD

is particularly useful in simulating protein folding68 because the folding process normally

could not be easily described by a few geometrical variables, which makes it difficult to be

simulated using US. The exchange variables could also be pressure69, pH70 or geometrical

biasing potentials (US-REMD)71, all of which need to adopt an exchange probability that

satisfies detailed balance. The advantage of US-REMD over plain US is that the dimensions

of phase space that are orthogonal to the reaction coordinate(s) could be better sampled

through the exchanges in US-REMD, while in plain US some windows could be trapped in

local minima in terms of those orthogonal degrees of freedom which might bias the global

PMF. Multi-dimensional REMD that combines different exchange variables in one REMD

simulation has also been developed72,73 and will be introduced in details in Chapter 6.

MD EX
600 K

500 K

400 K

300 K

MD EX MD

Figure 2.4: Illustration of the (temperature) replica exchange method. Circles in different

colors represent different replicas.

The last advanced sampling method we’ll discuss here is called “metadynamics” (MTD)74,
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which adopts a very different strategy from US and REMD. In MTD, with the selected re-

action coordinates (also called “collective variables”), after every MD step, a small biasing

potential that elevates the local potential energy surface is added to the total Hamiltonian.

For a simple case with only one reaction coordinate, a Gaussian-type biasing potential takes

the form

Ui(ξ) = ki exp[−(ξ − ξi)
2/σ2] (2.59)

in which ki is the height of the Gaussian (might not be a constant, for example in the so-

called “well-tempered” MTD where it decreases over time) and ξi is the current value of the

reaction coordinate (note that MTD biasing potentials open downwards while US biasing

potentials open upwards). In other words, every time the system visits a certain point, the

potential energy at that point will be higher, trying to keep the system from visiting the

same point again. At some point, the local minimum that the system was trapped in will

be filled and flattened with the accumulating biasing potentials, which allows the system

to overcome barriers and explore a larger portion of phase space. Eventually, the entire

area of interest in the reaction coordinate space will be filled with biasing potentials and

flattened, which will make the system evolving on a flat potential energy surface. When

this is observed, the MTD simulation is considered as converged and if we do a summation

over all the existing biasing potentials, we’ll get the free energy profile with the opposite

sign.

A(ξ) = −
steps
∑

i

Ui(ξ) (2.60)

As shown in the figure below, MTD is often described metaphorically as “throwing

sands into a valley”. Because MTD simulation depends on the history of itself, it could not

be trivially parallelized among many CPUs like US and REMD, which limits the use and

performance of this method.
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      Trapped                              Escaped                              Flattened                          Substracted

Figure 2.5: Illustration of the mechanism that metadynamics enhances the sampling.

Besides the three methods we discussed, many other advanced sampling methods have

been developed, such as accelerated MD (AMD)75, steered MD (SMD)76, adaptive biasing

force (ABF)77, locally enhanced sampling (LES)78 and Wang-Landau sampling79, which

have all been applied to solve interesting problems in biophysical chemistry.

2.2.2 Using Hybrid QM/MM Simulations and Alchemical Methods to Calcu-

late Free Energies

The core of enzymatic processes is chemical reaction, which could not be properly described

by molecular mechanical force fields. Since fully quantum mechanical treatment of an en-

zyme system is impractical, hybrid quantum mechanical/molecular mechanical (QM/MM)

approaches have been developed, in which the atoms involved in the chemical step are

treated quantum mechanically while the other “environmental” atoms are described by

regular force fields.

HQM/MM = HQM +HMM +HQM−MM (2.61)

There’re multiple ways to describe the interactions HQM−MM between QM and MM

atoms. For the simplest case, assume there’re no covalent bonds that go across the boundary

between QM and MM regions, the interaction Hamiltonian could be written as

HQM−MM =

QM
∑

i

MM
∑

j

[
qiqj
rij

+ 4ǫij((
σij

rij
)12 − (

σij

rij
)6)] (2.62)

in which qi are partial charges of QM atoms mapped from the wavefunction and the

Lennard-Jones parameters σij and rij only depend on the MM atom types of atoms i and

j. If the MM region is allowed to polarize QM region, then
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HQM−MM =

QMele.
∑

k

MM
∑

j

qj
rkj

+

QMnuc.
∑

i

MM
∑

j

[
Ziqj
rij

+ 4ǫij((
σij

rij
)12 − (

σij

rij
)6)] (2.63)

With this, the electrostatic term between MM atoms and QM electrons will appear in

the Fock matrix and polarize the QM region. This approach has gained decent success in de-

scribing organic reactions in aqueous solution where the solvent is treated by empirical rigid

water models such as TIP3P and the solute is treated by semi-empirical QM Hamiltonians

such as AM123. However, in enzyme systems, the active site residues are covalently bonded

to other residues, which means that there will be covalent bonds across the QM-MM bound-

ary. Careful treatment of those bonds is needed and currently several methods have been

developed for this, for example the link-atom approach80 and the generalized hybrid or-

bital (GHO) method81. The link-atom approach works by inserting specially parametrized

atoms on the QM-MM boundary between QM and MM atoms to hold and mimic the nor-

mal behavior of the covalent bonds. In GHO method, four sp3 hybrid orbitals (specially

parametrized as well) are assigned to each MM boundary atom and one of the four orbitals

that points towards the QM atom that bonds to the MM atom will be included in the SCF

calculation while other three will only interact with the QM region in a static fashion82.

Most modern molecular simulation packages have the QM/MM functionality in which

different choices of QM Hamiltonian, MM force fields and QM-MM interaction schemes are

available. The limiting factor of the speed of QM/MM simulations is the SCF calculations

of the QM region. Currently, both ab initio and semi-empirical (including SRPs) QM

Hamiltonians are widely used in the QM/MM simulations of enzymatic reactions. With

a normal size QM region of about 50 atoms, nanosecond-scale QM/MM simulation with

semi-empirical QM Hamiltonian is generally affordable with supercomputers. In practice,

QM/MM is often combined with advanced sampling methods such as US to characterize

the free energies along the reaction path.

Besides the chemical step, another class of problems that often draws interests in the

study of enzymatic systems is the free energy cost when a mutation is introduced, which also

requires accurate calculation of free energies. For example, in the drug discovery community,

people are often interested in knowing how much the binding affinity of a small molecule
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inhibitor to an enzyme would change when, for example, a hydrogen atom in the inhibitor

was substituted by a hydroxyl group. Another example is the prediction of the pKa of

certain residues in an enzyme, which would be different from the pKa of those residues in

solution and could provide important insights into the catalytic mechanism of the enzyme.

These calculations are difficult to do with standard MD or QM/MM due to the different

force field parameters and limited phase space overlap between the starting and end states.

Here we’ll briefly introduce two of the so-called “alchemical methods” that aim to tackle this

problem, which are the free energy perturbation (FEP) method and the thermodynamic

integration (TI) method.

FEP was first derived by Zwanzig83, in which the free energy difference between states

0 and 1 could be evaluated by only simulating in state 0

∆F10 = β−1 ln〈e−β(U1(q)−U0(q))〉0 (2.64)

where U1 and U0 are the Hamiltonians for states 1 and 0, respectively and the ensemble

average is in the simulation ensemble at state 0. This method is rigorously derived from

statistical mechanics and does not imply any approximations. However, it’s not an efficient

method by itself. Research has shown that FEP calculations are very difficult to converge

unless the difference between U1 and U0 is very small (about 1 kcal/mol)84. Therefore, in

practice, a series of intermediate states between the two end states need to be constructed

and interpolated (their potentials are usually linear combinations of U1 and U0) and FEP

calculations (“legs”) need to be done between every pair of two neighbor states. The total

free energy will then be the summation of the free energies of all legs. This has become a

very useful method in evaluating alchemical free energies.

The TI method works in a similar and different way as FEP. In TI, a set of intermediate

states are also constructed and interpolated (characterized by the variable λ) between the

starting and end states. Simulations at each λ will be performed to collect the time series

of the derivative dU(λ,q)
dλ and the total free energy difference is evaluated by the following

equation
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∆F10 =

∫ 1

0
〈dU(λ,q)

dλ
〉λdλ (2.65)

Unlike FEP, TI is not an exact solution to the free energy problem because of the

discretized λ values. Errors are introduced during the numerical integration. TI has also

become a common method in evaluating alchemical free energies. Both FEP and TI could

be coupled with REMD to further enhance the sampling efficiency.

2.2.3 Calculating Kinetic Isotope Effects to Validate Proposed Mechanism

One more complicating factor in the mechanistic studies of enzyme catalysis is that in many

cases, there could be more than one plausible reaction pathways based on the interpreta-

tion of experimental and computational results. One way to distiguish between different

pathways is to simulate those pathways and compare the free energy barriers. However, due

to the complexity of enzymatic reactions and limited accuracy of free energy calculations,

pathway with predicted lowest energy barrier might not be the correct one. To further

validate the proposed mechanism, one way is to measure the kinetic isotope effects (KIEs),

which is the ratio of reaction rate constants for the reactions involving the lighter (L) and

heavier (H) isotopomers.

KIE =
kL

kH
(2.66)

KIE is a result of the difference in zero point energies between isotopomers. Differences in

bond stiffness on certain atoms between the reactant and (rate-controlling) transition states

lead to different vibrational energy levels(which are mass-dependent) associated with those

atoms therefore make the activation energy and rate constant mass-dependent85. Decreased

or increased stiffness in the bonding environment around a certain atom in the transition

state compared to the reactant state leads to a normal (greater than unity) or inverse

(less than unity) KIE, respectively, when this atom is substituted by its heavier isotope.

Therefore, KIE could directly reflect changes in the chemical environment around certain

atoms from reactant to transition state and has been widely used as a probe of transition
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state structures which are very hard to be determined experimentally. In computational

research, KIE values could normally be calculated as a by-product of vibrational analysis

on optimized reactant and transition state geometries. Under the harmonic approximation,

KIE could be expressed as the Bigeleisen equation85

KIE =

ΩTS
L

ΩTS
H

∏3N−7
i=1 (

ωTS
L

ωTS
H

)

∏3N−6
i=1 (

ωRS
L

ωRS
H

)
×
∏3N−7

i=1 (
sinh(β~ωTS

H
/2)

sinh(β~ωTS
L

/2)
)

∏3N−6
i=1 (

sinh(β~ωRS
H

/2)

sinh(β~ωRS
L

/2)
)

(2.67)

in which Ω and ω are the imaginary (should only appear in transition state and should

be only one) and real vibrational frequencies, respectively. A special case is the hydro-

gen/deuterium KIE, which requires more sophisticated treatments beyond the harmonic

approximation such as path-integral methods because the nuclear quantum effects are sig-

nificant and could not be ignored. In the scenario discussed above where multiple possible

reaction pathways exist, one could simulate and compute KIEs on each pathway and com-

pare to experimental KIE values to gain more insights into the reaction mechanism19,20.

2.3 General Principles in RNA Catalysis

In 1989, Sidney Altman and Thomas Cech were awarded the Nobel prize in chemistry

for their contribution in discovering the catalytic properties of RNA. RNA enzymes (ri-

bozymes), like protein enzymes, could catalyze specific biochemical reactions. There is a

class of ribozymes that catalyzes the cleavage of themselves such as the hammerhead ri-

bozyme, the hairpin ribozyme and the twister ribozyme, many of which seem to share a

common theme in their catalytic mechanisms86,59. As shown in the figure below, prior to

the main step which is a 2’-O-transphosphorylation, the 2’-OH nucleophile has to be acti-

vated (deprotonated) by a general or specific base via proton transfer. After (or concerted

with) the transphosphorylation, a general or specific acid will donate a proton to the 5’-O

leaving group which carries a -1 charge. The transphosphorylation step is normally the

rate-controlling step.
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Figure 2.6: General scheme of the self-cleavage reaction in ribozymes. B and AH stand for

the general/specific base and acid, respectively.

One of the most important factors in understanding the catalytic mechanism of a self-

cleaving ribozyme is the identities of the general/specific acid and base18. Sometimes, a

water molecule or even a hydroxyl anion will act as the specific base while a water molecule

that coordinates to a metal ion (therefore has lower pKa) could act as the specific acid.

In many other cases, the nitrogen atoms in the heterocyclic nucleobases will play the roles

of general acid/base. Adenine and cytosine have pKas as low as about 4 therefore could

act as the general acid while guanine and uracil have pKas of 9∼10 and could serve as the

general base. Also, the ribozyme environment and metal ion binding could potentially tune

the pKa of acid/base towards ideal catalytic pKa. Computational prediction of the pKa

and pKa shifts in the ribozyme environment is very challenging but has been successfully

applied to several ribozymes87,88,89,21.

Another interesting feature in ribozyme catalysis is the stabilization of the negatively

charged active site. Nucleic acids carry a lot of negative charges due to the phosphates

therefore need to be held together by stabilizing factors such as metal ions. In the active

site of self-cleaving ribozymes, especially in the transition state of the transphosphorylation

step (see the figure above), the pentavalent phosphorane center has -2 net charge which

is energetically highly unfavorable. Therefore, besides the hydrogen bonding network that

stabilizes the negative charges, ribozymes often recruit metal ions in the active sites to
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neutralize the electrostatic environment. Proper description of active site metal ion binding

in molecular simulations of ribozymes is crucial because results such as conformations, pKa

and reaction energy barriers could change dramatically upon different metal ion binding

scenarios. Traditional molecular mechanical force field parameters often fail in accurately

describing the interactions between nucleic acids and divalent metal cations such as Mg2+

and Mn2+ 90. By adding an extra attractive term in the Lennard-Jones potential91 and

specific parametrising for the typical metal ion binding modes in nucleic acids9, the so-

called “m12-6-4” model is able to properly describe the interactions between divalent metal

ions and RNA9. For monovalent metal ions such as Na+ and K+, a significant amount of

sampling is required because they’re more mobile than divalents therefore might occupy

different binding positions or even exchange with the diffusely bound cations in solution.

Theoretical approaches such as the integral equation theory have been applied to study the

distribution of monovalents in nucleic acids92.



36

Chapter 3

Mechanistic Insights into RNA Transphosphorylation from

Kinetic Isotope Effects and Linear Free Energy Relationships

of Model Reactions

Phosphoryl transfer reactions are ubiquitous in biology, and the understanding of the mech-

anisms whereby these reactions are catalyzed by protein and RNA enzymes is central to

reveal design principles for new therapeutics. Two of the most powerful experimental probes

of chemical mechanism involve the analysis of linear free energy relations (LFERs) and the

measurement of kinetic isotope effects (KIEs). These experimental data report directly on

differences in bonding between the ground state and the rate-controlling transition state,

which is the most critical point along the reaction free energy pathway. However, interpre-

tation of LFER and KIE data in terms of transition state structure and bonding optimally

requires the use of theoretical models. In this work, we apply density-functional calculations

to determine KIEs for a series of phosphoryl transfer reactions of direct relevance to the

2’-O-transphosphorylation that leads to cleavage of the phosphodiester backbone of RNA.

We first examine a well-studied series of phosphate and phosphorothioate mono-, di- and

triesters that are useful as mechanistic probes and for which KIEs have been measured.

Close agreement is demonstrated between the calculated and measured KIEs, establishing

the reliability of our quantum model calculations. Next, we examine a series of RNA trans-

esterification model reactions with a wide range of leaving groups in order to provide a

direct connection between observed Brønsted coefficients and KIEs with the structure and

bonding in the transition state. These relations can be used for prediction or to aid in the

interpretation of experimental data for similar non-enzymatic and enzymatic reactions. Fi-

nally, we apply these relations to RNA phosphoryl transfer catalyzed by ribonuclease A, and

demonstrate the reaction coordinate-KIE correlation is reasonably preserved. A prediction
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of the secondary deuterium KIE in this reaction is also provided. These results demonstrate

the utility of building up knowledge of mechanism through the systematic study of model

systems to provide insight into more complex biological systems such as phosphoryl transfer

enzymes and ribozymes.

3.1 Introduction

The chemistry of phosphorus is central to many essential biological processes such as cell

signaling, energy conversion, and gene regulation93,94,95,96. Of interest here is the study of

phosphoryl transfer reactions in RNA, and in particular, those reactions catalyzed by small

prototype RNA and protein enzymes, including the hammerhead97, hairpin98, hepatitis

delta virus99, glmS 100 and Varkud satellite (VS)101 ribozymes and RNase A102. The mech-

anisms of phosphoryl transfer reactions, both in enzymatic and non-enzymatic systems,

have been the focus of extensive experimental investigation. The comparison between non-

enzymatic and enzymatic reaction mechanisms is essential since it reveals key information

on the catalytic modes that enzymes achieve rate enhancement.

One important method used in those studies is linear free energy relationship (LFER)

analysis, which quantifies the effect of changing the nucleophile or leaving group reactivity

(via chemical modification) on the reaction rate103,2. Brønsted coefficients104 and Leffler

indices105 are valuable parameters that characterize the extent of bond formation/fission

in the rate-controlling transition state (TS). Brønsted coefficients compare the effect of

changes in nucleophile or leaving group reactivity (pKa) on the reaction rate calibrated

against the effect changing pKa on reaction equilibria (βEQ) in order to estimate charge

development in the TS. In many instances LFER can be used to discern between pathways

through the reaction free energy landscape106,107,5,108,109. However, interpretation is limited

by the accuracy of estimated βEQ values, and can be complicated by effects on solvation

and indirect effects due to differences in chemical structure2.

Another widely used method in the mechanistic study is the measurement of kinetic

isotope effects (KIEs). KIEs arise because heavier stable isotopes have lower zero point

vibrational energies than their lighter counterparts. Differences in bond stiffness between
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the ground state and TS result in differences in activation energy and consequently differ-

ences in rate constant (expressed as klight/kheavy)
85,110. Decreased or increased stiffness in

the bonding environment surrounding a certain atom in the TS compared to the reactant

state leads to a normal (greater than unity) or inverse (less than unity) KIE, respectively,

when this atom is substituted by its heavier isotope. Experiments that have been performed

to measure KIEs in RNA transphosphorylation have greatly enhanced our understanding

of the reaction mechanisms7,111,6. However, observed KIEs necessarily reflect changes in

all vibrational modes involving the substituted atom, including changes in protonation,

reaction coordinate bonding and hybridization, which can make them difficult to inter-

pret unambiguously. Thus, theoretical modeling is required in order to provide a detailed

molecular-level interpretation of this data.

In the present work, we report results from quantum mechanical calculations of KIEs

in a series of reactions that are closely related to RNA transphosphorylation. First, sev-

eral computational methods for KIE prediction are tested for a set of benchmark phos-

phate/phosphorothioate ester hydrolysis reactions1 which have well-established experimen-

tal results. Second, the validated method is applied to a series of RNA transphosphorylation

model reactions in which LFERs have been calculated10 in order to form a quantitative con-

nection with KIE data that can be used for prediction. Finally, model reactions that mimic

the RNA phosphodiester backbone cleavage in solution and catalyzed by RNase A6 are

studied. Experimental KIE results and coordinated computational simulations correspond

well with the mechanistic predictions drawn from simulations of model reactions with differ-

ent leaving group pKa. Observed KIEs for RNase A catalysis are generally consistent with

the mechanistic signature for a late transition state, however, a significantly lower leaving

group effect is observed that is attributable to stabilizing catalytic modes not present in the

solution.
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3.2 Computational Methods

3.2.1 Phosphate/phosphorothioate ester hydrolysis

DFT calculations were performed using both B3LYP27,26 and M06-2X112 functionals to

establish the appropriate level of theory. Reactant state (RS) and transition state (TS)

geometries of the 8 phosphate ester hydrolysis reactions listed in Table 3 of Ref. 1 were

optimized using those functionals with 6-31++G(d,p) basis set. PCM solvation model113,114

was used to address the solvent effects together with two sets of solute atomic radii, UFF115

and UAKS116. Harmonic vibrational analysis was performed to verify the nature of all

stationary points. KIEs for those experimentally investigated isotopic substitutions in all

8 reactions were then computed using Bigeleisen equation117,85. Temperatures in the KIE

calculations were chosen to be consistent with experiments, where relevant.

3.2.2 LFER series

The reverse of dianionic in-line alcoholysis of ethylene phosphate was used in this work as

a model for RNA phosphate transesterification reaction (see Figure 3.4), as was done in

previous work111,10. A series of 15 reactions with a wide spectrum of different 5’-O leav-

ing groups (see Table 3.2) have been studied. The RS and TS geometries for all reactions

were optimized using B3LYP/6-31++G(d,p) in PCM solvation with UAKS radii set. The

B3LYP functional was chosen because the B3LYP results from the phosphate ester hydrol-

ysis benchmark calculations described above show better agreement with experiment than

those using M06-2X. Nucleophile oxygen (2’-O) and leaving group oxygen (5’-O) KIEs at

298.15K for all reactions were computed by the same method as described in the previous

subsection.

3.2.3 RNase A model reactions

RS and TS geometries of the enzymatic model reaction which were optimized with B3LYP/6-

31++G(d,p) in PCM implicit solvent using specialized atomic radii for RNase A catalysis,

which we’ve adopted from previous work111,6. An additional imidazole ring resembling

His12 in RNase A, which was only used in TS in previous work 6, has been added to the
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RS as well. KIEs of the 2’-O and 5’-O were calculated at 298.15K using the same protocol

as described above. All electronic structure calculations were carried out in Gaussian 09

package118.

3.3 Results and Discussion

3.3.1 Validation and comparison of computed KIEs

Heavy-atom isotope effects, in most cases, have less than a few percent variation from

unity110.

Figure 3.1: List of structures and abbreviations of the 8 reactants in the phosphate ester

hydrolysis reactions studied in this work. Nitrogen, bridging oxygen and non-bridging

oxygen atoms which are colored in dark green, blue and red are used to calculate 15k,

18kbridge and 18knonbridge values, respectively.

Therefore, it is important to establish a solid computational model which enables the

reproduction and prediction of KIE values with satisfactory accuracy and precision. Here,

we test three different methods on a related series of phosphate ester hydrolysis reactions1

in which experimental KIEs have been well established. Figure 3.1 shows the structures of

all 8 phosphate ester reactants and Figure 3.2 illustrates the different types of mechanisms
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in the hydrolysis of those reactants. The KIEs calculated using the different computational

protocols and their corresponding experimental values are listed in Table 3.1 and displayed

in Figure 3.3.
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Figure 3.2: Illustration of different types of mechanisms in the phosphate ester hydrolysis

reactions. A, B, C and D depict the mechanisms with respect to monoester dianionic,

monoester monoanionic, diester and triester hydrolysis reactions. R = p-nitrobenzene, R’

= methyl/ethyl, X = O/S.

In the hydrolysis reactions of monoester dianions (A1 & A2 in Figure 3.2), consistent

with experiments, we obtain large normal KIEs on the bridging oxygens which suggests

extensive cleavage of the phosphorous-bridging oxygen bond in TS110,119,120. The KIEs

and activation barriers of pNPP2− hydrolysis has previously been investigated using DFT

calculations121. The authors found excellent agreement with experiment upon inclusion of

explicit water molecules in their solvation treatment121. We similarly found it necessary to
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explicitly include a water molecule to locate the transition state, as illustrated in Figure

3.2 (A1). The larger 18kbridge value for the pNPPT2− than pNPP2− implies the former

reaction has a larger degree of the P-O bond fission1,120. The computed KIEs for these

two reactions are in good agreement with experimental values in which B3LYP results are

more consistent with experiment than M06-2X, while application of UAKS radii improves

the correlation to experiment relative to UFF radii (Table 3.1).

For hydrolysis reactions of monoester monoanions (B in Figure 3.2) that occur in acidic

conditions, experiments in Ref. 1 suggest an advanced but still incomplete proton transfer

from the nonbridging oxygen to the bridging oxygen in the TS, which is supported by the

normal 18knonbridge values in our computational results. The 18kbridge values are significantly

less normal than in dianionic reactions mainly due to the inverse isotope effect from the

formation of the new O-H stretching mode122,1. KIE values for these reactions given by the

different computational models are all reasonably consistent with experiments (Table 3.1).

For alkaline hydrolysis of diesters and triesters (C & D in Figure 3.2), our calculations

reveal an associative mechanism with a tight transition state which agree with various

experimental and computational results123,124,1,108,125,2,126. The less normal 18kbridge val-

ues compared to monoester dianionic cases confirm that leaving group bond fission is less

advanced1. The computed KIEs for all alkaline hydrolysis reactions show, in general, im-

pressive correlation with experimental values.
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Table 3.1: Comparison of KIE values for phosphate/phosphorothioate ester hydrolysis re-

actions. Most experimental results are from Ref. 1 while the 18knb. value for EtOpNPP−

(0.9974) comes from Ref. 2. Structures and abbreviations of all reactants are shown in

Figure 3.1. Different classes of mechanisms are illustrated in Figure 3.2. 18knb. values for

the hydrolysis of (MeO)2pNPPT are not applicable because there is no non-bridging oxygen

in this reactant. Numbers in parentheses are the signed differences multiplied by 104. R

is Pearson’s correlation coefficient, MSD and MAD stand for mean signed difference and

mean absolute difference, respectively.

Reactant Sub. B3LYP M06-2X Expt.

(Mechanism) UFF UAKS UAKS

pNPP2−(95◦C) 15k 1.0033 (+5) 1.0050 (+22) 1.0049 (+21) 1.0028

(A1) 18kbr. 1.0229 (+40) 1.0122 (-67) 1.0142 (-47) 1.0189

18knb. 0.9986 (-8) 0.9994 (0) 0.9906 (-88) 0.9994

pNPPT2−(50◦C) 15k 1.0047 (+20) 1.0045 (+18) 1.0099 (+72) 1.0027

(A2) 18kbr. 1.0273 (+36) 1.0246 (+9) 1.0352 (+115) 1.0237

18knb. 1.0005 (-130) 1.0048 (-87) 0.9922 (-213) 1.0135

pNPP−(95◦C) 15k 0.9998 (-6) 0.9997 (-7) 0.9996 (-8) 1.0004

(B) 18kbr. 1.0008 (-79) 1.0004 (-83) 1.0016 (-71) 1.0087

18knb. 1.0117 (-67) 1.0138 (-46) 1.0176 (-8) 1.0184

pNPPT−(30◦C) 15k 1.0001 (-4) 1.0002 (-3) 0.9994 (-11) 1.0005

(B) 18kbr. 1.0034 (-57) 1.0041 (-50) 1.0019 (-72) 1.0091

18knb. 1.0077 (-144) 1.0100 (-121) 1.0153 (-68) 1.0221

EtOpNPP−(95◦C) 15k 1.0016 (+6) 1.0025 (+15) 1.0018 (+8) 1.0010

(C) 18kbr. 1.0058 (+16) 1.0062 (+20) 1.0052 (+10) 1.0042

18knb. 1.0007 (+33) 1.0010 (+36) 1.0018 (+44) 0.9974

EtOpNPPT−(95◦C) 15k 1.0014 (+4) 1.0019 (+9) 1.0015 (+5) 1.0010

(C) 18kbr. 1.0033 (+13) 1.0031 (+11) 1.0037 (+17) 1.0020

18knb. 1.0013 (-6) 1.0000 (-19) 1.0005 (-14) 1.0019

(EtO)2pNPP(25◦C) 15k 1.0010 (+3) 1.0014 (+7) 1.0012 (+5) 1.0007

(D) 18kbr. 1.0037 (-23) 1.0035 (-25) 1.0033 (-27) 1.0060

18knb. 1.0029 (-34) 1.0020 (-43) 0.9996 (-67) 1.0063

(MeO)2pNPPT(30◦C) 15k 1.0008 (+4) 1.0010 (+6) 1.0008 (+4) 1.0004

(D) 18kbr. 1.0018 (-27) 1.0018 (-27) 1.0020 (-25) 1.0045
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Figure 3.3: Correlations between computed KIEs using different methods [B3LYP & UFF

(left), B3LYP & UAKS (middle) and M06-2X & UAKS (right)] and experimental KIEs in

the 8 phosphate ester hydrolysis reactions. Circles in red, blue and green correspond to 15k,

18kbridge and 18knonbridge, respectively.

Overall, both B3LYP and M06-2X functional give reasonable predictions of KIE values,

but the B3LYP results are more consistent with experimental data (Figure 3.3, correlation

coefficient 0.85 vs. 0.73, MAD 0.0032 vs. 0.0044). The KIE results using UAKS radii

generally outperform those using UFF radii (correlation coefficient 0.85 vs. 0.79). Therefore,

we choose to use B3LYP density functional with 6-31++G(d,p) basis set and UAKS atomic

radii set for the computational model, which will be applied here after to the studies on

RNA transphosphorylation model reactions.

3.3.2 KIEs and LFER in RNA transphosphorylation model reaction series

All of the model reactions studied here are initiated by attack of the 2’-O nucleophile on the

phosphoryl group resulting in a pentavalent phosphorane species. There are two associative

mechanisms as shown in Figure 3.4: a concerted mechanism that passes through a single

transition state, and a stepwise mechanism that proceeds via two transition states separated

by an intermediate.
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Figure 3.4: Illustration of the two types of mechanisms in the LFER series.

A concerted mechanism can be classified as synchronous (having similar degrees of bond-

ing to the nucleophile and leaving group in the transition state) or asynchronus (having

differing degrees of bonding to the nucleophile and leaving group in the transition state).

For either stepwise mechanisms or concerted asynchronus mechanisms, the transition states

can be further designated as either “early” or “late”, depending on the location of the tran-

sition state along a reaction coordinate ξ that involves the difference in the leaving group

(R2) and nucleophile (R1) distances with the reactive phosphorus:

ξ = R2 − R1 (3.1)
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Specifically, we denote a transition state as being “early” (ξ < 0) if it is characterized by

a small degree of bond formation with the nucleophile (large R2 value) and cleavage with

the leaving group (small R1 value). Conversely, we denote a transition state as being “late”

(ξ > 0) if it involves a nearly fully formed bond with the nucleophile (small R2 value)

and a nearly cleaved bond with the leaving group (large R1 value). Fitting parameters

for Pauling’s model127,128, which relates bond orders and bond lengths by an exponential

model, have been established specifically for this reaction series in Ref. 10.
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Table 3.2: Computed KIE values for LFER reactions and RNase A model reaction. Ex-

perimental pKas of the conjugate acids of different leaving groups are taken from IUPAC

chemical data series (No. 23)3, except for HOCH2CH2OH and 2,3,5,6-F4-C6HOH, which

are obtained from CRC Handbook4 and Bourne et al.5, respectively. RNase A experimen-

tal KIEs were measured at 310.15K6 instead of 298.15K for all other KIEs. Numbers in

parentheses are the standard deviations for experimentally measured KIEs.

Leaving Group Expt. pKa ξ (Å) KIE(2’-O) KIE(5’-O)

CH3COO− 4.46 -0.62 1.0256 0.9999

2,3,5,6-F4-C6HO− 5.53 -0.57 1.0214 1.0090

4-NO2-C6H4O
− 7.14 -0.65 1.0250 1.0032

4-CN-C6H4O
− 7.95 -0.60 1.0239 1.0032

3-CN-C6H4O
− 8.61 -0.56 1.0218 1.0036

C6H5O
− 9.95 -0.52 1.0233 1.0046

CF3CH2O
− 12.37 -0.44 1.0203 1.0057

HCCCH2O
− 13.55 0.48 0.9672 1.0454

FCH2CH2O
− 14.2 0.54 0.9673 1.0481

ClCH2CH2O
− 14.31 0.49 0.9690 1.0451

HOCH2CH2O
− 15.07 0.48 0.9676 1.0441

CH3O
− 15.54 0.63 0.9666 1.0649

CH3CH2O
− 16 0.60 0.9678 1.0489

CH3CH2CH2O
− 16.1 0.59 0.9676 1.0465

CH3CH3CHO− 17.1 0.55 0.9683 1.0475

RNase A Model 0.14 0.9973 1.0272

RNase A Expt. N/A 0.994(2) 1.014(3)

Table 3.2 lists the computed 2’-O and 5’-O KIE values for those reactions as well as

the key geometrical information in the rate-limiting TSs and the experimental pKas of the

conjugate acid of those 15 different leaving groups. Figure 3.5 demonstrates the connection

between LFER and KIEs in the characterization of the two classes of mechanisms. Figure 6

shows the correlation between the approximate reaction coordinate ξ = R2 − R1 (where in
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RNA numbering R1 and R2 stand for the P-O2’ and P-O5’ bond lengths, respectively) and

the KIE values, which will be addressed again in the later discussion on RNase A enzymatic

models.
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Figure 3.5: (Top) Linear free energy relationships for early (TS1) and late (TS2) transition

states in reverse alcoholysis of ethylene phosphate with different leaving groups. log k values

are converted from the calculated reaction barrier and pKa is the conjugate acid pKa of

the leaving group (data adopted from Ref. 10). The pKa of the cross point can be used

to determine whether the rate-limiting TS is early or late. (Bottom) Computed 2’-O and

5’-O KIE values for this set of reactions. Filled and unfilled symbols represent the values

obtained from rate-limiting and non-rate-limiting transition states, respectively.
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As shown in Figure 3.5, Figure 3.6 and Table 3.2, two distinct groups of KIE values for

both 2’-O and 5’-O clearly exist, which correspond to the two types of reaction mechanisms

in Figure 3.4. For the reactants with poor leaving groups (conjugate acids have relatively

high pKa values, greater than ≈ 13), significantly large normal 5’-O KIEs (¿ 1.03) are

observed together with the large inverse 2’-O KIEs (¡ 0.97). These numbers suggest that

the P-O2’ bonds are almost fully cleaved in the rate-limiting TSs while the P-O5’ bonds

are nearly fully formed. This is also demonstrated by the positive ξ values around 0.55 Å

in the rate-limiting TSs (TS2). Early TSs (TS1) can also be located for these reactions but

should not be used in the KIE predictions since they are not rate-controlling10. Phosphoryl

transfer reactions for this type of reactants therefore occur via stepwise mechanisms with

late rate-limiting TSs, which agrees with previous experimental and computational studies

on closely related systems7,111,129. As for those reactants with enhanced leaving groups

(conjugate acids have lower pKa values, less than ≈ 13), the 2’-O KIEs are always large

normal while the 5’-O KIEs are mostly normal but much closer to unity. This indicates an

early rate-limiting TS in which the P-O2’ bond is still forming while the P-O5’ bond remains

almost uncleaved, which is again supported by the negative ξ. The transphosphorylation

process is now shifted to a concerted fashion where the late TSs cannot be located for most

reactions in this group as a result of the enhanced leaving groups.
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Figure 3.6: Relationship between computed 2’-O and 5’-O KIEs and reaction coordinate

ξ in the rate-limiting TSs in LFER model reactions and RNase A enzymatic model. The

points for RNase A (in diamonds) are excluded in the linear fitting.

In terms of LFER analysis, as seen in Figure 3.5, two distinct Brønsted coefficients (βlgs)

-1.37 and -0.53 were observed for the two groups of reactants with poor and enhanced and

leaving groups, respectively. These two coefficients agrees excellently with experimental val-

ues reported by Lönnberg130, which are -1.34 and -0.52. The βlg value with a much greater

magnitude -1.37 for those reactants with poor leaving groups suggests a later rate-limiting

TS that involves more P-O5’ bond cleavage motion, which makes the reaction rate more

sensitive to the change of the leaving group10; the βlg with a small magnitude -0.53 for

the reactants with sufficiently enhanced leaving groups indicates a concerted mechanism

through a single early TS involving mainly P-O2’ bond formation motion, which reflects a

diminished sensitivity of reaction rate to variation of the leaving group. The break point

of pKa between the two mechanisms is determined to be 13.02 (see Figure 3.5). From KIE

results, we can observe from Table 3.2 that the pKa of the break point should fall between

12.37 and 13.55, which coincides very well with the LFER results here and previous reported

value 12.58 from Lönnberg130. Hence, both the experimental and computational data are

consistent with a change in overall mechanism as leaving group reactivity decreases. A

direct connection between observed Brønsted coefficients, KIE values and the underlying
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mechanisms of RNA transphosphorylation reactions is observed, whereby both experimen-

tally observable parameters provide consistent signatures for the stepwise versus concerted

reaction channels.

3.3.3 Application to RNase A enzymatic model

Recently, a combined experimental and theoretical investigation was carried out on the

elucidation of RNase A catalytic mechanism6. A simplified reaction model was devised in

that work to mimic the RNA 2’-O-transphosphorylation in the enzymatic environment, and

the 2’-O and 5’-O KIEs were computed and shown to be consistent with the experimentally

measured enzymatic KIEs. Here, the above relationship between ξ and KIE values are

applied to this model. Optimized RS and TS structures in this model reaction are shown

in Figure 3.7. Although the TS here is still a late one, the 5’-O KIE is less normal than

those in the late TSs of LFER series while the 2’-O KIE becomes less inverse, which is

well reflected in the more compact TS geometry and less advanced reaction coordinate ξ.

Interestingly, computed 2’-O and 5’-O KIEs and ξ values in the rate-limiting TS fall near

the fitted lines from the LFER series as shown in Figure 3.6. We can see that the LFER

model can be used at least qualitatively to predict the geometrical details for TSs of more

complex reactions.
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Figure 3.7: (Top) Structure of RNase A transition state mimic, in which His12 stablizes the

negative charges on the non-bridging oxygens and His119 acts as a general acid to facilitate

P-O5’ bond cleavage. (Bottom) Reactant state (left) and transition state (right) structures

in the model reaction. The two imidazole rings in the RS and TS structures are used to

mimic His12 (left) and His119 (right). Key bond lengths (in Å) are labeled.

The RNase A data points deviate from the model derived from the specific base-catalyzed

nonenzymatic reactions in LFER series for several reasons that provide insight into enzyme

mechanism. First, the RSs and TSs in the LFER series are all dianionic, under basic

conditions in which the 2’-OH is deprotonated, while the RNase A reaction model was built

to mimic ideal enzymatic condition at pH 7 so the 2’-OH remains protonated in the RS.

Due to the large normal equilibrium isotope effect (EIE) on alcohol deprotonation (1.015)

which offsets the inverse contribution from O-P bond formation, the observed 2’-O KIE

value for the RNase A reaction is less inverse compared to reactions in LFER series with

oxyanion reactant states110,1,131 (see Figure 3.6). Correcting for this difference in reactant
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states between the RNase A and model reactions yields a value of 0.9826, which more closely

corresponds to the predicted relationship between the observed nucleophile KIE and reaction

coordinate progress (Figure 3.6). The presence of ribose sugar ring vibrational modes in the

enzymatic model may also result in deviations from the trend interpreted from analyses of

simpler intermolecular phosphoryl transfer model reactions. The 5’-O KIE for the enzyme

reaction also corresponds in general to the relationship observed for the model reactions,

however, the magnitude of this effect is influenced by general acid catalysis that is absent

from the specific base catalyzed model reactions. Proton transfer from His119 creates a

stiffer bonding environment132,133,134,6 for the 5’-O in the TS that leads to a decrease in the

5’-O KIE value, resulting in an overestimation of the observed value by the model. Thus,

the KIE signature for RNase A matches expectations for the stepwise mechanism with a

late TS draw from comparison to model reactions. Importantly, deviation from predicted

values for both the nucleophile and leaving group for the enzyme reaction are attributable

primarily to proton transfer, either at equilibrium or in the transition state.

The success of the computational framework described here is best evaluated by the

ability to identify and predict KIEs that provide insight into mechanism and, importantly,

are amenable to subsequent experimental measurement. Previous studies showed that ion-

ization of alcohols enhances the electron density of the alcohol oxygen, which effectively

decreases the Cα-H bond strength due to hyperconjugation resulting in normal secondary

deuterium isotope effects135,136,137,138. Indeed, the secondary deuterium KIE on the 5’ car-

bon for the model reactions are 1.15-1.2 which is near the EIE for ionization of an aliphatic

alcohol (1.15) reflecting advanced leaving group bond cleavage (Table 3.3). The secondary

deuterium effects on the 2’ carbon of the nucleophilic alcohol are observed to be inverse

(0.85) reflecting the loss of ionization upon going from an oxyanion to a phosphoester due

to advanced O-P bond formation. Interestingly, the secondary deuterium KIEs at the C2’-H

and C5’-H are predicted to be 1.0119 and 1.0291, respectively, for the RNase A catalyzed

reaction. The significantly smaller leaving group effect provides another KIE signature for

the general acid role in RNase A in which the proton transfer from His119 to the 5’-O

leaving group largely offsets the accumulation of charge. Although these are secondary

KIEs their magnitudes are large relative to primary 18O effects which have been analyzed
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extensively. Thus, in addition to the framework for interpretation of primary KIEs and

LFER results developed here, we identify secondary deuterium KIEs as an important indi-

cator of transition state charge and provide predicted values useful for future experimental

validation.

3.4 Conclusion

In this work, we present the results of quantum chemical studies on the KIEs in the phos-

phate ester hydrolysis reactions, non-enzymatic RNA transphosphorylation model reaction

series and enzymatic model that represents RNA backbone cleavage catalyzed by RNase

A. Benchmark KIE calculations have been performed on the experimentally well-studied

phosphate ester hydrolysis systems to validate the computational methods for prediction of

KIEs relevant to phosphoryl transfer in RNA. The method that yielded the most consis-

tent agreement with experiments (B3LYP/6-31++G(d,p) with PCM/UAKS solvation) was

identified and then applied to the prediction of KIEs in a model reaction series to establish

a relationship between approximate reaction coordinate and 2’-O and 5’-O KIEs. Finally,

KIEs in the RNase A catalysis model were computed and shown to be consistent with

the trend observed in the LFER series between KIEs and reaction coordinate values. The

present work demonstrates how LFER and KIE analysis provide complementary informa-

tion from different measurements that, together with calculations, provide deep insight into

molecular mechanism. The data presented in this work further serves as a useful bench-

mark and guide to the design and development of next-generation multiscale models for

RNA catalysis mechanisms which are of great biological importance.
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3.5 Supporting Information for: Mechanistic Insights into RNA Transpho-

sphorylation from Kinetic Isotope Effects and Linear Free Energy

Relationships of Model Reactions

Table 3.3: Key bond lengths (in Å) in the optimized transition state structures of phos-

phate/phosphorothioate ester hydrolysis reactions. R(P-Nu) and R(P-Lg) stand for the

phosphorous-nucleophile oxygen and phosphorous-leaving group oxygen bond lengths, re-

spectively.

B3LYP+UFF B3LYP+UAKS M06-2X+UAKS

Reactant R(P-Nu) R(P-Lg) R(P-Nu) R(P-Lg) R(P-Nu) R(P-Lg)

pNPP2− 2.69 3.37 2.52 2.76 2.32 2.50

pNPPT2− N/A 3.89 N/A 3.53 N/A 4.60

pNPP− N/A 2.02 N/A 1.98 N/A 1.86

pNPPT− N/A 2.02 N/A 2.00 N/A 1.85

EtOpNPP− 2.48 1.88 2.41 1.88 2.40 1.80

EtOpNPPT− 2.55 1.83 2.49 1.84 2.48 1.78

(EtO)2pNPP 2.69 1.70 2.74 1.70 2.74 1.67

(MeO)2pNPPT 2.71 1.71 2.80 1.70 2.81 1.67
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Table 3.4: Computed C2’-H and C5’-H H/D KIE values for the LFER reaction series and

RNase A model reaction. Reaction coordinate ξ values in rate-limiting transition states are

also shown here.

Leaving Group ξ (Å) KIE(C2’-H) KIE(C5’-H)

CH3COO− -0.62 0.9960 N/A

2,3,5,6-F4-C6HO− -0.57 0.9963 N/A

4-NO2-C6H4O
− -0.65 1.0001 N/A

4-CN-C6H4O
− -0.60 0.9948 N/A

3-CN-C6H4O
− -0.56 0.9893 N/A

C6H5O
− -0.52 0.9911 N/A

CF3CH2O
− -0.44 1.0005 0.9968

HCCCH2O
− 0.48 0.9367 1.0419

FCH2CH2O
− 0.54 0.8489 1.1644

ClCH2CH2O
− 0.49 0.8544 1.1583

HOCH2CH2O
− 0.48 0.8550 1.1483

CH3O
− 0.63 0.8568 1.2378

CH3CH2O
− 0.60 0.8484 1.2270

CH3CH2CH2O
− 0.59 0.8532 1.2023

CH3CH3CHO− 0.55 0.8555 1.1742

RNase A Model 0.14 1.0119 1.0291
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Chapter 4

Effect of Zn2+ Binding and Enzyme Active Site on the

Transition State for RNA 2’-O-transphosphorylation

Interpreted Through Kinetic Isotope Effects

Divalent metal ions, due to their ability to stabilize high concentrations of negative charge,

are important for RNA folding and catalysis. Detailed models derived from the structures

and kinetics of enzymes and from computational simulations have been developed. How-

ever, in most cases the specific catalytic modes involving metal ions and their mechanistic

roles and effects on transition state structures remains controversial. Valuable information

about the nature of the transition state is provided by measurement of kinetic isotope effects

(KIEs). However, KIEs reflect changes in all bond vibrational modes that differ between

the ground state and transition state. QM calculations are therefore essential for developing

structural models of the transition state and evaluating mechanistic alternatives. Herein,

we present computational models for Zn2+ binding to RNA 2’O-transphosphorylation re-

action models that aid in the interpretation of KIE experiments. Different Zn2+ binding

modes produce distinct KIE signatures, and one binding mode involving two zinc ions is in

close agreement with KIEs measured for non-enzymatic catalysis by Zn2+ aquo ions alone.

Interestingly, the KIE signatures in this specific model are also very close to those in RNase

A catalysis. These results allow a quantitative connection to be made between experimen-

tal KIE measurements and transition state structure and bonding, and provide insight into

RNA 2’O-transphosphorylation reactions catalyzed by metal ions and enzymes.



58

4.1 Introduction

Divalent metal ions play critical roles in RNA folding and catalysis139,140,141,142,143,144,86,145.

The ability of divalent ions to stabilize high concentrations of negative charge in transpho-

sphorylation reaction centers via electrostatic interactions, direct coordination or acid-base

chemistry empowers them with potential mechanisms to assist in catalysis. However, un-

raveling the specific role of metal ions is extremely challenging due to the difficulty in

discerning the catalytically active metal ion binding mode and its connection with the tran-

sition state (TS) structure and bonding140,141,142, which also exists as the major barrier in

the investigation of enzyme catalysis mechanisms.

A powerful strategy to resolve mechanistic ambiguity is to rationally design and study

simplified model reaction systems using a joint experimental/theoretical approach. Perhaps

the most sensitive experimental mechanistic probe is the measurement of kinetic isotope

effects (KIEs) that compare the relative reaction rate constants between isotopologues.

KIEs arise from subtle quantum effects associated with the changes in structure and bonding

that occur in proceeding from the reactant state (RS) to rate-controlling TS85,146,110,147,2,148.

However, meaningful interpretation of KIE measurements requires the use of computational

models. Computational modeling of KIEs has been extensively applied to study RNA

transphosphorylation catalyzed by enzyme6, specifically designed metal catalyst149,150 and

without catalyst7,111,19. In a recent work151, Zhang et. al. measured the primary and

secondary kinetic isotope effects for catalysis by Zn2+ ions and by specific base alone, and

compared results with preliminary calculations. In the present work, we extend the scope

of these calculations to explore 9 distinct, alternative Zn2+ ion binding modes (Figure 4.3)

in the TS and characterize the resulting KIE signatures. Comparison across different model

reactions and different methods of calculating KIEs are also performed and analyzed.
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Figure 4.1: (Left) Schematic description of the reactant state and rate-limiting transition

state in the RNA transphosphorylation reaction model. (Right) Illustration of three differ-

ent Zn2+ binding sites (non-bridging oxygens in A, nucleophile oxygen in B, leaving group

oxygen in C) and two interaction modes (direct coordination in A, B and C, indirect binding

via a solvent water molecule in D).

4.2 Computational Methods

DFT calculations were performed using the B3LYP27,26 functional which has been demon-

strated to be reliable for zinc complexes152. The 6-31+G(d) basis set was used for H,

C, N, O and P, while the SDD effective core potential153 was applied to Zn. Solvation ef-

fects were treated with the polarizable continuum model154 (PCM) using specialized atomic

cavity radii for RNA catalysis adopted from previous work111,6. Water solvent with a dielec-

tric constant of 78.4 is used in all PCM calculations. Kinetic isotope effects were calculated

from the Bigeleisen equation85 using the vibrational frequencies obtained from normal mode

analysis of the optimized reactant and transition state geometries. All electronic structure

calculations were carried out in Gaussian 09 package118.

QM/MM simulations of the RNA transphosphorylation catalyzed by RNase A were

carried out using the Amber14155 molecular dynamics package. The starting structures

of the reactant and transition states of the enzyme-substrate complex was obtained from

Ref. 6 in which more than 50 ns equilibration dynamics was performed. In the QM/MM

simulations, the QM region including the RNA dinucleotide and the side chains of His

12 and His 119 was treated using the AM1/d-PhoT34 semi-empirical Hamiltonian and
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the MM region was described using AMBER-ff14SB force field47,156. For both reactant

and transition states, 20 ps of QM/MM equilibration simulations were first performed,

with harmonic restraints that kept the reaction coordinates at their corresponding values

according to the QM/MM free energy profiles (personal communications from Dr. Thakshila

Dissanayake, to be published). Then, 200 ps of QM/MM annealing simulations with the

restraints on was run to cool the system down to 0 K. From the 0 K structures of the reactant

and transition states, +0.0001 Å and -0.0001 Å displacements in x, y and z directions

were put on all QM atoms once in a time, resulting in 6N (N is number of QM atoms)

displaced geometries. Single point QM/MM energies and forces were evaluated for all the

6N structures in Amber, which were then used to construct the numerical Hessian matrices

and calculate the KIEs.

4.3 Results and Discussion

4.3.1 Building a baseline model for un-catalyzed RNA 2’-O-transphosphorylation

In order to understand the effect of Zn2+ binding on TS structure, it is necessary to first

characterize the reaction mechanism and TS in the absence of Zn2+. The transition states

for a series of non-enzymatic baseline models (B1-B3) in the absence of Zn2+ are shown

in Figure 4.2, and their calculated KIEs are compared with experimental values6 for a

UpG dinucleotide in Table 4.1. As the models progress from the minimal model (B1) to

the full dinucleotide (B3), the agreement between the calculated and experimental 18kLG

values significantly improves, while for 18kNUC and 18kNPO it improves slightly in B3 but

not B2. The notable decrease in the calculated 18kLG value from 1.0416 in B1 to 1.0358

in B2 mainly arises from the addition of a sugar ring to the leaving group, which enhances

the leaving group activity since the pKa of tetrahydro-2-furanmethanol (14.68157) is lower

than that of of ethanol (16.47157). The addition of the full guanosine leaving group (B3)

further reduces the 18kLG value to 1.0322 that is very close to the experimental value of

1.034. This is due to coupling of vibrational modes of the nucleobase, in addition to the

overall greater effective mass of the leaving group that damps the frequency of certain key

modes. It is noteworthy to mention that when the leaving group is a methoxide, which is
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even lighter than the ethoxide group of B1, the calculated 18kLG value increases to 1.0649,

despite having a pKa value roughly 0.5 units lower19.

B1              B2                           B3

Figure 4.2: TS structures of baseline models for un-catalyzed RNA transphosphorylation.

Key bond lengths in Å are labeled.

Although the full dinucleotide baseline model (B3) is in best agreement with experiment,

it is too computationally intensive to be practical as a departure point from which to exhaus-

tively explore multiple Zn2+ binding modes that add many more electrons to the quantum

system and degrees of freedom to the optimization procedure. The goal of the present work

is to determine the effect of Zn2+ binding on the TS structure of the UpG dinucleotide.

As seen in Table 4.1, while the absolute values of the calculated KIEs for catalyzed and

uncatalyzed reactions deviate modestly from the experimental values, their relative values

are very consistent. Our comparison focuses on the relative KIEs for the catalyzed and

uncatalyzed (baseline) models in order to maximize the cancellation of systematic errors

in order to obtain quantitative agreement of the relative calculated and experimental KIE

values. It has been suggested158 to use isotope-effect-minus-one (KIE - 1) instead of KIE

itself when comparing heavy atom isotope effects as these values are usually very close to

unity. Here since we’re focusing on the ratio between catalyzed and un-catalyzed KIEs,

subtracting by one will make the magnitudes of both numerator and denominator much

smaller, which will make the result a lot more sensitive to the computational errors and

experimental uncertainties because both numerator and denominator are now in similar

orders of magnitude with the uncertainties. It might also blow up because the denominator

could be very close to zero. With an understanding of the deviations of the minimal baseline
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model (B1) relative to the dinucleotide baseline model (B3), it is reasonable to expect that

comparison of Zn2+ binding in the context of the minimal model (which is computation-

ally tractable even with multiple hydrated Zn2+ ions bound) would be transferable to the

dinucleotide. Consequently, in what follows, we use the minimal baseline model (B1) as a

framework from which to calculate the effect of Zn2+ binding on the TS and KIE values.

Table 4.1: Comparison of calculated and experimental KIE values and the effect of catalysts

for UpG dinucleotide 2’-O transphosphorylation model reactions in solution. All KIE values

were measured/calculated at the temperature of 90◦ except for 18kNPO in the baseline

models, where the only available experimental value was at 37◦ (from Ref. 7). Therefore,

the corresponding calculations were also performed at 37◦. kCat/kBL quantifies the effect of

the catalyst on the KIEs, which is the ratio between KIEs in the catalyzed and uncatalyzed

reactions, where the BL refers to the baseline model B1.

Condition 18kLG
18kNUC

18kNPO

Model B1 calc. 1.0416 1.0016 1.0029

Model B2 calc. 1.0358 1.0038 1.0032

Model B3 calc. 1.0322 1.0011 1.0025

Baseline expt.7 1.034(3) 0.997(1) 0.999(1)

Zn model IX calc. 1.0276 0.9950 1.0028

Zn2+-catalyzed expt.151 1.015(2) 0.986(4) 1.0007(2)

(kCat/kBL)Calc. 0.986 0.993 1.000

(kCat/kBL)Expt. 0.982 0.989 1.002

RNase A calc.19 1.0272 0.9973 1.0060

RNase A expt.6 1.014(3) 0.994(2) 1.001(1)

(kCat/kBL)Calc. 0.986 0.996 1.003

(kCat/kBL)Expt. 0.981 0.997 1.002

4.3.2 Exploration of Zn2+ catalytic modes

Comparison of experimental KIEs for un-catalyzed (baseline) and Zn2+-catalyzed reactions

(Table 4.1) indicate that both primary 18kLG and 18kNUC values decrease considerably
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(by 0.019 and 0.011) upon Zn2+ binding. Examination of the experimental ratio of the

KIE values for Zn2+-catalyzed and baseline reactions [(kCat/kBL)Expt.] indicates the largest

deviation from unity occurs for the leaving group (1.8%). The large normal 18kLG value for

the uncatalyzed reaction (1.034) suggests a late transition state characterized by a small

bond order to the leaving group and high degree of accumulated charge at the O5’ position.

The significant reduction of the 18kLG value upon Zn2+ binding (1.015) suggests a TS

that is not as late19, has greater bonding to the leaving group and less charge at the O5’

position. The effect of Zn2+ binding on the 18kNUC value is also significant (1.1%), but less

pronounced than for 18kLG, and indicates a slightly higher degree of bond formation of the

nucleophile to phosphorus for the Zn2+-bound TS compared to the un-catalyzed reaction.

There is little effect of Zn2+ binding on the secondary KIE (18kNPO) values (0.2%). The

overall effect of Zn2+ binding is to produce a generally tighter TS bonding environment.

In order to establish a molecular electronic structure model that explains the effect

of Zn2+ binding on the KIE values relative to the uncatalyzed reaction, we examined a

series of 9 plausible Zn2+ binding modes (Figure 4.3), the results for which are shown in

Table 4.2. Agreement between calculated and experimentally measured KIE values can

be quantified by examination of the percent deviation (%D) in the KIE ratios defined as

%D = [(kCat/kBL)Calc. − (kCat/kBL)Expt.] × 100%. Further, the character of the TS can

be quantified by a reaction coordinate ξ defined as ξ = R2 − R1, where R1 and R2 are the

P-O2’ and P-O5’ bond lengths, respectively (Table 4.2). Negative values of ξ indicate an

early TS, whereas positive values indicate a late one.
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    V                          B1                           VII

   

    VI                          IX                           VIII

Figure 4.3: TS structures located from all 9 Zn2+ binding models and comparison with

the baseline model B1. Model IX matches best with experimental KIEs and has been

highlighted. Key bond lengths in Å are labeled. All Zn2+ are saturated to hexacoordination

by water but only key water molecules are shown for clarity.

We first explored a series of representative single Zn2+ binding modes to ascertain the

effects on the predicted KIE values. In models I and II, Zn2+ are placed near the non-

bridging oxygens to stabilize the negatively-charged phosphorane TS. However, the TSs

are too late (ξ ∼ 0.7-0.8 Å, Table 4.2) and have 18kLG values that are considerably larger

than the experimental value. The difference between models I and II involves direct versus

indirect Zn2+ coordination and does not substantially alter the KIE values. For model

III and IV in which Zn2+ binds directly and indirectly to the nucleophile O2’, the 18kNUC

becomes slightly normal, and the 18kLG values remain large. Models V and VI explore direct

and indirect Zn2+ binding to the leaving group oxygen, which leads to an early TS (ξ ∼
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-0.5 Å) with considerably underestimated 18kLG and overestimated 18kNUC values. This can

be explained by recognizing that this Zn2+ binding mode has a similar effect as that of an

enhanced leaving group19 to shift the TS from late to early in character, with limited bond

cleavage and charge accumulation at the O5’ position.

The inability for the single Zn2+ binding models (I-VI) to reproduce the experimental

KIEs lead us to explore dimetal Zn2+ binding modes. Models VII and VIII explore direct

and indirect Zn2+ binding, respectively, at both the nucleophile and leaving group positions.

Model VII produces a late transition state (ξ = 0.47 Å) that is much earlier than models

I-IV and has a considerably improved 18kLG value (%D = 1.0), but has a normal 18kNUC

value with greater deviation (%D = 1.5). Model VIII has a similar late transition state (ξ

= 0.48 Å) to model VII, but has a nucleophile KIE value that is even more normal, and

considerably underestimates the leaving group KIE, resulting from a partial proton transfer

from a Zn2+-coordinated water to leaving group oxygen.
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Table 4.2: Comparison of calculated KIEs and reaction coordinate ξ values in the TSs from

models I to IX. Model numbering is the same as in Figure 4.2. Temperature is 90◦ for all

calculations and experiment. Reaction coordinate ξ is defined as ξ = R2−R1, where R1 and

R2 are the P-O2’ and P-O5’ bond lengths, respectively. Percentage deviation %D is defined

as %D = [(kCat/kBL)Calc. − (kCat/kBL)Expt.]× 100%, where BL is the baseline model (B1)

consistent with the series of Zn2+ calculations. The numbers in parentheses following the

experimental values are the experimental uncertainties.

Model ξ (Å) 18kLG (%D) 18kNUC (%D) 18kNPO (%D)

B1 0.59 1.0416 1.0016 1.0029

Expt. w/o Zn N/A 1.034(3) 0.997(1) 0.999(1)

I 0.79 1.0466 (2.3) 0.9986 (0.8) 1.0017 (-0.3)

II 0.74 1.0441 (2.1) 0.9986 (0.8) 1.0029 (-0.2)

III 0.90 1.0517 (2.8) 1.0040 (1.3) 1.0007 (-0.4)

IV 0.67 1.0417 (1.8) 1.0012 (1.1) 1.0031 (-0.2)

V -0.53 1.0063 (-1.6) 1.0463 (5.6) 1.0015 (-0.3)

VI -0.49 1.0051 (-1.7) 1.0484 (5.8) 1.0029 (-0.2)

VII 0.47 1.0324 (1.0) 1.0054 (1.5) 1.0017 (-0.3)

VIII 0.48 1.0080 (-1.4) 1.0079 (1.7) 1.0005 (-0.4)

IX 0.42 1.0276 (0.5) 0.9950 (0.4) 1.0028 (-0.2)

Expt. w. Zn N/A 1.015(2) 0.986(4) 1.0007(2)

Interestingly, each different Zn2+ binding model has a distinct set of predicted KIE

values, however, only model IX corresponds closely with what is observed experimentally.

Model IX involves one Zn2+ making direct coordination to the leaving group, and another

that makes direct coordination to the non-bridge phosphoryl oxygen while maintaining in-

direct coordination with the nucleophile (Figure 4.3). In this model, the dimetal binding

mode provides three distinct elements of TS stabilization—leaving group stabilization, neg-

ative charge redistribution and potentially assistance in proton transfer. The nucleophile

and leaving group KIE deviations are 0.4% and 0.5%, respectively, a reduction in deviation

by a factor of 2 with respect to the next smallest deviations in the series of models. The
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18kNUC value is slightly inverse and the 18kLG value normal. Excellent agreement is obtained

between calculated and experimental (kCat/kBL) ratios (Table 4.1) for the leaving group

(0.986 and 0.982, respectively) and nucleophile (0.993 and 0.989, respectively). We’ve also

expanded the leaving group in model IX with a sugar ring as in model B2, but the KIE val-

ues calculated from corresponding optimized structures are not significantly different from

the original model IX (18kLG = 1.0268 vs 1.0276, 18kNUC = 0.9963 vs 0.9950). Therefore

we did not attempt to further expand the model to full UpG as in B3, as these are very

large calculations that become more difficult to converge with more degrees of freedom.

The general effect of Zn2+ binding is to create an earlier TS with an overall stiffer bonding

environment that leads to a less pronounced normal leaving group KIE and slightly more

inverse nucleophile KIE. The very close agreement of this model with recently measured

KIE values, in stark contrast to that of a series of 8 other models tested, provides strong

evidence that it can be used to provide an experimental interpretation of the TS structure

and bonding for Zn2+-catalyzed RNA 2’O-transphosphorylation.

4.3.3 Comparison between Zn2+ catalysis and enzyme catalysis

The transition state for RNA 2’-O-transphosphorylation catalyzed by RNase A exhibits

a primary KIE signature, both from experiment and computation, that is very close to

that produced upon Zn2+ binding (Table 4.1). This is evident by analyzing the normalized

kCat/kBL values for the Zn2+ and RNase A transition states which are all within 1% of one

another. The baseline normalized computational values are very close to the experimental

values, but particularly striking is the internal consistency for the 18kLG values between Zn2+

and RNase A systems as determined from either theory or experiment. The most straight

forward interpretation is that the Zn2+ ions produce a local TS bonding environment that

is similar to that of the RNase A active site: one Zn2+ ion stablizes the negatively charged

reaction center in transition state similar to a protonated His12 in RNase A, while another

Zn2+ ion enhances the leaving group departure analogous to the role of His119 (Figure 4.4).

This analysis sheds light on general principles involved in RNA catalysis.
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Non-catalyzed      Zn-catalyzed          RNase A-catalyzed

Figure 4.4: Comparison of TS structures in baseline, Zn2+-catalyzed and RNase A-catalyzed

model reactions. The two imidazole rings in the RNase A model represents His12 (left) and

His119 (right) residues in RNase A.

4.3.4 Comparison of KIEs in RNase A catalysis from QM cluster calculations

and QM/MM calculations

All the KIE calculations discussed above are based on the vibrational analysis of optimized

reactant and transition state geometries. For the uncatalyzed and Zn2+-catalyzed reactions,

the size of the entire system is not too big to be treated quantum mechanically, therefore

the geometry optimization and vibrational analysis could be done naturally within quantum

chemistry packages. However, for the enzymatic reaction catalyzed by RNase A, one had

to carefully carve out a truncated active site model from the QM/MM structure (the “QM

cluster” approach) to be able to get the stable and correct stationary points through geom-

etry optimization6 because it’s impossible to treat the entire system quantum mechanically.

This method often requires manual adjustments to the model and might not be easy to be

directly interpreted together with QM/MM results due to the incomplete chemical environ-

ment in the model. Therefore, here we attempt to directly calculate KIEs from QM/MM

results of RNase A catalysis to generate KIE results that includes proper treatment of the

enzyme environment and is consistent with the QM/MM simulations. As seen in Table

4.3, the QM/MM KIEs, even at the semi-empirical level, agree with the KIEs from previ-

ous QM cluster approach at DFT level and are in closer agreement with the experimental

results while the higher-level (B3LYP) QM/MM KIEs are even closer to the experimental

values. This suggests that the QM/MM approach might be able to give quantatively correct
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results and could be applied to study other enzymatic reactions. This approach could be

further empowered by the recently developed, more efficient interface of ab initio QM/MM

simulations in Amber that could significantly reduce the computational cost159.

Table 4.3: Comparison of calculated KIEs in RNase A catalysis using different methods.

The AM1/d-PhoT QM/MM KIEs were calculated using the procedure described in the

Computational Methods section while for the B3LYP QM/MM KIEs, the QM/MM equili-

bration and annealing steps were replaced by QM/MM geometry optimization due to the

otherwise untractable computational cost. Basis set used in B3LYP QM/MM calculations

(both geometry optimization and single point calculations) is 6-31+G(d). Temperature is

37◦ in all calculations.

Method 18kLG
18kNUC

18kNPO

AM1/d-PhoT QM/MM 1.0179 0.9972 1.0017

B3LYP QM/MM 1.0122 0.9984 1.0008

B3LYP QM Cluster19 1.0272 0.9973 1.0060

Expt.6 1.014 0.994 1.001

4.4 Conclusion

In conclusion, we explored the effect of different Zn2+ binding modes on the 18O kinetic

isotope effects for Zn2+-catalyzed RNA 2’O-transphosphorylation. Different Zn2+ binding

modes yield distinct KIE signatures that can be connected to TS structure and bonding

and used to aid in the interpretation of experimental measurements to give insight into

mechanism. A unique binding mode was identified as being very closely aligned with recent

experimental measurements. This mode involved two zinc ions, one directly coordinating

the leaving group and the other directly coordinating a non-bridge phosphoryl oxygen while

interacting with the nucleophile at solvent separation. This catalytic mode produces a

KIE signature very close to that observed for the TS in RNase A, and leads to model

TS structure that is also quite similar. We also identified the origin of the systematic

overestimation of the 18kLG KIE value relative to experiment noted previously111,6,19,151

which herein was shown to be corrected by inclusion of more realistic leaving group models.
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This work provides a predictive framework for the identification of Zn2+ ion binding modes

in RNA 2’O-transphosphorylation reactions from KIE measurements that will advance our

understanding of the role of divalent metal ions in mechanisms of RNA catalysis.
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Chapter 5

Metal Ion-induced Activation of the Catalytic General Base

in Hammerhead Ribozyme Self-cleavage

The hammerhead ribozyme is a well-studied nucleolytic ribozyme that catalyzes the self-

cleavage of the RNA phosphodiester backbone. Despite numerous experimental and theo-

retical efforts, there remain key questions about details of the mechanism, particularly with

regard to the activation of the nucleophile by the putative general base guanine (G12). One

of the primary objections to the hypothesis that G12 acts as the general base involves the

high pKa value of guanine that would have to be considerably shifted by the ribozyme envi-

ronment in order to be consistent with the interpretation of measured activity-pH profiles.

Recent crystallographic and biochemical work has identified pH-dependent divalent metal

ion binding at the N7/O6 position of G12 and suggested that the pKa of G12 was shifted by

that metal towards neutrality. In this work, we present results from quantum mechanical

calculations and molecular simulations that unify the interpretation of available structural

and biochemical data, and paint a detailed mechanistic picture of the general base step of

the reaction. Electronic structure calculations are performed to quantify the magnitude of

pKa shifts induced by Mg2+ binding in several Mg2+-guanine complexes. Molecular dy-

namics simulations are carried out using newly developed 12-6-4 parameters for divalent

metal ion binding to nucleic acids to characterize the ribozyme active site environment and

thermodynamic integration is used to evaluate the pKa of G12 in HHR with and without

the Mg2+ ion bound. The results show that Mg2+ is able to down-shift the pKa of G12

by -1.2 units in accord with the apparent pKa value determined from activity-pH measure-

ments. In addition, ab initio quantum mechanical/molecular mechanical simulations are

performed to explore the free energy profile for the general base step in the presence and
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absence of Mg2+. Taken together, these results are in quantitative agreement with avail-

able experimental data, and support a mechanism whereby Mg2+ serves to stabilize G12 in

the functional, deprotonated form that can abstract a proton from the nucleophile in the

general base step of the reaction. In this scenario, site-specific Mg2+ ion binding acts as a

switch to activate the general base in HHR. Finally, experimentally-testable predictions are

made on the mutational and rescue effects on G12, which will give further insights into the

catalytic mechanism. These results contribute to our growing knowledge of the potential

roles of divalent metal ions in RNA catalysis.

5.1 Introduction

The hammerhead ribozyme (HHR) is a prototype catalytic RNA system that has been

extensively studied160,161,162? ,163,164,165,16,86 for almost three decades since it was first dis-

covered by Uhlenbeck in 1987166. The HHR catalyzes the cleavage transesterification of

the RNA sugar-phosphate backbone16. In the generally accepted acid-base mechanism, the

nucleophile (the 2’-hydroxyl of residue C17) is deprotonated by a general base to form an

activated precursor that then goes on an inline attack to the adjacent scissile phosphate. De-

parture of the O5’ leaving group is then facilitated by a general acid, leading to a 2’,3’-cyclic

phosphate.

Despite the wealth of structural167,168,169,170,11,12,

biochemical171,172,173,174,175,176,177,178,179,180,181,182,14,183,164,184,185,186,187,188,189,190,191,15,192

and computational16,162,193,194,195,196,197,198,133,199,143 data available, certain details of the

catalytic mechanism remain unclear. In particular, the specific mechanism whereby the

nucleophile becomes activated by a general base is not yet resolved. Biochemical stud-

ies183,184,189 have suggested that the guanine nucleobase in residue G12 may act as the

general base in HHR, which is also supported by crystal structures169,11 in which the N1

site of G12 is well-positioned to interact with the 2’-hydroxyl group of C17 (Figure 5.1).

Interestingly, guanine is observed to interact with the 2’-hydroxyl nucleophile in many

other ribozyme systems86, including the hairpin200,201, glmS202,203, Varkud satellite204 and

twister205,89 ribozymes, and thus appears to be a common theme in RNA catalysis.



73

A conceptual objection to the hypothesis that G12 may act as the general base is that the

apparent pKa values derived from activity-pH profiles (around 8183,184,189,11), are somewhat

lower than the pKa value of guanine in aqueous solution (9.2). In order to reconcile these

observations, the most straight-forward interpretation is that the pKa of G12 would need

to be considerably down-shifted by the ribozyme active site. This prospect seems unlikely

given the high degree of localized negative charge in the active site198, the proximity of G12

to the scissile phosphate and the lack of nearby divalent metal ions in the active site of an

earlier crystallographic data with resolved solvent structure195.
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C-site

B-site

G-site

Figure 5.1: Illustration of the active site interactions in HHR and its self-cleavage mech-

anism. The N1 position of guanine in the putative general base G12 (blue) needs to be

deprotonated before acting as a proton acceptor to deprotonate the 2’-OH in C17 (red),

which will then act as the nucleophile to attack the phosphorous. Recent studies11,12 in-

dicate that there could be a Mg2+ directly bound at the Hoogsteen face of G12 (“G-site”)

to facilitate its deprotonation. Another Mg2+ is believed to play the role of activating the

2’-OH of the general acid G8 (green) by migrating from the binding site at N7 of G10.1

(“C-site”) observed crystallographically into a bridging position (“B-site”) with the scissile

phosphate, in accord with thio/rescue effect experiments13,14,15. In this bridging position,

the Mg2+ can coordinate the 2’-OH of G8, increasing its acidity, and facilitating proton

transfer to the O5’ leaving group in the general acid step of the reaction16.

Recently, a new set of crystal structures11,12 of a full length hammerhead ribozyme
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(RzB) has been obtained by the Golden lab, which indicate a Mg2+ ion bound directly to

the Hoogsteen face of G12 at pH 8. This binding mode is similar to the position of an

electron density peak found in the previous crystal structures by and interpreted as a likely

water molecule195 or Na+ ion170. Divalent metal ions have been predicted to be capable

of considerably shifting the pKa of certain residues in ribozyme environment to facilitate

catalysis206,141,207. It is thus of considerable interest to understand whether this binding

mode could represent an effective catalytic strategy for general base activation in nucleolytic

ribozymes.

In this paper, we explore the feasibility of a Mg2+ ion, bound to G12, to shift the

pKa at the N1 position as required by its implicated role as general base in the reaction,

and make quantitative predictions that are experimentally testable. Electronic structure

calculations are performed to quantify the magnitude of pKa shifts induced by Mg2+ binding

in several Mg2+-guanine complexes. Molecular dynamics (MD) simulations are carried out

with newly developed force field parameters for divalent metal ion binding to nucleic acids9

to characterize the ribozyme active site environment and thermodynamic integration (TI) is

used to evaluate the pKa shift of G12 in HHR with and without the Mg2+ bound. Ab initio

quantum mechanical/molecular mechanical (QM/MM) simulations with rigorous long-range

electrostatic interactions159 are performed to explore the free energy profile for the general

base step in the presence and absence of Mg2+ bound at the newly identified position. Taken

together, these results are in quantitative agreement with available experimental data, and

support a mechanism whereby Mg2+ serves to stabilize G12 in an active (deprotonated)

form that will ultimately facilitate deprotonation of the nucleophile in the general base

step of the reaction. In addition, quantum mechanical calculations on the binding free

energies between different divalent metal ions and guanine/6-thioguanine predict that a

6-thio substitution at G12 in HHR will decrease the catalytic reaction rate by knocking out

the Mg2+ binding while replacing Mg2+ by Mn2+ or Cd2+ could have rescue effects, which

could be tested by future experimental works.
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5.2 Computational Methods

5.2.1 Electronic structure calculations

All electronic structure calculations were carried out in the Gaussian09 package118 using

M06-2X112 density functional with 6-311++G(3df,3pd) basis s et. The PCM solvation

model208,116,209,114 was used to treat the solvation effects, whose solvation cavity is con-

structed from the UFF radii set scaled by a factor of 1.1115. Harmonic vibrational analysis

was performed on the optimized geometries using rigid rotor and harmonic oscillator ap-

proximations to verify the nature of the stationary points and obtain the thermal corrections

to free energies. The relative pKas (i.e., the pKa shifts) are calculated from:

∆pKa = (∆G
′ − ∆G)/RT ln(10) (5.1)

where ∆G
′

and ∆G are the deprotonation reaction free energies of Mg2+-guanine and gua-

nine, respectively. Free energy difference between two deprotonation reactions in kcal/mol

were converted to pKa shift in pKa units by dividing by RT ln(10). The pKa shift is further

corrected by taking the Mg2+ ion concentration and Mg2+-guanine binding affinity into

account. By considering a kinetic model that consists of deprotonation of guanine, Mg2+-

guanine binding equilibrium and deprotonation of Mg2+-guanine complex, we obtained

estimates for the corrected pKa of Mg2+-guanine complex as (see supporting information

for details):

pKa(Mg-Gua,corr.) = − log10

(

10−pKa(Gua) + cMg × e−β∆Gbind × 10−pKa(Mg:Gua,uncorr.)

1 + cMg × e−β∆Gbind

)

(5.2)

where cMg is the concentration of Mg2+ ion (0.01 M is used in this work) divided by the

standard molar concentration 1.0 M (thus dimensionless), and ∆Gbind is the Mg2+-guanine

binding affinity which has been experimentally measured to be -0.34 kcal/mol8,9 (see Sup-

porting Information for details). Electron population analysis was performed on the guanine

and Mg2+-guanine complex molecules (both neutral and deprotonated) at their optimized

geometries using the natural bond orbital (NBO) analysis210 method, as implemented in

Gaussian09.
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For the binding free energy calculations between different metal ions and guanine/6-

thioguanine, the chemical equations that define the binding free energy are:

M(H2O)2+6 + G → [M(H2O)5 : G]2+ + H2O (5.3)

or M(H2O)2+6 + G− → [M(H2O)5 : G]+ + H2O (5.4)

in which M could be Mg2+, Mn2+ or Cd2+ and G could be guanine or 6-thioguanine. For

Mn and Cd atoms, the SDD effective core potential153 is used. The cavity radii of S atom

was adjusted from 2.0175 (default as implemented in Gaussian09) to 2.6 which correctly

reproduces the experimentally measured211 pKa between guanine and 6-thioguanine.

Molecular dynamics simulations

All molecular dynamics simulations were carried out in the Amber14 package155. Starting

from the recent crystal structure of the RzB hammerhead ribozyme with divalent metal

ion bound at G1211,12 (PDB code 5DI2), the RNA was solvated in a box of TIP4P-Ew212

water molecules with a 12 Å buffer. 67 Na+ and 15 Cl− ions were added to neutralize

the system and solvate it with 0.14 M NaCl (roughly physiological salt conditions). The

RNA was treated by the AMBER-ff14SB force field47,156 which includes the corrections

for alpha/gamma conformers213 and glycosidic torsions214 in nucleic acids. The monova-

lent ions were described using the TIP4P-Ew-compatible parameters developed by Joung &

Cheatham215. To better characterize the interaction between Mg2+ and nucleic acids, we

apply the recently developed m12-6-4 parameter set developed by Panteva, Giambaşu and

York9 to accurately describe balanced interactions between Mg2+ and nucleic acids. This

model was based on pioneering work by Li and Merz91 to include effects of ion-induced

polarization, using a simple pairwise approximation that does not require further alter-

ation of conventional moleecular simulation force fields. This model provides outstanding

agreement with structural, thermodynamic, kinetic and mass transport properties of Mg2+

in aqueous solution90, and has recently been extended so as to give balanced interactions

with nucleic acids through adjustment of specific pairwise parameters9. This model was
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used to describe all 6 Mg2+ ions that were present in the crystal structure and in the sim-

ulations. The system was then slowly heated up to 300 K and equilibrated for a total of

¿30 ns simulation (refered as HHR · Mg2+:G12). To justify the effect of the G12-bound

Mg2+, another system was built by removing the G12-bound Mg2+ and went through the

same equilibration process (refered as HHR:G12). Also, a reference system was set up by

solvating a single guanosine monophosphate residue (CH3-capped at the O3’ position and

CH3O-capped at P position) in a box of TIP4P-Ew water with a 20 Å buffer along with 13

Na+ and 12 Cl− ions. This system was heated up to 300 K and equilibrated for a total of

5 ns simulation. All simulations employ an 8 Å nonbond cutoff and make use of Particle

Mesh Ewald to account for the electrostatics beyond the cutoff.53

5.2.2 Thermodynamic integration calculations

Starting from the equilibrated structures, all 3 systems (solvated guanosine, HHR:G12

and HHR · Mg2+:G12) were prepared for thermodynamic integration (TI) calculations to

compute the free energy of deprotonating guanine or G12. The net free energy change is:

∆GDEPR = GG− −GGH, where GGH is the free energy of the neutral guanine state (both in

the reference system and at the G12 position in the HHR) and GG− is the free energy of the

guanine deprotonated at the N1 position, which carries a net 1- charge. In order to stabily

compute the net free energy change from a reasonable amount of statistical sampling, it is

advantageous to decompose the net free energy change as a sum of 3 stages216 that pass

through intermediate states:

∆GDEPR = ∆Gdecharge + ∆Gbond-removal + ∆Grecharge (5.5)

where ∆Gdecharge, ∆Gbond-removal, and ∆Grecharge are refered to as the “decharging”, “bond-

removal”, and “recharging” stages, respectively. The advantage of this decomposition is that

less sampling is required to compute each stage than what would otherwise be necessary

through a direct transformation between the two end states. In the decharging stage, the

partial charge on H1 is removed. In the bond-removal stage, the bond, angle, torsion and

Lennard-Jones interaction terms in the force field involving the H1 are removed. In the

recharging stage, the partial charges on the entire residue are transformed to the charge set
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for the deprotonated guanine derived from RESP charge fitting217. The free energy of each

stage is computed from TI:

∆Gstage =

∫ 1

0

〈

dHstage(λ)

dλ

〉

λ

dλ (5.6)

where Hstage(λ) is a linear combination of Hamiltonians that define the end-states of the

stage:

Hstage(λ) = (1 − λ)H
(0)
stage + λH

(1)
stage (5.7)

H
(0)
stage and H

(1)
stage are the Hamiltonians for the stage’s initial and final states, respectively.

As an exception to Eq. 5.7, the removal of the Lennard-Jones interaction within the “bond-

removal” stage is performed through a non-linear “soft-core” potential218,9:

Vsc(λ) = 4ǫ(1 − λ)

[

1

[αλ+ (r/σ)6]2
− 1

αλ+ (r/σ)6

]

(5.8)

where ǫ and σ are standard LJ parameters, r is atomic distance and α is an adjustable

constant that was set to 0.5 by default218. The free energy change of each stage is evaluated

by performing 11 simulations (TI “windows”) corresponding to 11 evenly-spaced values of λ,

and numerically integrating Eq. 5.6 from the trapezoid rule. Each TI window is equilibrated

for 100 ps at λ = 0.5, and statistics are sampled from 1 ns of production simulation.

The TI calculations described above involves 33 TI window simulations per system (3

stages/system and 11 windows/stage) to compute a net free energy change. To ascertain

the reliability of the result, we perform the procedure 3 times for each system (99 win-

dows/system) to compute 3 estimates of the system’s net free energy change. For each

system, we report (see Table 5.3) the average ∆GDEPR value and its standard error from

the 3 estimates.

5.2.3 Quantum mechanical/molecular mechanical simulations

After G12 is deprotonated, it is suited to act as a general base that activates the nucleophile

by facilitating a proton transfer from the nucleophile C17:O2’ to G12:N1. Ab initio QM/MM

umbrella sampling simulations were performed to obtain the free energy profile of the proton

transfer reaction for both HHR:G12 and HHR · Mg2+:G12. The PBE0 hybrid density
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functional25,28 with the 6-31+G(d) basis set was used to model the 47 atom (HHR:G12) or

48 atom (HHR · Mg2+:G12) QM region. The QM region includes the guanine base in the

G12 residue, the Mg2+ bound at G12 (but not the coordinating water molecules), and the

entire C17 residue (cytosine base, sugar, and phosphate). The simulations were performed

with an 8 Å nonbond cutoff, and the Ambient-Potential Composite Ewald method159 was

used to describe the long-range electrostatics in the system.

The reaction coordinate (ξ = R1−R2) is the difference between two distances. R1 is the

distance from the proton donor C17:O2’ to the proton C17:HO2’, and R2 is the distance

from the proton acceptor G12:N1 to the proton C17:HO2’. The umbrella biasing potential

is:

Ubias(ξ) = k(ξ − ξ0)
2 (5.9)

where ξ0 is the reference coordinate for the window, and k = 50 kcal mol−1 Å−2 is a force

constant. Each profile is generated from 16 simulation windows whose reference coordinate

evenly samples the range -1.6 Å ≤ ξ0 ≤ 1.4 Å. Each window is equilibrated for 2.5 ps, and

statistics were drawn from 10 ps of production simulation. The statistics gathered from the

biased simulations are analyzed using the variational free energy profile (vFEP) method65

to generate the unbiased free energy profiles shown Figure 5.9.

5.3 Results and Discussion

Guanine nucleobases are often encountered in ribozyme active sites, and have been impli-

cated as acting as the general base in catalysis. In order to act as a general base, the

guanine nucleobase should be deprotonated at the N1 position (Figure 5.2). In the depro-

tonated state, resonance stabilization allows the negative charge to be distributed between

the N1 and O6 positions. Divalent metal ion bining at the O6 position, therefore, would be

expected to have a large infleunce on the microscopic pKa at the N1 position by stabilizing

the deprotonated form. In the following sections, we build up models for Mg2+ binding

to guanine and related chemically modified analogs used in mechanistic experiments, and

make predictions about the induced pKa shift at the N1 position, and on the free energy of

the general base step in the chemical reaction.
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Figure 5.2: (Left) Canonical numbering of guanine nucleobase. (Right) Resonance struc-

tures of guanine deprotonated at N1 position with formal charge alternately on the N1 and

the O6.

5.3.1 pKa shifts of Mg2+-guanine complexes

Figure 5.3: Chemical structures of guanine and several chemically modified guanine

molecules studied in this work. Experimental pKa values at the N1 position (taken from

Refs. 17,18) are shown.

In order to get a more detailed picture of the Mg2+-guanine interaction and its effect on the

pKa, we designed model compounds that mimic the Mg2+-guanine complex in HHR crystal

structure and performed density functional electronic structure calculations. To validate

the computational protocol and quantum chemical model chemistry, we calculated the pKa

shifts of three chemically modified guanines: substitution of N3/N7 to CH which makes 3/7-

deaza-guanine and replacement of exocyclic NH2 with H which yields inosine (Figure 5.3).
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From Table 5.1, the calculated pKa shift of all three chemically modified guanines agree

very well with experimental values (maximum error of 0.4 pKa units).

Next, we examined several Mg2+-guanine model complexes that mimicked the crystal-

lographic metal ion binding mode in which the hexacoordinated Mg2+ has inner sphere

contact with N7 and outer sphere coordination with O6. We also picked two of the three

chemically modified species (3-deaza-guanine and inosine) and built complexes with Mg2+

in the same way. These two species were chosen because, unlike the 7-deaza modification,

neither directly alters the chemical environment of the Hoogsteen face, therefore preserving

the observed binding mode of the native guanine. For 7-deaza-guanine, it’s expected that

the Mg2+ binding would be considerably disrupted. As seen in Table 5.1, the magnitude of

pKa shifts induced by Mg2+ (≈-7 pKa units) is quite large, making the N1 position consid-

erably more acidic. This large shift agrees with previous arguments206,207,219 that metal-ion

binding could induce large pKa shifts of nucleobase residues. The experimentally observed

pKa shift of G12 in the ribozyme environment is a much smaller shift toward neutrality

(≈-1.2 pKa units). As will be discussed in more detail in the next section, the accumulated

negative charge of the ribozyme active site in the hammerhead ribozyme leads to a consid-

erable positive pKa shift that requires divalent metal ion binding at the G site in order to

offset. The main point of the current section is to establish a baseline for the expected pKa

shifts that a Mg2+ would be expected to induce if it were bound to an isolated guanine (or

modified guanine) nucleobase in solution, before making predictions about the pKa shifts

in the more complex active site of the HHR.

2.16

1.85

1.88
2.14

1.69

1.69

A                                B

Figure 5.4: Optimized geometries of Mg2+-guanine (A) and Mg2+-deprotonated guanine

(B) complexes . Selected bond lengths shown are in Å.
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Table 5.1: Calculated and experimental pKa shifts of guanine, chemically modified guanine

and Mg2+-guanine complexes. The calculated pKa shifts have been corrected for Mg2+-

guanine binding affinity and Mg2+ concentration (0.01 M) using Eq. 5.2. Error estimates

are not available because the method used to obtain those values are deterministic and do

not involve sampling.

Model pKa shift (calc.) pKa shift (expt.)

guanine (ref.) – –

inosine -0.3 -0.517

3-deaza-guanine 3.2 3.118

7-deaza-guanine 1.5 1.118

Mg2+-(H2O)5-guanine -7.0 –

Mg2+-(H2O)5-inosine -7.0 –

Mg2+-(H2O)5-3-deaza-guanine -4.4 –

HHR G12 – -1.211

To examine the effect of Mg2+ binding on the electronic structure of guanine, we per-

formed NBO analysis to calculate the partial atomic charges in the neutral and deprotonated

species (Table 5.2). Of the key atoms listed, the largest negative charge is seen to reside at

the O6 position in both protonation states and in the presence and absence of Mg2+. The

O6 position also exhibits the greatest increase in negative charge upon deprotonation, both

in the presence and absence of Mg2+. The O6 position is also seen to considerably increase

in negative charge, for both neutral and deprotonated guanine, upon Mg2+ binding, but not

as dramatically as at the N7 position where the ion has direct inner-sphere coordination.

Overall, the charge transfer from guanine to the hydrated Mg2+ ion is relatively modest

for both neutral and deprotonated (anionic) guanine (0.17 and 0.23 e, respectively). These

results indicate that the interaction between Mg2+ and guanine is mostly electrostatic in

nature, providing justification for the use of fixed-charge molecular mechanical (MM) force

fields to model the Mg2+-guanine interaction that will be introduced in the next subsection.
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Table 5.2: Partial atomic charges of selected atoms in guanine and Mg2+-guanine complexes

derived from NBO analysis.

Model N1 H1 N3 O6 N7 Guanine

Guanine -0.663 0.472 -0.603 -0.687 -0.510 0.000

Mg2+-(H2O)5-guanine -0.635 0.484 -0.582 -0.743 -0.582 0.168

(Difference) (0.028) (0.012) (0.021) (-0.056) (-0.071) (0.168)

Guanine(-) -0.716 – -0.659 -0.792 -0.533 -1.000

Mg2+-(H2O)5-guanine(-) -0.651 – -0.617 -0.830 -0.602 -0.767

(Difference) (0.065) – (0.042) (-0.038) (-0.069) (0.233)

5.3.2 pKa shift of G12 in HHR

HHR・Mg2+:G12

HHR:G12 HHR:G12-

Guanine Guanine-
ΔGDEPR,0

ΔGDEPR,1

ΔGDEPR,2
HHR・Mg2+:G12-

Figure 5.5: Thermodynamic cycle used in TI calculations.

Table 5.3: Deprotonation free energies (kcal/mol), pKas and pKa shifts (in pKa units) of

G12 in HHR from different sets of TI simulations and experiments.

Model ∆GDEPR pKa pKa shift

Guanine (ref.) -114.1 ± 0.5 9.2 –

HHR:G12 -108.9 ± 0.3 12.9 ± 0.2 3.7 ± 0.2

HHR · Mg2+:G12 -115.8 ± 0.5 8.0 ± 0.4 -1.2 ± 0.4

Experiments11 – 8.0 -1.2

To better characterize the effects of the complicated enzyme environment, molecular dy-

namics (MD) simulation on the full HHR was conducted and the pKa shift of guanine N1

position in G12 was then evaluated using thermodynamic integration (TI) technique. The
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reference system was the deprotonation of a single guanine nucleotide in solution which

has known experimental pKa of 9.2. For the HHR system, both HHR:G12 and HHR ·

Mg2+:G12 were simulated. The two pKa shift values were then determined using Eq. 5.1.

This approach has been adopted to predict pKa shifts in ribozymes induced by the enzyme

environments87,89 and a closely-related protein enzyme system where the leading factor of

pKa shift was also a Mg2+ 220 in previous works and was shown to be giving reasonable

results.
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Figure 5.6: Convergence of pKa shift values from TI simulations. Filled squares connected

by solid lines are the pKa shift values evaluated using all available data at certain simulation

time, with an increment of 100 ps per point. Dashed lines are drawn to help show the

convergence.
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Figure 5.7: Representative active site conformation of the initial (left) and final (right)

states from the free energy (TI) simulation of HHR · Mg2+:G12. The conformations from

the simulation of HHR:G12 are very similar, and therefore not shown here. For clarity,

water molecules and some other atoms/residues are not displayed. White, cyan, blue, red,

pink and gold spheres stand for H, C, N, O, Mg and P atoms, respectively.

As seen in Table 5.3, the simulations predicted that in HHR · Mg2+:G12, the pKa of

N1 in G12 is shifted down by -1.2, while in HHR:G12, the pKa is shifted up by 3.7 units.

The convergence of the TI simulations in terms of the target observable pKa shifts was

measured (Figure 5.6) and showed that the simulations reached reasonable convergence after

1 ns, which was similar to the timescales investigated in related work87,220,89. Experimental

activity-pH profiles indicate that the apparent pKa of the general base in HHR is around

8 in the presence of Mg2+ 11. If guanine is assumed to be the general base, and the most

straight forward interpretation of the apparent pKa values are made, this would imply an

expected shift of the pKa of G12 by ∼ -1.2 units.
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Figure 5.8: Radial distribution function (RDF) of water oxygens around the O6 position of

neutral and deprotonated G12 in HHR. Both sets of data are extracted from 1 ns of MD

simulation of HHR:G12 with G12 in neutral and deprotonated forms, respectively. RDF

data points are calculated using window size of 0.2 Å and are interpolated using the Akima

spline.

As mentioned above, an electron density peak was found in the vicinity of G12 in

the previous crystal structure of HHR obtained at pH 6.5195 (PDB code 2OEU) and was

interpreted as a solvent water molecule. In the recent work11, the G12-bound Mg2+ was

found in the crystal obtained at pH 8.0 but not in the one obtained at pH 5.0. Here,

we analyzed the solvent distribution around the O6 position of G12 from the HHR:G12

simulations by calculating the radial distribution functions (RDFs). As seen in Figure 5.8,

there is a clear peak at around 2.6 Å in both RDFs, which is consistent with the previous

structure in which the oxygen in the G12-bound water is 2.54 Å away from the O6 of G12.

Also, in the RDF where G12 is deprotonated, the height of the peak is greater than in the

other one, which suggests that the deprotonated G12, which is carrying a -1 charge, needs

stronger electrostatic interactions to stabilize the negative charges that are buiding up on

O6 and N7, than the neutral form. These results indicate that the Mg2+-G12 binding in

HHR might have pH-dependence, which could be the reason why the G12-bound Mg2+ is
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only found in high-pH crystal structures but not in the low-pH ones.

Taken together, the results reported here are consistent with a model whereby a Mg2+

ion binds at the G site and results in an overall pKa shift of G12 toward neutrality by

1.2 pKa units. In the absence of the metal ion binding at the G site, the pKa of G12 is

predicted to be considerably shifted to higher pKa values (12.9), making it highly unlikely

to be activated as the general base in the biologically relevant pH range. This scenario

would contradict the interpretation of activity-pH data in terms of apparent pKa values.

As our calculated result is in striking agreement with experiment suggests that the apparent

pKa values observed experimentally may have this straight forward interpretation.

These results are consistent with previous calculations that indicate that HHR folds to

form an electrostatically strained active site, which acts as an electronegative recruiting

pocket for a threshold cationic charge required for efficient activity198. If the local envi-

ronment around G12 in HHR is overall negatively charged, then it’s expected that the pKa

of G12 will be shifted up in HHR compared to in aqueous solution. By recruiting divalent

metal ions, this shift is offset and even reversed. By comparing the pKa shifts with/without

Mg2+ in Table 5.3, we can estimate the net effect of Mg2+ on the pKa of G12 to be (-1.2)

− 3.7 = -4.9, which is in qualitative agreement with our DFT result -7.0. In the hepati-

tis delta virus (HDV) ribozyme, which has a similar divalent metal ion requirement under

physiological conditions, a pKa shift of similar magnitude (∼ -4 units) on the 2’-hydroxyl

nucleophile induced by Mg2+ was predicted by 3D-RISM calculations88. Further, Amaro

and co-workers have reported the Mg2+-induced pKa shift of lysine K82 in guanylyltrans-

ferase mRNA capping enzyme to be -4.2220 which is very close to the result reported here

using a similar TI approach. Rosta and co-workers have also observed that Mg2+ plays the

role of altering pKa in dUTPase which catalyzes phosphate hydrolysis221,222.

5.3.3 Free energy profile for the general base step

From TI-MD simulations, we found that the G12-bound Mg2+ in HHR could activate the

general base G12 by down-shifting its pKa to facilitate its deprotonation. Nonetheless,

since the next step after general base activation is the proton transfer from nucleophile to

general base, one might expect that having a Mg2+ bound at G12 could make this step
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thermodynamically less favorable because Mg2+ binding to deprotonated G12 makes it a a

worse proton acceptor. One possibility is that the Mg2+ could “leave the scene” after the

deprotonation of G12 to avoid the energy penalty in the following step. However, in the

crystal structure of the vanadate transition state mimic12 (PDB code 5EAQ) which mimics

the state after general base proton transfer step is completed, the Mg2+ was still found

to be bound at G12. This suggested that the Mg2+ might be bound at G12 all the time

despite the energy penalty of the general base proton transfer step, which could potentially

be compensated by providing electrostatic stabilization to the overall negatively-charged

active site.
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Figure 5.9: Potential of mean force (PMF) for the general base proton transfer (GBPT)

reaction in HHR · Mg2+:G12 (red) and HHR:G12 (black) generated by ab initio QM/MM

umbrella sampling. The two chemical structures depict the reactant (left) and product

(right) states. Reaction coordinate is the difference (R1-R2) between the distance from

C17:O2’ to C17:HO2’ (R1) and the distance from G12:N1 to C17:HO2’ (R2). Free energies

of the reactant and product states are marked.
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Table 5.4: Summary of predicted free energy costs in different steps for HHR:G12 and

HHR · Mg2+:G12. (Relative) ∆GDEPR values are taken from Table 5.3 while ∆GGBPT

values are from QM/MM free energy profiles as labeled in Figure 5.9. All numbers are in

kcal/mol. Error estimates for ∆GDEPR values are from Table 5.3 while for ∆GGBPT are

from bootstrapping (see supporting information for details). Standard errors of ∆GTOTAL

are obtained using the propagation rule.

Model ∆GDEPR ∆GGBPT ∆GTOTAL

HHR:G12 6.7 ± 0.6 6.3 ± 0.2 13.0 ± 0.6

HHR · Mg2+:G12 0.0 ± 0.0 7.4 ± 0.2 7.4 ± 0.2

To evaluate the energy penalty induced by Mg2+, we carried out ab initio QM/MM um-

brella sampling simulations of the general base proton transfer step for both HHR:G12 and

HHR · Mg2+:G12. As seen in Figure 5.9, the reaction in HHR · Mg2+:G12 did have a higher

free energy cost. However, the decrease in the free energy cost of the G12 deprotonation

induced by Mg2+ was more than enough to compensate for this (Table 5.4). Overall, the

free energy required to get the system into the state that is ready for phosphoryl transfer is

5.6 kcal/mol less when a G12-bound Mg2+ is present, which again supports the existence

and the catalytic effect of that Mg2+ in HHR.

5.3.4 Effect of 6-thio substitution on G12 and rescue effects

All the results and discussions above support the hypothesis that the G-site Mg2+ could

facilitate the catalysis by down-shifting the pKa of G12. To further test the hypothesis and

make predictions that could be directly tested by experiments, we examine the effects of

changing a guanine to a 6-thioguanine. The 6-thioguanine molecule (sometimes referred to

as tioguanine) has been used in medications for the treatment of leukemia and other diseases,

but has not, to our knowledge, been used extensively at a mechanistic probe in ribozymes.

The pKa of 6-thioguanine has been experimentally measured to be 8.3211, almost a full

unit lower than the pKa of guanine (9.2). In a mechanistic scenario whereby there is no

divalent metal ion bound at the G-site, one would expect the lower pka of 6-thioguanine

would lead to slightly increased activity at neutral pH due to the higher probability of being
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in deprotonated form and able to accept a proton from the nucleophile in the general base

step, and the activity-pH profile would be accordingly shifted. If, however, a divalent metal

ion did bind at the G-site, thio substitution at the 6 position could create a thio/rescue

effect scenario.

Table 5.5: Comparison of binding free energies (kcal/mol) between different divalent metal

ions and guanine/6-thioguanine in both neutral and deprotonated forms. Numbers in the

first column are converted from experimental binding affinities8,9. In each row, the numbers

are normalized according to the corresponding experimental values in the first column.

Metal Guanine Guanine− 6-thioguanine 6-thioguanine−

Mg2+ -0.3 -11.7 6.4 5.0

Mn2+ -0.6 -12.4 0.7 -0.7

Cd2+ -2.0 -10.8 -3.2 -4.5

In order to test this, we employed electronic structure calculations to obtain the binding

free energies of Mg2+, Mn2+ and Cd2+ ions to guanine and 6-thioguanine, both in neutral

and deprotonated (at the N1 position) form. Results are shown in Table 5.5, including

normalization adjustments such that binding free energies are relative to guanine in its

normal protonation state at neutral pH, and the column corresponding guanine is taken

from the experimental binding affinities8,9. As one can see, the Mg2+-6-thioguanine binding

is unfavorable relative to Mg2+-guanine binding, and suggests that the G-site Mg2+ could

be knocked out upon 6-thio substitution at G12. Mn2+ and Cd2+, which are softer, more

thiophilic ions, show more favorable binding to 6-thioguanine than Mg2+, which implies a

partial rescue effect to the 6-thio substitution at G12 upon replacing Mg2+ with Mn2+ and

particularly Cd2+. This is an experimentally testable prediction that could help to further

reconcile the role of divalent metal ions in general base activation.

5.4 Conclusion

This work presents a series of quantum chemical calculations and molecular simulations to

probe the activation mode of general base in hammerhead ribozyme (HHR). The hypoth-

esis, motivated by recent crystallographic data, is that the presumed general base G12 is
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activated by a Mg2+ ion causing a pKa shift toward neutrality that would allow it to have

increased probability of being in an ionized state where the N1 position is able to extract

a proton from the 2’OH nucleophile. The electronic structure calculations on small model

systems suggest that a Hoogsteen face-bound Mg2+ ion could greatly down-shift the pKa

of the N1 position in guanine, primarily due to electrostatic interactions. To consider the

effects of the full ribozyme environment, free energy simulations coupled with thermody-

namic integration have been performed, and strongly support a model whereby the pKa of

G12 in HHR is shifted by a Mg2+ ion bound at the experimentally observed G site by -1.2

units, in agreement with the apparent pKa value derived from measured activty-pH pro-

files. QM/MM simulations of the general base proton transfer reaction further support the

catalytic significance of this metal ion binding mode, and role of the G-site Mg2+. Based

on binding free energy calculations, 6-thio substitution on G12 is predicted to reduce the

catalytic activity but could be rescued by replacing Mg2+ with more thiophilic metal ions,

which could be tested by future experiments. The suggested role of metal ions in the acti-

vation of a guanine general base may represent a general catalytic strategy used by other

RNA enzymes.

5.5 Supporting Information for: Metal Ion-induced Activation of the

Catalytic General Base in Hammerhead Ribozyme Self-cleavage

5.5.1 Derivation of the correction for ion concentration and binding affinity in

DFT calculations of Mg2+-guanine model complexes

In the DFT calculations of the Mg2+-induced pKa shift of guanine in model complexes, the

free energy differences between species need to be further corrected by accounting for the

metal ion concentration and the metal-guanine binding affinity to yield the prediction of

pKa shift values. Consider the kinetic model below,
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Figure 5.10: Kinetic model used in the pKa shift correction. pKa values are directly con-

verted from the free energy differences in DFT calculations while ∆Gbind is the experimen-

tally measured binding affinity.

we have

Ka(Mg −Gua, corr.) =
cGua × 10−pKa(Gua) + cMg−Gua × 10−pKa(Mg−Gua,uncorr.)

cGua + cMg−Gua
(5.10)

in which all concentrations have been divided by the standard molar concentration 1.0

M and therefore are dimensionless. Since

cMg−Gua = cGua × cMg × e−β∆Gbind (5.11)

where β = 1
kBT , Eq. 5.10 becomes

Ka(Mg −Gua, corr.) =
1

cGua + cGua × cMg × e−β∆Gbind
× (cGua × 10−pKa(Gua)

+ cGua × cMg × e−β∆Gbind × 10−pKa(Mg−Gua,uncorr.))

(5.12)

where cGua could be eliminated from both numerator and denominator, which leads to

Ka(Mg −Gua, corr.) =
10−pKa(Gua) + cMg × e−β∆Gbind × 10−pKa(Mg−Gua,uncorr.)

1 + cMg × e−β∆Gbind
(5.13)

that gives Eq. 5.2 in the main text. The corrected Mg2+-induced pKa shift on guanine

is therefore
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∆pKa(Mg, corr.) = −log10(
10−pKa(Gua) + cMg × e−β∆Gbind × 10−pKa(Mg−Gua,uncorr.)

1 + cMg × e−β∆Gbind
)

− pKa(Gua)

(5.14)

5.5.2 Choice of the basis set in QM/MM simulations

Table 5.6: M06-2X single point energies computed using different basis sets at the geometries

optimized using M06-2X/6-31+G(d) level of theory. G and MG stands for guanine and

Mg2+-bound guanine, respectively. Absolute energies (column 2-5) are in hartree while

relative energies (column 6) are in kcal/mol.

Basis Set E(G) E(G−) E(MG2+) E(MG+) ∆∆E

6-31G(d) -542.3443 -541.7819 -1124.0730 -1123.7497 -150.07

6-31G(d,p) -542.3580 -541.7923 -1124.1382 -1123.8118 -150.10

6-311G(d,p) -542.4946 -541.9351 -1124.4169 -1124.0938 -148.34

6-31+G(d) -542.3653 -541.8196 -1124.1038 -1123.7885 -144.61

6-31+G(d,p) -542.3788 -541.8300 -1124.1669 -1123.8486 -144.65

6-311+G(d,p) -542.5073 -541.9588 -1124.4328 -1124.1144 -144.40

6-31++G(d) -542.3655 -541.8198 -1124.1047 -1123.7895 -144.65

6-31++G(d,p) -542.3790 -541.8302 -1124.1677 -1123.8495 -144.70

6-311++G(d,p) -542.5074 -541.9590 -1124.4332 -1124.1149 -144.45

The recent developed ambient potential Ewald method159 that was implemented in Amber

allows much more efficient ab initio QM/MM simulations. However, it’s still important

to carefully choose the level of theory to balance accuracy and performance since using ab

initio calculations in dynamics is still slow in general. In particular, the choice of basis set

for the QM calculations usually affects both accuracy and performance. Since our QM/MM

simulations in this work were to estimate the free energy cost of a proton transfer reaction

in which a deprotonated guanine (with/without Mg2+ bound) was the proton acceptor,

we first performed some single point energy calculations to evaluate the proton affinity of
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deprotonated guanine with/without Mg2+ bound. As seen in Table 1, the diffuse functions

seem to play a much bigger role than the polarization and additional split-valence functions.

In terms of the relative proton affinity ∆∆E value (which is really what we care about in

the QM/MM simulations in this work), 6-31+G(d) basis set could already give very close

answer comparing to the largest basis set 6-311++G(d,p). Therefore, we chose 6-31+G(d)

as the basis set for QM/MM simulations.
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Figure 5.11: QM/MM free energy profile of the general base proton transfer using different

basis sets.

We then conducted QM/MM simulations of the general base proton transfer reaction,

using PBE0 density functional with 6-31+G(d) basis set and a smaller 6-31G(d) basis set

for comparison. As seen in Figure 5.11, the 6-31G(d) profiles did not show clear minima for

the product states while the 6-31+G(d) did. A possible explanation is that in the product

state, the negative charge on the 2’O nucleophile could not be accurately modeled without

diffuse functions. The overall free energies are also higher in the 6-31G(d) profiles, especially

for the one with Mg2+. Therefore, we used the data from 6-31+G(d) basis set to give the

final evaluation of the free energy cost of the reaction. The simulation using 6-31+G(d)

basis set is 2∼3 times slower than using 6-31G(d) basis set.
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5.5.3 Detail of error estimation in QM/MM free energy profiles

For both simulations (with/without Mg2+ bound at G12), bootstrapping method was used

to give the error estimates. For each simulation, 1000 data points of the reaction coordinate

value was saved in the 10 ps production run. In each bootstrapping step, one-fourth (250

points) of the data was randomly chosen and put in vFEP65 to generate a free energy

profile. The step was repeated for 100 times for both simulations. Standard error of the

energy difference between the two states (reactant and product) were then estimated from

the 100 samples for both profiles.
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Figure 5.12: All the free energy profiles generated in bootstrapping.
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Chapter 6

New Insights and Applications Enabled by Multi-dimensional

Replica Exchange Molecular Dynamics Simulations

We demonstrate a new framework that enables highly flexible multi-dimensional replica

exchange molecular dynamics (REMD) simulations with customized choice of order pa-

rameters in each dimension. This framework opens the door to new types of enhanced

sampling applications that require non-local information about each order parameter in

different simulations to be kept in equilibrium to achieve reliable, converged results. We

apply the method to the thermodynamic decomposition of 2D free energy surfaces for the

alanine dipeptide into enthalpic and entropic contributions, and the prediction of the effect

of salt concentration on the conformational ensemble for a model DNA helix-junction-helix

system.

Customizable multi-dimensional replica exchange molecular dynamics simulations en-

abled by recently-developed software package RepEx is introduced. Investigations of back-

bone torsion free energy profiles in alanine dipeptide and ionic strength-dependent confor-

mational changes in joint DNA helices are discussed as proof-of-concept scientific applica-

tions.

6.1 Introduction

Replica exchange molecular dynamics (REMD) has evolved into one of the most pow-

erful enhanced sampling techniques used in modern biomolecular simulations. Since the

original work by Sugita and Okamoto67 that introduces replica exchange in the temper-

ature dimension, the scope of REMD simulations has been extended to include general-

ized coordinates in umbrella sampling REMD71,223,224, thermodynamic coupling parame-

ters in FEP/alchemical Hamiltonian REMD225,226,227,228,229,230, system variables such as
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pressure69 and pH231,70,232,233,234, as well as others66,235,236. At the same time, great ef-

fort has been made to overcome technical challenges associated with generalizing REMD to

2D72,237,238,239,240,234 and even 3D73.

There are emerging examples of important biomolecular problems that involve multi-

state equilibria, and for which the interpretation of experiments requires scanning control

variables such as temperature, ionic conditions, and pH in addition to geometrical or Hamil-

tonian order parameters72,241,242,243,238,237,244,239,240,73,234,245,246. These applications have

the added challenge that sampling along the space of the order parameters needs to be sta-

tistically converged at all points. Here, the REMD method offers the added advantage that

equilibrium between simulations is enforced through the exchange sampling. An illustra-

tive example is the “problem space” associated with biocatalysis whereby conformational

equilibria, metal ion binding and protonation events lead to an active state that is able to

catalyze the chemical steps of the reaction59. Thus, these applications require not only the

elucidation of the free energy landscape of the chemical reaction itself247,248,249, but also

the characterization of the probability of finding the system in the catalytically active state

as a function of system variables250. To address these novel applications requires a flexible

and efficient multi-dimensional REMD framework that can be used for both system control

variables and generalized coordinates.

In this paper, we outline a new implementation of customized multi-dimensional REMD

in the RepEx package251 and demonstrate its use in novel applications. First, the 2D

conformational landscape for the alanine dipeptide is studied as a function of temperature

so as to allow the thermodynamic free energy decomposition into enthalpic and entropic

contributions. Second, the effect of the ion atmosphere on the conformational ensembles of

DNA helices in a model helix-junction-helix system is examined, and the Au-SAXS distance

profile for different Au particle positions is predicted. These examples highlight the new

insights and applications that are enabled by multi-dimensional REMD.
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6.2 Computational Methods

6.2.1 Implementation of customized multi-dimensional REMD

Multi-dimensional REMD is a potentially powerful technique for enhanced sampling in com-

plicated systems. However, its current implementation in most MD packages is highly lim-

ited. Here we present our development of the RepEx package251 (https://github.com/radical-

cybertools/radical.repex) as a platform that allows efficient execution of customized REMD

simulations on high-performance computing clusters. With partial inheritance from the

ASyncRE package252, RepEx separates exchange steps from MD runs such that it can

support different MD engines (currently Amber155 and NAMD253), and introduces several

new features. First, our implementation allows any number of RE dimensions, and has

been recently been demonstrated in 3D-REMD simulation73 of the conformational space of

solvated uridine using the ASyncRE package. Second, we enhance flexibility by enabling

a range of order parameters, including temperature (T), umbrella sampling (U) and salt

concentration (S). The modular software design facilitates the extension to new order pa-

rameters such as pH or Hamiltonian coupling parameters. In terms of usability, several

features have also been designed and implemented into RepEx to improve it. First, all the

parameters that control the simulation are contained in a single JSON file, which is easy to

read and to modify. The generation of different input parameters for different replicas such

as optimal temperature spacing in temperature-REMD and files that specify biasing poten-

tials for Hamiltonian-REMD, will be automated by the program according to the user input

in the JSON file. Also, the program will take care of submitting the job, monitoring the

status of the job and organizing the output files for each individual replica in a systematic

manner, which could reduce the workload of the user.

Replica exchange is normally implemented in a way that every replica only attempts to

exchange with its neighbors. However, in RepEx, we adopt the Gibbs sampling approach

of infinite swapping223 which attempts to sample from the permutations of the entire state

index vector instead of just the swapping between neighboring pairs. It has been shown that

independence sampling scheme could improve sampling efficiency over traditional nearest-

neighbor exchange methods254,255,223,256. For multi-dimensional REMD in RepEx, exchange
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attempts are proposed within one dimension at a time.

6.2.2 Computational details

Backbone torsion free energy profile of alanine dipeptide

For each replica, the physical system was built by capping a single alanine residue with

acetyl and N-methylamide groups on the N- and C-terminal positions, respectively. The

compound was described by AMBER-ff14SB force field47,257,213,214,156 and was solvated in

a cubic water box composed of 953 TIP3P258 water molecules. Long-range electrostatics

were treated with particle mesh Ewald method52,53. A 8 Å cutoff was applied to both

real-space electrostatics and Lennard-Jones potentials. Langevin dynamics with a 5 ps−1

collision frequency was performed to approximate the canonical ensemble.

3D-REMD was performed using order parameters of temperature (T) and umbrella

sampling (U) with biasing potentials of the φ and ψ torsion angles (as shown in Figure 6.1).

In the T dimension, 11 windows were chosen from 273K to 373K by geometrical progression.

In both U dimensions, 8 windows were chosen uniformly between 0◦ and 360◦ where each

window corresponds to a harmonic restraint centered on it with a force constant of 0.002

kcal·mol−1·degree−2. The total number of replicas is therefore 11×8×8=704. Each replica

was previously equilibrated for 1 ns. In the production run, we set the exchange attempt

interval (cycle) to be 10000 steps (20 ps) and in a 8-hour run with 720 cores (45 nodes) on

the Stampede cluster, the simulation finished 75 cycles (1.5 ns). The average acceptance

ratios of exchange attempts are 10.1 % for T dimension and 23.5 % for U dimensions. Free

energy profiles were then generated from the last 1 ns of production data (repeated for 4

times) using the maximum likelihood approach implemented in the vFEP package65,249. In

the thermodynamic decomposition analysis, only every other windows (6 out of 11) in the

T space were selected to improve the accuracy of finite difference calculations.
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Effect of salt concentration on the conformational ensemble of DNA helix-

junction-helix

For each replica, the physical system DNA helix-junction-helix (HJH) model was built by

inserting one polyethylene glycol nonamer (PEG9) tether after the 16th residues of both

strands of a 32-base pair B-DNA double helix. The sequence is

5’-CAGATACACGAACGAG-PEG9-GCACGAGTCTATGTAC-3’,

3’-GTCTATGTGCTTGCTC-PEG9-CGTGCTCAGATACATG-5’.

Experimentally, Au nanoparticles were attached to different pairs of thymine residues in

the system to probe the structure and dynamics259. Here, we use 3 experimentally relevant

pairs (T2-T28, T4-T26 and T6-T24, Daniel Herschlag, personal communication) and pick

the distance between the two methyl carbon atoms in each pair as the umbrella sampling

variable in 3 sets of independent simulations. The entire system has 2072 atoms and was

described using AMBER ff14SB force field47,257,213,214,156. The Hawkins, Cramer, Truhlar

pairwise generalized Born (GB) implicit solvent model260,261,262 was adopted to treat solva-

tion effects as it’s recommended for nucleic acids simulations263. Langevin thermostat with

a 5 ps−1 collision frequency was applied to the system while the SHAKE algorithm264 was

used to constraint bonds involving hydrogens.

3D-REMD was performed using order parameters of temperature (T), salt concentration

(S) and umbrella sampling (U) with biasing potentials along the distance (T2-T28, T4-T26,

T6-T24) coordinates. In the T dimension, 8 windows were chosen from 288K (the experi-

mental condition) to 400K to enhance sampling. In the S dimension, 4 salt concentration

values were chosen uniformly between 0.0 M and 0.15 M. In the U dimension, 12 windows

were placed evenly in the range of interest (70 to 97.5 Å for T2-T28, 60 to 87.5 Å for

T4-T26, 50 to 77.5 Å for T6-T24) with a 2.5 Å interval where each window corresponds to

a harmonic restraint centered on it with a force constant of 0.2 kcal·mol−1·Å−2. The total

number of replicas is therefore 384. The average acceptance ratios of exchange attempts are

3.6 % for T dimension, 47.2 % for S dimension and 17.6 % for U dimension. For each set of

simulations, after 2 ns of equilibration, we performed production simulation (repeated for

4 times) of 1.5 ns with exchange interval of 20 ps and used the final 1 ns data for the free
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energy calculation.

Decomposition of free energy into enthalpy and entropy

In this work, we adopt the finite difference (FD) approach to decompose free energy into

enthalpy and entropy contributions, which has been used previously265,266,267 and has re-

cently been applied to analyze REMD simulations268. In the FD approach, the potential of

mean force (PMF) along the reaction coordinate ξ is first calculated using the probability

distribution from the simulation ensemble:

W (ξ) = −kBT log(P (ξ)) (6.1)

Then, entropy is calculated as the negative derivative of free energy with respect to

temperature through FD:

S(ξ) = −W (ξ, T + δT ) −W (ξ, T − δT )

2δT
(6.2)

The Enthalpy is then simply:

H(ξ) = W (ξ) + TS(ξ) (6.3)
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6.3 Results and Discussion

6.3.1 New insight: Backbone torsion enthalpy and entropy of alanine dipeptide

FD -c7eq                       αL

   αR                        c7ax

φ ψ

φ

ψ

c7eq

αR
αL

c7ax

G                              H                          TS

Figure 6.1: (Left) Illustration of the φ and ψ torsion angles and major conformers of alanine

dipeptide. (Right) Decomposition of free energy into enthalpy and entropy terms. In all 3

subplots, the x and y axes correspond to φ and ψ torsion angles, respectively. All energies

are in kcal/mol while each level in the contour corresponds to a 2 kcal/mol increment.

Free energy of backbone torsion in alanine dipeptide has been extensively used as a bench-

mark for testing enhanced sampling methods269,270,271,272,273,274,249,275. However, much less

effort has been put into the decomposition of the free energy into enthalpy and entropy

components. Recently, Kamenik et al. have employed accelerated MD (aMD) to calculate

the dihedral entropies in alanine dipeptide and larger protein systems from 1-dimensional

free energy profiles276. Here, we’ll take advantage of our multi-dimensional REMD tool and

attempt to generate the enthalpy and entropy maps in two dimensions (Ψ, Ψ). As shown

in Figure 6.2, we’ve obtained free energy profiles at 6 different temperatures that range

from 273 K to 373 K, and from these have derived enthalpy and entropy profiles from finite

difference calculations.
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      273 K                             291 K                            309 K

    329 K                             350 K                            373 K

Figure 6.2: Free energy profile of alanine dipeptide backbone torsion at 6 different tempera-

tures. In all 6 subplots, the x and y axes correspond to φ and ψ torsion angles, respectively.

The range of energies is from 0 kcal/mol to 16 kcal/mol while each level in the contour

corresponds to a 1 kcal/mol increment.

As a validation of the results here, we calculated the difference in enthalpy between the

c7eq and αR states and compared to the experimental results where Takekiyo et al.277 have

used Raman spectroscopy at different pressures to determine the enthalpy differences. Our

calculated value of ∆H(αR − c7eq) is 1.5±0.8 kcal/mol from 4 independent simulations,

which agrees with the experimental reference 1.1±0.5 kcal/mol. More accurate enthalpy

and entropy evaluations might require much longer simulations. Our approach here to map

out enthalpy and entropy of peptide/protein backbone torsions in multi-dimensional space

could be useful in the study of protein flexibility and folding. It could also be extended

to predict reaction enthalpy and entropy from free energy profiles of chemical reactions

simulated using QM/MM or other methods.



105

6.3.2 New application: Effect of salt concentration on DNA conformation

Recently, gold nanoparticle small-angle X-ray scattering (Au-SAXS) technique278 has been

applied to study the conformational ensemble of a B-DNA duplex259 and bulge system279.

In those experiments, two Au nanoparticles are attached to two thymine nucleobases via

rigid linkers. Scattering patterns of Au are measured and post-processed to generate the

radial distribution function of Au-Au distances, which then can be used to inform the con-

formational ensemble. In the present example, two B-DNA duplexes of same length are

connected using polyethylene glycol (PEG) tethers to create a model system where the

structure and dynamics of the rigid helices connected by a flexible tether can be system-

atically studied. Since DNA helices are highly negatively charged, salt concentration in

the solution are assumed to have a significant effect on the conformational ensemble of the

system via electrostatic screening. Here, we take advantage of the flexibility of RepEx to

perform multi-dimensional REMD with salt concentration as one of the exchange variables

to predict the salt effect.
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Figure 6.3: (Top, side) Illustration of the DNA helix-junction-helix (HJH) system and the

3 pairs of marker thymine residues. (Top, middle) Averages and standard errors (from 4

runs) of distances between each pair of residues at different salt concentrations at 288 K.

Dashed lines are obtained from least-square linear regression. Circles, triangles and squares

represent the 2-28, 4-26 and 6-24 pairs, respectively. (Bottom) Distribution of the 3 different

distances at different salt concentrations in 1 of the 4 runs. In all subplots, red, green, blue

and orange colors correspond to the salt concentrations of 0.00 M, 0.05 M, 0.10 M and 0.15

M, respectively.

For all 3 pair positions (T2-T28, T4-T26 and T6-T24), we used the distance between

the two methyl carbons as the structural descriptor of the system instead of explicitly mod-

eling the two big Au69 nanoparticles, their thio-glucose shells and the linkers in order to
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reduce system size and complexity, based on the assumption that the linkers between Au

and the methyl groups in thymines are rigid and will not perturb DNA structure259. As

shown in Figure 6.3, the overall trend of all the 3 distances is decreasing as the salt con-

centration increases, which agrees with our expectation because larger salt concentration

introduces stronger electrostatic screening, which will compensate for the increasing unfa-

vorable Coulomb interaction as the system folds along the middle, which corresponds to a

smaller distance between the two residues in a pair.

6.4 Conclusion

Multi-dimensional REMD simulations offer a potentially powerful tool for the investiga-

tion of complex chemical/biophysical problems, but require efficient, highly-flexible and

scalable implementation. Here, we introduce the RepEx package, in which we developed

and implemented multi-dimensional REMD with customized choice of order parameters.

We have chosen two examples to illustrate new insight and applications that are enabled

by this technology. In the first example, we performed 3D-REMD to study the enthalpic

and entropic contributions to the backbone torsion free energies of the alanine dipeptide,

a classic benchmark system. Two-dimensional replica exchange umbrella sampling on the

two torsion angles yield 2D free energy surfaces, while temperature replica exchange, as

the 3rd dimension, not only improves sampling by allowing low-temperature replicas to

exchange with high-temperature ones, but also provides useful thermodynamic information

from which we can decompose the free energy into enthalpic and entropic contributions.

Decent agreement with available experimental data validates our approach. In the second

example, we investigated the effect of salt concentration on the conformation of a DNA

helix-junction-helix model system. REMD with both salt concentration and geometrical

variables as order parameters was performed to generate conformational ensembles of the

system and predict the Au-Au distance profiles measureable by Au-SAXS. The capability

of introducing customized, non-traditional order parameters into REMD simulations here

is shown to enable new scientific applications. This new technology sets the stage for the

investigation of a rich set of multi-dimensional biological problems.
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Kuechler, George M. Giambaşu, Tai-Sung Lee, and Darrin M. York. Multiscale Meth-

ods for Computational RNA Enzymology, chapter 14. Elsevier, 2015.

[60] G. M. Torrie and J. P. Valleau. Nonphysical sampling distributions in Monte Carlo

free-energy estimation: Umbrella sampling. J. Comput. Phys., 23:187–199, 1977.

[61] Shankar Kumar, Djamal Bouzida, Robert H. Swendsen, Peter A. Kollman, and

John M. Rosenberg. The weighted histogram analysis method for free-energy cal-

culations on biomolecules. I. The method. J. Comput. Chem., 13:1011–1021, 1992.



115
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[70] Satoru G. Itoh, Ana Damjanović, and Bernard R. Brooks. pH replica-exchange

method based on discrete protonation states. Proteins, 79:3420–3436, 2011.

[71] Yuji Sugita, Akio Kitao, and Yuko Okamoto. Multidimensional replica-exchange

method for free-energy calculations. J. Chem. Phys., 113:6042–6051, 2000.

[72] Y. Sugita and Y. Okamoto. Replica-exchange multicanonical algorithm and multi-

canonical replica-exchange method for simulating systems with rough energy land-

scape. Chem. Phys. Lett., 329(3-4):261–270, 2000.



116

[73] Brian K. Radak, Melissa Romanus, Tai-Sung Lee, Haoyuan Chen, Ming Huang, An-

tons Treikalis, Vivekanandan Balasubramanian, Shantenu Jha, and Darrin M. York.

Characterization of the Three-Dimensional Free Energy Manifold for the Uracil Ri-

bonucleoside from Asynchronous Replica Exchange Simulations. J. Chem. Theory

Comput., 11(2):373–377, 2015.

[74] Alessandro Laio and Michele Parrinello. Escaping free-energy minima. Proc. Natl.

Acad. Sci. USA, 99:12562–12566, 2002.

[75] Donald Hamelberg, John Mongan, and J. Andrew McCammon. Accelerated molecular

dynamics: A promising and efficient simulation method for biomolecules. J. Chem.

Phys., 120:11919–11929, 2004.

[76] Barry Isralewitz, Mu Gao, and Klaus Schulten. Steered molecular dynamics and

mechanical functions of proteins. Curr. Opin. Struct. Biol., 11:224–230, 2001.

[77] Eric Darve and Andrew Pohorille. Calculating free energies using average force. J.

Chem. Phys., 115(20):9169–9183, 2001.

[78] Adrian Roitberg and Ron Elber. Modeling side chains in peptides and proteins:

Application of the locally enhanced sampling and the simulated annealing methods

to find minimum energy conformations. 95:9277, 1991.

[79] F. Wang and D. Landau. Efficient, Multiple-Range Random Walk Algorithm to

Calculate the Density of States. 86:2050, 2001.

[80] M. J. Field, P. A. Bash, and M. Karplus. A combined quantum mechanical and molec-

ular mechanical potential for molecular dynamics simulations. J. Comput. Chem., 11:

700–733, 1990.

[81] Jiali Gao, Patricia Amara, Cristobal Alhambra, and Martin J. Field. A generalized

hybrid orbital (GHO) method for the treatment of boundary atoms in combined

QM/MM calculations. J. Phys. Chem. A, 102:4714–4721, 1998.

[82] Hai Lin and Donald G. Truhlar. QM/MM: what have we learned, where are we, and

where do we go from here? Theor. Chem. Acc., 117:185–199, 2007.



117

[83] Robert W. Zwanzig. High-temperature equation of state by a perturbation method.

I. Nonpolar gases. J. Chem. Phys., 22:1420–1426, 1954.

[84] Michael R. Shirts and Vijay S. Pande. Comparison of efficiency and bias of free

energies computed by exponential averaging, the Bennett acceptance ratio, and ther-

modynamic integration. J Chem Phys, 122:144107, 2005.

[85] Jacob Bigeleisen and Max Wolfsberg. Theoretical and experimental Aspects of Isotope

Effects in Chemical Kinetics. Adv. Chem. Phys., 1:15–76, 1958.

[86] W Luke Ward, Kory Plakos, and Victoria J. DeRose. Nucleic acid catalysis: metals,

nucleobases, and other cofactors. Chem. Rev., 114(8):4318–4342, 2014.

[87] Yao Xin and Donald Hamelberg. Deciphering the role of glucosamine-6-phosphate in

the riboswitch action of glmS ribozyme. RNA, 16(12):2455–2463, Dec 2010.

[88] Brian K. Radak, Tai-Sung Lee, Michael E. Harris, and Darrin M. York. Assessment

of metal-assisted nucleophile activation in the hepatitis delta virus ribozyme from

molecular simulation and 3D-RISM. RNA, 21(9):1566–1577, September 2015.

[89] Colin S. Gaines and Darrin M. York. Ribozyme Catalysis with a Twist: Active State

of the Twister Ribozyme in Solution Predicted from Molecular Simulation. J. Am.

Chem. Soc., 138(9):3058–3065, 2016.
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