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We consider the problem of minimizing a sum of several convex non-smooth functions. In this thesis, we introduce a new algorithm called the selective linearization method, which iteratively linearizes all but one of the functions and employs simple proximal steps. The algorithm is a form of multiple operator splitting in which the order of processing partial functions is not fixed, but rather determined in the course of calculations. It proposes one of the first operator-splitting type methods which are globally convergent for an arbitrary number of operators without artificial duplication of variables. This algorithm is a multi-block extension of the alternating linearization (ALIN) method for solving structured non-smooth convex optimization problems.

Global convergence is proved and estimates of the convergence rate are derived. Specifically, under a strong convexity condition, the number of iterations needed to achieve solution accuracy $\varepsilon$ is of order $\mathcal{O}(\ln (1 / \varepsilon) / \varepsilon)$. The convergence rate analysis technique invented by us can also be used to derive the rate of convergence of the classical bundle method and ALIN method, for which no convergence rate estimate has been available so far.

We report results of extensive comparison experiments in structured regularization problems such as large-scale fused lasso regularization problems and overlapping group lasso problems. The numerical results demonstrate the efficacy and accuracy of the method.
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## Chapter 1

## Introduction and Preliminaries

### 1.1 Introduction

The topic of this thesis is a large-scale optimization method for minimizing a sum of many convex non-differentiable functions. In the big data era, we have seen extensive development of the theory and methods for structured regularization, one of the most fundamental techniques to address the "big data" challenge. The basic problem is to minimize the following objective function with two components (blocks):

$$
\mathcal{F}(x)=f_{1}(x)+f_{2}(x)
$$

where $f_{1}(\cdot)$ is the loss function and $f_{2}(\cdot)$ is a penalty function that imposes structured regularization to the model.

Many data mining and machine learning problems can be cast within this framework, and many efficient methods can solve these problems including operator splitting methods see [DR56, BC11, Com09, EB92, LM79], and their dual versions, known as Alternating Direction Methods of Multipliers (ADMM) (see, [GM76, GM75, GT89]). The Alternating Linearization method(ALIN) [KRR99] handles two-block convex problems by introducing an additional improvement test to the operator splitting methods and it adapts some ideas of bundle methods of nonsmooth optimization [HUL93, Kiw85, Rus06]. The recent application of ALIN to structured regularization problems in [LPR14] is proved to be very successful, with fast convergence, good accuracy, and scalability to very large dimensions. It may be worth noticing that the recent application of the idea of alternating linearization by [GMS13] removing the update test from the method of [KRR99], thus effectively reducing it to an operator splitting method.

Most existing techniques for structured regularization are developed under the two-block
framework. It is shown that direct generalization of ADMM to three or more blocks may fail to converge [CHYY14]. A known way is to introduce $N$ copies $x^{1}=x^{2}=\cdots=x^{N}$ of $x$, and reduce the problem to the two-function case in the space $\mathbb{R}^{n N}[\mathrm{CP} 11]$ :

$$
\min \sum_{i=1}^{N} f_{i}\left(x^{i}\right)+I\left(x^{1}, \ldots, x^{N}\right)
$$

with $I(\cdot)$ denoting the indicator function of the subspace $x^{1}=x^{2}=\cdots=x^{N}$. Similar ideas were used in stochastic programming, under the name of Progressive Hedging [RW91].

We extend the ALIN framework to optimization problems involving multiple components. Namely, we aim to minimize

$$
\mathcal{F}(x)=f_{1}(x)+\sum_{i=2}^{N} f_{i}(x),
$$

where the penalty function is a sum of multiple components. This type of generalization has many practical applications, in introducing sparsity, block-sparsity, network structure, dynamic structure, low-dimensional Fourier representation, etc. to the learning tasks.

We introduced a new algorithm called the Selective Linearization Method (SLIN). It generates a sequence of points $x^{k} \in \mathbb{R}^{n}$ with a monotonic sequence of corresponding function values $\mathcal{F}\left(x^{k}\right)$. At each iteration, it linearizes all but one of the component functions and uses a proximal term penalizing the distance to the last iterate. The order of processing the functions is not fixed; the method uses a precise criteria for selecting the function to be treated exactly at the current step. It also employs special rules for updating the proximal center. These two rules differ our approach from the simultaneously proposed incremental proximal method of [Ber15], which applies to smooth functions only, and achieves linear convergence rate in this case.

This thesis contains several original contributions to the theory and practice of largescale non-smooth optimization:

1. It proposes one of the first operator-splitting type methods SLIN which are globally convergent for an arbitrary number of operators (subdifferentials of the said functions), without artificial duplication of variables. This surprising result has been obtained thanks to the idea of determining the order of splitting on-line, depending on the
values of the functions minimized, and accepting the result of the splitting step only when it leads to the decrease of the overall objective.
2. It contains not only the proof of global convergence but also the proof of convergence rate, which is a new contribution even in the case of two blocks. In fact, the technique invented by us can be also used to derive the rate of convergence of the classical bundle method, for which no rate estimate has been available so far.
3. The thesis provides extensive experimental results for very large problems, which demonstrate the efficacy and accuracy of the method. We have done extensive comparison experiments in fused lasso regularization problems and overlapping group lasso with tree structure, fixed order and random order cases. The experimental results show that the method proposed in this thesis is the best general-purpose method for multi-block non-smooth optimization in practice.

### 1.1.1 Outline of the dissertation

The rest of this chapter will give an introduction on the problem of interest, problem formulation and our contribution. Chapter 2 provides the literature review on several existing operator splitting methods, especially ALIN method which lays the foundation to our work. Chapter 3 introduces the idea of bundle method for versions with multiple cuts and with cut aggregation. Rate of convergence is derived, which is our new contribution. Chapter 4 introduces the idea of selective linearization method for solving multi-block non-smooth optimization problems. Global convergence is proved and estimates of the convergence rate are derived. In Chapter 5, we illustrate SLIN's operation on structured regularized regression problems involving many blocks. Comprehensive experiments show that SLIN is a highly efficient and reliable general-purpose method for multi-block optimization of convex non-smooth functions. Conclusion and future research plans are finally discussed in Chapter 6.

### 1.2 Motivating examples and problem formulation

### 1.2.1 Motivating examples of multi-block structured regularization problems

In many areas in data mining and machine learning, such as computer vision and compressed sensing, bio-informatics and remote sensing, we encounter the big data challenge. The big data concept can be understood in two ways. First, the data size is quite large. For example, we may have millions of data records to process. The data can also come in a streaming way, such as online YouTube videos. Second, the data can be of high dimension and the sample size is much smaller than the dimension. For instance, in the RNA sequence Figure 1.1, the sample size is about 10,000 times smaller than the dimension [DHHH13]. By using classical regression models, such as the square loss function, it is not possible to estimate the desired features with limited number of samples.


Figure 1.1: The RNA Sequence [DHHH13]

In recent years, we have seen extensive development for modeling the high dimensional statistic problems by incorporating complex structured regularization penalties into the model. The resulting optimization model (1.1) consists of a sum of convex loss functions $f_{i}$, which measures the goodness-of-fit of the data, and multiple convex regularization functions
(or penalties) $h_{j}$.

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x)=\sum_{i=1}^{M} f_{i}(x)+\sum_{j=1}^{N} h_{j}\left(B_{j} x\right) \tag{1.1}
\end{equation*}
$$

This model is proven useful to solve these high dimensional statistical problems. From the model, all the functions are convex but not necessarily smooth.

## Compressed MRI

The first example of structured regularization problem is a medical compressed MR image recovery problem, where we want to recover the true MR image from a noised scanning image. Magnetic Resonance (MR) imaging has been widely used in medical diagnosis because of its non-invasive manner and excellent depiction of soft tissue changes. Recent developments in compressed sensing theory show that it is possible to accurately reconstruct the magnetic resonance images from for example only $20 \%$ sampling data and therefore significantly reduce the scanning duration. This is due to the fact that in MRI the measurement is very expensive with few sensors; the sensing process is very slow as well see Figure 1.2. By quickly sampling $20 \%$ of the data and accurate reconstructing the image, we can save lives of many people in emergency [ZGWY15].


Figure 1.2: MRI sensing [ZGWY15]


Figure 1.3: MRI [ZGWY15]

For recovering and deblurring the magnetic resonance images, a model is suggested to obtain a high quality restored image using total variation penalty and wavelet based penalty. The objective function is a linear combination of three blocks: a loss function, a total variation ( $T V$ ) norm and $L_{1}$ norm with wavelet transformation on the restored image
signal (1.2):

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} \frac{1}{2}\|R x-b\|^{2}+\alpha\|x\|_{T V}+\beta\|\Phi x\|_{1} . \tag{1.2}
\end{equation*}
$$

In the above formulation, $R$ is a partial Fourier transform, $\Phi$ is the wavelet transform, $b$ is the vector of under-sampled Fourier measurements, $\alpha$ and $\beta$ are two positive parameters. The problem seeks to reconstruct the image signal $x$ given the sampling measurement $b$ and the sampling matrix $R$. The $T V$ norm has the effect of deblurring, which means reducing significant differences between neighboring pixels. The $L_{1}$ norm has the filtering effect, extracting significant coefficients from the wavelet transformation. Combined with the wavelet based penalty, the solution of the problem is not only a high quality restored image but is also sparse in the wavelet domain. This model has been shown to be one of the most powerful models for the compressed MR image recovery. However, with high dimensional images, the formulation is very challenging. More importantly, the TV and $L_{1}$ with wavelet norms are complex non-separable and non-smooth structured penalties, which makes this problem difficult to solve.

## Sparse and low rank matrix reconstruction

The second example is the Netflix problem in the area of recommendation systems. In Netflix website, some users submit ratings on different movies based on the users' preferences. But for each movie, there are only limited number of ratings. Some users only rate a few movies based on their own preference. What we observe in the rating matrix is a very sparse matrix with many missing values, as in Figure 1.4. Netflix company would like to predict the remaining entries in order to make good recommendations to customers on what to watch next.

The task is to complete this sparse matrix so that the Netflix will use completed matrix to recommend new movies to existing users. In this case, we build up a model to solve this matrix completion problem. The model is the following three block matrix regularization problem (1.3).

$$
\begin{equation*}
\min _{S}\left\|P_{\Omega}(S)-P_{\Omega}(A)\right\|_{F}^{2}+\gamma\|R S\|_{1}+\tau\|S\|_{*}, \tag{1.3}
\end{equation*}
$$

where $S$ is the reconstructed matrix, and $A$ is observed matrix. $P_{\Omega}(A)$ is the projection onto

|  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | ? | ? | ? | ? | ? |  | ? | ? | ? |
|  | ? | ? |  | ? |  | ? | ? | ? | ? | ? |
|  | ? | ? | ? | ? | ? | ? | ? | ? |  | ? |
|  | ? | ? | ? |  | ? | ? | ? | ? | ? | ? |
| Users |  | ? | ? | ? | ? |  | ? | ? | ? |  |
|  | ? |  | ? | ? | ? | ? | ? | ? |  | ? |
|  | ? | ? | ? | ? | ? |  | ? | ? | ? | ? |
|  | ? | ? | ? |  | ? | ? | ? | ? |  | ? |

Figure 1.4: The Netflix Problem [ZGWY15]
the observed entries such that missing values are set to zero. The first square loss term, forces the difference of projection between the completed matrix and original observed matrix not far away from each other. The second term is the $L_{1}$ norm of the matrix $S$ times $R$. This $R$ matrix has the property that it groups the users with similar types of preferences together. For example, they may like the same type of movies or dislike the same type of movies. The third term is the nuclear norm of the matrix $S$. We assume that the ratings matrix is low-rank, since users' preference can often be described by a few factors, such as the movie genre and time of release, etc. In statistical learning, one may apply the regularization penalty in the form of a nuclear norm promoting low-rank solutions. Again $L_{1}$-norm and nuclear norm are complex non-separable and non-smooth structured matrix penalties, which makes this problem difficult to solve.

## Fused lasso model in CGH analysis

The third example is the CGH data analysis in bio-informatics. In Figure 1.5, the horizontal line represents the DNA sequence. Each grey point represents the CGH signal at one gene location. The CGH signals are useful techniques to measure the differences between numbers of gene copies for solid tumor cells and numbers of gene copies for normal cells. If CGH signals are zero, it corresponds to the normal copy of gene cell. If the CGH signals are nonzero, it is more likely to be an irregular gene copy of tumor cell.


Figure 1.5: Array CGH Data Analysis [TW07]

The problem is to denoise the CGH signals to a piecewise black line which has relatively sparse areas with nonzero values. The resulting structured regularization model is the following fused lasso model of [TW07] which deals with the CGH detection problem (1.4):

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} \frac{1}{2}\|A x-b\|^{2}+\lambda_{1} \sum_{j=1}^{p}\|x\|_{1}+\lambda_{2} \sum_{j=1}^{p-1}\left\|x_{j+1}-x_{j}\right\|_{1} \tag{1.4}
\end{equation*}
$$

The first term is the square loss, making the estimated signals not far away from the observed signals. The model is useful for determining which areas of the signal are likely to be nonzero by adding the $L_{1}$ sparsity norm (forcing most signals to be zeros). The fused lasso shrinks the differences of the signals in consecutive locations to zero.

This problem involves a multi-block non-separable and non-smooth $L_{1}$ and fused lasso penalties in large scale, which makes it difficult to solve.

## Overlapping group lasso in text mining

Another lasso-type example is the overlapping group lasso model, with a composite of overlapping group lasso regularizers:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} \frac{1}{2 K \lambda}\|b-A x\|_{2}^{2}+\sum_{j=1}^{K} d_{j}\left\|x_{\mathcal{G}_{j}}\right\|_{2} \tag{1.5}
\end{equation*}
$$

where $A \in \mathbb{R}^{m \times n}$. This group lasso regularizer has been proven useful in high-dimensional problems with the capability of selecting meaningful groups of features.

This model contains the first function as $f(x):=\frac{1}{2 K \lambda}\|b-A x\|_{2}^{2}$ where parameter $\lambda>0$ and the number of groups $K$ are pre-specified parameters. The second part is a sum of regularization terms, where each penalty function $h_{j}(x)=d_{j}\left\|x_{\mathcal{G}_{j}}\right\|_{2}$ and the weights $d_{j}>0$ are known parameters. $\mathcal{G}_{j} \subseteq\{1, \ldots, p\}$ is the index set of a group of variables and $x_{\mathcal{G}_{j}}$ denotes the subvector of $x$ with coordinates in $\mathcal{G}_{j}$.

The features in groups can overlap as needed. The groups can overlap in a tree structured order. For example in Figure 1.6, one node corresponds to one group, one group can be a subset of another group, or disjoint with the other groups. Since this overlapping regularization term is not separable, this problem is still a multi-block convex optimization problem.


Figure 1.6: Tree structured overlapping group lasso [JMOB11a]

Tree structured order overlapping group lasso is widely used in hierarchic dictionary learning. It's a powerful technique in uncovering the tree structured sparsity over the features. Hierarchies selections, typically used in neural networks and deep learning architectures [Ben09] have emerged as a natural structure in several applications in topic modeling of text documents. Topic modeling is a method to discover abstract "topics" that occur in a collection of documents. It is a frequently used text mining tool for the discovery of hidden semantic structures in a text body. In Figure 1.7, a sentence always has a syntax structure. Based on the the syntax structure, one could impose the overlapping group lasso structure to the learning process. Consequently, we can identify the important topics from a collection of words in the document.

### 1.2.2 Problem formulation for multi-block convex optimization

For these mentioned applications, we notice that their objective functions all share the same form:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f_{1}(x)+f_{2}(x)+\ldots+f_{N}(x), \tag{1.6}
\end{equation*}
$$



Figure 1.7: Text mining: topic modeling [Kwa15]
where $f_{1}, f_{2}, \ldots, f_{N}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are convex but not necessarily smooth functions. This is the the general problem formulation of our optimization problems. In this thesis, we introduce a new algorithm called SLIN to solve this multi-block convex optimization. More importantly, we obtain competitive convergence results. Specifically, we guarantee global convergence and almost $O(1 / k)$ convergence rate with only 1 out of $N$ functions being strongly convex, where $k$ is the iteration number.

## Chapter 2

## Review of Related Existing Methods

### 2.1 Operator splitting methods

Selective linearization algorithm comes from the idea of proximal point algorithm [Roc76] and operator splitting methods for two-block convex programming half a century ago. Its roots are primarily in functional analysis, engineering problems and mathematical physics. As the rising attention of signal processing and machine learning, operator splitting methods have many more applications.

Suppose that we are trying to solve the following problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x)+h(x) . \tag{2.1}
\end{equation*}
$$

The solution for this problem is $\hat{x}$ such that:

$$
0 \in \partial f(\hat{x})+\partial h(\hat{x}) .
$$

We can consider two subdifferentials as two maximum monotone operator $M_{1}$ and $M_{2}$ such that:

$$
\begin{equation*}
0 \in\left(M_{1}+M_{2}\right)(\hat{x}) \tag{2.2}
\end{equation*}
$$

given the two monotone operators on the space $\mathbb{R}^{n}$.
The operator splitting methods originated from Peaceman-Rachford method (2.3) [PR55] and Douglas-Rachford method (2.4) [DR56]. [LM79] analyzed the methods for finding a zero of the sum of two maximum monotone operator (2.2), and later developed and analyzed by [EB92, Com09, BC11], among others.

$$
\begin{gather*}
x_{k+1}=\left(I+\rho M_{2}\right)^{-1}\left(I-\rho M_{1}\right)\left(I+\rho M_{1}\right)^{-1}\left(I-\rho M_{2}\right) x_{k} .  \tag{2.3}\\
x_{k+1}=\left(I+\rho M_{2}\right)^{-1}\left[\left(I+\rho M_{1}\right)^{-1}\left(I-\rho M_{2}\right)+\rho M_{2}\right] x_{k} . \tag{2.4}
\end{gather*}
$$

In formulas (2.3) and (2.4), $x_{k}$ is the generated sequence starting from any point $x_{1} \in \mathbb{R}^{n}$.
$I$ is an identity matrix. $M_{1}$ and $M_{2}$ are monotone operators. $\rho$ is a positive number.
For solving (2.1), Peaceman-Rachford method works as follows [LM79].

Peaceman-Rachford
: repeat
$\tilde{x}_{h} \leftarrow \operatorname{argmin}\left\{\tilde{f}(x)+h(x)+\frac{1}{2 \rho}\|x-\hat{x}\|^{2}\right\}$.
$g_{h} \leftarrow-g_{f}-\frac{1}{\rho}\left(\tilde{x}_{h}-\hat{x}\right)$
$\hat{x} \leftarrow \tilde{x}_{h}$
$\tilde{x}_{f} \leftarrow \operatorname{argmin}\left\{f(x)+\tilde{h}(x)+\frac{1}{2 \rho}\|x-\hat{x}\|^{2}\right\}$.
$: g_{f} \leftarrow-g_{h}-\frac{1}{\rho}\left(\tilde{x}_{f}-\hat{x}\right)$
7: $\hat{x} \leftarrow \tilde{x}_{f}$
8: until (Stopping Test)

Peaceman-Rachford method involves proximal steps in step 2 and step 5 and updates proximal center $\hat{x}$ after every proximal step. However, it can not guarantee convergence for general two maximum monotone operators.

According to [LM79], Douglas-Rachford splitting scheme works as follows.

Douglas-Rachford
1: repeat
$: \tilde{x}_{h} \leftarrow \operatorname{argmin}\left\{\tilde{f}(x)+h(x)+\frac{1}{2 \rho}\|x-\hat{x}\|^{2}\right\}$.
3: $g_{h} \leftarrow-g_{f}-\frac{1}{\rho}\left(\tilde{x}_{h}-\hat{x}\right)$
4: $\tilde{x}_{f} \leftarrow \operatorname{argmin}\left\{f(x)+\tilde{h}(x)+\frac{1}{2 \rho}\|x-\hat{x}\|^{2}\right\}$.
5: $g_{f} \leftarrow-g_{h}-\frac{1}{\rho}\left(\tilde{x}_{f}-\hat{x}\right)$
6: $\hat{x} \leftarrow \tilde{x}_{f}$
7: until (Stopping Test)

It involves proximal steps in step 2 and step 5 and only updates proximal center $\hat{x}$ at step 6 . As the roles of f and h can be switched, the method in which updates are carried always after step 3, but never after step 5 is also equivalent to a scaled DouglasRachford method.

There are also versions of Douglas-Rachford splitting with under and over relaxation parameter $\lambda \in[0,2]$.

Douglas-Rachford with relaxation

1: repeat
: $\tilde{x}_{h} \leftarrow \operatorname{argmin}\left\{\tilde{f}(x)+h(x)+\frac{1}{2 \rho}\|x-\hat{x}\|^{2}\right\}$.
$g_{h} \leftarrow-g_{f}-\frac{1}{\rho}\left(\tilde{x}_{h}-\hat{x}\right)$
$: \tilde{x}_{f} \leftarrow \operatorname{argmin}\left\{f(x)+\tilde{h}(x)+\frac{1}{2 \rho}\|x-\hat{x}\|^{2}\right\}$.
5: $g_{f} \leftarrow-g_{h}-\frac{1}{\rho}\left(\tilde{x}_{f}-\hat{x}\right)$
6: $\hat{x} \leftarrow(1-\lambda) \hat{x}+\lambda \tilde{x}_{f}$
: until (Stopping Test)

The only difference is to incorporate relaxation parameter when updating the proximal center. When $\lambda \in[0,1]$, it is under relaxation. When $\lambda \in[1,2]$, it is over relaxation. It can guarantee global convergence for two block convex problems. In practice, Douglas-Rachford splitting with under and over relaxation parameters can be better or worse than the regular Douglas-Rachford splitting method.

Operator splitting methods are not monotonic with respect to the values of the objective function. Their convergence is based on monotonicity with respect to the distance to the optimal solution of the problem [LM79, EB92].

In chapter 5, we shall compare SLIN algorithm with Douglas-Rachford operator splitting method of [LM79] carrying different relaxation parameters $\lambda$ and proximal parameters $\rho$ for multi-block convex examples. However, there is no convergence result for multi-block nonseparable Douglas-Rachford operator splitting method.

### 2.2 Alternating linearization method

The Alternating Linearization Method (ALIN) [KRR99] introduced an improvement test to the operator splitting methods, adapted some ideas of bundle methods of nonsmooth optimization [HUL93, Kiw85]. The way of proving its global convergence, is due to [Rus86]. ALIN [LPR14] has been successfully applied to solve two-block structured regularization problems.

However, the convergence rate has been an open question for many years due to the difficulty of analyzing the improvement test. In this thesis, we managed to extend the ALIN algorithm to multi-block SLIN algorithm and solved the open question of convergence rate
for both the bundle methods and the SLIN method.
Since SLIN algorithm is a multi block extension of ALIN algorithm which aims at solving two block structure regularization problems, we present an overview of the ALIN algorithm as follows for solving problem (2.1).

```
Algorithm Alternating Linearization (ALIN)
1: repeat
2: \(\tilde{x}_{h} \leftarrow \operatorname{argmin}\left\{\tilde{f}(x)+h(x)+\frac{1}{2}\|x-\hat{x}\|_{D}^{2}\right\}\).
3: \(g_{h} \leftarrow-g_{f}-D\left(\tilde{x}_{h}-\hat{x}\right)\)
4: if (Update Test for \(\tilde{x}_{h}\) ) then \(\hat{x} \leftarrow \tilde{x}_{h}\) end if
5: \(\tilde{x}_{f} \leftarrow \operatorname{argmin}\left\{f(x)+\widetilde{h}(x)+\frac{1}{2}\|x-\hat{x}\|_{D}^{2}\right\}\).
6: \(g_{f} \leftarrow-g_{h}-D\left(\tilde{x}_{f}-\hat{x}\right)\)
7: if (Update Test for \(\tilde{x}_{f}\) ) then \(\hat{x} \leftarrow \tilde{x}_{f}\) end if
8: until (Stopping Test)
```

Instead of solving problem (2.1), the first step involves minimizing an approximation model of the original problem. It linearizes the component function $f(x)$, keeps $h(x)$, and uses a proximal term penalizing for the distance to the last iterate. The norm $\|x\|_{D}=(\langle x, D x\rangle)^{1 / 2}$ with a positive definite matrix $D$, which leads to major computational simplifications. From optimal condition of the above minimization problem, we obtain the subgradient of the component function $h(x)$. At the next iteration, it uses the subgradient information to get another approximation model of the original problem. It keeps the function $f(x)$, linearizes the component function $h(x)$, and adds a proximal term. The algorithm uses a special update step to decide if it is good enough to switch the proximal center. It continues the process until passing a stopping test to achieve an approximate optimal solution.

ALIN algorithm has a special update rule, which guarantees the global convergence and monotonically decreasing of the objective function values.

In [LPR14], ALIN is compared with algorithms including alternating direction method of multipliers(ADMM). It shows that the convergence of ALIN is monotonic, and ALIN has better computational time compared with ADMM, which does not have descent properties, and whose tail convergence may be slow.

### 2.3 Alternating direction method of multipliers and its multi-block extensions

The dual versions of operator splitting methods are known as Alternating Direction Methods of Multipliers (ADMM) for minimizing the sum of two convex functions ([GM76, GM75, GT89]). It was first observed in [GM76] that the ADMM algorithm can be derived from an application of the Douglas-Rachford algorithm to the dual of (2.1).

To introduce ADMM method, first we can rewrite (2.1), introducing an additional decision variable vector $y \in \mathbb{R}^{m}$ as follows:

$$
\begin{align*}
& \min _{x \in \mathbb{R}^{n}} f(x)+h(y)  \tag{2.5}\\
& \text { s.t. } \quad x-y=0 .
\end{align*}
$$

In the two-block structured regularization problems when $h(y)=g(M x)$ with some fixed matrix $M$, the convenient problem formulation is

$$
\begin{align*}
& \min _{x \in \mathbb{R}^{n}} f(x)+h(y)  \tag{2.6}\\
& \text { s.t. } \quad M x-y=0 .
\end{align*}
$$

ADMM for solving (2.6) takes the following form, for some scalar parameter $c>0$ :

$$
\begin{aligned}
& x_{k+1} \in \operatorname{argmin}_{x \in \mathbb{R}^{n}}\left\{f(x)+g\left(y_{k}\right)+\left\langle\lambda_{k}, M x-y_{k}\right\rangle+\frac{c}{2}\left\|M x-y_{k}\right\|^{2}\right\}, \\
& y_{k+1} \in \operatorname{argmin}_{y \in \mathbb{R}^{m}}\left\{f\left(x_{k+1}\right)+g(y)+\left\langle\lambda_{k}, M x_{k+1}-y\right\rangle+\frac{c}{2}\left\|M x_{k+1}-y\right\|^{2}\right\}, \\
& \lambda_{k+1}=\lambda_{k}+c\left(M x_{k+1}-y_{k+1}\right) .
\end{aligned}
$$

ADMM has been shown to have $O\left(\frac{1}{k}\right)$ rate of convergence for two blocks convex problems, where $k$ stands for the number of iteration [HY15]. A recent tutorial paper [ $\left.\mathrm{BPC}^{+} 10\right]$ raised interest in ADMM in the field of large scale distributed optimization. ADMM has been extensively studied in recent years due to its ease of applicability and empirical performance (see, e.g., $\left[\mathrm{BPC}^{+} 10, \mathrm{CP} 11\right]$, and the references therein). Sometimes, these methods are called split Bregman methods (see, e.g., [GO09, YX11]).

More importantly, many people are interested in extending two block ADMM to multiblock ADMM for solving multi-block convex optimization problems, which is the focus here.

However, according to [CHYY14], the standard ADMM for N -block $(N>2)$ convex optimization problems is not necessarily convergent. In response to this negative result, [HL17] and [LMZ15], among others, imposed additional assumptions on the objective functions in order to attain convergence for multi-block ADMM. For example, functions need to be smooth, or at least $N-2$ functions are strongly convex. Others added some restrictions such as limiting the step size in updating the Lagrangian multiplier for the multi-block ADMM method.

However, problem (1.6), the focus of the dissertation, has a simple multi-block structure that enables the use of two-block ADMM with good convergence results. This is discussed in [EY15] and [CP11] for a slightly more generalized version of problem (1.6) and here we briefly review the technique in [EY15] to solve problem (1.6). By variable duplication, we can re-formulate problem (1.6) into the following form:

$$
\begin{gather*}
\min _{x_{1}, \ldots, x_{N} \in \mathbb{R}^{n}} \sum_{i=1}^{N} f_{i}\left(x_{i}\right) \\
\text { s.t. } x_{1}=x_{N}, \\
x_{2}=x_{N},  \tag{2.7}\\
\ldots, \\
x_{N-1}=x_{N} .
\end{gather*}
$$

The constraints in the reformulated problem (2.7) can be unified into a single constraint in the equation form:

$$
\sum_{i=1}^{N} A_{i} x_{i}=b
$$

where each $A_{i} \in \mathbb{R}^{(N-1) n \times n}$ and $b=0 \in \mathbb{R}^{(N-1) n}$. Each $A_{i}$ can be viewed as a vertical concatenation of $N-1 n$-by- $n$ matrices. And for $i=1, \ldots, N-1$, all blocks of the $n$-by- $n$ matrices are zero matrices except the $i$ th block being an $n$-by- $n$ identity matrix. For $A_{N}$, it consists of $N-1 n$-by- $n$ negative identity matrix. In [EY15], they add redundancy to the above single-equality constraint by introducing an additional set of decision variables
$z_{1}, \ldots, z_{N} \in \mathbb{R}^{(N-1) n}$ such that:

$$
\begin{aligned}
& A_{i} x_{i}=z_{i} i=1, \ldots, N \\
& \sum_{i=1}^{N} z_{i}=0
\end{aligned}
$$

Then they construct the above formulation into a two-block pattern by concatenating the $x_{1}, \ldots, x_{N}$ into a single $x$ variable, and concatenating $z_{1}, \ldots, z_{N}$ into a single $z$ variable, and apply two-block ADMM directly. They show that both sub-problems for the $x$ variable and the $z$ variable in two-block ADMM are decomposable and can be solved efficiently. The final complete procedure of applying two-block ADMM to solve problem (2.7) is summarized as follows [EY15]:

$$
\begin{aligned}
& x_{i}^{k+1} \in \operatorname{argmin}_{x_{i} \in \mathbb{R}^{n}}\left\{f_{i}\left(x_{i}\right)+\left\langle\lambda^{k}, A_{i} x_{i}-z_{i}^{k}\right\rangle+\frac{c}{2}\left\|A_{i} x_{i}-z_{i}^{k}\right\|^{2}\right\} i=1, \ldots, N \\
& r^{k+1}=\left(\sum_{i=1}^{N} A_{i} x_{i}^{k}\right) \\
& z_{i}^{k+1}=A_{i} x_{i}^{k+1}-\left(\frac{1}{p}\right) r^{k} \\
& \lambda^{k+1}=\lambda^{k}-\left(\frac{c}{p}\right) r^{k+1}
\end{aligned}
$$

In the above procedure, $c$ and $p$ are two positive parameters.
There are other extensions of ADMM method for solving multi-block convex optimization problems. [CDZ15] introduced an augmented lagrangian method for distributed optimization problems. Other methods of PDMM by [WBL14], sADMM or Jacobian ADMM by [DLPY13] for multi-block convex optimization do not guarantee convergence, although they appears to work well in many practical examples. In Chapter 5 of numerical illustration, we will compare SLIN with those methods.
[CE16] introduced the new block-iterative operator splitting algorithms. [Eck17] introduced an asynchronous algorithm resembling the multi-block ADMM for multi-block convex optimization and parallel computing, which guarantees global convergence. The overall approaches were based on earlier work of projective splitting methods for sums of maximal monotone operators in [ES09].

### 2.4 Other multi-block nonsmooth optimization methods

A different operator splitting method is the primal-dual splitting scheme for sums of composite parallel-sum type operators [CP11]. Similar methods are [Vu13] and [Con13] with established convergence results.

According to [Vu13], let $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ be finite-dimensional spaces. Let $f \in \Gamma_{0}\left(\mathbb{R}^{n}\right)$ and $g_{i} \in \Gamma_{0}\left(\mathbb{R}^{m}\right)$. Let $m$ be a strictly positive integer, let $\left(w_{i}\right)_{1 \leq i \leq m}$ be real numbers in $[0,1]$ such that $\sum_{i=1}^{m} w_{i}=1$. For some $v_{i} \in[0, \infty]$, suppose that $L_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a nonzero matrix.

Consider the primal problem:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} f(x)+\sum_{i=1}^{m} w_{i} g_{i}\left(L_{i} x\right) . \tag{2.8}
\end{equation*}
$$

Many multi-block structured regularization problems can be cast into this framework.
The dual problem is

$$
\begin{equation*}
\min _{v_{1}, \ldots, v_{m} \in \mathbb{R}^{m}} f^{*}\left(-\sum_{i=1}^{m} w_{i} L_{i}^{T} v_{i}\right)+\sum_{i=1}^{m} g_{i}^{*}\left(v_{i}\right) . \tag{2.9}
\end{equation*}
$$

Note that $g_{i}^{*}(\cdot)=\max _{x}\{\langle\cdot, x\rangle-g(x)\}$ is the conjugate function.
The $\left(x_{n}\right)_{n \in N}$ and $\left(v_{1, n}, \ldots v_{m, n}\right)_{n \in N}$ are sequences generated by the following routine. It's proved in [Vu13] that $\left(x_{n}\right)$ converges to the primal optimal solution $\hat{x}$ and $\left(v_{1, n}, \ldots v_{m, n}\right)$ converges to the dual optimal solution $\left(\hat{v}_{1, n}, \ldots \hat{v}_{m, n}\right)$.

Vu's splitting

```
    for \(n=1, \ldots, N\)
    \(p_{n}=\operatorname{prox}_{\tau f}\left(x_{n}-\tau\left(\sum_{i=1}^{m} w_{i} L_{i}^{T} v_{i, n}\right)\right)\)
    \(y_{n}=2 p_{n}-x_{n}\)
    \(x_{n+1}=x_{n}+\lambda_{n}\left(p_{n}-x_{n}\right)\)
        for \(i=1, . ., m\)
        \(q_{i, n}=\operatorname{prox}_{\sigma_{i} g_{i}^{*}}\left(v_{i, n}+\sigma_{i}\left(L_{i} y_{n}\right)\right)\)
        \(v_{i, n+1}=v_{i, n}+\lambda_{n}\left(q_{i, n}-v_{i, n}\right)\).
        end for
    end for
```

Note that

$$
\begin{equation*}
\operatorname{prox}_{g^{*}}(v)=\underset{u}{\arg \min }\left[g^{*}(u)+\frac{1}{2}\|u-v\|^{2}\right] . \tag{2.10}
\end{equation*}
$$

The minimization problem (2.10) can be manipulated as:

$$
\begin{align*}
& \min _{u}\left[g^{*}(u)+\frac{1}{2}\|u-v\|^{2}\right] \\
= & \min _{u}\left\{\max _{x}\{\langle u, x\rangle-g(x)\}+\frac{1}{2}\|u-v\|^{2}\right\} \\
= & \max _{x}\left\{\langle v-x, x\rangle-g(x)+\frac{1}{2}\|x\|^{2}\right\},(u=v-x)  \tag{2.11}\\
= & \max _{x}\left\{\langle v, x\rangle-g(x)-\frac{1}{2}\|x\|^{2}\right\} \\
= & \min _{x}\left[g(x)+\frac{1}{2}\|x-v\|^{2}\right] .
\end{align*}
$$

One can see that the minimizer to the problem (2.11) in the last equation is $\operatorname{prox}_{g}(v)$, which is similar to the proximal steps in ALIN method.

We shall compare Vu's splitting method with other methods our numerical illustration chapter in solving structured regularization problems.

## Chapter 3

## The Convergence Rate of Bundle Methods

We prove that the bundle method for nonsmooth optimization achieves solution accuracy $\varepsilon$ in at most $\mathcal{O}(\ln (1 / \varepsilon) / \varepsilon)$ iterations, if the function is strongly convex. The result is true for the versions of the method with multiple cuts and with cut aggregation.

### 3.1 Introduction

The objective of this chapter is to provide a worst-case bound on the rate of convergence of the bundle method for solving convex optimization problems of the following form:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x), \tag{3.1}
\end{equation*}
$$

where $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a convex function. The only additional assumption about the function needed to bound the rate is strong convexity of the function about the minimum point.

The bundle methods were developed in [Lem78, Mif82]. First rigorous convergence analysis and versions with cut aggregation were provided in [Kiw83, Kiw85, Rus86]. For a comprehensive treatment of bundle and trust region methods, see [BGLS03, HUL93]. Although the bundle method is a method of choice for nonsmooth optimization, no general rate of convergence results are available. This is due to the complicated structure of the method, in which successive iterations carry out different operations, depending on the outcome of a sufficient descent test.

Some results on the rate of convergence are available for the related bundle level method [LNN95], which achieves $O\left(1 / \epsilon^{2}\right)$ iteration complexity for general nonsmooth convex programming problems. Similar results have been obtained for modified versions in [Kiw95] and [Lan15].

Our contribution is to prove at most $\mathcal{O}(\ln (1 / \varepsilon) / \varepsilon)$ iteration complexity of the classical
bundle method, under the condition of strong convexity about the minimum point. This is achieved by bounding the numbers of null steps between successive descent steps, and integrating these bounds across the entire run of the method. The result holds true for two versions of the method: with multiple cuts and with cut aggregation.

In section 3.2, we present both versions of the bundle method and recall its convergence properties. Section 3.3 contains several auxiliary results. A worst-case bound on the convergence rate of the method is derived in section 3.4.

We use $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ to denote the usual scalar product and the Euclidean norm in a finite dimensional space.

### 3.2 The Bundle Method

The bundle method is related to the fundamental idea of the proximal point method, which uses the Moreau-Yosida regularization of $F(\cdot)$,

$$
\begin{equation*}
F_{\rho}(y)=\min _{x}\left\{F(x)+\frac{\rho}{2}\|x-y\|^{2}\right\}, \quad \rho>0, \tag{3.2}
\end{equation*}
$$

to construct the proximal step for (3.1),

$$
\begin{equation*}
\operatorname{prox}_{F}(y)=\underset{x}{\arg \min }\left\{F(x)+\frac{\rho}{2}\|x-y\|^{2}\right\} . \tag{3.3}
\end{equation*}
$$

The proximal point method carries out the iteration $x^{k+1}=\operatorname{prox}_{F}\left(x^{k}\right), k=1,2, \ldots$ and is known to converge to a minimum of $F(\cdot)$, if a minimum exists [Roc76].

The main idea of the bundle method is to replace problem (3.1) with a sequence of approximate problems of the following form:

$$
\begin{equation*}
\min _{x} \tilde{F}^{k}(x)+\frac{\rho}{2}\left\|x-x^{k}\right\|^{2} . \tag{3.4}
\end{equation*}
$$

Here $k=1,2, \ldots$ is the iteration number, $x^{k}$ is the current best approximation to the solution, and $\tilde{F}^{k}(\cdot)$ is a piecewise linear convex lower approximation of the function $F(\cdot)$. Two versions of the method differ in the way this approximation is constructed.

### 3.2.1 The Version with Multiple Cuts

In the version with multiple cuts, the approximations $\tilde{F}^{k}(\cdot)$ are constructed as follows:

$$
\tilde{F}^{k}(x)=\max _{j \in J_{k}}\left\{F\left(z^{j}\right)+\left\langle g^{j}, x-z^{j}\right\rangle\right\},
$$

with some previously generated points $z^{j}$ and subgradients $g^{j} \in \partial F\left(z^{j}\right), j \in J_{k}$, where $J_{k} \subseteq\{1, \ldots, k\}$. The points $z^{j}$ are solutions of problems (3.4) at earlier iterations of the method.

Thus, problem (3.4) differs from (3.2) by the fact that the function $F(\cdot)$ is replaced by a cutting plane approximation. The other difference between the bundle method and the proximal point method is that the solution $z^{k+1}$ of problem (3.4) is subject to a sufficient improvement test, which decides whether the next proximal center $x^{k+1}$ should be set to $z^{k+1}$ or remain unchanged.

## Bundle Method with Multiple Cuts

Step 0: Set $k=1, J_{1}=\{1\}, z^{1}=x^{1}$, and select $g^{1} \in \partial F\left(z^{1}\right)$. Choose parameter $\beta \in(0,1)$, and a stopping precision $\varepsilon>0$.

Step 1: Find the solution $z^{k+1}$ of subproblem (3.4).
Step 2: If

$$
\begin{equation*}
F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right) \leq \varepsilon, \tag{3.5}
\end{equation*}
$$

then stop; otherwise, continue.
Step 3: If

$$
\begin{equation*}
F\left(z^{k+1}\right) \leq F\left(x^{k}\right)-\beta\left(F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right)\right), \tag{3.6}
\end{equation*}
$$

then set $x^{k+1}=z^{k+1}$ (descent step); otherwise set $x^{k+1}=x^{k}$ ( null step ).
Step 4: Select a set $J_{k+1}$ so that

$$
J_{k} \cup\{k+1\} \supseteq J_{k+1} \supseteq\{k+1\} \cup\left\{j \in J_{k}: F\left(z^{j}\right)+\left\langle g^{j}, z^{k+1}-z^{j}\right\rangle=\tilde{F}^{k}\left(z^{k+1}\right)\right\} .
$$

Increase $k$ by 1 and go to Step 1.

### 3.2.2 The Version with Cut Aggregation

In the version with cut aggregation, as described in [Kiw83] and [Rus06, sec. 7.4.4], the approximations $\tilde{F}^{k}(\cdot)$ have only two pieces:

$$
\tilde{F}^{k}(x)=\max \left\{\bar{F}^{k}(x), F\left(z^{k}\right)+\left\langle g^{k}, x-z^{k}\right\rangle\right\},
$$

with the last generated point $z^{k}$ and the corresponding subgradient $g^{k} \in \partial F\left(z^{k}\right)$. The function $\bar{F}^{k}(x)$ is a convex combination of affine minorants $F\left(z^{j}\right)+\left\langle g^{j}, x-z^{j}\right\rangle$, constructed at previously generated points $z^{j}$ with subgradients $g^{j} \in \partial F\left(z^{j}\right)$, where $1 \leq j<k$. This function is updated at each iteration, as specified in Step 4 of the algorithm below.

## Bundle Method with Cut Aggregation

Step 0: Set $k=1, J_{1}=\{1\}, z^{1}=x^{1}$, and select $g^{1} \in \partial F\left(z^{1}\right)$. Choose parameter $\beta \in(0,1)$, and a stopping precision $\varepsilon>0$.

Step 1: Find the solution $z^{k+1}$ of subproblem (3.4).
Step 2: If

$$
\begin{equation*}
F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right) \leq \varepsilon, \tag{3.7}
\end{equation*}
$$

then stop; otherwise, continue.
Step 3: If

$$
\begin{equation*}
F\left(z^{k+1}\right) \leq F\left(x^{k}\right)-\beta\left(F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right)\right), \tag{3.8}
\end{equation*}
$$

then set $x^{k+1}=z^{k+1}$ (descent step); otherwise set $x^{k+1}=x^{k}$ ( null step ).
Step 4: Define

$$
\begin{equation*}
\bar{F}^{k+1}(x)=\theta_{k} \bar{F}^{k}(x)+\left(1-\theta_{k}\right)\left[F\left(z^{k}\right)+\left\langle g^{k}, x-z^{k}\right\rangle\right], \tag{3.9}
\end{equation*}
$$

where $\theta_{k} \in[0,1]$ is such that the gradient of $\bar{F}^{k+1}(\cdot)$ is equal to the subgradient of $\tilde{F}^{k}(\cdot)$ at $z^{k+1}$ that satisfies the optimality conditions for problem (3.4). Increase $k$ by 1 and go to Step 1.

### 3.2.3 Convergence

Convergence of the bundle method (in both versions) for convex functions is well-known.
Theorem 3.2.1. Suppose $\operatorname{Argmin} F \neq \emptyset$ and $\varepsilon=0$. Then a point $x^{*} \in \operatorname{Argmin} F$ exists, such that:

$$
\lim _{k \rightarrow \infty} x^{k}=\lim _{k \rightarrow \infty} z^{k}=x^{*}
$$

Proof. The proof of this result (in slightly different versions) can be found in numerous references, such as [Kiw85, Thm. 4.9], [HUL93, Thm. XV.3.2.4], or [Rus06, Thm. 7.16].

### 3.3 Auxiliary results

In this section, we collect several auxiliary results on the properties of the bundle method in the general case. They are either refined versions or direct quotations of results presented in [Rus06, sec. 7.4]. We consider both versions of the method in parallel, with the corresponding versions of the functions $\tilde{F}^{k}(\cdot)$. All the results hold true for both versions, because the analysis of the method with multiple cuts uses the version with cut aggregation anyway; in the proofs we explain the minor differences between the methods.

We first prove that if a null step occurs at iteration $k$, then the optimal objective function values of consecutive subproblems are increasing, and the gap is bounded below by a quantity dependent on

$$
\begin{equation*}
v_{k}=F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right) . \tag{3.10}
\end{equation*}
$$

We define the optimal objective function values of subproblem (3.4) at iteration $k$ as:

$$
\begin{equation*}
\eta^{k}=\tilde{F}^{k}\left(z^{k+1}\right)+\frac{\rho}{2}\left\|z^{k+1}-x^{k}\right\|^{2} \tag{3.11}
\end{equation*}
$$

Note that $x^{k+1}=x^{k}$ at a null step.
Since the point $z^{k+1}$ is the optimal solution of (3.4) at iteration $k$, the vector

$$
\begin{equation*}
s^{k+1}=-\rho\left(z^{k+1}-x^{k}\right) \tag{3.12}
\end{equation*}
$$

is the subgradient of $\tilde{F}^{k}(\cdot)$ at $z^{k+1}$ that features in the optimality conditions. Consequently, the point $z^{k+1}$ is also the unique minimum of the problem

$$
\begin{equation*}
\min _{x}\left\{\tilde{F}^{k}\left(z^{k+1}\right)+\left\langle s^{k+1}, x-z^{k+1}\right\rangle+\frac{\rho}{2}\left\|x-x^{k}\right\|^{2}\right\} \tag{3.13}
\end{equation*}
$$

and the values of (3.11) and (3.13) coincide. In the method with cut aggregation, by the definition of $\theta_{k}$ in (3.9) and by (3.12), we have

$$
\bar{F}^{k+1}(x)=\tilde{F}^{k}\left(z^{k+1}\right)+\left\langle s^{k+1}, x-z^{k+1}\right\rangle .
$$

The addition of a new cut at $z^{k+1}$ and possible deletion of inactive cuts (in the method without cut aggregation), creates a function $\tilde{F}^{k+1}(\cdot)$, which satisfies the inequality

$$
\begin{equation*}
\tilde{F}^{k+1}(x) \geq \max \left(\tilde{F}^{k}\left(z^{k+1}\right)+\left\langle s^{k+1}, x-z^{k+1}\right\rangle, F\left(z^{k+1}\right)+\left\langle g^{k+1}, x-z^{k+1}\right\rangle\right) \tag{3.14}
\end{equation*}
$$

In the method with cut aggregation, exact equality in (3.14) is true, but we use the inequality $" \geq$ " in further considerations. Since the test for a descent step is not satisfied, we have

$$
\tilde{F}^{k+1}\left(z^{k+1}\right)=F\left(z^{k+1}\right)>\tilde{F}^{k}\left(z^{k+1}\right)
$$

The solution $z^{k+1}$ of problem (3.13) is unique, due to the strong convexity of the function being minimized there. Therefore, the optimal value of (3.13) must increase after replacing $\tilde{F}^{k}\left(z^{k+1}\right)+\left\langle s^{k+1}, x-z^{k+1}\right\rangle$ with the right hand side of (3.14). The optimal value $\eta^{k+1}$ of (3.4) at iteration $k+1$ is at least as large, due to (3.14).

The key issue is to bound the actual increment from $\eta^{k}$ to $\eta^{k+1}$ from below.
Lemma 3.3.1. If a null step is made at iteration $k$, then

$$
\begin{equation*}
\eta^{k+1} \geq \eta^{k}+\frac{1-\beta}{2} \bar{\mu}_{k} v_{k} \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\mu}_{k}=\min \left\{1, \frac{(1-\beta) \rho v_{k}}{\left\|s^{k+1}-g^{k+1}\right\|^{2}}\right\} . \tag{3.16}
\end{equation*}
$$

Proof. Using (3.14), we can bound the optimal value of the subproblem (3.4) at iteration $k+1$ as follows:

$$
\begin{align*}
\eta^{k+1} \geq & \min _{x}\left\{\operatorname { m a x } \left(\tilde{F}^{k}\left(z^{k+1}\right)+\left\langle s^{k+1}, x-z^{k+1}\right\rangle,\right.\right. \\
& \left.\left.F\left(z^{k+1}\right)+\left\langle g^{k+1}, x-z^{k+1}\right\rangle\right)+\frac{\rho}{2}\left\|x-x^{k}\right\|^{2}\right\}  \tag{3.17}\\
\geq & \min _{x}\left\{(1-\mu)\left(\tilde{F}^{k}\left(z^{k+1}\right)+\left\langle s^{k+1}, x-z^{k+1}\right\rangle\right)\right. \\
& \left.+\mu\left(F\left(z^{k+1}\right)+\left\langle g^{k+1}, x-z^{k+1}\right\rangle\right)+\frac{\rho}{2}\left\|x-x^{k}\right\|^{2}\right\},
\end{align*}
$$

with any value of the parameter $\mu \in[0,1]$. Define

$$
\begin{align*}
\hat{Q}_{k}(\mu)=\min _{x}\left\{( 1 - \mu ) \left(\tilde{F}^{k}\left(z^{k+1}\right)\right.\right. & \left.+\left\langle s^{k+1}, x-z^{k+1}\right\rangle\right) \\
& \left.+\mu\left(F\left(z^{k+1}\right)+\left\langle g^{k+1}, x-z^{k+1}\right\rangle\right)+\frac{\rho}{2}\left\|x-x^{k}\right\|^{2}\right\} \tag{3.18}
\end{align*}
$$

Due to (3.13), $\hat{Q}_{k}(0)=\eta^{k}$. It follows from (3.17) that the difference between $\eta^{k+1}$ and $\eta^{k}$ can be bounded from below by the increase in the optimal value $\hat{Q}_{k}(\mu)$, when $\mu$ moves away from zero. That is,

$$
\eta^{k+1}-\eta^{k} \geq \max _{\mu \in[0,1]} \hat{Q}_{k}(\mu)-\hat{Q}_{k}(0)
$$

By direct calculation and with a view to (3.12), the minimizer on the right hand side of (3.18) is

$$
\hat{x}(\mu)=z^{k+1}+\frac{\mu}{\rho}\left(s^{k+1}-g^{k+1}\right) .
$$

To obtain the derivative of $\hat{Q}_{k}(\cdot)$, we calculate the partial derivative of the right-hand side of (3.18) with respect to $\mu$ and then substitute $x=\hat{x}(\mu)$. We obtain

$$
\begin{aligned}
\hat{Q}_{k}^{\prime}(\mu) & =F\left(z^{k+1}\right)-\tilde{F}^{k}\left(z^{k+1}\right)+\left\langle g^{k+1}-s^{k+1}, \hat{x}(\mu)-z^{k+1}\right\rangle \\
& =F\left(z^{k+1}\right)-\tilde{F}^{k}\left(z^{k+1}\right)-\frac{\mu}{\rho}\left\|s^{k+1}-g^{k+1}\right\|^{2}
\end{aligned}
$$

Thus, for any value of $\mu_{k} \in[0,1]$,

$$
\begin{aligned}
\eta^{k+1}-\eta^{k} & \geq \hat{Q}_{k}\left(\mu_{k}\right)-\hat{Q}_{k}(0)=\int_{0}^{\mu_{k}} \hat{Q}_{k}^{\prime}(\mu) d \mu \\
& =\mu_{k}\left(F\left(z^{k+1}\right)-\tilde{F}^{k}\left(z^{k+1}\right)-\frac{\mu_{k}}{2 \rho}\left\|s^{k+1}-g^{k+1}\right\|^{2}\right)
\end{aligned}
$$

Define

$$
\mu_{k}=\min \left\{1, \frac{\rho\left(F\left(z^{k+1}\right)-\tilde{F}^{k}\left(z^{k+1}\right)\right)}{\left\|s^{k+1}-g^{k+1}\right\|^{2}}\right\} .
$$

Clearly, $\mu_{k} \in[0,1]$. Substitution into the last displayed relation implies the inequality

$$
\begin{equation*}
\eta^{k+1}-\eta^{k} \geq \frac{\mu_{k}}{2}\left(F\left(z^{k+1}\right)-\tilde{F}^{k}\left(z^{k+1}\right)\right) \tag{3.19}
\end{equation*}
$$

If a null step occurs at iteration $k$, then the update step rule (3.8) is violated. Thus, $F\left(z^{k+1}\right)-\tilde{F}^{k}\left(z^{k+1}\right)>(1-\beta) v_{k}$. Using this in (3.19), we obtain

$$
\eta^{k+1}-\eta^{k} \geq \frac{1-\beta}{2} \mu_{k} v_{k}
$$

Since $\mu_{k} \geq \bar{\mu}_{k}$, the postulated bound (3.15) follows.

We recall a useful bound of the changes from $\eta^{k}$ to $\eta^{k+1}$ at descent steps.
Lemma 3.3.2. If a descent step occurs at iteration $k$, then

$$
\begin{equation*}
\eta^{k+1}-\eta^{k} \geq-\rho\left\|x^{k+1}-x^{k}\right\|^{2} \geq \frac{1}{\beta}\left(F\left(x^{k+1}\right)-F\left(x^{k}\right)\right) \tag{3.20}
\end{equation*}
$$

Proof. See [Rus06, (7.68)-(7.69)].
The following lemma relates the values of the optimal value of (3.4), $\eta^{k}$, and the value $\tilde{F}\left(z^{k+1}\right)$ at the solution of (3.4).

Lemma 3.3.3. At every iteration we have the inequality:

$$
F\left(x^{k}\right)-\eta^{k} \geq \frac{1}{2}\left[F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right)\right] .
$$

Proof. Consider the function

$$
\Phi(\tau)=(1-\tau) F\left(x^{k}\right)+\tau \tilde{F}^{k}\left(z^{k+1}\right)+\frac{\rho}{2}\left\|(1-\tau) x^{k}+\tau z^{k+1}-x^{k}\right\|^{2}
$$

By construction, $\Phi(1)=\eta^{k}$, and, due to the convexity of $\tilde{F}^{k}(\cdot)$,

$$
\begin{equation*}
\Phi(\tau) \geq \tilde{F}^{k}\left((1-\tau) x^{k}+\tau z^{k+1}\right)+\frac{\rho}{2}\left\|(1-\tau) x^{k}+\tau z^{k+1}-x^{k}\right\|^{2}, \quad \tau \in[0,1] . \tag{3.21}
\end{equation*}
$$

By the definition of $z^{k+1}$, the right hand side of (3.21) is minimized at $\tau=1$. Therefore, $\Phi^{\prime}(1) \leq 0$. Differentiating, we obtain the inequality

$$
-F\left(x^{k}\right)+\tilde{F}^{k}\left(z^{k+1}\right)+\rho\left\|z^{k+1}-x^{k}\right\|^{2} \leq 0 .
$$

This implies that

$$
\begin{aligned}
\eta^{k} & =\tilde{F}^{k}\left(z^{k+1}\right)+\frac{\rho}{2}\left\|z^{k+1}-x^{k}\right\|^{2} \leq \tilde{F}^{k}\left(z^{k+1}\right)+\frac{1}{2}\left[F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right)\right] \\
& =\frac{1}{2}\left[F\left(x^{k}\right)+\tilde{F}^{k}\left(z^{k+1}\right)\right]
\end{aligned}
$$

This is equivalent to the postulated inequality.

Finally, we recall the following bound of the Moreau-Yosida regularization.
Lemma 3.3.4. For any point $x \in \mathbb{R}^{n}$ we have

$$
\begin{equation*}
F_{\rho}(x) \leq F(x)-\left\|x-x^{*}\right\|^{2} \varphi\left(\frac{F(x)-F\left(x^{*}\right)}{\left\|x-x^{*}\right\|^{2}}\right) \tag{3.22}
\end{equation*}
$$

where

$$
\varphi(t)= \begin{cases}t^{2} & \text { if } t \in[0,1] \\ -1+2 t & \text { if } t \geq 1\end{cases}
$$

Proof. See [Rus06, Lem. 7.12].

### 3.4 Rate of Convergence

Our objective in this section is to derive a worst-case bound on the rate of convergence of the method. To this end, we assume that $\varepsilon>0$ at Step 2 (inequality (3.5)) and we bound the number of iterations needed to achieve this accuracy.

We make a key assumption about strong convexity of the function $F(\cdot)$.
Assumption 3.4.1. The function $F(\cdot)$ has a unique minimum point $x^{*}$ and a constant $\alpha>0$ exists, such that

$$
F(x)-F\left(x^{*}\right) \geq \alpha\left\|x-x^{*}\right\|^{2},
$$

for all $x \in \mathbb{R}^{n}$ with $F(x) \leq F\left(x^{1}\right)$.

We first show that stopping test of Step 2 guarantees the objective function accuracy of order $\varepsilon$.

Lemma 3.4.1. Suppose Assumption 3.4.1 is satisfied. Then at every iteration $k$ we have

$$
\begin{equation*}
F\left(x^{k}\right)-F\left(x^{*}\right) \leq \frac{F\left(x^{k}\right)-\eta^{k}}{\min (\alpha, 1)} . \tag{3.23}
\end{equation*}
$$

Proof. Since $\tilde{F}^{k}(\cdot) \leq F(\cdot)$, we have

$$
\begin{equation*}
F_{\rho}\left(x^{k}\right)=\min _{x}\left\{F(x)+\frac{\rho}{2}\left\|x-x^{k}\right\|^{2}\right\} \geq \min _{x}\left\{\tilde{F}^{k}(x)+\frac{\rho}{2}\left\|x-x^{k}\right\|^{2}\right\}=\eta^{k} \tag{3.24}
\end{equation*}
$$

Consider two cases.
Case 1: If $F\left(x^{k}\right)-F\left(x^{*}\right) \leq\left\|x^{k}-x^{*}\right\|^{2}$, then (3.22) with $x=x^{k}$ yields

$$
F_{\rho}\left(x^{k}\right) \leq F\left(x^{k}\right)-\frac{\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)^{2}}{\left\|x^{k}-x^{*}\right\|^{2}}
$$

Combining this inequality with (3.24), we conclude that

$$
\frac{\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)^{2}}{\left\|x^{k}-x^{*}\right\|^{2}} \leq F\left(x^{k}\right)-\eta^{k}
$$

Substitution of the denominator by the upper bound $\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) / \alpha$ implies (3.23).
Case 2: $F\left(x^{k}\right)-F\left(x^{*}\right)>\left\|x^{k}-x^{*}\right\|^{2}$. Then (3.22) yields

$$
F_{\rho}\left(x^{k}\right) \leq F\left(x^{k}\right)-2\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)+\left\|x^{k}-x^{*}\right\|^{2} .
$$

In view of (3.24), we obtain

$$
2\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)-\left\|x^{k}-x^{*}\right\|^{2} \leq F\left(x^{k}\right)-\eta^{k},
$$

which implies that $F\left(x^{k}\right)-F\left(x^{*}\right) \leq F\left(x^{k}\right)-\eta^{k}$ in this case.

Corollary 3.4.1. Suppose Assumption 3.4 .1 is satisfied. If the stoping test (3.5) is satisfied at iteration $k$, then

$$
\begin{equation*}
F\left(x^{k}\right)-F\left(x^{*}\right) \leq \frac{\varepsilon}{\min (\alpha, 1)} \tag{3.25}
\end{equation*}
$$

To bound the number of iterations of the method needed to achieve the prescribed accuracy we consider two issues. First, we prove linear rate of convergence between descent steps. Then, we bound the numbers of null steps between consecutive descent steps.

By employing the bound of Lemma 3.4.1, we can address the first issue.

Lemma 3.4.2. Suppose Assumption 3.4.1 is satisfied. Then at every descent step $k$ we have

$$
\begin{equation*}
F\left(z^{k+1}\right)-F\left(x^{*}\right) \leq(1-\bar{\alpha} \beta)\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right), \tag{3.26}
\end{equation*}
$$

where $\bar{\alpha}=\min (\alpha, 1)$.

Proof. It follows from the update rule (3.8) that

$$
F\left(z^{k+1}\right) \leq(1-\beta) F\left(x^{k}\right)+\beta \tilde{F}^{k}\left(z^{k+1}\right)
$$

Since $\tilde{F}^{k}\left(z^{k+1}\right) \leq \eta^{k}$, Lemma 3.4.1 yields

$$
F\left(x^{k}\right)-F\left(x^{*}\right) \leq \frac{1}{\bar{\alpha}}\left(F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right)\right)
$$

Combining these inequalities and simplifying, we conclude that

$$
\begin{aligned}
F\left(z^{k+1}\right) & \leq(1-\beta) F\left(x^{k}\right)+\beta\left(\bar{\alpha} F\left(x^{*}\right)-\bar{\alpha} F\left(x^{k}\right)+F\left(x^{k}\right)\right) \\
& =F\left(x^{k}\right)-\bar{\alpha} \beta\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) .
\end{aligned}
$$

Subtraction of $F\left(x^{*}\right)$ from both sides yields the linear rate (3.26).

We now pass to the second issue of deriving an upper bound on the number of null steps between two consecutive descent steps. To this end, we analyze the evolution of the gap $F\left(x^{k}\right)-\eta^{k}$.

It follows from [Rus06, (7.64)] that for all $k$

$$
\left\|x^{k}-x^{*}\right\|^{2} \leq\left\|x^{1}-x^{*}\right\|^{2}+\frac{2(1-\beta)}{\beta \rho}\left[F\left(x^{1}\right)-F\left(x^{*}\right)\right] .
$$

Thus, a uniform upper bound exists on the norm of the subgradients collected at points $x^{k}$. Therefore, a uniform upper bound exists on the distances $\left\|z^{k+1}-x^{k}\right\|$. Consequently, the subgradients collected at the points $z^{k+1}$ are uniformly bounded as well, and the bound depends on the starting point only. Consequently, a constant $M$ exists such that

$$
\left\|s^{k+1}-g^{k+1}\right\|^{2} \leq \rho M
$$

at all null steps. With no loss of generality, we assume that $\varepsilon \leq M$.
Lemma 3.4.3. If a null step occurs at iteration $k$, then

$$
\begin{equation*}
F\left(x^{k}\right)-\eta^{k+1} \leq \gamma\left(F\left(x^{k}\right)-\eta^{k}\right) \tag{3.27}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=1-\frac{(1-\beta)^{2} \varepsilon}{2 M} \tag{3.28}
\end{equation*}
$$

Proof. By Lemma 3.3.1, we have

$$
\begin{equation*}
F\left(x^{k}\right)-\eta^{k+1} \leq F\left(x^{k}\right)-\eta^{k}-\frac{1-\beta}{2} \bar{\mu}_{k} v_{k} . \tag{3.29}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
v_{k}=F\left(x^{k}\right)-\tilde{F}^{k}\left(z^{k+1}\right)=F\left(x^{k}\right)-\eta^{k}+\frac{\rho}{2}\left\|z^{k+1}-x^{k}\right\|^{2} \geq F\left(x^{k}\right)-\eta^{k} . \tag{3.30}
\end{equation*}
$$

Combining the last two inequalities, we conclude that

$$
\begin{align*}
F\left(x^{k}\right)-\eta^{k+1} & \leq F\left(x^{k}\right)-\eta^{k}-\frac{1-\beta}{2} \bar{\mu}_{k}\left(F\left(x^{k}\right)-\eta^{k}\right) \\
& =\left(1-\frac{1-\beta}{2} \bar{\mu}_{k}\right)\left(F\left(x^{k}\right)-\eta^{k}\right) \tag{3.31}
\end{align*}
$$

Consider the definition (3.16) of $\bar{\mu}_{k}$ in Lemma 3.3.1. If $\bar{\mu}_{k}=1$, then $\left(1-\frac{1-\beta}{2} \bar{\mu}_{k}\right)$ is no greater than the bound (3.28), because $\varepsilon \leq M$. Otherwise, $\bar{\mu}_{k}$ is given by the second case in (3.16). Since the algorithm does not stop, we have $v_{k}>\varepsilon$, and thus

$$
\bar{\mu}_{k}=\frac{(1-\beta) \rho v_{k}}{\left\|s^{k+1}-g^{k+1}\right\|^{2}} \geq \frac{(1-\beta) \varepsilon}{M}
$$

Substitution to (3.31) yields (3.28).

Let $x^{(\ell-1)}, x^{(\ell)}, x^{(\ell+1)}$ be three consecutive proximal centers for $\ell \geq 2$ in the algorithm. We want to bound the number of iterations made with proximal center $x^{(\ell)}$. To this end, we bound two quantities: $F\left(x^{(\ell)}\right)-\eta^{k(\ell)}$, where $k(\ell)$ is the first step with proximal center $x^{(\ell)}$, and $F\left(x^{(\ell)}\right)-\eta^{k^{\prime}(\ell)}$, where $k^{\prime}(\ell)$ is the last step with proximal center $x^{(\ell)}$.

In the following we discuss each issue separately.
Recall that according to the algorithm, $x^{(\ell)}$ is the optimal solution of the last subproblem with proximal center $x^{(\ell-1)}$. Let $\eta^{k(\ell)-1}$ be the optimal objective value of the subproblem, that is,

$$
\eta^{k(\ell)-1}=\tilde{F}^{k(\ell)-1}\left(x^{(\ell)}\right)+\frac{\rho}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|^{2}
$$

Lemma 3.4.4. If a descent step is made at iteration $k(\ell)-1$, then

$$
\begin{equation*}
F\left(x^{(\ell)}\right)-\eta^{k(\ell)} \leq \frac{3}{2 \beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right) \tag{3.32}
\end{equation*}
$$

Proof. The left inequality in (3.20) yields

$$
\eta^{k(\ell)} \geq \eta^{k(\ell)-1}-\rho\left\|x^{(\ell)}-x^{(\ell-1)}\right\|^{2}
$$

Since $F\left(x^{(\ell)}\right) \leq F\left(x^{(\ell-1)}\right)$, we obtain

$$
F\left(x^{(\ell)}\right)-\eta^{k(\ell)} \leq F\left(x^{(\ell-1)}\right)-\eta^{k(\ell)-1}+\rho\left\|x^{(\ell)}-x^{(\ell-1)}\right\|^{2}
$$

As iteration $k(\ell)-1$ is a descent step, the update rule (3.8) holds. Thus

$$
\begin{aligned}
F\left(x^{(\ell-1)}\right)-\eta^{k(\ell)-1} & =\left[F\left(x^{(\ell-1)}\right)-\tilde{F}^{k(\ell)-1}\left(x^{(\ell)}\right)\right]-\frac{\rho}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|^{2} \\
& \leq \frac{1}{\beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right)-\frac{\rho}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|^{2}
\end{aligned}
$$

Combining the last two inequalities we obtain

$$
F\left(x^{(\ell)}\right)-\eta^{k(\ell)} \leq \frac{1}{\beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right)+\frac{\rho}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|^{2}
$$

The right inequality in (3.20) can be now used to substitute $\left\|x^{(\ell)}-x^{(\ell-1)}\right\|^{2}$ on the right hand side to obtain (3.32).

We can now integrate our results.
Applying Lemma 3.4.1, we obtain the following inequality at every null step with prox center $x^{(\ell)}$ :

$$
\begin{equation*}
F\left(x^{(\ell)}\right)-\eta^{k} \geq \bar{\alpha}\left(F\left(x^{(\ell)}\right)-F\left(x^{*}\right)\right) \geq \bar{\alpha}\left(F\left(x^{(\ell)}\right)-F\left(x^{\ell+1}\right)\right) . \tag{3.33}
\end{equation*}
$$

From Lemma 3.4.4 we know that for $2 \leq \ell<L$, where $L$ is the last proximal center, the initial value of the left hand side (immediately after the previous descent step) is bounded from above by the expression on the right hand side of (3.32). Lemma 3.4.3 established a linear rate of decrease of the left hand side of (3.33). Therefore, the number $n_{\ell}$ of null steps with proximal center $x^{(\ell)}$, if it is positive, satisfies the inequality:

$$
\frac{3}{2 \beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right) \gamma^{n_{\ell}-1} \geq \bar{\alpha}\left(F\left(x^{(\ell)}\right)-F\left(x^{(\ell+1)}\right)\right) .
$$

Consequently, for $2 \leq \ell<L$ we obtain the following upper bound on the number of null steps:

$$
\begin{equation*}
n_{\ell} \leq 1+\frac{1}{\ln (\gamma)} \ln \left(\frac{2 \beta \bar{\alpha}}{3} \frac{F\left(x^{(\ell)}\right)-F\left(x^{(\ell+1)}\right)}{F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)}\right) . \tag{3.34}
\end{equation*}
$$

If the number $n_{\ell}$ of null steps is zero, inequality (3.26) yields

$$
\frac{F\left(x^{(\ell)}\right)-F\left(x^{(\ell+1)}\right)}{F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)} \leq \frac{F\left(x^{(\ell)}\right)-F\left(x^{*}\right)}{F\left(x^{(\ell-1)}\right)-F\left(x^{*}\right)-\left(F\left(x^{(\ell)}\right)-F\left(x^{*}\right)\right)} \leq \frac{1}{\frac{1}{1-\bar{\alpha} \beta}-1} .
$$

Elementary calculations then prove that both logarithms on the right hand side of (3.34) are negative, and thus inequality (3.34) is satisfied in this case as well.

Suppose there are $L$ proximal centers appearing throughout the algorithm: $x^{(1)}, x^{(2)}$, $\ldots, x^{(L)}$. They divide the progress of the algorithm into $L$ series of null steps. For the first series, similar to the analysis above, we use (3.33) and Lemma 3.4.3 to obtain the bound

$$
n_{1} \leq 1+\frac{1}{\ln (\gamma)} \ln \left(\bar{\alpha} \frac{F\left(x^{(1)}\right)-F\left(x^{(2)}\right)}{F\left(x^{(1)}\right)-\eta^{1}}\right) .
$$

For the last series, we use Lemma 3.3.3 to derive the inequality $F\left(x^{(\ell)}\right)-\eta^{k} \geq \varepsilon / 2$, which must hold at every iteration at which the stopping test is not satisfied. We use it instead
of (3.33) in our analysis, and we obtain

$$
n_{L} \leq 1+\frac{1}{\ln (\gamma)} \ln \left(\frac{\beta}{3} \frac{\varepsilon}{F\left(x^{(L-1)}\right)-F\left(x^{(L)}\right)}\right) .
$$

We aggregate the total number of null steps for different proximal centers and we obtain the following bound:

$$
\begin{equation*}
\sum_{\ell=1}^{L} n_{\ell} \leq \frac{1}{\ln (\gamma)}\left[\ln (\bar{\alpha})+(L-2) \ln \left(\frac{2 \beta \bar{\alpha}}{3}\right)+\ln \left(\frac{\beta}{3}\right)+\ln \left(\frac{\varepsilon}{F\left(x^{1}\right)-\eta^{1}}\right)\right]+L \tag{3.35}
\end{equation*}
$$

Let us recall the definition of $\gamma$ in (3.28), and denote

$$
C=\frac{(1-\beta)^{2}}{2 M},
$$

so that $\gamma=1-\varepsilon C$. Since $\ln (1-\varepsilon C)<-\varepsilon C$, we derive the following inequality for the number of null steps:

$$
\begin{equation*}
\sum_{\ell=1}^{L} n_{\ell} \leq \frac{1}{-\varepsilon C}\left[\ln (\bar{\alpha})+(L-2) \ln \left(\frac{2 \beta \bar{\alpha}}{3}\right)+\ln \left(\frac{\beta}{3}\right)+\ln \left(\frac{\varepsilon}{F\left(x^{1}\right)-\eta^{1}}\right)\right]+L \tag{3.36}
\end{equation*}
$$

Let us now derive an upper bound on the number $L$ of proximal points. By virtue of (3.5) and (3.8), descent steps are made only if

$$
F\left(x^{k}\right)-F\left(x^{*}\right) \geq \beta \varepsilon ;
$$

otherwise, the method must stop. To explain it more specifically, if $F\left(x^{k}\right)-F\left(x^{*}\right) \leq \beta \varepsilon$, then $F\left(x^{k}\right)-F\left(z^{k+1}\right) \leq \beta \varepsilon$. If a descent step is made, $F\left(z^{k+1}\right) \leq F\left(x^{k}\right)-\beta v_{k}$. Then $\beta v_{k} \leq \beta \varepsilon, v_{k} \leq \varepsilon$. Thus we cannot make a descent step because the algorithm has already stopped, which contradicts our assumption. It follows from Lemma 3.4.2, that

$$
(1-\bar{\alpha} \beta)^{L-1}\left(F\left(x^{1}\right)-F\left(x^{*}\right)\right) \geq \beta \varepsilon .
$$

Therefore,

$$
\begin{equation*}
L \leq 1+\frac{\ln (\beta \varepsilon)-\ln \left(F\left(x^{1}\right)-F\left(x^{*}\right)\right)}{\ln (1-\bar{\alpha} \beta)} . \tag{3.37}
\end{equation*}
$$

As a result, we have the final bound for the total number of descent and null steps:

$$
\begin{align*}
L & -1+\sum_{\ell=1}^{L} n_{\ell} \\
\leq & \frac{1}{\varepsilon C}\left[\frac{\ln \left(\frac{F\left(x^{1}\right)-F\left(x^{*}\right)(1-\bar{\alpha} \beta)}{\beta \varepsilon}\right)}{\ln (1-\bar{\alpha} \beta)} \ln \left(\frac{2 \beta \bar{\alpha}}{3}\right)+\ln \left(\frac{1}{\bar{\alpha}}\right)+\ln \left(\frac{3}{\beta}\right)\right.  \tag{3.38}\\
& \left.\ln \left(\frac{F\left(x^{1}\right)-\eta^{1}}{\varepsilon}\right)\right]+2 \frac{\ln (\beta \varepsilon)-\ln \left(F\left(x^{1}\right)-F\left(x^{*}\right)\right)}{\ln (1-\bar{\alpha} \beta)}+1 .
\end{align*}
$$

Therefore in order to achieve precision $\varepsilon$, the number of steps needed is of order

$$
L+\sum_{\ell=1}^{L} n_{\ell} \sim \mathcal{O}\left(\frac{1}{\varepsilon} \ln \left(\frac{1}{\varepsilon}\right)\right)
$$

This is almost equivalent to saying that given the number of iterations $k$, the precision of the solution is approximately $\mathcal{O}(1 / k)$.

This chapter is published in [DR17].

## Chapter 4

## Selective Linearization for Multi-Block Convex Optimization

### 4.1 Introduction

In recent years, we have seen extensive development of the theory and methods for structured regularization, one of the most fundamental techniques to address the "big data" challenge. The basic problem is to minimize the following objective function with two components (blocks):

$$
\begin{equation*}
\min \left[F(x)=f_{1}(x)+f_{2}(x)\right] \tag{4.1}
\end{equation*}
$$

where $f_{1}(\cdot)$ is the loss function and $f_{2}(\cdot)$ is a penalty function that imposes structured regularization to the model. Both functions are usually convex, but may be nonsmooth. Many data mining and machine learning problems can be cast within this framework, and efficient methods were proposed for these problems. The first group are the operator splitting methods originating from [DR56] and [PR55], and later developed and analyzed by [BC11, Com09, EB92, LM79], among others. Their dual versions, known as Alternating Direction Methods of Multipliers (ADMM) (see, [GM76, GM75, GT89]), found many applications in signal processing (see, e.g., $\left[\mathrm{BPC}^{+} 10, \mathrm{CP} 11\right]$, and the references therein). Sometimes, they are called split Bregman methods (see, e.g., [GO09, YX11]).

The Alternating Linearization Method (ALIN) of [KRR99] handles problems of form (4.1) by introducing an additional improvement test to the operator splitting methods, which decides whether the proximal center should be updated or stay unchanged, and which of the operator splitting formulas should be applied at the current iteration. Its convergence mechanism is different than that of the splitting methods; it adapts some ideas of bundle methods of nonsmooth optimization [HUL93, Kiw85, Rus06]. The recent application of ALIN to structured regularization problems in [LPR14] proved very successful, with fast
convergence, good accuracy, and scalability to very large dimensions. In may be worth noticing that the recent application of the idea of alternating linearization by [GMS13] removes the update test from the method of [KRR99], thus effectively reducing it to an operator splitting method.

Most of existing techniques for structured regularization are designed to handle the two-block problem of form (4.1).

In this section, we plan to extend the ALIN framework to optimization problems involving multiple components. Namely, we aim to solve the following problem:

$$
\begin{equation*}
\min \left\{F(x)=\sum_{i=1}^{N} f_{i}(x)\right\} \tag{4.2}
\end{equation*}
$$

with convex (possibly nondifferentiable) functions $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=1, \ldots, N$, where the number of component functions, $N$, may be arbitrarily large. We only assume that the minimum exists.

In a typical application, $f_{1}(\cdot)$ may be the loss function, similar to problem (4.1), while the penalty function is a sum of multiple components. This type of generalization has many practical applications, including low rank matrix completion, compressed sensing, dynamic network analysis, and computer vision.

To the best of the authors' knowledge, It is known that a direct generalization of the ADMM to three or more blocks may fail to converge [CHYY14]. A known way is to introduce $N$ copies $x^{1}=x^{2}=\cdots=x^{N}$ of $x$, and reduce the problem to the two-function case in the space $\mathbb{R}^{n N}[\mathrm{CP} 11]$ :

$$
\min \sum_{i=1}^{N} f_{i}\left(x^{i}\right)+I\left(x^{1}, \ldots, x^{N}\right)
$$

with $I(\cdot)$ denoting the indicator function of the subspace $x^{1}=x^{2}=\cdots=x^{N}$. Similar ideas were used in stochastic programming, under the name of Progressive Hedging [RW91]. A method for three blocks with one function being differentiable was theoretically analyzed in [CP12, Vu13].

Our new algorithm, which we call the Selective Linearization Method (SLIN), does not replicate the decision variables. It generates a sequence of points $x^{k} \in \mathbb{R}^{n}$ with a monotonic sequence of corresponding function values $\left\{F\left(x^{k}\right)\right\}$. At each iteration, it linearizes all but
one of the component functions and uses a proximal term penalizing for the distance to the last iterate. In a sense, each step is a backward step of the form employed in operator splitting. The order of processing the functions is not fixed; the method uses precise criteria for selecting the function to be treated exactly at the current step. It also employs special rules for updating the proximal center. These two rules distinguish our approach from the simultaneously proposed incremental proximal method of [Ber15], which applies to smooth functions only, and achieves linear convergence rate in this case.

The algorithm is a multi-block extension of the Alternating Linearization method for solving two-block nonsmooth optimization problems. Global convergence and convergence rate of the new algorithm are proved. Specifically, the new algorithm is proven to require at most $\mathcal{O}(\ln (1 / \varepsilon) / \varepsilon)$ iterations to achieve solution accuracy $\varepsilon$. when the functions $f_{i}(\cdot)$ are smooth

In section 4.2, we present the method. And we prove its global convergence in section 4.3. The convergence rate is derived in section 4.4.

### 4.2 The SLIN Method

Our method derives from two fundamental ideas of convex optimization: the Moreau-Yosida regularization of $F(\cdot)$,

$$
\begin{equation*}
F_{D}(y)=\min \left\{F(x)+\frac{1}{2}\|x-y\|_{D}^{2}\right\} \tag{4.3}
\end{equation*}
$$

and the proximal step for (4.2),

$$
\begin{equation*}
\operatorname{prox}_{F}(y)=\arg \min \left\{F(x)+\frac{1}{2}\|x-y\|_{D}^{2}\right\} . \tag{4.4}
\end{equation*}
$$

In the formulas above, the norm $\|x\|_{D}=(\langle x, D x\rangle)^{1 / 2}$ with a positive definite matrix $D$. In applications, we shall use a diagonal $D$, which leads to major computational simplifications. The proximal point method carries out the iteration $x^{k+1}=\operatorname{prox}_{F}\left(x^{k}\right), k=1,2, \ldots$ and is known to converge to a minimum of $F(\cdot)$, if a minimum exists [Roc76].

The main idea of our method is to replace problem (4.2) with a sequence of approximate problems of the following form:

$$
\begin{equation*}
\min _{x} f_{j_{k}}(x)+\sum_{i \neq j_{k}} \tilde{f}_{i}^{k}(x)+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2} \tag{4.5}
\end{equation*}
$$

Here $k=1,2, \ldots$ is the iteration number, $x^{k}$ is the current best approximation to the solution, $j_{k} \in\{1, \ldots, N\}$ is an index selected at iteration $k$, and $\tilde{f}_{i}^{k}$ are affine minorants of the functions $f_{i}, i \in\{1, \ldots, N\} \backslash\left\{j_{k}\right\}$. These minorants are constructed as follows:

$$
\tilde{f}_{i}^{k}(x)=f_{i}\left(z_{i}^{k}\right)+\left\langle g_{i}^{k}, x-z_{i}^{k}\right\rangle,
$$

with some points $z_{i}^{k} \in \mathbb{R}^{n}$ and specially selected subgradients $g_{i}^{k} \in \partial f_{i}\left(z_{i}^{k}\right)$. Thus, problem (4.5) differs from the proximal point problem in (4.3) by the fact that only one of the functions $f_{i}(\cdot)$ is treated exactly, while the other functions are replaced by affine approximations.

The key elements of the method are the selection of the index $j_{k}$, the way the affine approximations are constructed, and the update rule for the proximal center $x^{k}$. In formula (4.5) and in the algorithm description below we write simply $i \neq j_{k}$ for $i \in\{1, \ldots, N\} \backslash\left\{j_{k}\right\}$. We also write $j$ in place of $j_{k}$; it will not lead to any misunderstanding.

We denote the function approximating $F(x)$ in (4.5) by

$$
\tilde{F}^{k}(x)=f_{j_{k}}(x)+\sum_{i \neq j_{k}} \tilde{f}_{i}^{k}(x) .
$$

## Selective Linearization (SLIN) Algorithm

Step 0: Set $k=1$ and $j_{1} \in\{1, \ldots, N\}$, select $x^{1} \in \mathbb{R}^{n}$ and, for all $i \neq j_{1}$, linearization points $z_{i}^{1} \in \mathbb{R}^{n}$ where the corresponding subgradients $g_{i}^{1} \in \partial f_{i}\left(z_{i}^{1}\right)$ exist. Define $\tilde{f}_{i}^{1}(x)=$ $f_{i}\left(z_{i}^{1}\right)+\left\langle g_{i}^{1}, x-z_{i}^{1}\right\rangle$ for $i \neq j_{1}$. Choose parameters $\beta \in(0,1)$, and a stopping precision $\varepsilon>0$.

Step 1: Find the solution $z_{j_{k}}^{k}$ of the $f_{j_{k}}$-subproblem (4.5) and define

$$
\begin{equation*}
g_{j_{k}}^{k}=-\sum_{i \neq j_{k}} g_{i}^{k}-D\left(z_{j_{k}}^{k}-x^{k}\right) . \tag{4.6}
\end{equation*}
$$

Step 2: If

$$
\begin{equation*}
F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right) \leq \varepsilon, \tag{4.7}
\end{equation*}
$$

then stop. Otherwise, continue.
Step 3: If

$$
\begin{equation*}
F\left(z_{j_{k}}^{k}\right) \leq F\left(x^{k}\right)-\beta\left(F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)\right), \tag{4.8}
\end{equation*}
$$

then set $x^{k+1}=z_{j_{k}}^{k}$ (descent step); otherwise set $x^{k+1}=x^{k}$ ( null step) .

Step 4: Select

$$
\begin{equation*}
j_{k+1}=\underset{i \neq j_{k}}{\arg \max }\left\{f_{i}\left(z_{j_{k}}^{k}\right)-\tilde{f}_{i}^{k}\left(z_{j_{k}}^{k}\right)\right\} . \tag{4.9}
\end{equation*}
$$

For all $i \neq j_{k+1}$, set $z_{i}^{k+1}=z_{i}^{k}$ and $g_{i}^{k+1}=g_{i}^{k}\left(\right.$ so that $\left.\tilde{f}_{i}^{k+1}(\cdot) \equiv \tilde{f}_{i}^{k}(\cdot)\right)$. Increase $k$ by 1 and go to Step 1.

Few comments are in order. Since the point $z_{j_{k}}^{k}$ is a solution of the subproblem (4.5), the vector $g_{j_{k}}^{k}$ calculated in (4.6) is indeed a subgradient of $f_{j_{k}}$ at $z_{j_{k}}^{k}$; in fact, it is exactly the subgradient that features in the optimality condition for (4.5) at $z_{j_{k}}^{k}$. Therefore, at all iterations, the functions $\tilde{f}_{i}^{k}(\cdot)$ are minorants of the functions $f_{i}(\cdot)$. This in turn implies that $\tilde{F}^{k}(\cdot)$ is a lower approximation of $F(\cdot)$. Consequently, $F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right) \geq 0$ in (4.7), with $F\left(x^{k}\right)=\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)$ equivalent to $x^{k}$ being the minimizer of $F(\cdot)$.

In practical implementation of the algorithm, the points $z_{i}^{k}$ need not be stored. It is sufficient to memorize $\alpha_{i}^{k}=f_{i}\left(z_{i}^{k}\right)-\left\langle g_{i}^{k}, z_{i}^{k}\right\rangle$ and the subgradients $g_{i}^{k}$. At Step 4, we then set $\alpha_{i}^{k+1}=\alpha_{i}^{k}$ and $g_{i}^{k+1}=g_{i}^{k}$ for all $i \in\{1, \ldots, N\} \backslash\left\{j_{k}, j_{k+1}\right\}$, while $\alpha_{j_{k}}^{k+1}=f_{i}\left(z_{i}^{k}\right)-\left\langle g_{i}^{k}, z_{i}^{k}\right\rangle$. For $j_{k+1}$ these data are not needed, because the function $f_{j_{k+1}}(\cdot)$ will not be linearized at the next iteration.

In some cases, the storage of the subgradients $g_{i}^{k}$ may be substantially simplified.
Example 4.2.1. Suppose

$$
F(x)=\sum_{i=1}^{N} \varphi_{i}\left(a_{i}^{T} x\right),
$$

with convex functions $\varphi_{i}: \mathbb{R} \rightarrow \mathbb{R}$ and $a_{i} \in \mathbb{R}^{n}, i-1, \ldots, n$. Then every subgradient of $f_{i}(x)=\varphi_{i}\left(a_{i}^{T} x\right)$ has the form $g_{i}^{k}=\sigma_{i}^{k} a_{i}$, with $\sigma_{i}^{k} \in \partial \varphi_{i}\left(a_{i}^{T} z_{i}^{k}\right)$. The scalars $\sigma_{i}^{k}$ are sufficient for recovering the subgradients, because the vectors $a_{i}$ are part of the problem data.

### 4.3 Global convergence

We assume that $\varepsilon=0$ in Step 2. To prove convergence of the algorithm, we consider two cases: with finitely or infinitely many descent steps.

We first address the finite case and show that the proximal center updated in the last descent step must be an optimal solution to problem (4.2). To this end, we prove that if a null step is made at iteration $k$, then the optimal objective function values of consecutive
subproblems are increasing and the gap is bounded below by a value determined by

$$
\begin{equation*}
v_{k}=F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right) \tag{4.10}
\end{equation*}
$$

We shall also use this result in the proof of convergence rate.
We denote the optimal objective function value of subproblem (4.5) at iteration $k$ by

$$
\eta^{k}=\min _{x} f_{j_{k}}(x)+\sum_{i \neq j_{k}} \tilde{f}_{i}^{k}(x)+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}
$$

Lemma 4.3.1. If a null step is made at iteration $k$, then

$$
\begin{equation*}
\eta^{k+1} \geq \eta^{k}+\frac{1-\beta}{2(N-1)} \bar{\mu}_{k} v_{k} \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\mu}_{k}=\min \left\{1, \frac{(1-\beta) v_{k}}{(N-1)\left\|s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right\|_{D^{-1}}^{2}}\right\} \tag{4.12}
\end{equation*}
$$

with an arbitrary $s_{j_{k+1}}^{k} \in \partial f_{j_{k+1}}\left(z_{j_{k}}^{k}\right)$.
Proof. The change from the $f_{j_{k}}$-subproblem to the $f_{j_{k+1}}$-subproblem can be viewed as two steps: first is the change of $f_{j_{k}}(\cdot)$ to $\tilde{f}_{j_{k}}^{k}(\cdot)$, followed by the change of $\tilde{f}_{j_{k+1}}^{k}(\cdot)$ to $f_{j_{k+1}}(\cdot)$. By the selection of the subgradient (4.6) and the resulting construction of $\tilde{f}_{j_{k}}^{k}(\cdot)$, the first operation does not change the solution and the optimal value of the subproblem. Thus the optimal value of (4.5) satisfies the following equation:

$$
\begin{equation*}
\eta^{k}=\min _{x} \sum_{i=1}^{N} \tilde{f}_{i}^{k}(x)+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2} \tag{4.13}
\end{equation*}
$$

Since $x^{k+1}=x^{k}$ at a null step, and $f_{j_{k+1}} \geq \tilde{f}_{j_{k+1}}^{k}$, the second operation can only increase the optimal value of the last problem. Therefore, $\eta^{k+1} \geq \eta^{k}$.

Consider the family of relaxations of the $f_{j_{k+1}}$-subproblem at iteration $k+1$ :

$$
\begin{align*}
\hat{Q}_{k}(\mu)=\min _{x}\{ & \sum_{i \neq j_{k+1}} \tilde{f}_{i}^{k+1}(x)+(1-\mu)\left(f_{j_{k+1}}\left(z_{j_{k+1}}^{k}\right)+\left\langle g_{j_{k+1}}^{k}, x-z_{j_{k+1}}^{k}\right\rangle\right)  \tag{4.14}\\
& \left.+\mu\left(f_{j_{k+1}}\left(z_{j_{k}}^{k}\right)+\left\langle s_{j_{k+1}}^{k}, x-z_{j_{k}}^{k}\right\rangle\right)+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}\right\},
\end{align*}
$$

with parameter $\mu \in[0,1]$. In the above relaxation, the function $f_{j_{k+1}}(\cdot)$ is replaced by a convex combination of its two affine minorants: one at the point $z_{j_{k+1}}^{k}$, which is $\tilde{f}_{j_{k+1}}^{k}(\cdot)$ used at iteration $k$, and the other one at the $k$ th trial point $z_{j_{k}}^{k}$, with an arbitrary subgradient
$s_{j_{k+1}}^{k}$. Due to (4.13), the value of (4.14) with $\mu=0$ coincides with $\eta^{k}$. Therefore, the difference between $\eta^{k+1}$ and $\eta^{k}$ can be estimated from below by the increase in the optimal value $\hat{Q}_{k}(\mu)$ of (4.14) when $\mu$ moves away from zero. That is,

$$
\begin{equation*}
\eta^{k+1}-\eta^{k} \geq \max _{\mu \in[0,1]} \hat{Q}_{k}(\mu)-\hat{Q}_{k}(0) . \tag{4.15}
\end{equation*}
$$

Define $\delta_{k}=F\left(z_{j_{k}}^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)$. Note that $\delta_{k} \geq 0$, since $f_{i} \geq \tilde{f}_{i}^{k}$ for $i \neq j_{k}$. We also define $\mu_{k}=\min \left\{1, \frac{\delta_{k}}{(N-1)\left\|s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right\|_{D-1}^{2}}\right\}$, so $\mu_{k} \in[0,1]$.

Here we use the fact of parametric optimization (see Danskin's theorem in [Ber03]). By direct calculation, and with the use of (4.6), the solution of (4.14) has the form

$$
\hat{x}(\mu)=x^{k}-D^{-1}\left[\sum_{i=1}^{N} g_{i}^{k}+\mu\left(s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right)\right]=z_{j_{k}}^{k}-\mu D^{-1}\left(s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right)
$$

Using the definitions following (4.14) and the fact that $\hat{x}(0)=z_{j_{k}}^{k}$, the derivative of $\hat{Q}_{k}$ can be expressed as first differentiate with respect to $\mu$ and then substitute $\hat{x}(\mu)$ to the derivative as follows:

$$
\begin{align*}
\hat{Q}_{k}^{\prime}(\mu)= & \left\langle s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}, \hat{x}(\mu)\right\rangle \\
& \quad+\left(f_{j_{k+1}}\left(z_{j_{k}}^{k}\right)-\left\langle s_{j_{k+1}}^{k}, z_{j_{k}}^{k}\right\rangle\right)-\left(f_{j_{k+1}}\left(z_{j_{k+1}}^{k}\right)-\left\langle g_{j_{k+1}}^{k}, z_{j_{k+1}}^{k}\right\rangle\right) \\
= & \left\langle j_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}, \hat{x}(\mu)-z_{j_{k}}^{k}\right\rangle \\
& \quad+f_{j_{k+1}}\left(z_{j_{k}}^{k}\right)-\left(f_{j_{k+1}}\left(z_{j_{k+1}}^{k}\right)+\left\langle g_{j_{k+1}}^{k}, z_{j_{k}}^{k}-z_{j_{k+1}}^{k}\right\rangle\right)  \tag{4.16}\\
\geq & \left\langle s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}, \hat{x}(\mu)-z_{j_{k}}^{k}\right\rangle+\frac{F\left(z_{j_{k}}^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)}{N-1} \\
= & -\mu\left\|s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right\|_{D^{-1}}^{2}+\frac{\delta_{k}}{N-1} .
\end{align*}
$$

In the inequality above, we used the definition (4.9) of $j_{k+1}$ and the fact that the maximum of the differences $f_{j}\left(z_{j_{k}}^{k}\right)-\tilde{f}_{j}^{k}\left(z_{j_{k}}^{k}\right)$ over $j \neq j_{k}$ is larger than their average. Thus

$$
\begin{equation*}
\hat{Q}_{k}\left(\mu_{k}\right)-\hat{Q}_{k}(0)=\int_{0}^{\mu_{k}} \hat{Q}_{k}^{\prime}(\mu) d \mu \geq \mu_{k}\left(\frac{\delta_{k}}{N-1}-\frac{1}{2} \mu_{k}\left\|s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right\|_{D^{-1}}^{2}\right) . \tag{4.17}
\end{equation*}
$$

Substitution of the definition of $\mu_{k}$ yields

$$
\begin{equation*}
\eta^{k+1} \geq \eta^{k}+\frac{\mu_{k} \delta_{k}}{2(N-1)} \tag{4.18}
\end{equation*}
$$

If a null step is made at iteration $k$, then the update step rule (4.8) is violated. Thus, $\delta_{k}=F\left(z_{j_{k}}^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)>(1-\beta) v_{k}$. Plugging this lower bound on $\delta_{k}$ into (4.18) and using the definition of $\bar{\mu}_{k}$, we obtain the postulated bound (4.11).

Finally, we remark that $s_{j_{k+1}}^{k} \neq g_{j_{k+1}}^{k}$, because $f_{j_{k+1}}\left(z_{j_{k}}^{k}\right)>\tilde{f}_{j_{k+1}}^{k}\left(z_{j_{k}}^{k}\right)$.

We also need to estimate the size of the steps made by the method.
Lemma 4.3.2. At every iteration $k$,

$$
\begin{equation*}
\frac{1}{2}\left\|z_{j_{k}}^{k}-\operatorname{prox}_{F}\left(x^{k}\right)\right\|_{D}^{2} \leq F_{D}\left(x^{k}\right)-\eta^{k} \tag{4.19}
\end{equation*}
$$

Proof. Since $F(\cdot) \geq \tilde{F}^{k}(\cdot)$ and $z_{j_{k}}^{k}$ is a solution of the strongly convex problem (4.5), we have

$$
\begin{align*}
F_{D}\left(x^{k}\right) & =F\left(\operatorname{prox}_{F}\left(x^{k}\right)\right)+\frac{1}{2}\left\|\operatorname{prox}_{F}\left(x^{k}\right)-x^{k}\right\|_{D}^{2} \\
& \geq \tilde{F}^{k}\left(\operatorname{prox}_{F}\left(x^{k}\right)\right)+\frac{1}{2}\left\|\operatorname{prox}_{F}\left(x^{k}\right)-x^{k}\right\|_{D}^{2}  \tag{4.20}\\
& \geq \tilde{F}^{k}\left(z_{j_{k}}^{k}\right)+\frac{1}{2}\left\|z_{j_{k}}^{k}-x^{k}\right\|_{D}^{2}+\frac{1}{2}\left\|z_{j_{k}}^{k}-\operatorname{prox}_{F}\left(x^{k}\right)\right\|_{D}^{2} \\
& =\eta^{k}+\frac{1}{2}\left\|z_{j_{k}}^{k}-\operatorname{prox}_{F}\left(x^{k}\right)\right\|_{D}^{2} .
\end{align*}
$$

Rearranging, we obtain (4.19).

We are now ready to prove optimality in the case of finitely many descent steps.
Theorem 4.3.1. Suppose $\varepsilon=0$, the set $\mathcal{K}=\{1\} \cup\left\{k>1: x^{k} \neq x^{k-1}\right\}$ is finite and $\inf F>-\infty$. Let $m \in \mathcal{K}$ be the largest index such that $x^{m} \neq x^{m-1}$. Then $x^{m} \in \operatorname{Argmin} F$.

Proof. We argue by contradiction. Suppose $x^{m} \notin \operatorname{Argmin} F$. If $\varepsilon=0$ the method cannot stop, because $\tilde{F}^{k}\left(z_{j_{k}}^{k}\right) \leq F\left(\operatorname{prox}_{F}\left(x^{m}\right)\right)<F\left(x^{m}\right)$, for all $k \geq m$. Therefore, null steps are made at all iterations $k \geq m$, with $x^{k}=x^{m}$. By Lemma 4.3.1, the sequence $\left\{\eta^{k}\right\}$ is nondecreasing and bounded above by $F\left(x^{m}\right)$. Hence $\eta^{k+1}-\eta^{k} \rightarrow 0$. The right hand side of estimate (4.19) with $x^{k}=x^{m}$ for $k \geq m$, owing to the monotonicity of $\left\{\eta^{k}\right\}$, is nonincreasing, and thus the sequence $\left\{z_{j_{k}}^{k}\right\}$ is bounded. Since the subgradients of a finitevalued convex function are locally bounded (see Theorem 23.4 in [Roc70]), the differences $\left\|s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right\|_{D^{-1}}$ appearing in the definition of $\bar{\mu}_{k}$ in Lemma 4.3.1 are bounded from above. Therefore, $v_{k} \rightarrow 0$. As $F\left(x^{m}\right) \geq \eta^{k} \geq F\left(x^{m}\right)-v_{k}$, we have $\eta^{k} \uparrow F\left(x^{m}\right)$.

On the other hand, the inequality $\tilde{F}^{k}(\cdot) \leq F(\cdot)$ implies that $\eta^{k} \leq F_{D}\left(x^{m}\right)$ for all $k \geq m$. Since $x^{m} \notin \operatorname{Argmin} F$, we have $F_{D}\left(x^{m}\right)<F\left(x^{m}\right)$, which contradicts the convergence of $\left\{\eta^{k}\right\}$ to $F\left(x^{m}\right)$.

We now address the infinite case. Note that the update test (4.8) can be expressed as follows:

$$
\begin{equation*}
\tilde{F}^{k}\left(z_{j_{k}}^{k}\right) \geq-\frac{1}{\beta} F\left(z_{j_{k}}^{k}\right)+\frac{1-\beta}{\beta} F\left(x^{k}\right) . \tag{4.21}
\end{equation*}
$$

Theorem 4.3.2. Suppose $\operatorname{Argmin} F \neq \emptyset$. If the set $\mathcal{K}=\left\{k: x^{k+1} \neq x^{k}\right\}$ is infinite, then $\lim _{k \rightarrow \infty} x^{k}=x^{*}$, for some $x^{*} \in \operatorname{Argmin} F$.

Proof. Consider iteration $k \in \mathcal{K}$ (descent step). From the optimality condition for (4.5) we obtain

$$
\begin{equation*}
0 \in \partial\left[f_{j_{k}}\left(z_{j_{k}}^{k}\right)+\sum_{i \neq j_{k}} \tilde{f}_{i}^{k}\left(z_{j_{k}}^{k}\right)\right]+D\left(z_{j_{k}}^{k}-x^{k}\right) \tag{4.22}
\end{equation*}
$$

which yields

$$
\begin{equation*}
D\left(x^{k}-x^{k+1}\right) \in \partial\left[f_{j_{k}}\left(z_{j_{k}}^{k}\right)+\sum_{i \neq j_{k}} \tilde{f}_{i}^{k}\left(z_{j_{k}}^{k}\right)\right] . \tag{4.23}
\end{equation*}
$$

Then for any point $x^{*} \in \operatorname{Argmin} F$ we obtain

$$
\begin{equation*}
F\left(x^{*}\right) \geq \tilde{F}^{k}\left(x^{*}\right) \geq \tilde{F}^{k}\left(x^{k+1}\right)+\left\langle D\left(x^{k}-x^{k+1}\right), x^{*}-x^{k+1}\right\rangle \tag{4.24}
\end{equation*}
$$

Hence

$$
\begin{aligned}
\left\|x^{k+1}-x^{*}\right\|_{D}^{2} & =\left\|x^{k}-x^{*}\right\|_{D}^{2}+2\left\langle D\left(x^{k+1}-x^{k}\right), x^{k}-x^{*}\right\rangle+\left\|x^{k+1}-x^{k}\right\|_{D}^{2} \\
& \leq\left\|x^{k}-x^{*}\right\|_{D}^{2}+2\left\langle D\left(x^{k+1}-x^{k}\right), x^{k+1}-x^{*}\right\rangle \\
& \leq\left\|x^{k}-x^{*}\right\|_{D}^{2}+2\left(F\left(x^{*}\right)-\tilde{F}^{k}\left(x^{k+1}\right)\right)
\end{aligned}
$$

Using (4.21), we can continue this chain of inequalities as follows

$$
\begin{align*}
\left\|x^{k+1}-x^{*}\right\|_{D}^{2} & \leq\left\|x^{k}-x^{*}\right\|_{D}^{2}+2\left(F\left(x^{*}\right)-\frac{1}{\beta} F\left(x^{k+1}\right)+\frac{1-\beta}{\beta} F\left(x^{k}\right)\right)  \tag{4.25}\\
& =\left\|x^{k}-x^{*}\right\|_{D}^{2}+2\left(F\left(x^{*}\right)-F\left(x^{k}\right)\right)+\frac{2}{\beta}\left(F\left(x^{k}\right)-F\left(x^{k+1}\right)\right)
\end{align*}
$$

Thus, adding up (4.25) for all $k \in \mathcal{K}, k \leq m$, and noting that the null steps do not change the proximal centers, we obtain

$$
\begin{equation*}
\left\|x^{m+1}-x^{*}\right\|_{D}^{2} \leq\left\|x^{1}-x^{*}\right\|_{D}^{2}+2 \sum_{\substack{k \in \mathcal{K} \\ k \leq m}}\left(F\left(x^{*}\right)-F\left(x^{k}\right)\right)+\frac{2}{\beta} \sum_{\substack{k \in \mathcal{K} \\ k \leq m}}\left(F\left(x^{k}\right)-F\left(x^{k+1}\right)\right) . \tag{4.26}
\end{equation*}
$$

The term $2 \sum_{k \in \mathcal{K}, k \leq m}\left(F\left(x^{*}\right)-F\left(x^{k}\right)\right)$ is non-positive, and the last term is bounded by $\frac{2}{\beta}\left(F\left(x^{1}\right)-F\left(x^{*}\right)\right)$. Thus, several conclusions follow from inequality (4.26). First, the sequence $\left\{x^{k}\right\}_{k \in \mathcal{K}}$ is bounded, because their distances to $x^{*}$ are bounded. Secondly, rewriting
(4.26) as

$$
\sum_{k \in \mathcal{K}, k \leq m}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) \leq \frac{1}{2}\left(\left\|x^{1}-x^{*}\right\|_{D}^{2}-\left\|x^{m+1}-x^{*}\right\|_{D}^{2}\right)+\frac{1}{\beta}\left(F\left(x^{1}\right)-F\left(x^{m+1}\right)\right),
$$

and letting $m \rightarrow \infty$ in $\mathcal{K}$, we deduce that

$$
\begin{equation*}
\sum_{k \in \mathcal{K}}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) \leq \frac{1}{2}\left\|x^{1}-x^{*}\right\|_{D}^{2}+\frac{1}{\beta}\left(F\left(x^{1}\right)-F\left(x^{*}\right)\right) . \tag{4.27}
\end{equation*}
$$

Consequently, $F\left(x^{k}\right) \rightarrow F\left(x^{*}\right)$ as $k \rightarrow \infty$ in $\mathcal{K}$. As the null steps do not change the proximal centers, we also have $F\left(x^{k}\right) \rightarrow F\left(x^{*}\right)$, when $k \rightarrow \infty$.

To prove that the sequence of proximal centers converges to an optimal solution, note that since the infinite sequence $\left\{x^{k}\right\}_{k \in \mathcal{K}}$ is bounded, it has a convergent subsequence whose limit $\hat{x}$ is a minimizer of $F$. Without loss of generality, we substitute $\hat{x}$ for $x^{*}$ in the above derivations, and add (4.25) for all $k \in \mathcal{K}$ such that $\ell \leq k \leq m$. For any $1 \leq \ell \leq m$ we obtain the following analog of (4.26):

$$
\begin{aligned}
\left\|x^{m+1}-\hat{x}\right\|_{D}^{2} & \leq\left\|x^{\ell}-\hat{x}\right\|_{D}^{2}+2 \sum_{\substack{k \in \mathcal{K} \\
k \leq m}}\left(F(\hat{x})-F\left(x^{k}\right)\right)+\frac{2}{\beta} \sum_{\substack{k \in \mathcal{K} \\
k \leq m}}\left(F\left(x^{k}\right)-F\left(x^{k+1}\right)\right) \\
& \leq\left\|x^{\ell}-\hat{x}\right\|_{D}^{2}+\frac{2}{\beta}\left(F\left(x^{\ell}\right)-F(\hat{x})\right) .
\end{aligned}
$$

The right hand side of the last inequality can be made arbitrarily small by choosing $\ell$ from the subsequence converging to $\hat{x}$. Therefore the entire sequence $\left\{x^{k}\right\}_{k \in \mathcal{K}}$ is convergent to $\hat{x}$.

We finish this section with a number of conclusions, which will be useful in the analysis of the rate of convergence.

Lemma 4.3.3. If there is a descent step at iteration $k$, then

$$
\begin{equation*}
\eta^{k+1}-\eta^{k} \geq-\left\|x^{k+1}-x^{k}\right\|_{D}^{2} \geq \frac{1}{\beta}\left(F\left(x^{k+1}\right)-F\left(x^{k}\right)\right) \tag{4.28}
\end{equation*}
$$

Proof. By (4.6),

$$
\begin{equation*}
\sum_{i=1}^{N} g_{i}^{k}+D\left(x^{k+1}-x^{k}\right)=0 \tag{4.29}
\end{equation*}
$$

The optimal value of (4.5) at iteration $k+1$ can be then estimated as follows:

$$
\begin{aligned}
\eta^{k+1} & =\min _{x}\left\{f_{j_{k+1}}(x)+\sum_{i \neq j_{k+1}} \tilde{f}_{i}^{k+1}(x)+\frac{1}{2}\left\|x-x^{k+1}\right\|_{D}^{2}\right\} \\
& \geq \min _{x}\left\{\sum_{i=1}^{N} \tilde{f}_{i}^{k+1}(x)+\frac{1}{2}\left\|x-x^{k+1}\right\|_{D}^{2}\right\} \\
& =\sum_{i=1}^{N} \tilde{f}_{i}^{k+1}\left(x^{k+1}\right)+\min _{x}\left\{\left\langle\sum_{i=1}^{N} g_{i}^{k}, x-x^{k+1}\right\rangle+\frac{1}{2}\left\|x-x^{k+1}\right\|_{D}^{2}\right\} \\
& =\tilde{F}^{k}\left(x^{k+1}\right)+\min _{x}\left\{-\left\langle D\left(x^{k+1}-x^{k}\right), x-x^{k+1}\right\rangle+\frac{1}{2}\left\|x-x^{k+1}\right\|_{D}^{2}\right\} .
\end{aligned}
$$

The minimizer on the right hand side is $x=2 x^{k+1}-x^{k}$, and we conclude that

$$
\eta^{k+1} \geq \tilde{F}^{k}\left(x^{k+1}\right)-\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|_{D}^{2}=\eta^{k}-\left\|x^{k+1}-x^{k}\right\|_{D}^{2}
$$

which proves the left inequality in (4.28). To prove the right inequality, we observe that the test (4.8) for the descent step is satisfied at iteration $k$, and thus

$$
F\left(x^{k}\right)-F\left(x^{k+1}\right) \geq \beta\left(F\left(x^{k}\right)-\tilde{F}^{k}\left(x^{k+1}\right)\right) \geq \beta\left(\tilde{F}^{k}\left(x^{k}\right)-\tilde{F}^{k}\left(x^{k+1}\right)\right) .
$$

The expression on the right hand side can be calculated with the use of (4.29), exactly as in the derivations above, which yields

$$
F\left(x^{k}\right)-F\left(x^{k+1}\right) \geq \beta\left\|x^{k+1}-x^{k}\right\|_{D}^{2}
$$

This proves the right inequality in (4.28).

We can now summarize convergence properties of the sequences generated by the algorithm.

Corollary 4.3.1. Suppose $\operatorname{Argmin} F \neq \emptyset$ and $\varepsilon=0$. Then a point $x^{*} \in \operatorname{Argmin} F$ exists, such that:
(i) $\lim _{k \rightarrow \infty} x^{k}=\lim _{k \rightarrow \infty} z_{j_{k}}^{k}=x^{*}$;
(ii) $\lim _{k \rightarrow \infty} \eta^{k}=F\left(x^{*}\right)$.

Proof. The convergence of $\left\{x^{k}\right\}$ to a minimum point $x^{*}$ has been proved in Theorems 4.3.1 and 4.3.2. It remains to verify the convergence properties of $\left\{z_{j_{k}}^{k}\right\}$ and $\left\{\eta^{k}\right\}$. It follows from Lemmas 4.3.1 and 4.3.3 that the sequence $\eta^{k}-\frac{1}{\beta} F\left(x^{k}\right)$ is nondecreasing. Since $\eta^{k} \leq F\left(x^{k}\right)$
by construction, the sequence $\eta^{k}$ is bounded from above, and thus convergent. Therefore, a limit $\eta^{*}$ of $\left\{\eta^{k}\right\}$ exists and $\eta^{*} \leq F\left(x^{*}\right)$. If the number of descent steps is finite, the equality $\eta^{*}=F\left(x^{*}\right)$ follows from Theorem 4.3.1. If the number of descent steps is infinite, inequality (4.8) at each descent step $k$ yields:

$$
F\left(x^{k}\right)-\eta^{k} \leq F\left(x^{k}\right)-\tilde{F}^{k}\left(x^{k+1}\right) \leq \frac{1}{\beta}\left(F\left(x^{k}\right)-F\left(x^{k+1}\right)\right) .
$$

Passing to the limit over descent steps $k \rightarrow \infty$ we conclude that $\eta^{*} \geq F\left(x^{*}\right)$. Consequently, $\eta^{*}=F\left(x^{*}\right)$ and assertion (ii) is true.

The convergence of the sequence $\left\{z_{j_{k}}^{k}\right\}$ to $x^{*}$ follows from inequality (4.19), because $x^{k} \rightarrow x^{*}$ and $\eta^{k} \rightarrow F\left(x^{*}\right)$.

### 4.4 Rate of Convergence

Our objective in this section is to estimate the rate of convergence of the method. To this end, we assume that $\varepsilon>0$ at Step 2 (inequality (4.7)) and we estimate the number of iterations needed to achieve this accuracy. We also make an additional assumption about the growth rate of the function $F(\cdot)$.

Assumption 4.4.1. The function $F(\cdot)$ has a unique minimum point $x^{*}$ and a constant $\alpha>0$ exists, such that

$$
F(x)-F\left(x^{*}\right) \geq \alpha\left\|x-x^{*}\right\|_{D}^{2}
$$

for all $x \in \mathbb{R}^{n}$.

Assumption 4.4.1 has a number of implications on the properties of the method. First, we recall from [Rus06, Lem. 7.12] the following estimate of the Moreau-Yosida regularization.

Lemma 4.4.1. For any point $x \in \mathbb{R}^{n}$, we have

$$
\begin{equation*}
F_{D}(x) \leq F(x)-\left\|x-x^{*}\right\|_{D}^{2} \varphi\left(\frac{F(x)-F\left(x^{*}\right)}{\left\|x-x^{*}\right\|_{D}^{2}}\right) \tag{4.30}
\end{equation*}
$$

where

$$
\varphi(t)= \begin{cases}t^{2} & \text { if } t \in[0,1] \\ -1+2 t & \text { if } t \geq 1\end{cases}
$$

Proof. See [Rus06, Lem. 7.12].

Lemma 4.4.2. Suppose Assumption 4.4.1 is satisfied. Then the stopping test (4.7) implies that

$$
\begin{equation*}
F\left(x^{k}\right)-F\left(x^{*}\right) \leq \frac{\varepsilon}{\min (\alpha, 1)} \tag{4.31}
\end{equation*}
$$

Proof. As $\tilde{F}^{k}(\cdot) \leq F(\cdot)$, the stopping criterion implies that

$$
\begin{align*}
F_{D}\left(x^{k}\right)=\min _{x}\left\{F(x)+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}\right\} & \geq \min _{x}\left\{\tilde{F}^{k}(x)+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}\right\}  \tag{4.32}\\
& =\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)+\frac{1}{2}\left\|z_{j_{k}}^{k}-x^{k}\right\|_{D}^{2} \geq F\left(x^{k}\right)-\varepsilon
\end{align*}
$$

Consider two cases.
Case 1: If $F\left(x^{k}\right)-F\left(x^{*}\right) \leq\left\|x^{k}-x^{*}\right\|_{D}^{2}$, then (4.30) with $x=x^{k}$ yields

$$
F_{D}\left(x^{k}\right) \leq F\left(x^{k}\right)-\frac{\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)^{2}}{\left\|x^{k}-x^{*}\right\|_{D}^{2}}
$$

Combining this inequality with (4.32), we conclude that

$$
\begin{equation*}
\frac{\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)^{2}}{\left\|x^{k}-x^{*}\right\|_{D}^{2}} \leq \varepsilon \tag{4.33}
\end{equation*}
$$

Substitution of the denominator by the upper estimate $\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) / \alpha$ implies (4.31).
Case 2: $F\left(x^{k}\right)-F\left(x^{*}\right)>\left\|x^{k}-x^{*}\right\|_{D}^{2}$. Then (4.30) yields

$$
F_{D}\left(x^{k}\right) \leq F\left(x^{k}\right)-2\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)+\left\|x^{k}-x^{*}\right\|_{D}^{2} .
$$

With a view to (4.32), we obtain

$$
2\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)-\left\|x^{k}-x^{*}\right\|_{D}^{2} \leq \varepsilon
$$

which implies that $F\left(x^{k}\right)-F\left(x^{*}\right) \leq \varepsilon$ in this case.

Lemma 4.4.3. Suppose Assumption 4.4.1 is satisfied. Then at any iteration $k$ we have

$$
F\left(x^{k}\right)-\eta^{k} \geq \frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)
$$

Proof. By Lemma 4.3.2,

$$
F\left(x^{k}\right)-\eta^{k} \geq F\left(x^{k}\right)-F_{D}\left(x^{k}\right) .
$$

To derive a lower bound for the right hand side of the last inequality, we use Assumption 4.4.1 in (4.30) with $x=x^{k}$. We obtain

$$
\begin{equation*}
F_{D}\left(x^{k}\right) \leq F\left(x^{k}\right)-\left\|x^{k}-x^{*}\right\|_{D}^{2} \varphi(\alpha) \tag{4.34}
\end{equation*}
$$

By the definition of the Moreau-Yosida regularization, for any optimal solution $x^{*}$ we have

$$
F\left(x^{*}\right)+\frac{1}{2}\left\|x^{*}-x^{k}\right\|_{D}^{2} \geq F_{D}\left(x^{k}\right)
$$

and thus

$$
\left\|x^{k}-x^{*}\right\|_{D}^{2} \geq 2\left(F_{D}\left(x^{k}\right)-F\left(x^{*}\right)\right)
$$

Substitution to (4.34) yields

$$
F\left(x^{k}\right)-F_{D}\left(x^{k}\right) \geq 2\left(F_{D}\left(x^{k}\right)-F\left(x^{*}\right)\right) \varphi(\alpha)
$$

which can be manipulated to

$$
F\left(x^{k}\right)-F_{D}\left(x^{k}\right) \geq \frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)}\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right)
$$

This can be combined with the first inequality in the proof, to obtain the desired result.

In order to estimate the number of iterations of the method needed to achieve the prescribed accuracy, we need to consider two aspects. First, we prove linear rate of convergence between descent steps. Then, we estimate the numbers of null steps between consecutive descent steps.

By employing the estimate of Lemma 4.4.2, we can address the first aspect. To simplify notation, with no loss of generality, we assume that $\alpha \in(0,1]$ (otherwise, we would have to replace $\alpha$ with $\bar{\alpha}=\min (\alpha, 1)$ in the considerations below).

Lemma 4.4.4. Suppose $x^{*}$ is the unique minimum point of $F(\cdot)$ and Assumption 4.4.1 is satisfied. Then at every descent step $k$, when the update step rule (4.8) is satisfied, we have the inequality:

$$
\begin{equation*}
F\left(z_{j_{k}}^{k}\right)-F\left(x^{*}\right) \leq(1-\alpha \beta)\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) . \tag{4.35}
\end{equation*}
$$

Proof. It follows from the update rule (4.8) that

$$
F\left(z_{j_{k}}^{k}\right) \leq F\left(x^{k}\right)-\beta\left(F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)\right) .
$$

Using Lemma 4.4.2 with $\varepsilon=F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)$, we obtain

$$
F\left(x^{k}\right)-F\left(x^{*}\right) \leq \frac{1}{\alpha}\left(F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)\right) .
$$

Combining these inequalities and simplifying, we conclude that

$$
\begin{aligned}
F\left(z_{j_{k}}^{k}\right) & \leq(1-\beta) F\left(x^{k}\right)+\beta\left(\alpha F\left(x^{*}\right)-\alpha F\left(x^{k}\right)+F\left(x^{k}\right)\right) \\
& =F\left(x^{k}\right)-\alpha \beta\left(F\left(x^{k}\right)-F\left(x^{*}\right)\right) .
\end{aligned}
$$

Subtracting $F\left(x^{*}\right)$ from both sides, we obtain the linear rate (4.35).

We now pass to the second issue: the estimation of the number of null steps between two consecutive descent steps. We shall base it on the analysis of the gap $F\left(x^{k}\right)-\eta^{k}$.

By virtue of Corollary 4.3.1, the sequence points $\left\{z_{j_{k}}^{k}\right\}$ generated by the algorithm are uniformly bounded. Since subgradients of finite-valued convex functions are locally bounded, the subgradients of all $f_{j_{k}}$ are bounded, and thus a constant $M$ exists, such that

$$
\left\|s_{j_{k+1}}^{k}-g_{j_{k+1}}^{k}\right\|_{D^{-1}}^{2} \leq M
$$

at all null steps. With no loss of generality, we assume that $\varepsilon \leq(N-1) M$.
Lemma 4.4.5. If a null step is made at iteration $k$, then

$$
\begin{equation*}
F\left(x^{k}\right)-\eta^{k+1} \leq \gamma\left(F\left(x^{k}\right)-\eta^{k}\right), \tag{4.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=1-\frac{1}{2}\left(\frac{1-\beta}{N-1}\right)^{2} \frac{\varepsilon}{M} . \tag{4.37}
\end{equation*}
$$

Proof. By Lemma 4.3.1, we have

$$
\begin{equation*}
F\left(x^{k}\right)-\eta^{k+1} \leq F\left(x^{k}\right)-\eta^{k}-\frac{1-\beta}{2(N-1)} \bar{\mu}_{k} v_{k} . \tag{4.38}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
v_{k}=F\left(x^{k}\right)-\tilde{F}^{k}\left(z_{j_{k}}^{k}\right)=F\left(x^{k}\right)-\eta^{k}+\frac{1}{2}\left\|z_{j_{k}}^{k}-x^{k}\right\|_{D}^{2} \geq F\left(x^{k}\right)-\eta^{k} . \tag{4.39}
\end{equation*}
$$

Combining the last two inequalities, we conclude that

$$
\begin{align*}
F\left(x^{k}\right)-\eta^{k+1} & \leq F\left(x^{k}\right)-\eta^{k}-\frac{1-\beta}{2(N-1)} \bar{\mu}_{k}\left(F\left(x^{k}\right)-\eta^{k}\right) \\
& =\left(1-\frac{1-\beta}{2(N-1)} \bar{\mu}_{k}\right)\left(F\left(x^{k}\right)-\eta^{k}\right) . \tag{4.40}
\end{align*}
$$

Consider the definition (4.12) of $\bar{\mu}_{k}$ in Lemma 4.3.1. If $\bar{\mu}_{k}=1$, then $1-\frac{1-\beta}{2(N-1)} \bar{\mu}_{k}$ is no greater than the bound (4.37), because $\varepsilon \leq(N-1) M$. Otherwise, $\bar{\mu}_{k}$ is given by the second case in (4.12). Since the algorithm does not stop, we have $v_{k}>\varepsilon$, and thus

$$
\bar{\mu}_{k} \geq \frac{(1-\beta) \varepsilon}{(N-1) M}
$$

Substitution to (4.40) yields (4.37).
Let $x^{(\ell-1)}, x^{(\ell)}, x^{(\ell+1)}$ be three consecutive proximal centers in the algorithm $(\ell \geq 2)$. We want to bound the number of iterations with the proximal center $x^{(\ell)}$. To this end, we bound two quantities:

1. The optimal objective value of the first subproblem with proximal center $x^{(\ell)}$, whose iteration number we denote by $k(\ell)$ :

$$
\begin{equation*}
\eta^{k(\ell)}=\min f_{j_{k(\ell)}}(x)+\sum_{i \neq j_{k(\ell)}} \tilde{f}_{i}^{k(\ell)}(x)+\frac{1}{2}\left\|x-x^{(\ell)}\right\|_{D}^{2} \tag{4.41}
\end{equation*}
$$

We need an upper bound for $F\left(x^{(\ell)}\right)-\eta^{k(\ell)}$.
2. The optimal objective value of the last subproblem with proximal center $x^{(\ell)}$, occurring at iteration $k^{\prime}(\ell)=k(\ell+1)-1$ :

$$
\begin{equation*}
\eta^{k^{\prime}(\ell)}=\min f_{j_{k^{\prime}}(\ell)}(x)+\sum_{i \neq j_{k^{\prime}}(\ell)} \tilde{f}_{i}^{k^{\prime}(\ell)}(x)+\frac{1}{2}\left\|x-x^{(\ell)}\right\|_{D}^{2} \tag{4.42}
\end{equation*}
$$

We need an upper bound for $F\left(x^{(\ell)}\right)-\eta^{k^{\prime}(\ell)}$ which implies the update rule (4.8).
In the following we discuss each issue separately.
Recall that according to the algorithm, $x^{(\ell)}$ is the optimal solution of the last subproblem with proximal center $x^{(\ell-1)}$. Let $f_{j_{k(\ell)-1}}$ be the non-linearized component function of the last subproblem with proximal center $x^{(\ell-1)}$, whose optimal solution is $x^{(\ell)}$. The optimal value of the subproblem (4.5) is

$$
\begin{equation*}
\eta^{k(\ell)-1}=f_{j_{k(\ell)-1}}\left(x^{\ell}\right)+\sum_{i \neq j_{k(\ell)-1}} \tilde{f}_{i}^{k(\ell)-1}\left(x^{(\ell)}\right)+\frac{1}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|_{D}^{2} \tag{4.43}
\end{equation*}
$$

Lemma 4.4.6. If a descent step is made at iteration $k(\ell)-1$, then

$$
\begin{equation*}
F\left(x^{(\ell)}\right)-\eta^{k(\ell)} \leq \frac{3}{2 \beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right) \tag{4.44}
\end{equation*}
$$

Proof. The left inequality in (4.28) yields

$$
\eta^{k(\ell)} \geq \eta^{k(\ell)-1}-\left\|x^{(\ell)}-x^{(\ell-1)}\right\|_{D}^{2} .
$$

Since $F\left(x^{(\ell)}\right) \leq F\left(x^{(\ell-1)}\right)$, we obtain

$$
F\left(x^{(\ell)}\right)-\eta^{k(\ell)} \leq F\left(x^{(\ell-1)}\right)-\eta^{k(\ell)-1}+\left\|x^{(\ell)}-x^{(\ell-1)}\right\|_{D}^{2}
$$

As iteration $k(\ell)-1$ is a descent step, the update rule (4.8) holds. Thus

$$
\begin{aligned}
F\left(x^{(\ell-1)}\right)-\eta^{k(\ell)-1} & =\left[F\left(x^{(\ell-1)}\right)-\tilde{F}^{k(\ell)-1}\left(x^{(\ell)}\right)\right]-\frac{1}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|_{D}^{2} \\
& \leq \frac{1}{\beta}\left[F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right]-\frac{1}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|_{D}^{2} .
\end{aligned}
$$

Combining the last two inequalities we obtain

$$
F\left(x^{(\ell)}\right)-\eta^{k(\ell)} \leq \frac{1}{\beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right)+\frac{1}{2}\left\|x^{(\ell)}-x^{(\ell-1)}\right\|_{D}^{2} .
$$

The right inequality in (4.28) can be now used to substitute $\left\|x^{(\ell)}-x^{(\ell-1)}\right\|_{D}^{2}$ on the right hand side to obtain (4.44).

We can now integrate our results.
Applying Lemma 4.4.3, we obtain the following inequality at every null step with prox center $x^{(\ell)}$ :

$$
\begin{align*}
F\left(x^{(\ell)}\right)-\eta^{k} & \geq \frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)}\left(F\left(x^{(\ell)}\right)-F\left(x^{*}\right)\right) \\
& \geq \frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)}\left(F\left(x^{(\ell)}\right)-F\left(x^{(\ell+1)}\right)\right) \tag{4.45}
\end{align*}
$$

From Lemma 4.4.6 we know that for $\ell \geq 2$ the initial value of the left hand side (immediately after the previous descent step) is bounded from above by the following expression:

$$
\begin{equation*}
F\left(x^{(\ell)}\right)-\eta^{k(\ell)} \leq \frac{3}{2 \beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right) \tag{4.46}
\end{equation*}
$$

Lemma 4.4.5 established a linear rate of decrease of the left hand side. Therefore, the number $n_{\ell}$ of null steps with proximal center $x^{(\ell)}$, if it is positive, satisfies the inequality:

$$
\frac{3}{2 \beta}\left(F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)\right) \gamma^{n_{\ell}-1} \geq \frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)}\left(F\left(x^{(\ell)}\right)-F\left(x^{(\ell+1)}\right)\right) .
$$

Consequently, for $\ell \geq 2$ we obtain the following upper bound on the number of null steps:

$$
\begin{equation*}
n_{\ell} \leq 1+\frac{1}{\ln (\gamma)} \ln \left(\frac{4 \beta \varphi(\alpha)}{3(1+2 \varphi(\alpha))} \frac{F\left(x^{(\ell)}\right)-F\left(x^{(\ell+1)}\right)}{F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)}\right) . \tag{4.47}
\end{equation*}
$$

If the number $n_{\ell}$ of null steps is zero, inequality (4.35) yields

$$
\frac{F\left(x^{(\ell)}\right)-F\left(x^{(\ell+1)}\right)}{F\left(x^{(\ell-1)}\right)-F\left(x^{(\ell)}\right)} \leq \frac{F\left(x^{(\ell)}\right)-F\left(x^{*}\right)}{F\left(x^{(\ell-1)}\right)-F\left(x^{*}\right)-\left(F\left(x^{(\ell)}\right)-F\left(x^{*}\right)\right)} \leq \frac{1}{\frac{1}{1-\alpha \beta}-1} .
$$

Elementary calculations prove that both logarithms on the right hand side of (4.47) are negative, and thus inequality (4.47) is satisfied in this case as well.

Suppose there are $L$ proximal centers appearing throughout the algorithm: $x^{(1)}, x^{(2)}$, $\ldots, x^{(L)}$. They divide the progress of the algorithm into $L$ series of null steps. For the first series, similarly to the analysis above, we use (4.45) and Lemma 4.4.5 to obtain the estimate

$$
\begin{equation*}
n_{1} \leq 1+\frac{1}{\ln (\gamma)} \ln \left(\frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)} \frac{F\left(x^{(1)}\right)-F\left(x^{(2)}\right)}{F\left(x^{(1)}\right)-\eta^{1}}\right) . \tag{4.48}
\end{equation*}
$$

For the last series, we observe that the inequality $F\left(x^{(\ell)}\right)-\eta^{k} \geq \varepsilon / 2$ has to hold at each null step at which the stopping test was not satisfied. We use it instead of (4.45) and we obtain

$$
\begin{equation*}
n_{L} \leq 1+\frac{1}{\ln (\gamma)} \ln \left(\frac{\beta}{3} \frac{\varepsilon}{F\left(x^{(L-1)}\right)-F\left(x^{(L)}\right)}\right) . \tag{4.49}
\end{equation*}
$$

We aggregate the total number of null steps for different proximal centers throughout the algorithm and we obtain the following bound:

$$
\begin{align*}
\sum_{\ell=1}^{L} n_{\ell} & =\frac{1}{\ln (\gamma)}\left[\ln \left(\frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)}\right)+\left(\ln \left(\frac{\beta}{3}\right)+(L-2) \ln \left(\frac{4 \beta \varphi(\alpha)}{3(1+2 \varphi(\alpha))}\right)\right.\right.  \tag{4.50}\\
& \left.+\ln \left(\frac{\varepsilon}{F\left(x^{(1)}\right)-\eta^{1}}\right)\right]+L
\end{align*}
$$

Let us recall the definition of $\gamma$ in (4.37), and denote

$$
C=\frac{1}{2}\left(\frac{1-\beta}{N-1}\right)^{2} \frac{1}{M},
$$

so that $\gamma=1-\varepsilon C$. Since $\ln (1-\varepsilon C)<-\varepsilon C$, we derive the following inequality for the number of null steps:

$$
\begin{align*}
\sum_{\ell=1}^{L} n_{\ell} & \leq \frac{1}{-\varepsilon C}\left[\ln \left(\frac{2 \varphi(\alpha)}{1+2 \varphi(\alpha)}\right)+\ln \left(\frac{\beta}{3}\right)+(L-2) \ln \left(\frac{4 \beta \varphi(\alpha)}{3(1+2 \varphi(\alpha))}\right)\right.  \tag{4.51}\\
& \left.+\ln \left(\frac{\varepsilon}{F\left(x^{(1)}\right)-\eta^{1}}\right)\right]+L
\end{align*}
$$

Let us now derive an upper bound on the number $L$ of proximal centers. By virtue of (4.7) and (4.8), descent steps are made only if

$$
F\left(x^{k}\right)-F\left(x^{*}\right) \geq \beta \varepsilon ;
$$

otherwise, the method must stop. To explain it more specifically, if $F\left(x^{k}\right)-F\left(x^{*}\right) \leq \beta \varepsilon$, then $F\left(x^{k}\right)-F\left(z_{j_{k}}^{k}\right) \leq \beta \varepsilon$. If a descent step were made, $F\left(z_{j_{k}}^{k}\right) \leq F\left(x^{k}\right)-\beta v_{k}$. Then $\beta v_{k} \leq \beta \varepsilon$. Since $v_{k} \leq \varepsilon$, the algorithm would have already stopped, which contradicts our assumption. It follows from Lemma 4.4.4, that

$$
(1-\alpha \beta)^{L-1}\left(F\left(x^{(1)}\right)-F\left(x^{*}\right)\right) \geq \beta \varepsilon
$$

Therefore,

$$
\begin{equation*}
L \leq 1+\frac{\ln (\beta \varepsilon)-\ln \left(F\left(x^{1}\right)-F\left(x^{*}\right)\right)}{\ln (1-\alpha \beta)} \tag{4.52}
\end{equation*}
$$

As a result, we have the final bound for the total number of descent and null steps:

$$
\begin{align*}
L-1+\sum_{\ell=1}^{L} n_{\ell} \leq & \frac{1}{\varepsilon C}\left[\frac{\ln \frac{F\left(x^{(1)}\right)-F\left(x^{*}\right)(1-\alpha \beta)}{\beta \varepsilon}}{\ln (1-\alpha \beta)} \ln \left(\frac{4 \beta \varphi(\alpha)}{3(1+2 \varphi(\alpha))}\right)\right. \\
& \left.+\ln \left(\frac{1+2 \varphi(\alpha)}{2 \varphi(\alpha)}\right)+\ln \left(\frac{3}{\beta}\right)+\ln \left(\frac{F\left(x^{(1)}\right)-\eta^{1}}{\varepsilon}\right)\right]  \tag{4.53}\\
& +2 \frac{\ln (\beta \varepsilon)-\ln \left(F\left(x^{(1)}\right)-F\left(x^{*}\right)\right)}{\ln (1-\alpha \beta)}+1 .
\end{align*}
$$

Therefore, in order to achieve precision $\varepsilon$, the number of steps needed is of order

$$
L+\sum_{\ell=1}^{L} n_{\ell} \sim \mathcal{O}\left(\frac{1}{\varepsilon} \ln \left(\frac{1}{\varepsilon}\right)\right)
$$

This is almost equivalent to saying that given the number of iterations $k$, the precision of the solution is approximately $\mathcal{O}(1 / k)$.

This chapter is accepted to publish in SIAM Journal on Optimization at the time of defense. The first version was submitted in [DLR15].

## Chapter 5

## Numerical Illustration

### 5.1 Application to structured regularized regression problems

In many areas in data mining and machine learning, such as computer vision and compressed sensing, the resulting optimization models consist of a convex loss function and multiple convex regularization functions, called the composite prior models in [HZLM11]. For example, in compressed sensing, the linear combination of the total variation (TV) norm and $L_{1}$ norm is a popular regularizer in recovering Magnetic Resonance (MR) images. Formally, the models are formulated as follows:

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}} F(x)=f(x)+\sum_{i=1}^{N} h_{i}\left(B_{i} x\right), \tag{5.1}
\end{equation*}
$$

where $f$ is the loss function to measure the goodness-of-fit of the data, while the functions $h_{i}$ are regularization terms. All the functions are convex but not necessarily smooth.

The SLIN algorithm introduced in our paper can be directly applied to solve the general problem (5.1). It can be further specialized to take advantage of additional features of the functions involved. In the following subsection we discuss one such specialization.

### 5.1.1 Fused lasso regularization problem

The problem is defined as follows:

$$
\begin{equation*}
\min _{x} \frac{1}{2}\|b-A x\|_{2}^{2}+\lambda_{1}\|x\|_{1}+\lambda_{2} \sum_{j=1}^{p-1}\left|x_{j+1}-x_{j}\right| \tag{5.2}
\end{equation*}
$$

where $A$ is an $m \times n$ matrix, and $\lambda_{1}, \lambda_{2}>0$ are fixed parameters. This model contains two regularization terms: the lasso penalty $h_{1}(x)=\lambda_{1}\|x\|_{1}$, and the fused lasso penalty $h_{2}(x)=\lambda_{2} \sum_{j}\left|x_{j+1}-x_{j}\right|$. We denote the first function as $f(x):=\frac{1}{2}\|b-A x\|_{2}^{2}$. In models
with a quadratic loss function, we found it convenient to use the matrix $D=\operatorname{diag}\left(A^{T} A\right)$ in the proximal term of the method [LPR14, Sec. 3].

In order to solve each subproblem, we need the gradient of $f(\cdot)$ and subgradients of the regularization functions, which are readily available. Our method requires their explicit calculation at the initial iteration only; at later iterations they are obtained implicitly, as described in Step 1 of the algorithm.

With these, we can solve each subproblem iteratively.
The $f$-subproblem. Skipping the constants, the $f$-subproblem has the form:

$$
\begin{equation*}
\min _{x} \frac{1}{2}\|b-A x\|_{2}^{2}+g_{h_{1}}^{T} x+g_{h_{2}}^{T} x+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2} \tag{5.3}
\end{equation*}
$$

This is a unconstrained quadratic optimization problem and its optimal solution can be obtained by solving the following linear system of equations:

$$
\left(A^{T} A+D\right) x=A^{T} b-g_{h_{1}}-g_{h_{2}}+D^{T} x^{k}
$$

It can be very efficiently solved by the preconditioned conjugate gradient method with preconditioner $D$, as discussed in [LPR14, Sec. 3], because the condition index of the system is uniformly bounded. Only matrix-vector multiplications are involved, facilitating the use of a sparse structure of $A$. After the solution is obtained, the gradient of $f(x)$ and its linearization can be determined by Step 1 of the SLIN algorithm.

The $h_{1}$-subproblem. The subproblem is defined as follows (ignoring the constants):

$$
\begin{equation*}
\min _{x} g_{f}^{T} x+\lambda_{1}\|x\|_{1}+g_{h_{2}}^{T} x+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2} \tag{5.4}
\end{equation*}
$$

This problem is separable in the decision variables, with the following closed-form solution:

$$
\left(x_{h_{1}}\right)_{i}=\operatorname{sgn}\left(\tau_{i}\right) \max \left(0,\left|\tau_{i}\right|-\frac{\lambda_{1}}{d_{i}}\right), \quad i=1, \ldots, n .
$$

Here $\tau_{i}=x_{i}^{k}-\frac{\left(g_{f}\right)_{i}+\left(g_{h_{2}}\right)_{i}}{d_{i}}$.
The solution of the $h_{1}$-subproblem gives a new subgradient of $h_{1}$ at the minimal point.
The $h_{2}$-subproblem. The subproblem is defined as follows (ignoring the constants):

$$
\min _{x} g_{f}^{T} x+g_{h_{1}}^{T} x+\lambda_{2} \sum_{j=1}^{p-1}\left|x_{j+1}-x_{j}\right|+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}
$$

Exactly as described in [LPR14], this problem can be equivalently formulated as a constrained optimization problem:

$$
\begin{equation*}
\min _{x, z} g_{f}^{T} x+g_{h_{1}}^{T} x+\lambda_{2}\|z\|_{1}+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}, \text { subject to } R x=z \tag{5.5}
\end{equation*}
$$

with an $(n-1) \times n$ matrix $R$ representing the system $z_{j}=x_{j+1}-x_{j}, j=1, \ldots, n-1$. The Lagrangian of problem (5.5) has the form

$$
L(x, z, \mu)=g_{f}^{T} x+g_{h_{1}}^{T} x+\lambda_{2}\|z\|_{1}+\mu^{T}(R x-z)+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}
$$

where $\mu$ is the dual variable. The minimum of the Lagrangian with respect to $z$ is finite if and only if $\|\mu\|_{\infty} \leq \lambda_{2}$. Under this condition, the minimum value of the $z$-terms is zero and we can eliminate them from the Lagrangian. We arrive to its reduced form,

$$
\hat{L}(x, \mu)=g_{f}^{T} x+g_{h_{1}}^{T} x+\mu^{T} R x+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}
$$

To calculate the dual function, we minimize $\hat{L}(x, \mu)$ with respect to $x$. After elementary calculations, we obtain the solution

$$
\tilde{x}_{h_{2}}=x^{k}-D^{-1}\left(g_{f}+g_{h_{1}}+R^{T} \mu\right)
$$

Substituting it back to the Lagrangian, we obtain the following dual problem:

$$
\max _{\mu}-\frac{1}{2} \mu^{T} R D^{-1} R^{T} \mu+\mu^{T} R\left(x^{k}-D^{-1} g_{f}-D^{-1} g_{h}\right), \text { subject to }\|\mu\|_{\infty} \leq \lambda_{2}
$$

This problem can be treated as a box-constrained quadratic programming problem, for which many efficient algorithms are available, for example coordinate-wise optimization [LPR14, Sec. 4]. Due to the structure of $R$, the computational effort per iteration is linear in the problem dimension.

### 5.1.2 Overlapping group lasso problem

We consider the following problem

$$
\begin{equation*}
\min _{x} \frac{1}{2 K \lambda}\|b-A x\|_{2}^{2}+\sum_{j=1}^{K} d_{j}\left\|x_{\mathcal{G}_{j}}\right\|_{2} \tag{5.6}
\end{equation*}
$$

where $A \in \mathbb{R}^{m \times n}$. This model contains the first function as $f(x):=\frac{1}{2 K \lambda}\|b-A x\|_{2}^{2}$ where parameter $\lambda>0$ and number of groups $K$ are pre-specified parameters. The second part is
a sum of regularization terms, each penalty function as $h_{j}(x)=d_{j}\left\|x_{\mathcal{G}_{j}}\right\|_{2}$ where the weights $d_{j}>0$ are known parameters. $\mathcal{G}_{j} \subseteq\{1, \ldots, p\}$ is the index set of a group of variables and $x_{\mathcal{G}_{j}}$ denotes the subvector of $x$ with coordinates in $\mathcal{G}_{j}$. This group regularizer has been proven useful in high-dimensional statistics with the capability of selecting meaningful groups of features. The groups could overlap as needed. As the quadratic term has a coefficient of $\frac{1}{2 K \lambda}$, the diagonal matrix $D$ in the proximal term of the method is set to $D=\frac{1}{K \lambda} \operatorname{diag}\left(A^{T} A\right)$. The $f$-subproblem. The $f$-subproblem has the form:

$$
\min _{x} \frac{1}{2 K \lambda}\|b-A x\|_{2}^{2}+\sum_{j=1}^{K} g_{j}^{T} x+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2}
$$

It has the same structure as the $f$-subproblem of the general structured fused lasso example, and can be solved in the same way; just the matrix $D$ is different.

The $h_{j}$-subproblem. The $h_{j}$-subproblem is defined as follows (ignoring the constants):

$$
\begin{equation*}
\min d_{j}\left\|x_{\mathcal{G}_{j}}\right\|_{2}+\langle s, x\rangle+\frac{1}{2}\left\|x-x^{k}\right\|_{D}^{2} \tag{5.7}
\end{equation*}
$$

where $s=g_{f}+\sum_{j^{\prime} \neq j} g_{h_{j^{\prime}}}$; with $g_{f}$ denoting a subgradient of the function $f$, and $g_{h_{j^{\prime}}}$ the subgradients of $h_{j^{\prime}}$ used in (4.5). To simplify notation, from now on we write $\mathcal{G}$ for $\mathcal{G}_{j}$.

The decision variables that are outside of the current group $\mathcal{G}$, which we denote $x_{-\mathcal{G}}$, have the following closed-form solution:

$$
x_{-\mathcal{G}}=x_{-\mathcal{G}}^{k}-D_{-\mathcal{G}}^{-1} s_{-\mathcal{G}} .
$$

The variables in the current group $\mathcal{G}$ can be calculated as follows. If $x_{\mathcal{G}} \neq 0$, the necessary and sufficient optimality condition for (5.7) is the following equation:

$$
\begin{equation*}
\frac{d_{j} x_{\mathcal{G}}}{\left\|x_{\mathcal{G}}\right\|_{2}}+s_{\mathcal{G}}+D_{\mathcal{G}}\left(x_{\mathcal{G}}-x_{\mathcal{G}}^{k}\right)=0 \tag{5.8}
\end{equation*}
$$

We denote

$$
\begin{equation*}
\frac{d_{j}}{\left\|x_{\mathcal{G}}\right\|_{2}}=\kappa \tag{5.9}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
x_{i}=\frac{D_{i i} x_{i}^{k}-(s)_{i}}{\kappa+D_{i i}}, \quad i \in \mathcal{G} . \tag{5.10}
\end{equation*}
$$

Substituting into (5.9), after simple manipulations, we obtain the following equation for $\kappa$ :

$$
\begin{equation*}
\sum_{i \in \mathcal{G}_{j}}\left(\frac{D_{i i} x_{i}^{k}-(s)_{i}}{1+\frac{D_{i i}}{\kappa}}\right)^{2}=d_{j}^{2} . \tag{5.11}
\end{equation*}
$$

Since the left hand side of this equation is an increasing function of $\kappa$, we can easily solve it by bisection, if a solution exists. If the columns if $A$ are normalized, then all $D_{i i}=1$, and equation (5.11) can be solved in closed form.

Letting $\kappa \rightarrow \infty$ on the left hand side, we obtain the condition for the existence of a solution of (5.11):

$$
\begin{equation*}
\sum_{i \in \mathcal{G}_{j}}\left(D_{i i} x_{i}^{k}-(s)_{i}\right)^{2}>d_{j}^{2} \tag{5.12}
\end{equation*}
$$

If inequality (5.12) is satisfied, $\kappa$ can be found by bisection and $x_{\mathcal{G}}$ follows from (5.10). If (5.12) is not satisfied, the only possibility is that the optimal solution of (5.7) is $x_{\mathcal{G}}=0$.

### 5.2 Numerical Results

In this section, we present some experimental results for problems (5.2) and (5.6). All these studies are performed on an $1.8 \mathrm{GHZ}, 4 \mathrm{~GB}$ RAM computer using MATLAB.

### 5.2.1 Fused lasso experiments

We evaluate SLIN against six competing methods to assess the effectiveness of our approach. These methods are different in their treatments on four main features, namely, the selection of the block to be optimized, the sufficient improvement test, the choice of the proximal parameter $D$ and the choice of the relaxation parameter. The first one is a direct extension of the alternating linearization method [LPR14], labeled as Cyclical Linearization. It processes the blocks cyclically in a fixed order and performs the improvement test after every block with proximal parameter $D$, to decide whether to update the current value of $x^{k}$. The second method also processes the blocks cyclically in a fixed order but updates $x^{k}$ after processing all blocks without any test. In the case of two blocks, it would correspond to the Douglas-Rachford operator splitting method of [LM79]; see [LPR14]. We use the name Cyclical Douglas-Rachford (labeled $D R_{C}$ ). The third and fourth methods are similar to $D R_{C}$, except that we use over relaxation (with a fixed parameter 1.5) and under relaxation (with a fixed parameter 0.5). We label them as " $D R_{C}$ over relax" and " $D R_{C}$ under relax". The fifth modification is Cyclical Douglas-Rachford with proximal parameter $\rho$, where $\rho$ is set to the average of the diagonal values of $A^{T} A$. We label it as $D R_{\rho}$. Finally, we
compare with [Vu13], a splitting method, which is essentially the same as [Con13]. Table 5.1 summarizes the differences on main features among above methods.

| Method <br> Label | Selection <br> Rule | Update <br> Rule | Proximal <br> Parameter D | Relaxation <br> Parameter $\delta$ |
| :--- | :---: | :---: | :---: | :---: |
| SLIN | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Cyclical Linearization |  | $\checkmark$ | $\checkmark$ |  |
| $D R_{C}$ |  |  | $\checkmark$ |  |
| $D R_{C}$ over relax |  |  | $\checkmark$ | $\checkmark$ |
| $D R_{C}$ under relax |  |  | $\checkmark$ | $\checkmark$ |
| $D R_{\rho}$ |  |  |  |  |

Table 5.1: Main features comparison over relax: $\delta=1.5$; under relax: $\delta=0.5$

We first investigate how these methods approach the optimal objective function value differently. The elements of the matrix design matrix $A$ are generated independently using a Gaussian distribution with mean zero and unit variance. The dependent variables are $b=A x+\varepsilon$, where $\varepsilon$ is a Gaussian noise with variance $10^{-2}$. Among the $x_{j}$ 's, $10 \%$ equal $1,20 \%$ equal 2 , and the rest are zero. For fused lasso, we set the tuning parameters $\lambda_{1}=$ $\lambda_{2}=0.5$ and the stopping tolerance $\epsilon=10^{-3}$, and run all the methods until convergence or reaching maximum iteration count of 1000 . The stopping test for all methods but the one of [Vu13] is the same; it is based on test (4.7). For the method of [Vu13], the test is to reach the objective function value at which SLIN stopped, or 1000 iterations, whichever comes first. Then we plot the $\log$ (Error) versus the number of iteration in Figure 5.1 ( $m=10000$, $n=1000)$ and Figure $5.2(m=3000, n=4000)$. The second case is under-determined and it does not satisfy Assumption 4.4.1.

In the figures, Error is defined as the difference between the optimal value $F\left(x^{*}\right)$ (obtained by SLIN) and the current function value for each method respectively. Since we are plotting $\log$ (Error), we delete the last point of SLIN in the figures. In both experiments, SLIN reaches the desired accuracy in a much smaller number of iterations than required by the other methods. Among $D R_{C}, D R_{C}$ over relax and $D R_{C}$ under relax, $D R_{C}$ under relax is the slowest. Vũ's splitting method makes good improvement at the start, then slows down and cannot achieve the same level of accuracy as SLIN in the maximum allowed number of iterations. When the design matrix is under-determined, Vũ's splitting method
does not converge. $D R_{\rho}$ is extremely slow or does not converge, for any value of $\rho$ that we tried.


Figure 5.1: Comparison of SLIN and other algorithms on the fused lasso example when $m=10000, n=1000$

Next we make running time comparison on these methods. Figure 5.3 and Figure 5.4 report the running time of SLIN and six competing algorithms for problems with different sample sizes $(m)$ and dimensions ( $n$ ). We run all the algorithms until they satisfy their stopping criteria or use twice the time that SLIN does. Judging from the figures, SLIN performs the best except in a small scale case ( $m=500, n=1000$ ). Its advantage increases with the scale of the problem.

In Table 5.2, we report the performance of SLIN for different values of the parameter $\beta$. We report the average results and their standard deviation. Similar results are observed for experiments with different sample sizes and dimension. Based on these analysis, we use $\beta=0.5$ in all our experiments.


Figure 5.2: Comparison of SLIN and other algorithms on the fused lasso example when $m=3000, n=4000$

| $\beta$ | Iterations | Time | Relative Error |
| :---: | :---: | :---: | :---: |
| 0.2 | $76(25.61)$ | $0.82(0.95)$ | $0.0200(0.0100)$ |
| 0.5 | $28(24.70)$ | $0.39(0.64)$ | $0.0080(0.0037)$ |
| 0.8 | $74(33.72)$ | $1.08(0.63)$ | $0.0400(0.0200)$ |

Table 5.2: The effect of different values of $\beta$ in the SLIN algorithm for the fused lasso problem with $m=1000$ and $n=300$.

### 5.2.2 Overlapping group lasso experiments

In this Section we compare SLIN with existing techniques on the tree-structured, fixed order, and random order overlapping group examples. These results demonstrate the flexibility of SLIN and its applicability to problems with complex regularization structures.

## Tree-structured overlapping groups

In a tree-structured overlapping group lasso problem, described in [JMOB11b], the groups correspond to the nodes of a tree. The design matrix and input vector are centered and


Figure 5.3: Running time of SLIN and other methods on the fused lasso problem as sample size changes when $n=1000$.
normalized to have unit $\ell_{2}$-norms. We conduct the speed comparisons between our approach and FISTA [JMOB11b]. From Table 5.3 we can see that the SLIN algorithm is faster in terms of both iteration number and computational time.

| Parameters | Methods | Iter | Time |
| :---: | :---: | :---: | :---: |
| $m=100, n=10$ | SLIN | $11.60(0.70)$ | $0.0897(0.0035)$ |
| $K=8$ | FISTA | $25.20(2.85)$ | $0.1385(0.0138)$ |

Table 5.3: Comparison of SLIN and FISTA on tree-structured overlapping group lasso problem.

## Fixed order overlapping groups

We simulate data from a linear model with an overlapping group structure. The entries are sampled from i.i.d. normal distributions, $x_{j}=(-1)^{j} \exp (-(j-1) / 100)$, and $b=A x+\varepsilon$, with the noise $\varepsilon$ sampled from the standard normal distribution. Assuming that the inputs


Figure 5.4: Running time of SLIN and other methods on the fused lasso example as dimension changes when $m=3000$.
are ordered, we define a sequence of $K$ groups of 100 adjacent inputs with an overlap of 10 variables between two successive groups, so that

$$
\begin{equation*}
G=\{\{1, \ldots, 100\},\{91, \ldots, 190\}, \ldots,\{n-99, \ldots, n\}\}, \tag{5.13}
\end{equation*}
$$

where $n=90 K+10$. We adopt uniform weights $d_{j}=1 / K$ and set $\lambda=K / 5$.
To demonstrate the efficiency and scalability of the SLIN algorithm, we compare SLIN with several specialized methods for overlapping group lasso problems: PDMM of [CDZ15, WBL14], sADMM or Jacobian ADMM of [DLPY13], PA-APG of [Yu13] and S-APG of $\left[\mathrm{CLK}^{+} 12\right]$. All experiments are run sequentially, that is, no parallel processing features were exploited. We run the experiments 10 times with different samples of the matrix $A$; we report the average results. The stopping test for all dual methods is based on the relative change in the iterates: $\left\|x^{k+1}-x^{k}\right\| /\left\|x^{k}\right\| \leq \varepsilon$.

Figure 5.5 plots the convergence of the objective function values versus the number of iterations, for the number of groups $K=100$. For the dual methods PDMM and sADMM,
we report the values of the augmented Lagrangian. They go from super optimal (because the iterates are infeasible) and converge to the optimal value. In Figures 5.6 and 5.7, we vary the group number and sample size and we report the computational time. The SLIN algorithm uses the smallest iteration number but its computational time is worse than that of PDMM, which has been specially coded for problems of this structure. The two "accelerated" methods, PA-APG and S-APG, are the slowest in most tests.


Figure 5.5: Comparison of SLIN and other algorithms on the overlapping group lasso problem when $K=100$, $m=1000$.

## Randomly overlapping groups

In the next stage, we conduct additional comparison between SLIN and PDMM on group lasso problems with randomized overlapping, which do not exhibit the regular group structure specified in (5.13).

This type of problem arises in applications such as bioinformatics, where one uses prior information to model potential overlapping of groups of variables. For example, in high throughput gene expression analysis, the number of parameters to be estimated is much


Figure 5.6: Running time of SLIN and other methods on the overlapping group lasso problem as group number changes when $m=1000$
greater than the sample size. One often utilizes information including gene ontology to define group overlaps among genes, thereby achieving structured regularization [VRMV14]. The resulting overlaps are "arbitrary" (depending on the specific gene ontology) and more complex than the systematic overlapping example described in (5.13). We generate test cases in which the indices in each of the 100 groups were assigned to the $n$ locations. As a result, the number of overlapping variables between the groups was random, and multiple group membership is possible. The performance of the two methods on randomized overlapping group lasso problems is summarized in Tables 5.3 and 5.4.

For fair comparison of the methods, we run PDMM on each instance of the problem. PDMM is set to run to "tol" $=10^{-4}$ or 2,000 iterations, whichever came first. We set the tuning parameters $d_{g}=0.01 / K$, and $0.02 / K$, respectively. Then SLIN is set to run until the objective function values obtained were as good as that of PDMM. We run the experiments 10 times with different samples of the randomly generated groups; in Tables 5.4 and 5.5 we report the average results and their standard deviations. In all cases, the


Figure 5.7: Running time of SLIN and other methods on the overlapping group lasso problem as sample size changes when $K=100$
number of iterations of SLIN is much smaller than that of PDMM. In the determined cases, where $m=1000$ and $n=800$, the running time of SLIN is usually better than that of PDMM. In the under-determined cases, where $m=500$ and $n=600$, the running time of SLIN is slightly worse than that of PDMM.

In summary, we can conclude that SLIN is a highly efficient and reliable general-purpose method for multi-block optimization of convex nonsmooth functions. It successfully competes with dedicated methods for special classes of problems.

Most of the results presented here were included in a manuscript submitted for publication to a leading optimization journal. A reviewer insisted that we also test the splitting method of section 2.4 which he/she called "the method of Condat." However, the method has not been tested by its authors and no guidance as to its implementation was available. After the results presented here have been included, the associate editor requested to remove the numerical section entirely.

| Parameters | Methods | Iter | Time |
| :---: | :---: | :---: | :---: |
| $m=1000, n=800$ |  | $280(15.82)$ | $5.42(0.36)$ |
| $K=80, d_{g}=0.01 / K$ | PDMM | $638(21.14)$ | $5.48(0.10)$ |
| $m=1000, n=800$ | SLIN | $308(16.11)$ | $5.38(0.43)$ |
| $K=90, d_{g}=0.01 / K$ | PDMM | $836(29.33)$ | $7.19(0.39)$ |
| $m=1000, n=800$ | SLIN | $331(13.05)$ | $5.89(0.28)$ |
| $K=100, d_{g}=0.01 / K$ | PDMM | $991(75.51)$ | $8.91(0.81)$ |
| $m=1000, n=800$ | SLIN | $306(11.79)$ | $5.53(0.23)$ |
| $K=80, d_{g}=0.02 / K$ | PDMM | $560(59.47)$ | $4.75(0.45)$ |
| $m=1000, n=800$ | SLIN | $330(11.19)$ | $5.63(0.22)$ |
| $K=90, d_{g}=0.02 / K$ | PDMM | $620(38.33)$ | $5.65(0.91)$ |
| $m=1000, n=800$ | SLIN | $364(13.77)$ | $6.09(0.31)$ |
| $K=100, d_{g}=0.02 / K$ | PDMM | $741(58.06)$ | $4.14(0.47)$ |

Table 5.4: Comparison SLIN and PDMM in solving the overlapping group lasso of randomly generated groups. Determined cases with $m=1000$ and $n=800$.

| Parameters | Methods | Iter | Time |
| :---: | :---: | :---: | :---: |
| $m=500, n=600$ |  | $1280(39.73)$ | $17.75(0.60)$ |
| $K=80, d_{g}=0.01 / K$ | PDMM | $1453(157.07)$ | $12.01(1.03)$ |
| $m=500, n=600$ | SLIN | $1119(57.76)$ | $16.61(1.00)$ |
| $K=90, d_{g}=0.01 / K$ | PDMM | $1566(61.63)$ | $13.88(1.63)$ |
| $m=500, n=600$ | SLIN | $973(39.46)$ | $13.72(1.241)$ |
| $K=100, d_{g}=0.01 / K$ | PDMM | $1753(122.27)$ | $16.75(2.64)$ |
| $m=500, n=600$ | SLIN | $792(36.58)$ | $9.79(0.73)$ |
| $K=80, d_{g}=0.02 / K$ | PDMM | $968(39.82)$ | $7.53(0.54)$ |
| $m=500, n=600$ | SLIN | $722(23.46)$ | $8.87(0.65)$ |
| $K=90, d_{g}=0.02 / K$ | PDMM | $1170(102.16)$ | $9.57(1.00)$ |
| $m=500, n=600$ | SLIN | $683(15.66)$ | $8.01(0.41)$ |
| $K=100, d_{g}=0.02 / K$ | PDMM | $1208(70.30)$ | $10.81(1.21)$ |

Table 5.5: Comparison SLIN and PDMM in solving the overlapping group lasso of randomly generated groups. Underdetermined cases with $m=500$ and $n=600$

## Chapter 6

## Conclusion and Future Research Plan

### 6.1 Conclusion

We consider the problem of minimizing a sum of several convex non-smooth functions. In this thesis, we introduce a new algorithm called the selective linearization method, which iteratively linearizes all but one of the functions and employs simple proximal steps. The algorithm is a form of multiple operator splitting in which the order of processing partial functions is not fixed, but rather determined in the course of calculations. It proposes one of the first operator-splitting type methods which are globally convergent for an arbitrary number of operators without artificial duplication of variables. This algorithm is a multiblock extension of the alternating linearization (ALIN) method for solving structured nonsmooth convex optimization problems.

Global convergence is proved and estimates of the convergence rate are derived. Specifically, under a strongly convex condition, the number of iterations needed to achieve solution accuracy $\varepsilon$ is of order $\mathcal{O}(\ln (1 / \varepsilon) / \varepsilon)$. It is a new contribution even in the case of two blocks. The technique invented by us can be also used to derive the rate of convergence of the classical bundle method, for which no convergence rate estimate has been available so far.

We have done extensive comparison experiments in structured regularization problems such as large-scale fused lasso regularization problems and overlapping group lasso problems. The numerical results demonstrate the efficacy and accuracy of the method.

### 6.2 Future research plan

In the area of convex optimization, many directions of study and improvement for the SLIN algorithm exist. Based on the fact that the subgradient needs to be bounded, SLIN
algorithm can only deal with unconstrained multi-block non-smooth optimization problems. One direction for future study is to design an algorithm for multi-block convex problem with linear operators and analyze the convergence pattern of the algorithm for the following general constrained problems:

$$
\begin{equation*}
\min _{x \in \mathbb{X}} F(x)=f_{1}(x)+\sum_{i=2}^{N} f_{i}(M x) . \tag{6.1}
\end{equation*}
$$

It is interesting to study the convergence rate of the SLIN algorithm on general convex, but not strongly convex, objective functions.

It is also interesting to study the influence of different linearization order on the component functions on the convergence and convergence rate of the SLIN algorithm. Our current algorithm uses a deterministic rule to specify the order based on the difference the component functions and their linearized approximations. I plan to explore the random linearization order rule and come up with a stochastic version and online versions of SLIN algorithms to facilitate the multi-block objective appearing in many online optimization and stochastic optimization settings.

The study of non-convex optimization algorithms has aroused increasing interest in the field of optimization applied in machine learning and deep learning problems. However, the understanding of convergence of many large-scale non-convex optimization problems is pretty limited. As SLIN is one of the algorithms originally aimed for large-scale convex optimization, I plan to study the convergence performance of (variants of) the SLIN algorithm on some classes of non-convex optimization problems.

On the other hand, the simplicity and efficiency of the selective linearization framework suggests that it can be extended to solve many problems that are currently of interest for many other machine learning and data mining problems including low rank matrix completion and compressed MR image reconstruction, and even some deep learning problems.
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