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ABSTRACTS OF DISSERTATION  

 

Essays on Supply Chain and Healthcare Analytics 

 

By Yijun Wang 

Dissertation Directors: Dr. Yao Zhao and Dr. Lei Lei 

 

Abundant and real-time data from manufacturing and healthcare industries opens up 

opportunities previously unimaginable to capture fast changing customer bases, 

identify new sources of profit, and devise personalized medicine. This thesis consists 

of three essays: the first essay develops a machine learning algorithm based on a 

novel pharmacokinetic pharmacodynamic model for inpatients under warfarin therapy 

to make personalized predictions on blood clotting times on a rolling horizon. The 

second essay develops a set of methodologies to detect patterns in the online sales 

data of a children-shoes manufacturer in China to predict price elasticity. The third 

essay solves a challenging production scheduling problem in a three-stage supply 

chain. 

Specifically, the first essay designs a pharmacokinetic pharmacodynamic model 

to make individualized and adaptive international normalized ratio (INR) predictions 

for warfarin inpatients in changing clinical status. We tested a new model on 60 

inpatients at Columbia Medical Center. The model personalizes four submodels and 
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minimizes the number of parameters to be estimated. Prediction accuracy was 

assessed by prediction error, absolute prediction error and percentage absolute 

prediction error. The INRs (International Normalized Ratio, to measure blood clotting 

times) were accurately predicted 5 days into the future. Median prediction error: 

0.01ï0.12; median absolute prediction error: 0.17ï0.5 and median percentage 

absolute prediction error: 9.85ï26.06%. Patients exhibit interindividual and 

intertemporal variability. The model captures the variability and provides accurate 

and personalized INR predictions. 

In the second essay, we study the problem of pricing and promotion for an online 

seller of children shoes and try to estimate the price elasticity for different products at 

different seasons. By testing the various models to capture the seasonality, price 

elasticity and sales inertia, we may accurately forecast the sales lift for various price 

discounts, so as to provide a foundation for data-driven price / promotion 

optimization. 

In the third essay, we study a three-stage supply chain, where the second stage 

refers to the operations of external contracted manufacturers. The external 

manufacturers each has multiple time windows in which the resources needed for the 

outsourced operation are available. Both internal and external operations are 

non-instantaneous, and the required processing times are subject to various resource 

constraints. The problem is to assign and sequence a given set of customer orders to 

both the internal and the external processes so the total tardiness in the order 
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fulfillment is minimized. We present mathematical models that define different 

variations of this problem, analyze the special cases that can be solved in polynomial 

times, and then develop heuristic algorithms that can be applied to quickly solve the 

problems with a reasonable quality. In particular, we show that a heuristic solution 

based on the 3D linear assignment algorithm has a potential to be an effective 

approach for this type of problems. 
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Chapter 1. Introduction  

Abundant and real-time data from manufacturing and healthcare industries opens up 

opportunities previously unimaginable to capture fast changing customer bases, 

identify new sources of profit, and devise personalized medicine. 

With the cooperation relationship to Columbia University Medical Center, we 

have the opportunity to do some interesting research work, by combining the 

mathematical methodology with the medical data analytics. Previously, professors 

from Columbia University Medical Center are more likely to use statistics to explain 

the mechanism, while we would like to try something new. Another personnel reason 

for this research was from my grandfatherôs death, due to the stroke. And warfarin 

turns out to be the primary medicine for the prevention of the recurrent stroke. 

Therefore, warfarin is the starting point of our research. 

Warfarin has a long history of clinical use and is the most routinely prescribed 

oral anticoagulant. The INR is a standardized measure of blood clotting time for those 

taking warfarin and needs to be controlled within a narrow range typically between 

2.0 and 3.0 to achieve anticoagulation. Numerous factors (e.g., comorbidities, diet, 

medications, metabolism, genetic differences), can affect individuals INR levels, 

which make warfarin dosing a challenging task for clinicians. The same dose of 

warfarin may result in very different INRs among different individuals 

(inter-individual variability). Patients with multiple co-existing comorbidities may be 

in a transient clinical status and exhibit strong inter-temporal variability; meaning that 
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an individualôs INR response to warfarin could change considerably over time. No 

protocols for warfarin dosing have been uniformly accepted, resulting in a significant 

variation in clinical practice of dosing. Recent research has shown that computerized 

algorithms based on PK/PD models may outperform the manual approach and 

protocols used in practice in terms of efficacy and convenience. However, most 

studies on PK/PD models focus on patients in a relatively stable clinical state; much 

less information exists on how to predict INR and how to dose warfarin for inpatients 

with multiple co-existing comorbidities and in a transient clinical status. The purpose 

of this study was to develop a new PK/PD model to make individualized and adaptive 

predictions of INR measurements for cardiac clinical inpatients whose health status 

was in a state of flux. 

The research results are promising and Essay 1 was successfully published in 

<Personal Medicine> in 2015. 

Inspired with Dr. Lei Leiôs supply chain optimization and algorithms class, and 

also due to my family business background, Essays 2 and 3 were originated from the 

XiaoDingDang case, which is a kid-shoes brand ranked top 10 in China. The initial 

thought for Essay 2 was quite easy. XiaoDingDang would like to expand its online 

channels and did not want to damage the existing offline channels, therefore they 

should create some new products especially for online channel. The differences 

pricing strategies from offline channel confused them a lot. The online sales were so 

sensitive that even one Chinese Yuan changes would affect the revenue; besides, 
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crucial competition from other online sellers and also non-stop marketing events will 

also play a role in customerôs behavior. 

In this research, we tried to establish dynamic pricing strategies considering the 

promotion events and price elasticity. Therefore, given certain products price, we can 

easily predict the sales of product so that the inventory could be better controlled. For 

the further impact, the production planning will be much accurate since the online 

sales information will give XiaoDingDang an instant overview on which product is 

more likely to sell a lot. By forecasting the sales, we were ready to do a deeper supply 

chain analytics in production planning.  

In Essay 3, our focus was on the production planning, assuming that all the 

forecasted demand from Essay 2 are quite accurate. And the next step is to make sure 

that we can make enough shoes to sell under the time constraints. If we got a chance 

to visit a shoe-making manufacturer, you would find out that making a pair of shoes is 

much more complicated than you can image. The whole factory was labor-intensive; 

more than 500 people were working there in order to make more than 3 million pairs 

of shoes; the profit margin went down due to the rising materials, labor and legal costs. 

Our family business, on the behalf of most enterprises in China, had more than ever 

motivations to cut down the costs from any aspect to survive in this economy.  

 The scheduling problem seems to be appealing to any one in charge of 

production. However, after consulting with more than 20 big groups, evidences 

showed that almost no one was using automatic system to schedule the production 
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planning. The main reasons for this are: 1) the planning was too customized that APS 

providers would not like to configure a suited system with a very reasonable price; 2) 

the people in charge of production planning were less likely to switch to an automatic 

system, in belief that he/she should have a better understanding/experiences on 

scheduling; 3) the machines might turn down and the workers would ask for leave, so 

that itôs easier to recalculate by themselves, even though itôs quite time consuming and 

probably the results were wrong; 4) some external contracts added in may cause the 

difficulties of the scheduling.  

As one of the contributions to familyôs years of supports, we would like to make a 

simple version of production planning by models, for decision-makerôs cross 

validation evidence. However, some assumptions were still applied and the model had 

room to improve in the future research.  
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Chapter 2. A rolling -horizon Pharmaco-Kinetic 

Pharmaco-Dynamic model for warfarin inpatients in 

transient clinical states 

 

1. Introduction  

 

Warfarin is the most routinely prescribed oral anticoagulant for the treatment and 

prevention of thromboembolic events [1-3]. The drug works by affecting the function 

of the coagulation cascade and decreasing the clotting ability of the blood [1-3]. 

Although warfarin is widely utilized in clinical practice, it can be challenging to 

manage. For example, it negatively interacts with many other common medications, 

such as antibiotics and over-the-counter medications (e.g. NSAIDS) [4-9].
 

Advancements in molecular genetics and technology have shown individual genetic 

variations, where particular polymorphisms in the genes of certain enzymes have been 

associated with altered sensitivity and metabolism of warfarin [10-16]
.
 The 

International Normalized Ratio (INR) levels, a standardized measure of blood clotting 

time, of patients taking warfarin can also be significantly altered by changes in the 

dietary intake of vitamin K from foods, vitamins, or herbal products [17, 18]. Thus, 

warfarin has a variety of potentially dangerous side effects and is among the top drugs 

with the largest number of serious adverse event reports [19, 20]. 
 

To prevent such adverse side effects, patients taking warfarin are required to 
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have regular INR testing. The INR needs to be controlled within a narrow range, 

typically between 2.0 and 3.0, to achieve anticoagulation [21]. A high INR may 

predispose some individuals to an increased risk of bleeding, while an INR below the 

therapeutic range may be insufficient to protect high-risk individuals against stroke 

and other thromboembolic events [22, 23].
  

Numerous factors can affect individualsô INR levels, which can make 

determining the need for increased or decreased warfarin challenging for the 

practitioner. These factors can include, mostly notably, variations in anticoagulation 

dosing and clinical protocols, individual genetic differences in metabolism of warfarin 

(which may not be known), significant chronic disease burdens (e.g., atrial fibrillation, 

heart failure, diabetes), and addition or deletion of other medications that might 

influence warfarin metabolism [24-30]. These factors coupled with a hospitalization 

can further alter an INR response to warfarin by exhibiting strong inter-temporal 

variability, meaning an individualôs INR response to warfarin could change 

considerably over time, and inter-individual variability, meaning the same dose of 

warfarin may result in very different INRs among different individuals.  

To ensure effective and safe warfarin dosing in clinical practice, an adaptive 

personalized medicine approach to care that will account for individual variability is 

needed. Warfarin dosing and INR prediction protocols and algorithms have been 

studied in the literature for initiation and maintenance of proper anticoagulation in 

patients under relatively stable clinical conditions [19, 22, 31-38], however limited 
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literature exists on how best to optimize anticoagulation therapies for inpatients 

receiving intensive care and those who are in a transient clinical state. Regression 

models have been used to determine loading and maintenance doses, so as to improve 

time in therapeutic range [35-37]. Even after accounting for information on patientsô 

specific genotypes (responders vs. non responders to warfarin), these regression-based 

models are not completely individualized but rather adopt a cross-sectional design, 

and make dose prediction based on association observed between the warfarin dose 

and INR changes in a particular cohort [12, 38].  

Computerized algorithms based on PK/PD models have the potential of 

making personalized and adaptive INR predictions and dose suggestions for patients 

in a transient clinical state [39-43]. Several clinical trials demonstrate the 

effectiveness of PK/PD models for warfarin dosing in comparison to manual dosing 

practices [44, 45]. A few retrospective studies report on the accuracy of these 

algorithms in predicting INR and maintenance doses for warfarin patients [43, 46]. 

Most of these studies focus on patients in a relatively stable state (e.g., rehabilitation) 

where patientsô initial drug responses can be used to predict maintenance dose or 

steady-state INR [43, 44, 46, 47]. Only a few studies examined patients with 

potentially unstable conditions [42, 44]. 

To examine inpatients whose clinical status may be quickly changing, we 

developed a PK/PD model that includes all sub-models of Holford [40] and 

personalized them by having parameters from each sub-model estimated by utilizing 
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individual patientsô data. Including all the sub-models and fully personalizing them (in 

comparison to partial personalization using population means [43, 46, 48]) provided 

more flexibility to capture the inter-individual and inter-temporal variability 

previously mentioned. Our refined model also has fewer parameters to be estimated 

(than previous work that include all the sub-models) reducing the amount of historical 

data needed for estimation.  Our model is also estimated on a rolling horizon (with 

dated history replaced by latest observations) using a Bayesian approach to capture 

the inter-temporal variation. The purpose of this study was to develop a new PK/PD 

model to make individualized and adaptive predictions of INR measurements for 

cardiac clinical inpatients whose health status was in a state of flux. 

2. Methods 

2.1. Participants 

 

This was a retrospective cohort study conducted at New York Presbyterian Hospital 

(NYPH)/Columbia University Medical Center (CUMC), New York, US. The study 

protocol was reviewed and approved by the Institutional Review Boards at Columbia 

University, New York City, New York, and Rutgers, the State University of New 

Jersey, New Jersey.  

This study collected data from a convenience sample of 64 inpatients cases 

(admissions), which were seen as part of the cardiac services at CUMC during 

2012-2013. These patients were also followed by the anticoagulation clinic at CUMC 
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upon discharge for their outpatient warfarin management.   

Patients were enrolled consecutively. Eligible patients were those who were 

initiated on warfarin therapy for any indication as part of their usual clinical care by 

their providers. We screened 346 cases total and excluded those patients under 18 

years of age and those cases with fewer than 6 INR measurements. We also excluded 

4 cases, which have missing data and/or errors. We did not exclude patients with other 

multiple chronic diseases, using potential medications known to interfere with 

warfarin metabolism, (as we aimed to create a ñreal worldò approach that could be 

applied to clinical practice in the future). 

Subjectsô clinical data was collected in a de-identified manner via chart review 

and through the electronic medical record (EMR), including age, gender, self-reported 

race/ethnicity, documented indication for anticoagulation therapy, concomitant 

medications (including those known to affect the metabolism of warfarin, such as 

amiodarone), cardiac history and cardiac testing preformed as part of their clinical 

care. All INR results measured as a part of routine clinical care were recorded from 

the first day of warfarin therapy until subjects were discharged from the hospital. A 

therapeutic INR target range for anticoagulation was defined for each subject at 

admission (between 2.0-3.0) and any changes in or out of the target range were 

recorded, from the electronic medical record review. The warfarin dosing history for 

each patient, including the daily dose taken, adjustments made and the time of 

warfarin administration was collected on all subjects with at least 6 INR 
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measurements.  

2.2. The PK/PD model  

 

The PK/PD model developed in this paper includes all 4 sub-models of [40].
 

Specifically, we consider a single compartmental model and assume 100% 

bioavailability of warfarin and instantaneous absorption [43]. The pharmacokinetics 

model for warfarin metabolism is standard [40],  

 
 

where Error! Reference source not found. is the amount of warfarin in plasma 

compartment at time Error! Reference source not found. and ‍ is the warfarin 

elimination rate.  

To describe the dose-effect in the pharmacodynamics model, we use a 

hyperbolic tangent function,  

 

rather than the Emax function [40-42, 46, 48] because hyperbolic tangent has similar 

mathematical properties but only requires one parameter, Error! Reference source 

not found. [43].
 
In contrast, Emax requires two parameters. 

The physiological model for the vitamin K dependent clotting factors is 

standard [40], 
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where Error! Reference source not found. is the amount of clotting factors at time 

Error! Reference source not found. normalized to ensure Error! Reference source 

not found. (thus Error! Reference source not found. is not a parameter to be 

estimated) and ‌ is first-order elimination rate. To keep the model simple, we assume 

that warfarin in the plasma is immediately available to inhibit clotting factor synthesis 

and Error! Reference source not found. is the same for all clotting factors [42].  

To describe the relationship between clotting factors and INR, we use the 

inverse functions,  

 

where Error! Reference source not found. and Error! Reference source not found. 

(Error! R eference source not found.) are patient specific parameters [42], Error! 

Reference source not found. is Error! Reference source not found. representing 

the amount of clotting factors in the steady-state in absence of warfarin. We choose 

inverse function because theoretically, INR can be arbitrarily high as plasma 

concentration of clotting factors approaches zero. This trend can be properly modeled 

by the inverse function. 

In summary, our PK/PD model has 5 parameters Error! Reference source not 

found., which are patient specific and must be estimated based on individual patientsô 

historical INR and doses. Once these parameters are estimated, the model can be used 

to predict future INRs for any dose regimen starting from any initial state, Error! 

Reference source not found. and Error! Reference source not found.. 
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The parameters are estimated by a Bayesian method using weighted least 

squares regression [43, 46]. Specifically, let Error! Reference source not found. be 

the set of parameters, Error! Reference source not found. (Error! Reference 

source not found.) be the Error! Reference source not found.observed (predicted) 

INR, Error! Reference source not found. be the corresponding time, Error! 

Reference source not found. be the mean of the Error! Reference source not found. 

parameter, and Error! Reference source not found. be the number of INR 

observations used to fit the model, the posterior objective function or Bayes risk is 

given by,
 

 

where Error! Reference source not found. is the variation of prediction error of INR, 

Error! Ref erence source not found. is the variation of the prediction error of the 

Error! Reference source not found. parameter. The first part in the sum represents 

prediction errors, and the second part measures the deviation of the parameters from 

the population means. The means of Error! Reference source not found. (0.02 

Error! Reference source not found., corresponding to a warfarin half-life of 36 

hours) and Error! Reference source not found. (0.07) are obtained in the literature 

[43]. The mean of Error! Reference source not found. (0.05 Error! Reference 

source not found., corresponding to a clotting factor half-life of 15 hours) is given by 

[40]. The mean of Error! Reference source not found. is set to 1 because a normal 

person without taking warfarin (Error! Reference source not found.) has an INR 
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equal to 1 [44], and the mean of Error! Reference source not found. is set to 0.5. 

Error! Reference source not found. is chosen as a certain percentage of the mean 

for each parameter [43]. The model is implemented in Microsoft Visual Studio
®
 and 

the Bayes estimators are found by a nested partitions method for global optimization 

[49]. This method has been validated and used in many research  areas, such as 

medical treatment (e.g., radiation therapy), engineering and management [50]. The 

algorithm usually takes 1-2 minutes in computation to estimating one set of the 

parameters (Intel Core i5 CPU at 2.40 GHz, RAM 3 GB). 
 

2.3. Parameter estimation  

We estimate the parameters for our PK/PD model on a rolling-horizon basis, where 

we update the model upon each new INR response by estimating the parameters using 

the latest 5 INR responses. Figure 1 presents an example to demonstrate the procedure 

of model estimation and INR prediction. It shows the actual and predicted INRs over 

time for a case in our sample. The patient is a 48 year old female (in 2012) on 

warfarin therapy for atrial fibrillation. 

 

Figure 2.1 A case study to demonstrate model estimation and to compare predicted vs. actual 

INRs. 

The horizontal axis represents time (in hours), the right vertical axis is INR, and the left 

vertical axis is warfarin dose. The squares are actual INR responses, and the diamonds are 

warfarin doses. The solid line represents INR calculated by the model, which is estimated by 

the first 5 INR responses and all warfarin doses prior to the 5
th
 INR response. The dash line 

represents the predicted INR ahead of the latest INR (i.e., the 5
th
 INR). 
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For this patient, we first estimated parameters for our PK/PD model (the solid 

curve in Figure 2.1) using the initial five consecutive INR responses and all warfarin 

doses prior to the 5
th
 INR response. Then we set the 5

th
 INR as the starting INR 

(initial condition), and used the estimated PK/PD model to predict INR for the patient 

once every half-hour (the dash curve in Figure 2.1) in the next few days under the 

dose regimen recorded in the medical record. The dash curve does not connect to the 

solid curve because there is no guarantee that the model fits the 5
th
 INR response 

perfectly. The dash curve shows that our predictions for INRs are sufficiently accurate 

for this patient up to about 200 hours ahead of the 5
th
 INR. The prediction effectively 

captures INR changes, in particular the quick rising INR values, on this patient over 

the course of in hospital clinical care. 

At each newly observed INR (the latest INR) beyond the first five, we 

estimated the model parameters again by using the latest five INR responses and all 
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warfarin doses prior to the latest INR. INRs observed earlier than the latest five are 

dropped. For instance, if the latest INR is the 6
th
 INR measure, then the 2

nd
 through 6

th
 

INR values are used for model estimation but the 1
st
 INR is dropped.  To make INR 

predictions using the updated model, we reset the starting INR to be the latest INR.  

2.4. Study design 

 

For each patient case, we calculated three types of errors: the Prediction Errors (PEs ï 

defined as the differences between the predicted INRs and the observed INRs), the 

Absolute Prediction Errors (APEs ï defined as the absolute value of PEs), and the 

Percentage Absolute Prediction Errors (PAPEs ï defined as the ratios between the 

APEs and the observed INRs) for at most five days ahead of the latest observed INR. 

We used PEs to measure the accuracy (bias) of the model, and APEs and PAPEs to 

evaluate the prediction precision [51]. We calculated the median and 95% confidence 

intervals (CIs) for the median of each type of errors, for each day up to five days into 

the future. These statistics allowed us to draw inference on the performance of the 

model in terms of accuracy and precision.  In addition, we statistically compared PEs, 

APEs and PAPEs among different days into the future using the Kruskal-Wallis 

ANOVA test for medians. 

To assess the importance of individualized treatments on these patients and the 

necessity of a fully personalized model, we studied the variation of the estimated 

values of all parameters for the entire cohort. For each parameter, a case may have 
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multiple estimated values over time. If all patients are the same in their INR response 

to warfarin, we would expect that the mean estimated values for all cases will be close 

to the corresponding population mean of this parameter. To formally test this 

hypothesis, i.e., there is no inter-individual variability, for each parameter we 

calculated its mean estimated value for each case, and then conducted a t-test to see if 

these mean estimated values are significantly different from the corresponding 

population mean.  To measure inter- temporal variability among patients, we 

calculated the coefficients of variation (CoV ï standard deviation of the sample over 

sample mean) for each parameter estimated over time for each eligible case if the case 

has multiple estimated values. If each individual has the same INR response to 

warfarin over time, i.e., there is no inter-temporal variability, then we expect that 

these CoVs for each parameter have a mean zero.  To formally test the existence of 

inter-temporal variability, we conducted a t-test for each parameter.  

3. Results 

3.1. Demographics  

Table 2.1  Demographics of the cases (n=60) in the study. IQR stands for interquartile range. 

 

Age (at admission) median (IQR) 60.5 (30.75) 

     18-65 33 (55%) 

     > 65 27 (45%) 

Sex (n=60)   

     Male 24 (40%) 

     Female 36 (60%) 
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Reason for Warfarin   

     Atrial fibrillation 29 (48.33%) 

     Valve disease 10 (16.67%) 

     Vascular disease 17 (28.33%) 

     Stroke 1 (1.67%) 

     Others 3 (5%) 

Ethnicity (n=60)   

     White or White-Hispanic 7 (11.67%) 

     Black 1 (1.67%) 

     Asian 0 (0%) 

     Hispanic 21 (35%) 

     Others, not described* 31 (51.67%) 

INR Target Range (at admission)  

      1.5-2 2 (3.33%) 

      1.8-2.5 1 (1.67%) 

      2-2.2 1 (1.67%) 

      2-2.5 5 (8.33%) 

      2-3 46 (76.67%) 

      2.5-3.5 5 (8.33%) 

 

 

The average number of INR readings in these cases is 12.7 (SD: 11; Range [6, 

82]).  The average number of warfarin doses received is 10.0 doses (SD: 7.6; Range 

[4, 60]). The median age (at admission) of these patients is 60.5 years, and 40% of 

subjects were males.  The reason for warfarin administration includes atrial 

fibrillation (29 cases; 48%), valve disease (10 cases; 17%), vascular disease (17 cases; 

28%), history of stroke and other reasons (4 cases; 7%).  46 cases (77%) have an 
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INR within the therapeutic target range of 2.0 to 3.0 (at admission); 9 cases (15%) 

have a sub-therapeutic INR below 2.0, and 5 cases (8%) had a high INR level above 

3.0.  

Our cohort also had multiple co-existing cardiovascular comorbidities, which 

further necessitated the need for warfarin. Of the 60 cases, 47 (78%) had hypertension, 

20 (33%) had diabetes, 16 (27%) had coronary artery disease, and 15 (25%) had heart 

failure. This is not surprising given we acquired our data from our cardiovascular 

units. 

 

3.2. Assessment of prediction accuracy 

 

Table 2.2 show the median and C.I. for PE, the APE and the PAPE on future INR 

predictions for the PK/PD model on a fixed-horizon. Figure 2.2 shows the box-plots 

of PE. We made predictions for a maximum of five days into the future. The first 

column of the table and the caption of x-axis for Figure 2.2, ñdays into the futureò, 

indicate the day ahead of the latest observed INR response; that is, Day 1 means 0 to 

24
th
 hour (including 24

th
 hour) ahead of the latest INR response; Day 2 means 24

th
 

hour (excluding 24
th
 hour) to 48

th
 hour (including 48

th
 hour) ahead of the latest 

response and so on.  

 

Table 2.2  Assessment of the prediction accuracy using median prediction error (PE = 

Predicted INR  Actual INR), median absolute prediction error (APE = |PE|), percentage 
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absolute prediction error (PAPE = |PE|/observed INR).* 

 

Days 

into the  

future 

# of  

obs. 

Prediction Error (PE) Absolute PE Percentage Absolute PE 

Median 95% CI Median 95% CI Median 95% CI 

1 381 
0.01 (-0.01, 0.05) 

0.17 
( 0.14, 

0.19) 9.85% 

(8.47%, 

10.90%) 

2 447 
0.01 (-0.03, 0.05) 

0.24 
(0.21, 

0.27) 13.45% 

(12.09%, 

14.82%) 

3 387 
0.04 (-0.01, 0.1) 

0.34 
(0.29, 

0.42) 18.00% 

(16.10%, 

21.19%) 

4 333 
0.11 (0.02 , 0.19) 

0.42 
(0.34 , 

0.51) 22.08% 

(19.54%, 

25.81%) 

5 301 
0.12 (0.05, 0.25) 

0.50 
(0.40, 

0.60) 26.06% 

(20.21%, 

29.62%) 

 

*
 In the column ñDays into the futureò, 1 means 0 to 24th hour (including 24th hour) ahead of 

the latest actual INR, 2 means 24th hour (excluding 24th hour) to 48th hour (including 48th 

hour) ahead of the latest actual INR, and so on. The number of observations is greater than 

the number of inpatient cases because most cases have more than 6 INRs. The 95% CIs are 

for the median. 

  

 

Figure 2.2  Boxplots of PE (Predicted INR  Actual INR) for the PK/PD model on a rolling 

horizon. 

Each box represents the median, 75th and 25th percentile of the prediction error and the whiskers 

extend to cover 99 % of the data. The horizontal axis represents the number of days into the 

future.  
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Table 2.2 shows that the predictions made by the PK/PD model on a 

rolling-horizon is unbiased within the first three days into the future because the 

median PE is not statistically different from zero. In the 4
th
 and 5

th
 days, the model 

slightly over-predicts the INR values. Table 2.2 presents the precision of the model 

using median APE and median PAPE, which shows that the INR predictions of the 

model are reasonably accurate for five days into the future. The model is particularly 

precise for the first two days with a median APE of no more than 0.25 (95% CI is 

[0.21, 0.27]) and a median PAPE of no more than 13.45% (95% CI is [12.09%, 

14.82%]). The Kruskal-Wallis ANOVA tests on PEs (APEs and PAPEs) show that the 

model is more accurate for a shorter term prediction, i.e., the prediction of the model 

becomes more accurate the closer they are made from the last value into the future 

(p-value<0.001).  

3.3. Inter -individual and inter -temporal variability  

Table 2.3 shows the summary statistics of all estimated model parameters for all cases 

over time and the t-tests results for inter-individual and inter-temporal variability.  
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Except for two parameters, we found strong statistical evidence on inter-individual 

variability (p<0.05), supporting that individual patients do present very different INR 

responses to warfarin.  For all of the five model parameters, individual CoVs over 

the course of our study are significantly different from zero, indicating strong 

inter-temporal variability, (i.e., patient INR response to warfarin does change over 

time).  

 

Table 2.3 Summary statistics for the estimated values of all model parameters. 

 

Parameter Warfarin half -life 

(hours)  

Clotting factor 

half-life (hours)   

Population Mean 36 0.1 15 1 0.5 

Sample mean 37.74 0.10 15.25 1.01 0.46 

p-value
1
 0.02 0.54 0.18 0.01 0.03 

Mean sample CoV 6.65% 11.36% 5.55% 1.49% 17.25% 

p-value
2
 <0.01 <0.01 <0.01 <0.01 <0.01 

Note:  

p-value1 <0.05 suggests strong statistical evidence of inter-individual variability. 

p-value2 <0.05 suggests strong statistical evidence of inter-temporal variability. 

4. Discussions 

4.1. Our PK/PD model versus PK/PD models in the literature 

 

A PK/PD model for INR response to warfarin typically has 4 sub-models [40]: (1) A 

pharmacokinetic model for the absorption, distribution, and elimination of warfarin. 

(2) A pharmacodynamic model to describe the impact of warfarin on clotting factors. 
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(3) A physiological model for the synthesis and degradation of clotting factors. (4) A 

model to link the activity of clotting factors to the prothrombin time (or equivalently, 

INR).  Earlier studies attempted various mathematical equations for each of these 

four sub-models [41-43, 46, 48].  

Our PK/PD model is novel in that it uses a new combination of the 

mathematical equations, for similar mathematical properties but fewer parameters. 

Specifically, we use hyperbolic tangent function for sub-model (2) and inverse 

function for sub-model (4), see Section 2 for further details. Our model includes all 4 

sub-models but only has 5 parameters, with 1 for warfarin elimination, 1 for clotting 

factor elimination, 1 for dose sensitivity, and 2 for INR; all to be estimated for 

individual patients. Thus, the model is able to capture inter-individual and 

inter-temporal variability in all sub-models. In comparison, Vadher and Patterson 

proposed a PK/PD model with 11 parameters, 9 of which come from the literature and 

thus are identical for all patients, the other 2 parameters (warfarin elimination, dose 

sensitivity) are estimated for individual patients [43]. Wright and Duffull considered a 

PK/PD model with 8 parameters and 6 of them are individualized [46]. Wright and 

Duffull studied a model with 8 parameters [41], and the model of Hamberg et al. has 

11 parameters [48].   

The results in Section 3.3 imply that the inpatients in our sample not only have 

inter-individual variability but also exhibit a strong inter-temporal variability in all 4 

sub-models of Holford NHG [40]. These results confirm the importance of an 
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individualized PK/PD model particularly for those who were not in their stable state 

of health (as in our cohort). The rolling-horizon estimation method updates the model 

at each new INR observation by adding the latest INR but dropping the oldest data 

point; as such, it can capture the changing patient sensitivity to warfarin over time. 

Our PK/PD model uses fewer numbers of parameters as compared to previous models 

reported in the literature. Thus, our PK/PD model not only reduces the amount of data 

required for a reliable estimation but also helps to keep the model current.  

Pharmacogenomics information can be included in PK/PD models [48]. 

However, this may not be necessary for the model proposed in this paper because it is 

already individualized to each patient [41]. That is, for each patient, we estimate a 

model based on the patientôs historical doses and responses, and then use the model to 

make prediction for that patient. The model is also updated as the patientôs condition 

progresses to capture the inter-temporal variability. 

4.2. Predicting INR for patients in stable vs. transient clinical 

states 

Previous studies of computerized algorithms of PK/PD models focus on patients in a 

stable health status. For instance, Vadher and Patterson predicted the long-term 

maintenance dose by the initial 4 INR responses [43], and Wright and Duffull 

predicted the long-term steady-state INR by the initial 0-6 INR responses [46]. 

Pasterkamp et al. considered a reduced model where one parameter can be updated 

after each visit for outpatients where INRs are monitored on a weekly or monthly 
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basis [42].  In contrast, a majority of the inpatients in our study had fluctuating INRs 

because of their changing clinical status. 

Wright and Duffull tested a variant of the PK/PD model of Hamberg et al. in a 

study of 55 warfarin patients on its predictive performance of the steady-state INR, 

defined to be the second of two subsequent INR measurements within 80ï120 % of 

the target (usually 2.5) separated by at least 7 days [46]. Wright and Duffull also 

found that the model performs the best when the initial 6 consecutive INR responses 

are included, where 99% of the prediction errors are within (ī1, 1) and 50% of them 

are within (ī0.5, 0.5) [46]. Rather than the steady-state INR, we made predictions on 

INRs at any time in the next 5 days because the patients in our study exhibit strong 

inter-temporal variability and rarely reached steady-state during their stay in the 

hospital. This likely explains why our prediction errors are larger (especially on day 

5); 95% of the prediction errors (for INRs five days ahead) are within (ī1.7, 4.6), 

50% of them are within (ī0.2, 0.8), and some extreme outliers have PE>4 (see also 

Figure 2). 

Our model may outperform previous ones on the prediction accuracy of INRs 

in the near future (in contrast to steady-state). For instance, Vadher and Patterson 

made an accurate prediction for the 4th INR based on the initial 3 with the median 

PAPE of 15.3% and a 95% CI of (10.9%, 17.7%) in a sample of 74 inpatients [43]. 

Based on the latest 5 INR responses, our model makes a more accurate prediction for 

the next INR (see Table 2) where the PAPE has a median of 9.85% and a CI of (8.55%, 
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10.93%). A few factors contribute to the improved predictive performance of our 

model and algorithm. Apart from the enhanced flexibility provided by individualizing 

all 4 sub-models and more historical data used, we use a global optimization 

algorithm to find the model parameters. In contrast to the commonly used Excel 

solver, our algorithm ensures that our fitted model provides the best possible fit to 

data [49]. 

INR levels are difficult to predict for warfarin patients, and it is particularly 

challenging to dose and obtain an INR within a target range of 2.0-3.0 for inpatients 

given their transient clinical state where their sensitivity to warfarin may change over 

time. Our results provide the evidence that the fully personalized PK/PD model 

developed in this paper, for which the parameters are estimated on a rolling-horizon, 

can provide reasonably accurate INR prediction for these patients up to five days into 

the future. This method is much better than manual protocols used by clinicians that 

are based on generic response tables, the alternative currently available for such 

unstable patients, because the latter typically can only predict INR one day ahead. 

4.3. Limitations  

Compliance with warfarin therapy and diet were not always available on study 

participants. While a majority of patients have only one case in this study, a few 

patients have multiple cases (up to six INR measures) as they were admitted multiple 

times to the hospital during the course of the study. 
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5. Conclusions 

We have provided evidence that inpatients exhibit strong inter-individual and 

inter-temporal variability in their response to warfarin doses. Our novel PK/PD model 

combined with the rolling-horizon method can adapt to patientsô changing clinical 

conditions over time, and provide an accurate and individualized prediction of INR 

levels 5 days into the future. 

Given the requirement of at least 6 INR measurements over the course of 

treatment, the patients included in this study only represent those who had significant 

underlying cardiovascular risk factors and were admitted to the hospital for acute care. 

We plan to expand this research from INR prediction to warfarin prediction dosing in 

the future. We also plan to study inter-temporal variations and fully personalized 

models for outpatients receiving warfarin therapy, in whom INR levels are typically 

monitored less frequently than inpatients. This individualized approach holds the 

promise to improve anticoagulation management in the future.  

 

Future Perspectives: Our computerized model provides a personalized rolling 

horizon approach that is able to adapt in real time to individual warfarin PK and PD 

variability. The application of this model will allow for better prediction of 

anticoagulation response outcomes and better dosing without the need for intensive 

sampling of drug concentrations (INR levels) and the use of static ñone size fits allò 

dosing algorithms. Future research needs to focus on developing computerized dosing 

tools based on our proposed methods, and testing such tools via clinical trials on 
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patients receiving warfarin treatment.  
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Chapter 3. XiaoDingDang CaseððDynamic Pricing 

1. Background 

XiaoDingDang is a Chinese children-shoe brand, which was well-known among the 

offline kid-shoe distributors in most of eastern cities. With the development of the 

E-Commerce in China in the latest 5 years, more and more brands are eager to 

increase their customer recognition not only through the traditional offline distributors, 

but also through the online markets via T-Mall (a B2C E-Commerce platform in 

Alibaba, NYSE: BABA, $103.1, as of 03/03/2017), JD.com (rival Alibaba, NASDAQ: 

JD, $30.93, as of 03/03/2017), and even Vipshop (a leading online discount retailer 

for brands in China, NYSE: VIPS, $12.92, as of 03/03/2017). In this paper, we only 

analyze the data from T-Mall. 

Back to the year of 2011, the traditional way to sell shoes is straight forward. All 

the regional distributors gathered in one hotel and XiaoDingDang would like to show 

around 300 pairs of sample shoes. The regional distributors wrote down the numbers 

of the shoes they would like to order in the half year, marked with the specified colors. 

For some colors that not included in the sample shoes, some large distributors could 

ask to add more colors, if the new order exceeds the minimum production order 

quantity. There will be four shows per year to meet the demand in four seasons.  

 The disadvantages of the traditional selling ways are obvious: 1) disconnecting 

the relationship between the manufacturer and the end-users. The information 
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from the end-users will never be collected by the manufacturer promptly and 

accurately, such as the rationality of the pricing, the quality of shoes, the design 

defectives and the desire of repeating shopping, etc. 2) Losing control of the final 

retailing price. The manufacturer did not know the selling pricing in various cities, 

so that it was making a meager profits through production, which is around 5%-7% of 

the revenue. If there were product returns with defectives, the profits margin would be 

much lower than 5%. 3) The long-term accounts receivables. The regional 

distributors would delay the payment until they got paid from the end-users. 

Therefore, the longest payment term could be up to 240 days.  

 By trial of the online sells, XiaoDingDang hopes to combine the advantages from 

both online and offline sales. Offline sales will continue to be a big portion of the total 

sales, while online sales can help derive the market and customer insights much more 

effectively and efficiently. From the year 2012, XiaoDingDang jumped into the online 

sells market and up till now, it generated some valuable data sets, such as the sales 

order, customer information, the product information, etc. XiaoDingDang wondered 

that by all the evidence provided by the online data, is it possible to take the dynamic 

pricing policy to some products and how this strategy will take effect? 

2. Data Processing 

The data sets we got are from four categories in T-Mall: 1) the sales orders; 2) the 

product information, 3) Inventory details and 4) Total inventories. For more details, 

please check out the following table (Table 3.1). 
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Table 3.1  Illustration of the Data Sets 

ID Data Set Contents Notes 

1 Sales Orders Order Status, the buyerôs/receiverôs 

information, the logistics information, 

the payment information, etc. 

1) 2013/1/1-2016/8/17 

2) 387556 records 

2 Product Information The sales order ID, product name, price, 

quantity, the product property, order 

status, the product ID, etc. 

1) 13327 product IDs 

2) 2561 SKU 

3 Inventory Details Date, suppliers, warehouse, the product 

ID, product name, color ID, size ID, 

price, quantity, etc. 

1) 2015/1/1-2016/8/17 

2) 17257 records 

4  Total Inventories Product ID, suppliers, year, season, costs, 

the ending inventory quantity and 

revenue, etc. 

1) 1005 records 

2) On the date of 2016/7/31 

By linking all the data together (Figure 3.1), we get a table with all the products, 

customers, suppliers, and sales orders connected. 

Figure 3.1 The linkage between four data sets 

 

When processing the data sets, we found out that the order status varied. The 

effective orders are 296640 out of 387556, about 76.5%. For all the following analysis, 

we mainly focused on the effective orders, ignoring the others. 

Table 3.2 The Sales Order Status and Quantities 

The Order Status Order Quantities 

Effective Orders 296640 

Closing Orders 89244 
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Orders been shipped and waited for the buyerôs confirmation 1433 

Orders been paid and waited for the shipment 159 

3. Explorator y Analysis 

To have better understanding of the data, we explored the data by analyzing the trend, 

region and the discounts. 

3.1.  Trend Analysis 

3.1.1 Revenue, Units Sold and Success Ratio from 2012 to 2015 

From the year 2012 to 2015 (Figure 3.2), the total sales were increasing greatly, from 

around 2 million RMB to more than 8 million RMB. However, the average price of 

product were quite steadily, around 68 RMB, except for 76.37 RMB (2012). The 

reason for price deduction may be due to the severe competition in the shoe industry.  

Figure 3.2 The Revenue, Units Sold and Average Price from 2012 to 2015 

 

 

 

 

 

 

 

From Figure 3.3 and Figure 3.4, we saw significantly growth in both revenue, units 

sold and order success ratio from 2012 to 2015, which indicates the XiaoDingDang 
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brand recognition is increasing among the online mass market. 

Figure 3.3 The Success Ratio1 from 2012 to 2015 
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Figure 3.4 Revenue and Units Sold each month from 2012-2015 

 

3.1.2 Average Price and Key Daysô Sales in 2013, 2014, and 2015 

Even though the yearly revenue increased steadily, it not means the average price for 

the product increase accordingly (Figure 3.5), which also indicates the profit margins 

for the company probably decreases in these three years. 

Figure 3.5 Revenue and Average Price for each month from 2013-2015 

 

 

 

                                                  

1 The Success Ratio = # of effective orders / (# of effective orders + # of closing orders) 
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From Table 3.3, we can see that the yearly activities are mainly in January, March, 

July or August, November and December. Some others insights include: 1) The 

ñDouble 11ò on 11/11 ranks the top for all years around, taking up at least 5% (2013) 

revenue. For the year 2014 and 2015, ñDouble 11ò is up to 11.6% and 8.5% 

respectively. 2) Except ñDouble 11ò and ñDouble 12ò, the peak days may be different 

across years. 3) A few daysô sales account for a significant percentage of annual sales, 

however no consistent pricing behavior across months and years. 

Table 3.3 Key Days  Sales from 2013 to 2015 

Year Date Revenue (RMB) Units Sold Revenue Ratio Unit Sold Ratio 

 

 

 

2015 

03/16/15 101589.6 1537 1.25% 1.30% 

8/24/15 58126.7 991 0.71% 0.84% 

8/25/15 56957.8 2343 0.70% 1.98% 

8/26/15 52251.5 1151 0.64% 0.97% 
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11/11/15 691918.8 9847 8.50% 8.31% 

12/12/15 205171.1 2908 2.52% 2.45% 

Total 1166015 18777 14.33% 15.85% 

 

 

 

 

2014 

01/06/14 106933.6 1463 1.6% 1.5% 

01/07/14 78020.5 1057 1.2% 1.1% 

04/10/14 272974.8 4582 4.1% 4.7% 

07/02/14 164733.6 2461 2.5% 2.5% 

07/03/14 95055.2 1443 1.4% 1.5% 

08/15/14 73855.6 1185 1.1% 1.2% 

11/11/14 765559.5 11167 11.6% 11.5% 

12/12/14 103410.4 1629 1.6% 1.7% 

Total 1660543 24987 25.1% 25.8% 

 

 

 

 

 

2013 

01/08/13 65823.49 823 1.5% 1.3% 

01/14/13 139091.9 1774 3.2% 2.8% 

06/03/13 101202.5 1446 2.3% 2.3% 

07/19/13 126351.5 2124 2.9% 3.3% 

08/09/13 132113.9 2656 3.0% 4.1% 

11/11/13 217725.4 2876 5.0% 4.5% 

12/02/13 294061 3676 6.7% 5.7% 

12/03/13 141284 1775 3.2% 2.8% 

12/12/13 41467 529 0.9% 0.8% 

Total 1259120 17679 28.70% 27.60% 
 

17679 28.70% 27.60% 

3.1.3 Revenue by Month, by Week, by Day and by Hour in 2013, 2014, 2015 

In 2015, if we consider the sales by day, Wednesday is ranking the top of sales, 

because ñDouble 11ò in 2015 was Wednesday. The average price was quite steady, 

except August with 10% lower than the normal price. 

Figure 3.6 Revenue, Units Sold and Average Price by day in 2015 
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Clearly, because of the ñDouble 11ò, the 11
th
 date is the most productive 

throughout the years (Figure 3.6 and 3.7). Besides, 2014 and 2015 are the years that 

XiaoDingDang spent much money on advertising brand, so that the sales are sky high. 

The shopping time preference is quite steady in Figure 8, showing that one big peak is 

at 10:00AM in the morning and the other small peak in the evening around 21:00. 

However, the order success ratio is not consistent with the shopping peaks. We figure 

out that the noon time has a relatively high success ratio, but the variance of the day is 

small, no more than 10% difference (Figure 3.8 and 3.9).  

Figure 3.7 Revenue for each day of month from 2012-2015 
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Figure 3.8 Units Sold by hour from 2012-2015 
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Figure 3.9 Order Success Ratio by hour from 2013-2015 
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3.2.  Regional Analysis  

3.2.1 Total Revenue and average price for each province (2012-2015) 

Geographically, XiaoDingDang sells shoes more than 30 provinces in the Greater 

China both online and offline. For some provinces, itôs hard to cover by the physical 

distributors, but for the online shoppers, there is no geographic constraints. It, to some 

extents, increases the coverage of the sales. From Figure 3.10, GuangDong, JiangSu, 

SiChuan, ZheJiang and FuJiang are the top sales provinces. It is interesting to note 
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that lower prices will not definitely lead to the higher sales. Comparing HeBei with 

ShangHai, we can tell that the higher average price in HeBei (78) is with relatively 

higher sales, around 150% higher sales than that in ShangHai. 

Figure 3.10 Total Revenue and average price for each province (2012-2015) 
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The success ratio varies across different regions, and the lowest ratios is at Ningxia, 

with less than 0.7 (Figure 3.11). The top five provinces for the total revenue and units 

sold are almost consistent, except the swift for SiChuan and ZheJiang. HeiBei and 

HaiNan and ShanDong are with the highest success ratio, almost around 0.79, while 

ShanXi, GanSu and NingXia, these three Northwest provinces are with quite low 

success ratio, around 0.73.  

Figure 3.11 The Total Revenue, Units Sold and Success Ratio for Each Province 
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3.2.2 Total Revenue and average price for each province (2012-2015) 

When we compare the average price and success ratio for city (Figure 3.12), we see 

that the correlation is 0.04 for all cities (across province). However, for ShanDong 

and HeBei provinces, they are positively correlated (Figure 3.13 and Figure 3.14), 

while itôs negatively correlated in LiaoNing Province (Figure 3.15).  

Figure 3.12 The Average Price and Success Ratio for City 
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Figure 3.13 The Average Price and Success Ratio for City for ShanDong Province 
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Table 3.4 The Regression Model for ShanDong Province 

 

 Estimate Standard Variance T-Value Pr > |t| 

Intercept 18.6374883 10.3707434 1.80 0.0912 

ratio  67.2677220 12.9673449 5.19 <.0001 

 

Table 3.4, 3.5 and 3.6 are showing results of the linear regression models running 

in ShanDong, HeBei and LiaoNing, respectively. Both ShanDong and LiaoNing are 

with the highest prediction accuracy.  
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Figure 3.14 The Average Price and Success Ratio for City for HeBei Province 
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Table 3.5 The Regression Model for HeBei Province 

 

 

 

 

 

  

Figure 3.15 The Average Price and Success Ratio for City for LiaoNing Province 
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 Estimate Standard Variance T-Value Pr > |t| 

Intercept 8.6283906 6.48187900 1.33 0.2127 

ratio  79.4514747 7.56132237 10.51 <.0001 
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Table 3.6 The Regression Model for LiaoNing Province 

 

 Estimate Standard Variance T-Value Pr > |t| 

Intercept 113.497117 13.7707159 8.24 <.0001 

ratio  -59.508888 19.5100950 -3.05 0.0093 

 

 From Figure 3.16, there is a strong positive relationship in ShanDong and HeBei 

provinces, while LiaoNing is strongly negative under confidence level of 95%.  

Figure 3.16 The Average Price Fitting for ShanDong, HeBei and LiaoNing Province (CI:95%) 

 

 

 

 

 

 

 

 

 

3.3.  Products Analysis  

3.3.1 SKU Rationalization 

The fashion of kidôs shoes is not only fast, but also changeable, so that tons of 

inventories and long-tailed SKUs are inevitable. In Figure 3.17 and Table 3.7, by 

dividing Profits/Units (65) and Units Sold (35) into four categories, we will see 1) 

Junk, 2) Diversity, 3) Commodity, and 4) Cash Cow (Most desired).  

Figure 3.17 The Distribution of Every Product 
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 For the Junk products, both Profits/Units is less 65 and the Units Sold is less than 

35, which means the more we sell, the more we lose. This kind of product, we should 

try to eliminate in the next season to reduce the loss. For the Categories in Diversity 

and Commodity, if we do not control the Profits/ Units or Units Sold well, it may lead 

to lose, but also may result in a small profits margin, depending on how we run the 

opration. For the Cash Cow category, those products are the main focus of 

XiaoDingDang, which not only bring us more profits, but also have high sales 

volumns. 

 Dynamically classifying the products by season will help the management to 

adjust the marketing strategies and pricing tactics. Prompt response and opinions  

from the market and end-users will increase the success of R&D and dramatically 

decrease the management and operation costs. By spending less ads fees, we can 

target more precise end-users with right products. 

Table 3.7 The Four Categories of all products 

Category Profit/Units  Units Sold Product ID 

Junk <65 <35 DC3626, DA60109, DB3362, 16563, 16582 ,16163, 16151, 

DBF396, DBF597,16501,16571, DC3601, D81703, 
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DB3361, 16129, DC3625, 101551, D83606,16102, 

D258638, D81605, DC3726, DC3653, D385651, 16520, 

16103 

Diversity >=65 <35 D258736, 16163, 16151, DBF396, DBF597, 16501, 16571, 

DC3601, D81703, DB3361, 16129, DC3625, 101551, 

D83606, 16102, D258638, D81605, DC3726, DC3653, 

D385651, D81708, DC3756, DC3788, 16103, DC3608, 

DB60076 

Commodity <65 >35 DC28603, DB5001, DBF591, DBF391, BB201, D83728, 

D385767, DB3367, DA60209, 16509, 16109 

Cash Cow >=65 >35 DAF275, DAF175, D83725, D81716, DBF592, DBF593, 

DAF128, DBF393, DC3701, DAF228, DBF595, DB50313, 

DBF397, DB50511, DA3289, DBF395, DB50311, 

D258632, DBF599, DB50320, DAF138, DAF133, DC3708 

 

3.3.2 The Volume Discount 

From Figure 3.18, there are two different categories of products / markets. There are 

economies of scale (volume discount) but not very significant. For the right-handed 

red circle, the more volumes you get, the more differences of the shipping fees, which 

means the payment equals to the units sold. 

Figure 3.18 Total Revenue with the Number of Product in One Order 
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3.3.3 The Pareto Analysis (80/20 rules) 

From the sales 

analysis, we are 

so 

surprised to find 

out that itôs 

quite 

consistent with the Pareto Analysis. Figure 20 shows the sales of Top 15 products in 

2015 accounted for 58% of total revenue, others accounted for 42%.  

 Another interesting finding (Table 3.8) is that girlôs parents are spending more 

money on shoes than boyôs parents. Therefore, the unit price for the girlôs shoes is at 

least 10% higher than the boyôs shoes. As one Chinese old saying goes: wealthily 

raised the girl but restricted with boys.  

Table 3.8 The Top 17 Products Sales Revenue 

 

Product ID  Revenue Units Sold Ave. Price Gender 

DC28603 1078670.5 14746 73.2 B 

DW51701 1025888.2 16186 63.4 G 

DB50303 353001.4 4288 82.3 G 

DB50503 316919.2 3886 81.6 G 

D585771 269141.8 3117 86.3 B 

DA5190 234972.5 2525 93.1 G 

D581725 210068.7 4416 47.6 B 

D585671 185312.4 2125 87.2 B 

DA5290 181061.3 1968 92.0 G 

DB5001 175809.0 5286 33.3 M 

DC50603 173304.0 1795 96.5 G 

D581626 150787.9 3798 39.7 B 

DC50607 144407.9 1566 92.2 G 

DC50703 138182.0 1468 94.1 G 

DA5051 123952.0 1296 95.6 G 

DB50313 95327.3 1197 79.6 G 

DC50707 94230.0 1049 89.8 B 

Total 4761479 68466   
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Gender Revenue (RMB) Units Sold Rev. Rate Sold Rate 

G 2691688.41 34978 56.5% 51.1% 

B 1893981.3 28202 39.8% 41.2% 

M 175809 5286 3.7% 7.7% 

Total 4761478.71 68466   

 

Figure 3.19 Partial Revenue and Cumulative Sales  

 

 

 

 

  

 

 

From Figures 3.20, 3.21and 3.22, we could see that 1) the top two SKUs account 

for 25.45% of the sales; 2) a very long-tailed bullwhip effect; 3) the control of the Top 

15 products may lead to a huge success with less marketing efforts, less advertising 

fees, less operation cost, less labors work, etc. 4) getting rid of the dead products is 

one of the most urgent work to do, by either markdowns or sell to the 3
rd
 channel 

party. 

 

Figure 3.20 Revenue and Cumulative Percent (2015) 
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Figure 3.21 The distribution of revenue on all products (2015) 
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Figure 3.22 Revenue and Cumulative percent for all products (2015) 




























































































