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ABSTRACT OF THE DISSERTATION

Extracting Users in Community Question-Answering in Particular

Contexts

by Long T. Le

Dissertation Director: Professor Chirag Shah

Community Question-Answering (CQA) services, such as Yahoo! Answers, Stack Overflow
and Brainly, have become important sources of seeking and sharing information. Online users
use CQA to look for information and share knowledge on topics ranging from arts to travel.
The questions posted on CQA sites often rely on the wisdom of the crowd, or the idea that the
best answer could come from a culmination of several answers by different people with varying
expertise and opinions. Given that CQA is a user-driven service, user experience becomes an
important aspect, affecting the activeness and even the survival of the site. In this work, we are
interested in studying the behavior of the users who participate in CQA. Specifically, we wish to
understand how different types of users could be identified based on their behaviors on a CQA-
specific problem at hand. A user’s behavior depends on their particular context. For example,
when we say that Alice is a “good user,” the interpretation of her behavior actually rests on the
context in which it occurs. She might be a good user in the whole community, a good user for
a specific topic, a good user for a particular question or a good user for a particular answer. In
this dissertation, we will study and extract users in different levels of granularity. Users are the
main driving force in CQA and understanding them allows us to know the current state of their

respective sites. The findings in this dissertation will be useful in identifying specific CQA user

types.

il



Preface

Parts of the dissertation are based on previous works published by the author in [62], [61] and
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Chapter 1

Introduction

1.1 Overview

Human beings have always sought information from one another. Over time, people invented
books, libraries and mass media to more efficiently assimilate, store and share information.
More recently, the Internet and the World Wide Web (WWW) have become critical and ubig-
uitous information tools that have changed the way people share and seek information. Many
online resources on the WWW serve as some of the largest publicly available digital libraries.
As the number of new resources for communication and information technologies have rapidly
increased over the past few decades [64], users have adopted various types of online information
sources such as web-search engines, Wikis, forums, blogs and community question-answering
(CQA) services.

In the early 2000s, web-search engines such as Google and Yahoo Search revolutionized ac-
cess to web-pages by presenting users with relevant resources based on their queries. Searchers
often begin the process of information-seeking by submitting simple queries to search engines.
However, results from search engines either do not give satisfactory answers for complex ques-
tions, or do not provide askers with needed personalized information. Web-search services
only made it easier to access existing pages on the WWW. Though their creation was a break-
through in information access, web-search engines still lacked the capability to answer more
nuanced questions that required both knowledge and expertise.

Community Question-Answering (CQA) services, such as Yahoo! Answers and Stack
Overflow, have become important sources for seeking and sharing information. Online users
use CQA to look for information and share knowledge on topics ranging from arts to travel.
The questions posted on CQA sites provide personalized answers that often rely on the Wisdom

of the Crowd, or the idea that everyone knows something [115]. In other words, the best answer



could come from a culmination of several answers by different people with varying opinions
and levels of expertise. A CQA’s main goal is to provide good answers for newly posted ques-
tions. Users in CQA are a part of an online community. They can contribute to the community
by asking questions, giving answers and voting for the highest quality posts.

CQA provides a complementary approach to Automatic Question-Answering (AQA) and
search engines [49], [67] ,[16]. AQA provides an automatic way to answer questions through
complex natural language processing. Thus, the user can quickly obtain answers in an AQA
system. Unfortunately, AQA might not perform well in a complex query or diversity domain.
As compared to AQA, CQA also provides users with a more personalized experience. CQA en-
courages collaboration and sharing of knowledge among users. Thus, CQA users can get better
comprehensive answers, which are superior in quality of content and opinion when compared
to those generated by AQA.

Information seeking is the human instinct that drives people to discover what’s necessary to
satisfy some goal. Since the development of the Internet, CQA provides a unique platform for
users to seek and share knowledge. The CQA lies between a search engine and social network
as described in Figure 1.1. Search engines collect information from the whole Internet, while
finding information through social networks such as Facebook or Twitter draws upon “friend”
connections. CQA attracts a broader audience than social media without search engines’ im-
personal shortcomings. In this dissertation, we study CQAs’ users in light of their ability to

facilitate information seeking and sharing in a supportive environment.

Type Search Engines CQA Social Network
(Crowd-Sourcing)
Method Query Question Question
Source Websites Unknown People Know People

<Sca|e Personalization>

Figure 1.1: Comparing different information seeking approaches. There is trade-off between

the scale level and personalization. CQA lies between the general search engines and social

search.



Given that CQA is a user-driven service, user experience becomes important, as it affects
the activeness and even the survival of the site. In this dissertation, we are interested in studying
the behavior of users who participate in CQA as askers and answerers. Specifically, we wish
to understand how different types of users could be identified based on their behaviors with
respect to a CQA-specific problem at hand. The users’ behaviors are evaluated in a particular
context. The context might be whole community, topic or question. For example, a user might
be good at answering a question in Java but bad at answering a question in Python. Thus, we
are going to develop a framework to retrieve a user in a given context. Figure 1.2 describes the
problem of finding correct users in a particular context. This is difficult to achieve because any
given context has a different granularity; it might be the whole community, or a particular topic

or even in a particular question.

[ Users in Contexts ]

[ Community ] [ Topic ] [ Question ]
5 o 5D e GO

Rising Struggling [Expert in] [ Not ] [Potential] [ Will not ]
star user a topic interested answerer answer

[ Good ][ Bad ]
answerer | |_answerer

Figure 1.2: CQA users in particular contexts. The contexts can be very general such as the

whole community or very specific such as a particular question/answer.

Since CQA is community-based, some special types of users include those who generally
give answers, top contributors and those who provide good or bad content. Answerers are
important because they provide the content that satisfies askers and also attract other online
users. A small fraction of users contribute heavily in CQA; identifying these “rising star” users
can help CQA community administrators adequately support them. If CQAs can somehow
encourage a small percentage of low profile users to become more active, the return value will

be significant. There are some other kinds of users in CQA such as churners and spammers,



but this dissertation will concentrate on the users classes in Figure 1.2. Such contributors
represent different segments of content-providers within CQA services. In particular, rising
stars represent top contributors, struggling users want to contribute to the community but fail
to generate sufficient content and general answerers’ contributions may vary.

Observing and detecting users in the early stages of their contributions is difficult but re-
warding. Unlike social media participants, CQA users do not have rich social connections in
which they must know their peers’ information. Furthermore, CQA users do not disclose infor-
mation about themselves via rich user profiles. Because CQA users are more elusive—and there-
fore more difficult to characterize—than social media users, detecting their potential in its early
stages is very important. For example, Anderson et al. [6], [7] examined educational forums
and found that incentivizing students produced increases in forum engagement. Furthermore,
detecting early-stage struggling users is particularly important in the realm of education since
educators can effectively intervene and assist if they know which students are struggling. Early
detection of struggling users ensures that we have enough resources and time to intervene [59].

Struggling and excelling users are special cases within their respective communities, mak-
ing their detection highly rewarding. These special users also get more attention in face-to-face
situations. For example, the best and weakest students in the classroom should attract most of
the attention from the instructor. Identifying different types of users is crucial since the users
reflect the health of their communities. For example, if there are a lot of users giving bad an-
swers or a disproportionate number of struggling users, the quality of the content will annoy

the community and affect its sustainability.

1.2 Problem Definitions

In order to make it easy to follow, Table 1.1 lists the notation used in this dissertation. Let U be
the set of users in CQA, @ be the set of questions, A be the set of answers, and the set of posts
P = AuUQ. The set I denotes the list of assessments between users such as voting for the best
answer or deleting low quality contents.

The problems we address in this dissertation are:

e Looking for potential answerer: Finding the correct answerer could reduce an asker’s



Symbol Definition

U ={ui,u1,...,un}t | Setof users

Q =1{q1,q2,-,qm1} | Setof questions

A ={ay,aa,...,ama} | Setof answers

I ={i1,i2,...,0m3} | Setof assessments

Table 1.1: Notations used in the dissertation.

waiting time and also increase the chance that a question would be answered. We ex-
amined characteristics in two popular CQA sites (Stack Overflow and Yahoo! Answers)
and proposed a method, QRec, to identify the potential answerers by constructing user

profiles and activity levels.

Formal definition: Given a set of users U = {u1,ug, ..., uy}, and list of posts P =
QUAQ = {q1,92,sqm1}, A = {a1,a9,...,ama}, let A, be the list of questions
answered by user u. For arbitrary ¢ € @, find the set U, st: {U, C U, |U| = k, and

Pr(3u € U, : uanswers q) is maximized}.

Good and bad answerers in a particular question: Since most contents in CQA are gen-
erated by users who actively seek and share information with other users, the content
quality is a critical factor to the success of the community. Therefore, assessing the
quality of posts in CQA is a critical task in order to develop an information seeking
environment where users receive reliable and helpful information for their educational

information needs.

Formal definition: Given a set of users U = {u1,uy, ..., up }, a set of posts P = QU A,
@, and a set of interactions I = {ij, 9, ..., i;m3 } (such as giving thanks, making friends).

For arbitrary answer a € A, predict whether a will be deleted or approved?

Struggling users: we examine the proportion of active users who are struggling with the
community. We consider struggling users to be those who have the majority of their

answering contributions deleted.

Formal definition: Given a set of users U = {uy,ug, ..., uy}, and list of posts P =

{p1,p2, .-, Pm}. Let P, be the list of posts written by user u. Let StU, NoU, AsU be



struggling users and normal users . For arbitrary u; € U, find whether u; € StU or u; €

NoU?

e Finding rising stars: In CQA, there is typically a small fraction of users that provides
high-quality posts and earns a very high reputation from the community. These top
contributors are critical to the community since they drive the development of the site
and attract the traffic from Internet users. Identifying these individuals could be highly
valuable, but this is not an easy task. In this work, we attempt to perform this analysis by

extracting different sets of users’ features to predict their future contributions.

Formal definition: Given a set of users U = {uy, ug, ..., u, }, and list of first 7" posts of
users P = {p1,p2,...,pm}. Let RSU, OU be the set of rising stars users, and ordinary

users. For arbitrary u; € U, find whether u; € RSU?

In general, our research questions articulate the user behaviors in CQA. Users are the main
driving force in CQA and understanding these users allows us to know the current state of their
respective sites. For example, a lot of rising stars demonstrate a site’s potential, while a lot of
struggling users will hurt its community. The results from this research will help us understand
users and their contributions in any online community where people are seeking, sharing and
creating information. Furthermore, the findings can also help us to develop a framework to
discover different types of users in different online communities. Furthermore, findings could
likely help the CQA sites to improve users’ experiences and, ultimately, to serve users better.
We will apply different data mining approaches and the framework will leverage the Personal,

Community, Textual and Contextual Features to extract the particular type of users.

1.3 Thesis Statement

Community Question-Answering (CQA) sites are becoming increasingly popular services where
people find and exchange information. The primary driving force behind CQA, without a doubt,
is the online community of users and visitors that embody diverse roles within each CQA site.
It is, therefore, imperative that we understand these users and the behaviors that guide how

they address various issues in CQA. However, unlike most social networks where users create



rich profiles and make explicit connections with other users in the community, CQA user pro-
files and inter-user connections may be non-existent or, at best, missing crucial information. In
this dissertation, we will explore ways to construct models of CQA users in order to address
problems that involve identifying specific set(s) of users. Examples of such users include users
who could potentially answer a given question, participants who are going to be rising stars,
and users who are likely to struggle with the community in the future. To address these ques-
tions, we will apply various machine learning and data mining techniques. The finding in this

dissertation helps us identifying different types of users in online communities.

1.4 Thesis Organization

This dissertation proposes and evaluates the efficacy of a method for finding different types of
users in CQA. The finding shows that it is possible to detect many types of users, especially
in the early stage. The Chapter 2 discusses the background of this dissertation. In Chapter 3,
we examine the possibility of finding the potential answerers when a new question is posted
based on users’ past history. Then, Chapter 4 examines the quality of answers and detects the
users who fail to generate good quality content. Results showed that Community Features and
Textual Features are more robust in detecting these activities. Chapter 5 studies the struggling
CQA users who fail to generate good content. In contrast to struggling users, there is a small
number of users who will contribute heavily in quality and quantity to the site. The Chapter 6
detects the rising stars in their early stage. Finally, Chapter 7 presents the conclusion and future

works.



Chapter 2

Background

2.1 Online Q&A

Q&A services could be broadly classified as either online or face-to-face interactions, with tra-
ditional reference service in libraries being an example of the latter. While online Q&A usually
refers to user-generated answers, there are examples of systems that do automatic extractions
of answers, such as Ask.com. Within human-driven Q&A services, two types are prominent
- vertical and horizontal. The former is an online Q&A service that is focused on a specific
topic. Examples of vertical Q&A, also referred to as online forum, include StackOverflow [85]
for programmers and PRIUSchat [94] for Toyota Prius owners. The four types of online Q&A
fall under horizontal Q&A, which means they typically cover a broad range of topics instead of
being organized around just one topic. To make this classification more precise, community-
based, collaborative and social Q&A can be placed under peer-based services, separate from
expert-based Q&A. Since the early 2000s, online CQA has become a popular source of infor-
mation seeking. In fact, in the U.S., the number of visits to CQA services more than doubled

after each year during the middle of 2000°.

2.2 Community Q&A (CQA)

How people share knowledge and communicate is an important research topic. In the last few
decades, the Internet has changed the way people communicate and exchange ideas. CQA ex-
emplifies this change in how people share their knowledge. In CQA, users post their questions
in order to receive answers from anyone who can supply a correct answer or pertinent informa-
tion. These platforms provide an unprecedented opportunity for users to enrich their minds and

share knowledge. One popular way to ask a question online is through CQA, where users often



desire more personalized answers. CQA also takes advantage of Wisdom of the Crowd, or the
idea that everyone knows something [115]. Users can contribute to the community by asking
questions, giving answers, and voting for high-quality posts.

Several works have looked at user interest and motivation for participating in CQA [93, 77,
124, 90]. Adamic et al. [1] studied the impact of CQA. In [1], the authors analyzed questions
and clustered them based on their contents. The results showed that many users only participate
in a narrow topic area while some users can participate in a wide range of topics. Authors also
showed that it was possible to predict the best answer by using basic features such as the length
of answer and the history of answerers.

Shah et al. [104] reviewed the major challenges and research questions that must be ad-
dressed. CQA is designed to support users who want to ask and answer questions. After
receiving the answers for a posted question, the asker may judge the quality of answers by
themselves or let the community judge the answers. There are a lot of interesting problems
within CQA such as what motivates users engaging in CQA, user expectations and why people
spend time and effort to help others within CQA sites. Shah et al. [103] compare CQA and vir-
tual reference to identify differences in users’ expectations and perceptions. By understanding
and identifying these behaviors, challenges, expectations and perceptions within the context of
CQA, we can more accurately highlight potential strategies for matching question askers with
question answerers.

Yahoo! Answers is a forerunner of CQA [131]. It is a general-purpose Q&A site, which
accepts any question as long as it does not violate the site’s guidelines. The site allows any of its
users to post questions and answers. Besides general CQA such as Yahoo! Answers, different
narrow topic CQA services were developed. Next, we discuss focused CQA and educational
CQA.

Focused CQA: CQAs that have successfully supported Q&A that pertain to specific sub-
jects such as programming, mathematics and music. Stack Overflow, for instance, is a popular
site that attracts million of programmers. All questions in Stack Overflow must be related to
programming. Within the site, users can demonstrate their expertise through knowledge shar-
ing activities. In fact, many programmers are hired due to their high contribution to Stack

Overflow [117]. Le et al. [61] showed that there is a small number of top contributors in Stack
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Overflow and it is possible to detect these users in their early stages. Yao et al. [136] studied the
long-term impact of site contents and demonstrated that many answers with lasting significance
could be considered technical knowledge for many programmers.

CQA for Online Learning: In recent years, online learning has collapsed time and space
[26], which allows users to access information and resources for educational purposes any time
and from anywhere. As online learning grows in popularity, a variety of new online informa-
tion sources have emerged and are utilized in order to satisfy users’ educational information
needs. For example, researchers have conducted empirical investigations of social media (e.g.,
Facebook, Twitter, etc.) in order to understand the effectiveness of higher education [119].
Khan Academy has become a popular online educational video site that has more than 200 mil-
lion viewers as well as approximately 45 million unique monthly visitors [82]. Additionally,
even though most CQAs are mainly focused on either general topics (e.g., Yahoo! Answers,
WikiAnswers, and so on) and/or professional topics (e.g, Stack Overflow, etc.) to seek and
share information, new CQAs have emerged to help students participate in question-answering
interactions that share educational information for online learning. Some small-scale CQA
tools were developed to support small groups of university students [8], [110]. Examples of
large educational CQAs include Chegg [21], Piazza, [92], and Brainly [14]. Brainly specializes
in online learning for students (i.e, middle school, high school) through asking and answering

activities in 16 main school subjects (e.g., English, Mathematics, Biology, Physics, etc.) [23].

2.3 Q&A in Social Networks

Integrating question-answering into social network platforms is a new trend. Several recent
works studied question-answering in social network configurations. People can easily pose
questions to their friends on social networks due to the popularity of sites such as Facebook
or Twitter. Morris et al. [77] investigated this kind of activity and found that users might
prefer to ask questions in social networks due to response time and truthfulness. Panovich et
al. [89] showed that strong tie-strength provides better answers in social networks. Wang et al.
[125] studied Quora and demonstrated that the heterogeneity of its social network affects the

quality of Quora’s site. Fang et al. [37] integrated different social network signals to enhance
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the efficacy of CQA. The work showed that different social network signals could improve the
accuracy of finding the best answers. Such research is limited, however, due to the difficulty
of collecting personal information from social networks such as Facebook or Twitter because
of privacy concerns. Recently, some CQA sites such as Brainly introduced social media-like

friendship features to encourage information exchange between users [23], [52], [62].

2.4 Searchers Become Askers: Understanding the Transition

Some previous works tried to understand users’ transition from web searchers to CQA askers.
Liu et al. [69] did a large scale study on this topic. The work studied different research questions
including (i) When do searches turn to CQA? (ii) How do search queries relate to the associated
questions posted on CQA sites? and (iii) How do searchers behave after transferring to the
CQA site? The datasets used in this study include the search-only section and search-ask
section. The question in search-ask is longer than the search-only question and contains more
stop words. The search-ask queries are more likely to be unique. Interestingly, search engine
result pages often return content from Yahoo! Answers. Researchers discovered that searchers
are not as patient as regular askers. The asking action is often preceded by viewing CQA
pages. Some works also use search to improve web question answering [2], [3]. Dror et al.
[33] proposed a new algorithm to construct an asker’s potential CQA question from a few
keywords when they’re struggling struggling to find the answer. Such built questions were
shown to be meaningful and grammatically correct. Liu et al. [70] proposed a taxonomy of
CQA answers and applied automatic techniques to summarize answers. Their study found that
many questions might have multiple best answers.

Anderson et al. [4] studied a marked shift from Q&A to a community-driven knowledge
creation process whose end product can be useful for a long period. The research used data
from Stack Overflow. There are two main tasks in this study: predicting the question’s long
term value, and predicting when the question has been sufficiently answered. In [122], [43],
the authors studied complex queries and found that traditional web search does not satisfy
information needs. They developed a framework to find the queries with CQA intent. The

findings in these works provided a foundation to integrate automatic web search and social
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search.

2.5 Ranking in CQA

CQA has become an important source of information due to its scope and its ability to attract
widespread participation. Many questions in Yahoo! Answers and Stack Overflow appear in
other search engines, such as Google or Bing. Searching content in CQA sites is a useful task
and recent research has proposed different models to rank information in CQA [11], [130],
[126], [141]. Bian et al. [11] proposed a framework to rank posts in CQA based on both the
structure and content of CQA archives. Wang et al. [126] assumed that answers are connected
to questions via different latent links, and used these characteristics to rank community answers.
Zhang et al. [139] used a network-based approach to develop a scalable ranking algorithm.
Link-based ranking algorithms are also popular in CQA [53], [79], [138].

Due to the popularity of CQA in information retrieval, improving the search relevance in
CQA is also an important topic [141], [129], [17]. Dror et al. [32] represented the user and
the question as a vector of multi-channel features, which included social signals and required
hundreds of features. By surveying different ranking methods and evaluating question and
answer relevance, we can better understand how ranking can assist with CQA question and
answer relationships. Gollapalli et al. [40] rank the users with a graph-based method, but it is
not clear how to rank the answers based on the users. The neural network is also deployed to
rank the content in CQA [51], [97]. Neural network shows the potential capability of analysing

complex content generated by users, and it performs better than feature-based methods.

2.6 Question and Answer Quality in CQA

The quality of questions and answers in CQA is important since quality affects the users’ ex-
periences. The better the users’ experiences, the more actively they participate in the site. Shah
et al. [105] studied the quality of answers in CQA. In CQA, a question may receive multiple
answers and the community selects which is the best. Li et al. [65], [9], [99] predict the quality

of questions in CQA. Different types of features, especially textual features, are used to predict
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CQA content quality [46], [11], [65]. In [100], authors showed that there is a high correla-
tion between the quality of questions and answers. Thus, the users need to ask a good quality
questions to receive high-quality answers.

Examining the quality of answers can be divided into three types of problems: (i) finding the
best answer, (ii) ranking the answers, and (iii) measuring the quality of answers. For example,
Shah and Pomerantz [105] used 13 different criteria to look for the best answers in Yahoo!
Answers. Ranking answers is a useful task when a question receives multiples answers. These
works focus more on the similarity between an answer and a question [114]. Surynato et al.
[116] utilized the expertise of an asker and an answerer to rank the answers. In this work,
the authors also recognized that different users are experts in different subjects and used this
understanding to rank the answers. Recent work also showed the potential of using graphs to
rank users [40], but it is not clear how to rank answers based on users.

The most popular type of problem focuses on regression-related problems, such as predict-
ing how many answers a question will get or how much community interest a post can elicit.
Researchers are interested in predicting whether certain questions in CQA will be answered and
how many answers a question will receive [133, 34]. This research used features such as asker
history, the question length and the question category to predict the question’s answerability.
Shah et al. [106] studied why some questions remain unanswered in CQA. Particularly, their
work explored why fact-based questions often fail to attract an answer. Momeni et al. [76] ap-
plied machine learning to judge the quality of comments in online communities, revealing that
social context is a useful feature. Yao et al. [136] examined the long-term effect of the posts
in Stack Overflow by developing a new scalable regression model. Dalip et al. [29] tried to
reduce the number of features in collaborative content, however, the number of reductions was
not significant. Furthermore, applying feature selection can solve the issue with many features,
such as over-fitting.

Developing the capability to detect an untruthful contribution is also an important task
[91, 118]. Pelleg et al. [91] studied truthfulness in CQA sites. This research examined whether
a user provides truthful information about themselves on CQA sites. They found that the askers
generally provide accurate personal information, even when they post sensitive questions. Tan

et al. [118] proposed a new method called CQAL to automatically predict the quality of a
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post in a social knowledge base. In a social knowledge base, such as Wikipedia or Freebase,
users can edit articles. These contributions might contain inaccurate information and reduce
the user experience with social knowledge pages. Some signals that prove useful in making
this determination are user contribution history, the features of each triple and user expertise.
Liu et al. [68] predicted user satisfaction with CQA sites. Determining question and answer
quality will ultimately prove essential when matching and analyzing questioning and answering
behaviors in CQA.

Our work in Chapter 4 is close to measuring the quality of answers. This research uses past
question-answering interactions and current question and/or answering activities in order to
automatically predict the quality of new answers. The framework incorporates different groups
of features including personal features, community features, textual features and contextual

features.

2.7 Expert Finding

Finding the expert on a topic is useful in crowd-sourcing because experts can provide high
quality content in a short period [87], [40]. In [127], [128], the authors proposed a method to
find the expert in a small community with several thousands of users. Linked analysis is useful
in finding the expert in online community [53]. Dror et al. [32] considered question recommen-
dation as a binary classifier by extracting numerous features from questions and data. Zhang
et al. [140] used a social network to identify experts by proposing a propagation algorithm.
Yarosh et al. [137] studied the process of selecting an expert from a list of recommended users.
Qu et al. [98] used the topics similarity to find potential answerers, which is not robust enough.

In our work, we show that using others’ signals can improve the ability to find a poten-
tial expert. Recent works used external information to improve the capacity to find an expert.
For example, Srba et al. [111] collected personal data from personal sites or social networks
to improve the efficacy of recommending answerers, but this approach is not practical due to
the privacy issue and the missed personal information in the CQA. Yan et al. [132] used 3-
way tensor decomposition to recommend the answerers, but that method is not scalable for a

large dataset with million of questions and users. Another approach is collaborative answering



15

[88] where, rather than find top individual answerers, the question is sent to a group of similar
users who would collaborate to create high-value content. The approach proposed by Luo et
al. [72] differs from the above-described methods in several aspects; for example, they studied
commercial Q&A which is different from CQA. Their work considers user motivation and ex-
pertise, which is not available in public CQA. Furthermore, users possess different motivations

when answering a question in a working environment as opposed to a public community.

2.8 User Behavior in Online Communities

An online community’s success greatly depends on its users because community content and
activities are primarily based on users’ activities. Thus, user behavior attracts a great deal of re-
search interest. A community’s size—especially the ratio of answered to unanswered questions—
is a large component of its overall effectiveness. [127, 128]. Dumais et al. [36] studied users’
behaviors based their activity logs and suggested suitable methods to design the system to col-
lect data. They also discussed the challenges when using the real logs of users’ activities.

Users make diverse contributions in CQA. Le and Shah [61] showed that a small number
of users contribute heavily to their community and are crucial to its health. This observation
motivated these researchers to develop a framework in which they integrated various features to
detect top contributors in their early stages of site use. Contrastingly, “the lurker” is prevalent
in many online communities. Gong et al. [41] profiled lurkers in an online social network.
Compared to other users, lurkers maintain far fewer social connections. The work found that
popular global events will break lurkers’ silence. It is not clear why these users are lurkers or
why active users become lurkers.

The ability to detect an untruthful contribution is also an important task [91, 118]. Pelleg
et al. [91] studied truthfulness in CQA sites. This research examined whether users provide
truthful information about themselves on CQA sites, and found that askers generally provide
accurate personal information, even when they post sensitive questions. Tan et al. [118] pro-
posed a new method called CQAL to automatically predict the quality of a post in a social
knowledge base. In a social knowledge base, such as Wikipedia or Freebase, users can edit ar-

ticles. These contributions might contain inaccurate information and detract from other users’
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experiences with these sites. Some signals that help determine truthfulness include user contri-
bution history, the features of each subject and user expertise. Shingla and Krause [109] showed
that users are concerned about their privacy when participating in an online community. The
authors proposed a framework to maximize utility while preserving the users’ privacy. Liu et
al. [68] predicted users’ satisfaction with CQA sites. Determining question and answer qual-
ity will ultimately prove essential when matching and analyzing questioning and answering
behaviors in CQA.

A small number of users does not behave properly in online communities. These users
might use hate speech [81], [75]. In current online communities, crowd-sourcing platforms rely
on community members to flag such users. Kayes et al. [56], [55] show that crowd-sourcing
monitoring works quite accurately in detecting these actions but the the system relies too much
on human assessment. A supervised classification that uses different linguistic features such as
length and politeness performs moderately well. Studies have also examined the controversial
conversations that take place on social media [39], [28], [27]. These works also use the graph
structure of social interaction to detect the controversial conversation.

All communities want to attract new members, but existing members who leave a commu-
nity are a prevalent issue. Understanding when and why users leave a particular community
provides an overview of the community’s health [84], [80], [101]. These works used user be-
havior ego-nets to make behavior and activity pattern predictions. Pal et al. [86] provided an
overview of user evolution in CQA, which included various users’ in-site activities and their
effects. Antisocial users also indicate community health. Cheng et al. [22] examined antisocial
behavior in online posting. Research shows that it is significantly different from other kinds of
behavior. For example, antisocial users compose their posts differently from others, or display
a more negative sentiment. Deleting these users forms a bimodal distribution which is very
high or very low. User experience with online activity also attracts interest from the research
community [83], [58]. Scholars showed that user engagement is complex. Furthermore, click
patterns, dwell times and keyboard actions correlate with user engagement. Mao et al. [74] pre-
dicted users’ engagement with volunteer crowd-sourcing. The study showed that the average

number of tasks was the strongest predictor of future engagement with online crowd-sourcing.
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2.8.1 User Engagement with Online Communities

Gong et al. [41] profiled lurkers; they examined who lurkers are and what they think. Lurkers
maintain fewer social connections than other users. The work found that popular global events
will break lurkers’ silence, but could not determine why lurkers behave as they do nor why
active users sometimes become lurkers. The work also did not define different types of lurkers.
Cheng et al. [22] examined antisocial behavior in online posting. Their research demonstrated
significant differences between antisocial and typical behaviors. For example, antisocial posts
contain different wording and more negative sentiment than other content. The deletion of these
users forms a bimodal distribution. Cheng et al. [22] showed that it is possible to detect anti-
social users after only a few posts based on features such as post content, community content
and moderator action. Sun et al. [112] reviewed lurkers’ behavior in their communities, and
found that individual, commitment, quality and online community factors may all contribute.
There are several reasons lurkers may appear in online communities, including environmental,
personal, relational and security factors. Understanding these behaviors helps administrators
promote healthy user activity. Shoji et al. [107] studied the life span of users in CQA. Their
analysis revealed that long-lasting askers tend to seek information across a wide topical range,
while long-lasting answerers tend to answer within a narrower range of topics.

Brien et al. [83] studied user engagement in a reading environment and found that a
complex correlation exists between students’ comprehension and their degree of engagement.
Thomas et al. [120] also showed that users’ engagement with online forms is complex. They
claim that click patterns, dwell times are keyboard actions are correlated with the user engage-
ment. Engagement is very important in online education, and thus has attracted a great deal of
recent research [19], [71], [48]. Anderson et al. [7] studied user behavior within online courses.
This work classified users into three groups: users who only watch videos, users who only try
to complete the assignment and users who balance between these activities. They also exam-
ined how badges may affect online students’ productivity. Badges were shown to be a powerful
tool for encouraging engagement. Qiu et al. [96] analyzed the key factors that affect users’
engagement in massive open online course (MOOCs). They observed that female students are

more likely to ask questions in a non-science course forum, bachelors ask more questions, and
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both forum activities and effective learning are significant predictors of users’ achievement in
a course. The work also proposed a latent dynamic factor graph model to predict students’ suc-
cess in online courses. Halavais et al. [44] examined the effect of general badges in CQA. Their
results demonstrated various badges’ respective social influences. For example, general badges
are related to the life of the site while tags badges are affected by social factors. Kayes et al.
[55] investigate the cultures of users in different countries based on CQA. The work shows that
natural cultures differ in multiple aspects including as temporal, privacy and individual factors.
In particular, users from countries with faster-paced environments exhibit clearer temporal ac-
tions in CQA. Futhermore, users contribute more if they are from individualistic countries such
as western countries, but such uses are also more concerned about privacy. Unfortunately, this
work does not consider whether the technology available to these countries might be a hidden

factor.

2.8.2 User Similarity in Social Media

Anderson et al. [5] lists the characteristics of similar users in social media. Two aspects of
similarities are considered: similarity of interest and similarity of social ties. The work shows
that it is possible to predict voting outcomes based on the similarities of users who show up to
provide evaluations. Many underlying phenomena are affected by users’ similarities. Han et al.
[45] determined the interest of the users in social media. They found that there is homophily
in users’ interests such as demographic information or friends. Based on that observation, it
is possible to predict similar users’ potential interests. The study was limited, however, when
evaluating popular interests such as favorite movies or sports. A more detailed study of various
types of interests—such as health or politics—will help us better understand the effects of online

social influences. Many underlying phenomena are affected by users similarities.

2.8.3 Evolution of Users in CQA

Pal et al. [86] studied the temporal and dynamics activities of CQA users. There are a few
types of community experts: some experts are consistently active, some experts are initially
active but then passive, and some experts are initially passive but later active contributors. The

temporal features show strong prediction value when classifying these experts. In [30], the
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authors examined the change in linguistics in forums. This work found that all members died
“old”. The work built a framework to track users’ linguistic changes during their lifetimes. The
life of a user can be summarized in cycles: the early cycle is the period during which a user
is receptive to the community—this makes-up about about one third of their lifespan; from this
point, the language gap between the user and their community increases until they leave. As
the community’s language evolves, users who are unreceptive to such changes will leave. This
work may be limited in that it does not consider CQA’s information gain purpose. Users who
join a community want to learn about something, and they might leave once they are satisfied
with their knowledge. In another scenario, a user may leave after a change in lifestyle; for
example, obtaining an new job may make them too busy for CQA participating.

Kairam et al. [54] investigated two types of social community growth: growth through
diffusion and growth through other means. Diffusion growth is defined as the addition of
new members who have existing social ties with current members, while non-diffusion growth
comes from new members with no such relationships. The work extracts three groups of fea-
tures including growth, connectivity and structure to predict community longevity. The results
showed that past growth can predict short term success while the network structure can predict
long term sustainability. For example, the larger the largest clique, the faster the community
will expand over two years. The work does not study the interactions between groups in the
same category, such as occurrences in which members from one group switch to another similar
group.

Zhu et al. [142] predicted users’ activity levels in online social networks. Their algorithms
include three main components: personalization, dynamic modelling and social regularization.
Personalization means that different users exhibit different behaviors. Dynamic modelling cap-
tures the decay of behavior by penalizing the weight of past behaviors. Finally, social regular-
ization considers the social influence between users. Researchers then solved the optimization
framework based on these three factors to predict users’ social network activity. Pudipeddi et
al. [95] studied the churn behaviour in a popular CQA site. Given the first T posts or the posts
in the first T weeks, the work predicted whether the users would leave the community. The

work demonstrated that temporal features are most useful in predicting churn behavior. This
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study holds particular relevance because detecting churn in CQA is more challenging than do-
ing so in social networks, as the former lacks user interactions such as friendship. Oentaryo
et al. [84] studied the churn behaviour in social networks by using collective classification. In
conventional classification, entities are considered separately, such as independent and identi-
cally distributed (i.i.d). In social networks, there are different dependencies between instances.
Collective classification considers the dependencies among the entities. Dror et al. [35] stud-
ied new users who were going to leave the community. The work extracted answer features,
question features, gratification features and demographics features. Random forest and SVM
outperformed other methods while the number of answers demonstrated the highest predictive
power. The work, however, did not consider all users in the community when determining who
would leave. Richter et al [101] quantified the user churn in mobile networks. The existing
method treated each user as a single entity (i.i.d) and used a lot of key performance indicators
(KPI) to measure user satisfaction. Such an approach, however, may not be timely enough
to re-attract users. The framework quantified social connections, partitioned the network into
connected components and trained classification based on each user cluster’s KPI.

It is clear from this brief literature review that a great deal of CQA sites’ success and sustain-
ability depends on content quality, community engagement and user satisfaction. In general,
these factors hinge on the users who participate in the communities. Our work specifically con-
centrates on how user behaviors can increase site quality. The research presented here is based
on a large scale study of popular CQA sites—Yahoo! Answers, Stack Overflow and Brainly. We
hope to build upon preexisting work by analyzing methods and proposing strategies that help

detect different types of users.
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Chapter 3

Finding Potential Answerers in CQA

3.1 Motivation and Problem Definition

In this Chapter, we discuss how to find the right answerers in CQA. Although responses on
CQA sites are obviously slower than information retrieved by a search engine, one of the most
frustrating aspects of CQAs occurs when an asker’s posted question does not receive a reason-
able answer or remains unanswered. CQA sites could improve users’ experience by identifying
potential answerers and routing appropriate questions to them. Finding potential answerers in-
creases the chance that a question is answered or answered quickly. In this Chapter, we predict
the potential answerers based on question content and user profiles. Our approach builds user
profiles based on past activity. When a new question is posted, the proposed method com-
putes scores between the question and all user profiles to find the potential answerers. We
conduct extensive experimental evaluations on two popular CQA sites—Yahoo! Answers and
Stack Overflow—to show the effectiveness of our algorithm. These experiments are based on
nearly 2.3 million questions from Yahoo! Answers and more than 1.3 million questions from
Stack Overflow. The results show that our technique is able to predict a small group of 1000
users from which at least one user will answer the question with a probability higher than 50%
in both CQA sites. Further analysis indicates that topic interest and activity level can improve
the accuracy of our approach. In essence, we provide evidence that our approach leads to a new
framework for retrieving specific types of people in CQA communities.

This is an important problem because recommending possible answerers could reduce an
asker’s wait time or increase the likelihood that their question is answered. Finding the potential
answerers, however, is a difficult problem due to the diversity of the users and content in CQA.

Next, we will describe our approach to solve the problem.
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Problem Definition

The problem is concerned with identifying potential answerers within a CQA community when
a new question is posted to that CQA service. Given new questions, we want to find the top-
K potential users who will be willing to give corresponding answers. Below is the formal

definition:
Formal definition:

Given:
e asetofusers U = {uj,uy, ..., un}

e asetof posts P =Q U A,
Q is the set of questions @ = {q1, 42, ..., ¢m1}, and

A is the set of answers A = {a1, a2, ..., ama}

e A, be the list of questions answered by user «

Task: For arbitrary ¢ € @, find the set U, st: {U, C U, |[U| = k, and Pr(Ju €

U, : uanswered q) is maximized}.

3.2 Method

We propose a framework to predict answerers based on a posting’s history and features. The
first step is building a user profile based on a user’s past activities. Then, given a new question
q, we compute the score between ¢ and all user profiles. A higher score indicates a higher

chance that a user will answer a certain question. Our method includes the following features:

Similarity between question content and user profile

Similarity between question topics and user expertise topics

Similarity between asker and answerer in information network

User’s activity level
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3.2.1 Constructing a User Profile

We can implicitly or explicitly build a user profile. Online users might provide short descrip-
tions about themselves, such as “Software developer who spent some time in the C++ world but
now lives in Eclipse developing java apps”. From their self-declared profile, we know that this
user has expertise in C++, Java and Eclipse. Unfortunately, explicitly constructed user profiles
have two limitations. First, many users do not have self-declared profiles, or if they do, their
description may not be complete. Second, many users do not consistently update their profile
with current information. In [134], authors build the user profile based on user opinion, such as
likes/dislikes in online reviews. Implicitly inferring the user profile is a better method. We do
this based on the list of questions a user has answered. A user’s profile is the concatenation of

all the questions they have answered. Figure 3.1 gives an example of user profile.

website
Long-time Informix user and developer, experienced in C and Unix (many variants).
location

%E 9,427 Answers Votes  activity newest
’ 0 abort a script when a file is missing 1 hour ago

Bl Malloc Allocates Out of Bound Memory Address 1 hour ago

334,033

reputation 1 Initializing a pointer in struct in at minimum lines 13 hours ago

Figure 3.1: An example of user profile on Stack Overflow. User profile for the work reported

here is constructed from self introduction or inferred from list of questions answered.

3.2.2 Computing Similarity Between Question and User Profile

Given all user profiles and a new question ¢, we measure the similarity between ¢ and all user
profiles. In order to measure the similarity, we treat each user profile or question as a document.
A corpus of documents is built from all user profiles and questions. The next step is computing
the #f-idf of each document in this corpus [73]. The #f-idf value of a word increases linearly
with the number of times that word appears in a document, but decreases by the frequency of
the word in the corpus. After computing #f-idf, each document d is represented by a vector
vg. Similarity between a user and a question is measured by the cosine similarity between
corresponding vectors. The cosine similarity between vectors a and b is described in Equation

3.2. Cosine similarity is used widely due to its simplicity and efficiency. The cosine similarity
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in the formula is between 0 and 1 since the #f-idf only returns non-negative values. The value

of 1 indicates an exact match while 0 indicates no relevance.

N

tfadfyqg = tfiqg xidfy = tfiq X lOg(d*t) (3.1)

gﬂ; o Z?:l aibi
&bl V2 () (i)

cos(&,b) = (3.2)

3.2.3 Inferring Users’ Topic Interests

Many users do not specify their topics of expertise. However, we can explicitly infer users’
respective expertise topics. This idea is similar to inferring a user profile. Our framework
collects the topics of all questions answered by a particular user u. User expertise topics of user
u is the concatenation of topics of all questions they answered. By using the content that a user
has answered, we can use topic modeling techniques such as latent Dirichlet allocation (LDA)
to find the topics of each question [13]. LDA is a generative model. Each document in LDA is
considered a mixture of different topics. Figure 3.2 describes the generative process of LDA.
The only observed variable is W; the rest are latent variables. The process of generating the
topics for each document is as follows: (i) Choose « and (3 as the parameters of the Dirichlet
prior to the per document topic distributions and per topic word distribution respectively (ii)
Choose a topic from @ distribution (iii) Pick up a word w from multinomial distribution. Repeat
this process for all documents.

In order to match the users’ topics of interest with question topics, we apply #f-idf again. We
treat each topic inferred by LDA as a term. Each user or question is represented as a document
in which the document’s “terms” are its topics. Then, we compute the #f-idf of each document
in this corpus. The last step is to compute the topic similarity between a user and a question by

applying cosine similarity.

3.2.4 Similarity in Information Network

In popular CQAs such as Stack Overflow and Yahoo! Answers, user friendships are not as

explicit as those found on social networking sites. We construct the graph G = (V, E). The list
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®,, ~ Dirichlet(B)

j Observed variables

Figure 3.2: Plate notation of finding topics of documents in LDA.

of nodes, V' = {uq,us, ..., u,}, is the set of users in the community. There is an edge e € F
between u; and u; if user u; answered a question posted by u;. A popular method to measure
the closeness between two nodes is using Random Walk with Restart (RWR). RWR provides
a good relevance measure of two nodes in a graph. There are two main components in RWR
starting at a seed node i: (a) a random walk to a neighbor is performed, and (b) at any step,
there is a small probability c of jumping back to the seed node. Given a seed node ¢ in a graph,
the relevance between node ¢ and j is computed as Equation 3.3, where dis starting vector. The

relevance score is the j element of vector 7.

7= (1—¢)Gri+cd (3.3)

A traditional method to compute the RWR is the power iteration method, which repeats
Equation 3.3 until convergence. Due to the large size of our graph, we applied fast RWR, as
proposed in [121]. The basic idea of fast RWR is partitioning the graph in smaller communities.
These communities connect to each other through the bridge edges. Then, the RWR score can
be combined based on the small communities and bridges. Ganu et al. [38] examined the

measure of the similarity between users in a small forum by using continuous posts in a thread.
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3.2.5 Activity Level of User

Active users are more likely to answer new questions. Section 3.3 also shows that a small frac-
tion of users contribute most of the content in CQA. Users in Yahoo! Answers are awarded
points when answering questions. Stack Overflow users also earn reputation value by answer-
ing questions. In general, users who give a greater number of answers can earn a higher repu-
tation in Stack Overflow or higher scores in Yahoo! Answers. The majority of CQA sites have
some metrics that measure the user activity level. In cases where there is no such metric, we

can use the number of posts as the user activity level.

3.2.6 Summary of Our Framework to Find Potential Answerers

First, we explain how to compute the score between a user and a question. Given a question
q asked by asker a and given an arbitrary user v in the community, the score between u and
q is calculated, as in Equation 3.4. The score is the product between the similarity and the
log(activity_level). We use the log of activity level due to the power law distribution of user
activity level. In CQA, the user’s activity level follows the power law distribution (shown in

Section 3.3).

score(u, q) = log(AL(u))x

[ag + a1 x sim_C(u, q) + ag x sim_T(u,q) + ag * sim_U(u, akr)] (3.4)
where:
e AL(u) is the activity level of user u
e sim_C/(u,q) is the similarity between question content and user profile

e sim_T'(u,q) is the similarity between question topics and user expertise topics

sim_U (u, akr) is the similarity between user u and asker akr as in equation 3.3

e «: parameter controls the different weighting of these similarity values.
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In order to find the parameter «,, we used answerers’ past answering history. During the
observation period, we calculated the real score of each pair of users and questions. If user u is
the n' person who answers a question, the real score y = 1/n. Otherwise, we assign score 0
if this person does not answer said question. In general, the sooner a user answers a question,

the higher the score value they should receive. Thus, the parameter o can be inferred as:

m 3
o = argmin Z[yl —log(AL) Z Qi X simy) (3.5)
¢ =l i=0

where y; is the actual output of answering activity in the observation period, m is the num-
ber of trainings and sim; is the similarity value including similarity of content, topics and
information network. The problem in Equation 3.5 can be converted to a standard linear re-
gression problem by dividing by log(AL). Then, we can easily calculate the parameter «;.

Next, we explain our algorithm that finds potential answerers. Algorithm 1 describes our
QORec algorithm. The first step of our algorithm constructs the user profiles. Given a new
question g, QRec calculates the scores between ¢ and each user. The list of potential answerers
is comprised of users who have top scores. We need to build a user’s profile once (Line 2 in
Algorithm 1), and apply it to multiple questions. In a real application, the user might change
their interest. In such a case, we can update their profile, but this is only needed after a long
period (i.e, after a few months). Steps 9 and 10 are expensive, but can be computed off-line.
Furthermore, we applied Fast RWR for this large information network . Another issue is finding
the topics for new questions. In Step 6 of Algorithm 1, we consider each question and user
profile as a document. When a new question appears, online LDA [50] can be applied to
quickly find the topic of the new question without training the whole corpus again.Thus, our

ranking method is scalable and can be easily applied to large datasets.

3.3 Datasets and Characterization of the Data

3.3.1 Data Description

We used data from two popular CQA sites: Yahoo! Answers and Stack Overflow. Yahoo!
Answers is a general purpose CQA site while Stack Overflow is a focused CQA that hosts

programming-related questions.
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Algorithm 1 QRec algorithm

Input:

o A set of users;, i =1, ..., n.

e A question ¢

e Size of possible answerers k

Output: The list of k£ users most likely to answer ¢

1:

2:

3:

10:

12:

13:

14:

fori=1:ndo
Construct the user profile based on self-declared profile and answering history
end for

//Compute the #f-idf of raw content

: Construct the RAW content corpus, each document is a user profile or a question

Compute the #f-idf of each document in RAW content corpus

//Compute the #f-idf of hidden topics

Infer the topics of interest expressed by each user profile and the hidden topics of the
question q by applying LDA.

Construct the TOPICS corpus, where each term represents a hidden topic. Each document

represents the topic interests of a user or hidden topics of a question.

: Compute the #f-idf of each document in the TOPICS corpus

//Construct the information network and compute user similarity

G = (V, E). The list of nodes: V' = {uy, ua, ..., uy }, are the set of users in the community.
de € E between u; and u; if user u; answered a question posted by u;

Compute sim_U (u;, u; as Equation 3.3)

//Compute scores between each users and question

:for:=1:ndo

Compute scores between user; and q (as in Equation 3.4)
end for

return topK: list of k users with top scores
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Yahoo! Answers (“answers.yahoo.com”) is a forerunner of CQA. It is a general-purpose
Q&A site, which accepts any question as long as it does not violate the site’s guidelines. The
site allows any of its users to post questions and answers. Each question in Yahoo! Answers
is assigned to a particular category. A user in Yahoo! Answers might have many different
types of interaction on the site, such as sharing, discussion, advice and polling [1]. In order to
encourage user participation, the site awards points to users. The points determine the a user’s
level; the levels range from 1 to 7.

Stack Overflow (“stackoverflow.com”) is another CQA specifically focused on the pro-
gramming field. Stack Overflow only accepts questions and answers related to programming.
Similar to Yahoo! Answers, users in Stack Overflow can engage in a wide range of activities
that include upvoting and downvoting posts, or offering a bounty to a question to attract an
answerer. Users in Stack Overflow earn reputations by providing high quality questions and
answers. For example, a user’s reputation increases if their question/answer is upvoted or their
answer is accepted. In contrast, a user’s reputation is diminished when their question/answer is
downvoted or marked as spam. Each question is assigned tags based on its content. The tags
can be considered the question topic. Since Stack Overflow is a focused site, the questions are
normally difficult. Stack Overflow’s administrator and community carefully manage its con-
tent. For example, duplicate questions or non-useful questions will be merged or removed to
maintain the site’s high quality.

Table 3.1 lists the types of actions and how they affected a user’s score. Stack Overflow
uses the term “reputation,” while Yahoo! Answers uses the term “point.” In general, Stack
Overflow has a stricter policy to maintain high quality posts, while Yahoo! Answers focuses
on increasing the amount of time users spend within the site.

Table 3.2 describes some statistics of the dataset used in our experiment. We crawled the
questions and answers in Yahoo! Answers while the data dump of Stack Overflow is available

publicly’.

'nttps://archive.org/details/stackexchange
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Table 3.1: Score system in Stack Overflow and Yahoo! Answer.

Stack Overflow

Change in reputation

# Yahoo! Answers

Change in point

Answer is upvoted
Question is upvoted
Answer is accepted
Answer is downvoted
Question is downvoted
Answer win bounty
Offer bounty

Answer marked as spam

+10

+5

+bounty amount
-bounty amount

-100

Join Yahoo! Answers
Ask question
Choose best answer
Answer a question
Log in Yahoo! Answers
Receive thumbs-up

Receive a violation

+100 (one time)
-5
+3
+2
1
+1

-10

Table 3.2: Description about data.

Site Period # of Users | # of Questions | # of Answers
Yahoo! Answers | Jan *08 to Dec 09 1.07M 224 M 11.71M
Stack Oveflow | Jan 14 to Sep *14 34M 1.3 M 3.68 M
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3.3.2 Characterization of the Data

In this section, we describe some of the CQA characteristics that help us gain a better un-
derstanding of and rationale to justify our method. For example, when calculating the score
between a user profile and a question, we use the [og instead of the real value of activity level.

This decision is based on the distribution of user activity levels.

User Activity Level

Figure 3.3 plots the distribution of several answers given by users. We see that the distribution
follows the power law distribution with heavy tail. Many users in CQA only answer a few
questions, while a small number of users are very active. In both CQA sites, a small fraction
of users contributes the a majority of the content. Since the distribution follows the power law,

our formula to calculate the score uses the [og of activity level.

+ + Stack Overflow
x % Yahoo! Answer

# of Users

m— X
R - OOM——OC

100 10 10° 10° 10 10°
# of Answers per User

Figure 3.3: Distribution of number of answers given by users. There is a small percentage of
users who are very active, while many users only give a few answers. A small fraction of users

contribute the majority of a CQA site’s contents.

The Length of Question

Figure 3.4 plots the distribution of the number of words per question. Questions in Stack
Overflow are normally longer than questions in Yahoo! Answers. Stack Overflow is a focused

CQA site and the questions are carefully managed. Unnecessary or meaningless questions are
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deleted to maintain the site’s high quality. But the length of questions in CQA sites is normally
short. For example, half of the questions in Yahoo! Answers and Stack Overflow are less than

47 and 160 words, respectively.

CDF (% of Questions)

ks +~—+ Stack Overflow
% -x Yahoo! Answer

10! 10° 10° 10*
# of Words per Question

Figure 3.4: Distribution of number of words per question. Many questions in CQA are short.

Questions in Stack Overflow are normally longer than questions in Yahoo! Answers.

Reputation of Asker and Answerer

We also want to compare the reputation of an asker with the reputation of an answerer. Figure
3.5 shows the reputation of an asker vs. the reputation of an answerer. The line x = y is plotted
by the blue line. The points above the blue line indicate that an answerer’s reputation is higher
than an asker’s reputation. This Figure shows that the answerer often has a higher reputation
than than askers in Stack Overflow. The observation makes sense because Stack Overflow is
a focused CQA. Questions in Stack Overflow are generally difficult and require specialized
knowledge. In contrast, the questions in Yahoo! Answers are usually general and do not
require specialized knowledge. For example, many questions in Yahoo! Answers are polling
or opinion-based, which anyone can answer. Furthermore, Stack Overflow penalizes users
for giving poor answers. Thus, users in Stack Overflow only provide answers when they are
confident about their accuracy. In contrast, users in Yahoo! Answers can earn points whenever
they supply an answer, and are subsequently encouraged to provide answers whenever they

can.
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Figure 3.5: Asker’s reputation vs. Answerer’s reputation. Points above the cross line (in blue)
indicate that an answerer’s reputation is higher than an asker’s. Answerers in Stack Overflow
often have a higher reputation than askers because the questions in Stack Overflow are difficult.
Since registration in Yahoo! Answers can earn 100 points, there are very few users who have a
reputation score less than 100. Users with reputation scores less than 100 normally violate the

rules or ask too many questions without giving answers.

Topics Distribution

Questions in Stack Overflow and Yahoo! Answers are grouped into topics. There are 31,250
topics in Stack Overflow and 945 topics in Yahoo! Answers. Figure 3.6 plots the distribution
of several questions per topic. We see that many topics contain only a few questions. The
majority of these questions belong to a few popular topics. Table 3.3 lists some of the most
popular topics on these sites.

Questions in Yahoo! Answers belong to one topic only, while questions in Stack Overflow
can belong to multiple topics. The number of topics ranges from 1 to 5. Figure 3.7 plots the
number of topics per question. The majority of questions in Stack Overflow belong to multiple
topics. Only 11 % questions belong to one topic only.

Next, we discuss the results of experiments on these two popular CQA sites.



34

+ + Stack Overflow
A x x Yahoo! Answer

# of Topics

109 10! 10° 103 10 10°
# of Questions per Topic

Figure 3.6: Distribution of number of questions per topic. A large number of topics contain

only a few questions. There is a small number of topics that contain the majority of questions

asked.
Stack Oveflow | % question # Yahoo! Answers % question
Javascript 3.75 Video & Online Games 2.93
Java 3.40 Current Events 2.67
php 2.89 Polls & Surveys 2.48
C# 2.64 Singles & Dating 247
Android 2.46 Psychology 1.99

Table 3.3: Most popular topics in two CQA sites.

20

Percentage of Questions

1 2 3 4 5
# of Topics per Question

Figure 3.7: Distribution of number of topics per question. Majority of the questions in Stack

Overflow belongs to multiple topics.
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3.4 Experiments

In this section, we describe our experiments with Yahoo! Answers and Stack Overflow datasets
using the QRec algorithm presented earlier. For comparison, we will use a randomized method,
a probabilistic question recommendation, and White’s method as the baselines. This section is

divided into three parts: experimental setup, results and discussion of the results.

3.4.1 Experimental Setup

We worked with datasets collected from 9 months of Stack Overflow and 2 years of Yahoo!
Answers to evaluate the proposed algorithm. For Stack Overflow, we used the postings from
Jan-June 2014 to predict the July-Sept 2014 postings. For Yahoo! Answers, we used the
postings in 2008 to predict the answer behavior in 2009.

Data prepossessing: In the first step, we eliminated questions that were not answered. In
the Stack Overflow dataset, 29.5% of questions were not answered. In Yahoo! Answers, 32.7%
of questions were unanswered, and thus eliminated. All the content was then converted to lower
case. In the final step, we eliminated all stop words from the question content.

Competing methods: We compared our approach with the following methods:

White’s: We implement White’s algorithm proposed in [127] and [128]

PLSA: A probabilistic question recommendation for CQA [98]

e Rand: Potential users are selected randomly

Active: Recommend questions to most active users

In White’s method, authors computed the #f-idf between user profile and question. White’s

method also multiplied the #f-idf with a decay function. The decay function is defined as:

0 if Ay <
Decay = _a,
l1—eo if Ay >
where A; is the duration since the last answer given by this user, 5 is the minimum duration

between two questions, and « is set to 120 / maximum number of questions answered per day.
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The decay function has a lower value if the user answered a question recently. The purpose of
the decay function is to balance the load across users.

In the PLSA method, the probability that user v will answer question ¢ = wy, wa, .., wy is
computed by (IL[ P(u,w;))Y".

i=1

We changed the size of potential answerers from 1 to 1000 users. The evaluation criteria
is whether any users in the potential list answer the question. The larger size of potential
answerers makes the correctness ratio higher. In cases where we select the whole community
as potential answerers, we can make sure that at least one of them will answer the question.

In practice, it is unrealistic to recommend a question to all users due to the community’s large

size.

3.4.2 Results

The results and evaluation for this problem are based on the accuracy of a proposed method
for finding the potential answerers. Specifically, the accuracy/effectiveness of the method is
determined by the percentage of questions answered by at least one person in a set of identified

potential answerers.

Accuracy

Figure 3.8 plots the correctness of different systems. The x-axis is the size of k potential
answerers. It is trivial that the higher value of k, the higher the chance that at least one answerer
will answer the question. The y-axis is the percentage of questions that will be answered by
least one user in the set of identified potential answerers. A higher y-value is better. We see
that adding topics and the user activity level improve the correctness of our algorithm. Since
the questions in CQA are often short, computing the similarity between the question and the
user profile does not perform well. Our QRec achieves the best correctness in both datasets.
Even though there are more than one million users on both sites, the probability that
ORec can find at least one user to answer the question is higher than 0.5 if the size of potential

answerers is 1000. Obviously, if we enlarge the group size, we could increase this accuracy.
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Figure 3.8: Compare the correctness in selecting potential answerers. Higher is better. The

ORec achieves the highest accuracy.

While this may not seem like a big feat, one needs to consider the enormity of the communi-
ties considered here. For example, the results showed that randomly selected answerers will
perform very poorly due to the large community size. We also see that including topics when
computing the similarity can improve the accuracy. This is because many questions in CQA

are short. Thus, #f-idf of raw content does not reflect user expertise.

Mean Reciprocal Rank

We also measure the Mean reciprocal rank (MRR) of the ranking [123]. Let the set of questions
be (). For each question ¢; € @, we find rank;, which is the first correct answerer in the
potential list. MRR is the average of the reciprocal ranks of results for all questions in () as
in Equation 3.6. Table 3.4 compares the MRR scores of QRec and competing methods. Our
approach, QRec, achieves the highest MRR score in both data sets. Rand method has very low
MRR score due to the large number of users in these CQA sites. Active method, which simply
recommends questions to the most active users, also performs poorly due to the diversity of

content in the community.

QI
MRR = iz !

—~ rank;
=1

(3.6)
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Table 3.4: Compare the MRR of different algorithms. QRec achieves highest MRR score in

both data sets.

Algorithm | Stack Overflow | Yahoo! Answers
Rand 0.000012 0.000009
Active 0.00019 0.00026
White’s 0.033 0.029
PLSA 0.038 0.032
QORec 0.053 0.039

Importance of Each Similarity Feature

Furthermore, we measure the importance of each similarity feature in QRec. In order to evaluate
the importance, we drop each similarity metric from our framework and measure the resulting
drop in efficacy. Let Acuracy be the accuracy when using all similarity metrics and Acuracy®

be the accuracy when we drop one similarity metric. The relative drop in accuracy is measured

Accuracy— Accuracy™
Accuracy

as: Drop = . Table 3.5 lists how much accuracy drops when removing the
similarity features. The higher the drop, the more important the removed similarity feature. We

see that the similarity in content and similarity in topics is more important in QRec.

Table 3.5: The importance of each similarity feature in QRec (k =1000). For example, dropping
the similarity content in Stack Overflow causes 14.82% in accuracy. The higher value indicates
the higher importance of this similarity metric. Content and topic similarity are more important

than information network.

Similarity metrics | Stack Overflow | Yahoo! Answers

Content 14.82% 19.86%

Topics 16.85% 18.87%

Information network 7.28% 4.31%
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The Effect on the Community

Loss of Anarchy: Since we are controlling the community—for example, by sending each
question to a subset of users—we might lose answer quality if the question is only seen by the
small set of potential answerers. As we described in Section 3.3.1, the community will vote on
or rate each answer. Each answer’s score is the aggregation of the humans’ votes or rates. The
best answer is defined as the answer that received the highest score. In order to measure the
effect of the best answer, we define a metric called Loss of Anarchy (LoA), which is calculated

as:
Best Answer Score (Recommended Set)

LoA=1-
0 Best Answer Score (All Users)

3.7

Table 3.6 lists the LoA. We see that QRec preserves the quality of best answers, but the LoA
is higher on Yahoo! Answers. The Active method has a high LoA value due to diverse CQA
content and the fact that active users cannot cover many different topics. White’s method and

the PLSA method also have low LoA.

Table 3.6: Comparing the Loss of Anarchy. QRec preserves the quality of best answers when

the question is answered by a small set of potential answerers.

Algorithm | Stack Overflow | Yahoo! Answer
Rand 0.91 0.95
Active 0.26 0.75

White’s 0.14 0.27
PLSA 0.11 0.28
ORec 0.09 0.21

The load on each user: Since the question can be sent to the ordered list of users, some
users might be overloaded, while others will not receive much. In this experiment setting,
there is a set of questions and the list of potential answerers for each question q is U =
{u1,ug,...,u}, which is ranked in order. We assign the value of each user based on their
rank. If the user is the ¢*" in the list, his reciprocal rank (RR) is % Then, given the list of Q
questions, we can compute the total RR of each user to see the total workload that each user

could get.
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Figure 3.9: The loading distribution on users. QRec reflects the “power law” nature of users’

activities on CQA.

Figure 3.9 examines the distribution of the users’ workload. In the Rand method, all the
users have small RR values. In the case of the Active method, only a small number of users will
be potential answerers, but the RR of each user is very high. In QRec and White’s methods, the
distributions of RR follow the power law, but the distribution of QRec is skewer. We use linear
regression on the log-log scale to estimate the slope of distribution [18]. On Stack Overflow, the
slopes of QRec and White’s methods are —1.53 and —2.89 respectively. Similarly, the slopes
of QRec and White’s methods are respectively —2.22 and —3.01 on Yahoo! Answers. The
workload distribution of QRec reflects the nature of users’ contributions in CQA; for example,
the number of answers per user follows the power law.

Overload on user

We also examine the overloaded on the users. Let RealLoad be the number of answers given

by users during the recommendation period and RecLoad be the load created by different rec-

RecLoad— Real Load

ommendation algorithms. The ratio of overload is define as OverLoad = Fealload
eal L.oa

Table 3.7 describes the average overload of users in the community. We see that the sending
the question to most active users create a very high overload, while Rand method has low over-
load. The White’s and PLSA method also has low workload but achieve low efficacy to get the
question be answered. The QRec has reasonable overloading on users. In the real system, the

users can see more question than the question they can answers.
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Table 3.7: Comparing the Overload. QRec has reasonable overload.

Algorithm | Stack Overflow | Yahoo! Answer
Rand 0.62 0.46
Active 182.3 88.2
White’s 2.04 1.51
PLSA 2.11 1.54
ORec 6.96 2.87

3.5 Discussion

The results showed that a user’s topic interest and activity level (or social capital) are useful
features when finding potential answerers. In the method we used to calculate the score between
a user profile and a question, we used log(activity_level) instead of the activity level due to the
skewed distribution of user activity. Figure 3.3 shows that some users answer a larger number
of questions. These active users will always have a very high score if multiplying with activity
level even if tf-idf is low. Thus, using the log value is important. Additionally, using users’
topical expertise is better than using the raw content due to the brevity of questions in CQA.
We believe that finding correct potential answerers can help CQA sites improve their users’
experiences.

At this point, it is important to reflect on the newly proposed approach on theoretical
grounds. Specifically, we want to discuss how and why a user’s topical expertise and activity
level, which we incorporated in the proposed method, help make this approach generalizable—
theoretically and practically—for other applications of finding people through CQA that go be-
yond retrieving a question’s potential answerers.

Many CQA sites, including those used in the work reported here, contain highly diverse
and massive amounts of content. Our analysis shows that there are thousands of topics in Stack
Overflow and Yahoo! Answers. Users are normally interested in a small number of topics,
and they have a higher tendency to answer a question that pertains to topics with which they
are familiar. In order to confirm this hypothesis, we did a test to measure a user’s answer-lift.

Given a user u, a question g belongs to topic T, answer-lift is defined as in Equation 3.8.
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P(u answers q | uw answered T before)

AnswerLift(u,q) = (3.8)

P(u answers q | u not answered T be fore)

In general, the answer-lift measures the ratio of the proportions of answering a question
by users who participated in a topics opposed to users who were never participated in topic.
We randomly picked 10,000 answers in the site and found that the answer lifts were 2.81 and
2.37 in Stack Overflow and Yahoo! Answers, respectively. These results support our method’s
effectiveness.

We expect that using topic interest can help us to solve other important problems that con-
cern user retrieval in CQA, such as grouping users or finding special types of users. For exam-
ple, we could use the QRec algorithm proposed here with a slight modification to find people
who are likely to quit the community, as they are either losing interest in the topics covered
by the community or have not found enough activities that pertain to their interests. Another
example is finding a moderator in CQA. Due to the popularity of its community, a CQA site
must have a set of users who will monitor others’ activities. Topic interest is a strong indicator
of these potential moderators.

This work is not without its limitations. In our experiments, we only evaluated our method
using questions that received at least one answer. Due to the limitation of our datasets, it is not
possible to test our method on unanswered questions. In this work, we do not investigate why
certain questions are not answered. Understanding the answerability of questions is studied
in several works [133], [34], [106]. Questions often go unanswered because they are spam,
duplicates or annoying. Furthermore, our method did not consider users’ temporal activity,
such as changes in topic interest over time. Different forms of data and experiments are needed

to address such issues.

3.6 Conclusion

In the work reported here, we presented a large scale study on the two of the most successful
CQA sites: Yahoo! Answers and Stack Overflow. Our analysis highlighted the similarities
and differences between these two sites, since they serve different purposes and communities.

We also proposed a new method, QRec, to find potential answerers, addressing an important
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problem in CQA. The results showed that our method can achieve high accuracy in both CQA
sites. This could help CQA sites forward questions to suitable users. We expect that finding the
correct answerers would allow a question to be answered more quickly and accurately. In both
cases, users should be more satisfied with the site, increase their engagement and ultimately
build a larger and healthier CQA community. Furthermore, the method used to compute scores
in QRec is very efficient, which makes it applicable to large datasets.

In our current work, we only consider the list of questions answered when constructing
user profiles. A profile based on answering activity can be considered a user’s expertise. Future
work will incorporate the list of questions asked into user profiles. A profile based on asking
activity is considered a user’s interest. We expect that combining both user expertise and user

interest will provide a better view of CQA.
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Chapter 4

Good and Bad Answerers

4.1 Motivation and Problem Definition

CQA is a user-driven community where registered users voluntarily create all content, including
questions and answers. Therefore, content quality can easily vary, and it is paramount that sites
offer high quality information to retain existing users and attract new users to support their on-
line information seeking behaviors. The quality of information for educational purposes is even
more critical, as educational CQA users may develop their knowledge base through contents
within the platform. Students, in particular, may suffer when faced with inaccurate informa-
tion. For example, it may be possible that students who use a CQA to ask questions about
homework problems could be misled by incorrect answers without making proper judgements
about answer quality. Thus, quality assessment is critical to ensure students’ ability to learn
through educational CQA via information seeking and sharing activities. At the moment, tra-
ditional CQAs depend on human judgments to evaluate content quality. Unfortunately, human
assessors have many drawbacks including subjective (and possibly biased) assessments and in-
sufficient availability to sort through the ever-increasing content in CQA sites. Additionally,
such evaluators are difficult to recruit. Here, we address these concerns with a new framework
for assessing content quality.

In order to reduce the workload involved in manually assessing answer quality, we devel-
oped a framework to automatically detect the quality of answers. This was a difficult task due
to the complexity of CQA content. Here is the formal definition of our problem:

Formal definition:

Given:

e asetofusers U = {ug,up, ..., un}
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e asetof posts P=Q U A,
@ is the set of questions @ = {q1, q2, ---, ¢m1}, and

A is the set of answers A = {a1, a2, ..., ama}

e a set of interactions I = {iy,i9,...,9m3} (such as giving thanks, up-votes, making

friends)

Task: For arbitrary answer a € A, predict whether a will be deleted or approved? (or will

a be a bad or a good answer?)

4.2 Examining the Quality of an Answer

Our framework follows a classification problem. In the first step, we collect users’ history
and information, the interactions in the community, and the characteristics of answers. In the
second step, we build the classification model based on history. In the last step, we predict the

quality of new answers based on our trained models.

4.2.1 Feature Extraction

In order to classify answer quality, we build a list of features for each answer. Table 4.1 lists the
features used in our study. They are divided into four groups: Personal Features, Community

Features, Textual Features, and Contextual Features.

e Personal Features: These features are based on users’ characteristics. Personal features
include the activity of an answer’s owner, including the number of answers given by the
user, the number of questions asked by the user, the rank achieved by the user in the

community and the user’s grade level.

e Community Features: These features are based on the community’s response to a user’s
answers, such as how many thanks were given or how many bans were made. Further-
more, we also consider the social connectivity of users in the community. In Brainly,
users can make friends and exchange information. The friendships can be placed on a

graph where users are nodes and the edge between two nodes represents their friendship.
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We extract several features—such as the number of friends—pertaining to their connec-
tion, clustering the coefficient of a user and their ego-net (aka, the friends of friends).
The clustering coefficient (C'C;) of a user measures how closely their neighbors form a

clique, defined as

# of triangles connected i
CcC; = - -
# of connected triples centered on i

(4.1)

Higher values mean that this user and their friends form a stronger connection. We

denote d; = |N(i)| as the number of friends of user 1,

N (i)| denotes set of neighbors of

1. Average degree of neighborhood is defined as

- 1
dy(i) = s ZjGNi d; (4.2)

We also use egonet features of a node. A node’s egonet is the subgraph created by
the node and its neighbors. Egonet features include the size of egonet, the number of

outgoing edges of egonet and the number of neighbors of egonet.

These features incorporate four social theories: Social Capital, Structural Hole, Balance
and Social Exchange [10]. The capacity of social connection in information dissemina-
tion was conducted in [60]. Furthermore, these features are all computed locally, which
is scalable and efficient. Computing the community features is an almost linear time

algorithm, taking almost O(nlogn), where n is number of nodes in graph.

Textual Features: These features are based on answer content, such as length and for-
mat. We also check whether users use Latex for typing, since many answers provided
in topical areas concerning mathematics and physics are easier to read if Latex is used.
Furthermore, we measure the text readability based on two popular indexes: automated
readability index (ARI) and Flesch reading ease score of answer (FRES) [57]. The ARI

measures what grade level should understand the text, which is measured by

# of characters 0.5 # of words

4.71
[ # of words # of sentences

—21.43 4.3)
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The FRES index measures the readability of the document. Higher FRES scores indicate

the text is easier to understand. FRES index is calculated as

206.8 — 1,01« ol words g, 7 of syllables

# of sentences # of words

4.4)

e Contextual Features: These features include the question’s grade level, the device types
used to answer the question, the similarity between answer and question, how long it
took to type the answer and the typing speed. The typing speed measures how many
words the user types per second. The devices let us know whether the participant used a
computer or a mobile device to answer. In order to compute the similarity between the
answer and the question, we treat the answer and question as two vectors of words. The
cosine similarity between these two vectors returns the similarity between them. Value
0 means that there are no common words between them. We believe that no common

words between the answer and the question might indicate unrelated answers.

Similarly, we have a list of features that pertain to subject-focused CQA. Though they are
slightly different, they are essentially equivalent to those that apply to general CQA. For exam-
ple, the ranking of users in Brainly is similar to the reputation of users in Stack Overflow. In
focused CQA such as Stack Overflow, the good content is up-voted, and the user can achieve a
respected reputation by providing high quality content. In many CQAs, friendship connections
are not available. Thus, we can create the virtual friendship network [38]. In particular, there is
a connection between users if they interact via asking-answering activity. Furthermore, some
features, such as the device type or typing speed, are not available in the public data set. For-
tunately, the results suggest that these features are not very important and have low prediction
power.

Building training set:

In order to build the training data, we extracted features for each answer as seen in Table
4.1. These can also be divided into two types of features. (i): Immediate features are the length,
device type, typing speed, and similarity between answers and questions. These features are
extracted immediately when the answer is posted. (ii:) History features, such as the number

of thanks and number of answers given, can be built beforehand and updated whenever these
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Table 4.1: Lists of features on educational CQA are classified into four groups of features:

Personal, Community, Textual and Contextual. The abbreviations of features are in brackets.

Personal Features

Number of answers given (n_answers)

Number of questions asked (n_questions)

Ranking of users (rank_id)

Grade level of users (u_grade)

Community Features

Number of thanks that user received (thanks_count)

Number of warnings that user received (warns)

Number of spam reports that user received (spam_count)

Number of friends in community (friends_count)

Clustering Coefficient in friendship network (cc)

Average degree of neighborhood (deg_adj)

Average CC of friends (cc_adj)

Size of ego-network of friendship (ego)

Number of outgoing edges in ego-network (ego_out)

Number of neighbors in ego-network (ego-_adj)

Textual features

The length of answer (length)

The readability of answer (ari)

The Flesch Reading Ease Score of answer (fres)

The format of answer (well_format)

Using advance math typing: latex (contain_tex)

Contextual features

The grade level of question (q_grade)

The grade difference between answerer & question (diff_grade)

The rank difference between answerer & asker (diff_rank)

The similarity between answer and question (sim)

Device used to type answer (client_type)

Duration to answer (time_to_answer)

Typing speed (typing_speed)
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Table 4.2: Lists of features on Focused CQA (Stack Overflow) are classified into four groups

of features: Personal, Community, Textual and Contextual. The abbreviations of features are

in brackets.

Personal Features

Number of answers given (n_answers)

Number of questions asked (n_questions)

Reputation of users (answerer_rep)

Community Features

Number of up-votes that user received (up_votes)

Number of down-votes that user received (down_votes)

Number of friends in community (friends_count)

Clustering Coefficient in friendship network (cc)

Average degree of neighborhood (deg-adj)

Average CC of friends (cc_adj)

Size of ego-network of friendship (ego)

Number of outgoing edges in ego-network (ego_out)

Number of neighbors in ego-network (ego_adj)

Textual features

The length of answer (length)

The readability of answer (ari)

The Flesch Reading Ease Score of answer (fres)

The format of answer (well_format)

Using advance math typing: latex (contain_tex)

Contextual features

The rank difference between answerer & asker (diff_rep_users)

The similarity between answer and question (sim)

Duration to answer (time_to_answer)
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features change. Thus, when a new answer is posted, we can immediately extract all proposed
features, allowing our method to work in real time. Further details about these settings are

described in Section 4.4. Next, we describe three classifiers used in our study.

4.2.2 Classification

Because our framework could operate with almost any classification model, we compared the
performance of different models in this study. In particular, we tested the classification algo-
rithms below [12]. Let X = z1,x9,...,x, be the list of features. The list of classification

algorithms are summarized as:

e Logistic regression (log-reg): Log-reg is a generalized linear model with sigmoid func-

tion

1

PY=1X=—"——
( | 1+ exp(—b)

) 4.5)
where b = wg + >_(w;.z;) , w; are the inferred parameters from regression.

e Decision trees: The Tree-based method is a nonlinear model that partitions features into
smaller sets and fits a simple model into each subset. The decision tree includes two-
stage processes: tree growing and tree pruning. These steps stop when a certain depth is

reached or each partition has a fixed number of nodes.

e Random Forest (RF): RF is an average model approach [47], [15] and we use a bag of
100 decision trees. Given a sample set, the RF method randomly samples data and builds
a decision tree. This step also selects a random subset of features for each tree. The final
outcome is based on the average of these decisions. The pseudo-code of RF is described
in Algorithm 2. There are some advantages of RF. When building each tree in Step 4,
RF randomly selects a list of features and a subset of data. Thus, RF can avoid the over-
fitting problem of the decision tree. Furthermore, each tree can be built separately, which

makes distributively computing the trees extremely easy.

Figure 4.1 summarizes the architecture of our method. In the framework, textual features
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Algorithm 2 Pseudo-code of Random Forest algorithm
Input:

e A set of training input 7' = {(X;,v;)},i=1, ..., n.
o Number of trees Ny ces
e A new feature vector X,,cq

Output: the prediction outcome of X ,cq
1: fori =1 : Nyees do
2:  Randomly select a subset of training 7T}.qpqg C T
3:  Build the tree h; based on T}.4,,4
4:  In each internal node of h;, randomly select a set of features and split the trees based on

these selected features

5: end for
Nt'rses

6: PTGd(Xnew): Z hi(Xnew)
=1

7: return Pred(X,ew)

and contextual features can be quickly calculated as soon as a new answer is posted. Per-
sonal and community features are extracted from the history database. After querying personal
and contextual features, some features related to a user’s activities (e.g., number of answers
increased over time, etc.) are also updated accordingly.

Next, we will describe the data sets used in our study, as well as some characteristics of

users in online learning communities.

4.3 Datasets and Characterization of the Data

We used data in Stack Overflow and Brainly. Table 4.3 describes the basic characteristics of

these sites.
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Figure 4.1: An overview of a framework proposed in the study.

Table 4.3: Description about data. US is the Brainly data in the United States market, PL is

Brainly data in Poland.

Site Period # of Users | # of Posts | # of Answers

[N Nov 13 to Dec ’15 800 K 1.5M 700 K

PL Mar *09 to Dec ’15 29M 199 M 10M
Stack Overflow | Jul 08 to Sep *14 34M 21.2M 7.7 M

4.3.1 Brainly: An Educational CQA

Overview: Brainly.com is an online Q&A for students and educators with millions of active
users. In our study, we use the data from two markets: the United States (US) and Poland
(PL). Table 4.3 describes some characteristics of these datasets. Our study uses both deleted
and approved answers. Brainly requires high quality answers, meaning that moderators delete

incorrect answers, incomplete answers or spam posts. A moderator is an experienced user who
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has contributed significantly to the community. Established in 2013, the United States market—
currently consisting of 60,000 active users—is emerging in Brainly. In contrast, Brainly has
been used since 2009 in Poland, and thus boasts an established market of 760,000 active users
in that country. The posts in Brainly are divided into three levels (grades): primary, secondary

and high school. There is no detail category for each level.

Manual Assessment

A total of 400 answers were extracted from Brainly in the first week of January 2016. From
this, 200 deleted answers and 200 approved answered were examined manually to discover
the reasons for deleting answers. We see that approved answers have high quality and provide
complete and detailed information to answer the questions. Brainly is an educational CQA; the
website wants to promote the correct answers since the user is in the learning stage and learning
the wrong information is not desirable. Thus, the site strictly deletes mistaken, incomplete

and/or uninformative answers. The main reasons for deleting answers include:

e Lack of explanation: The answer is uninformative and does not provide any supporting
work and/or examples. This often occurs in mathematics and physics where answers

require calculations.
e Mistakes: The answer provides wrong information or results.
e [ncomplete: The answer missed crucial information.

e Too Vague: The answer is too vague to be considered valid. The answer needs to elabo-

rate on the topic or demonstrate more effort.

e Pointless Answer: The answer is unhelpful and/or pointless. For example, “I want to

help but I need more knowledge” or “I think the answer is ...”
e Plagiarism: The answer copies the content from other websites or previous answers.
e Grammar: The answer has grammatical, syntactical or linguistic issues.

e Others: The answer advertised other services or seems antisocial. For example, “Pay me

$20 and I can write for you” or “Do a little math loh”.
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These reasons can also be grouped into three main types includes (1) Erroneous: Mistakes,
Pointless Answer, Grammar Error, Not Clear: Lack of explanation, Incomplete, Too Vague,
and Miscellaneous: Plagiarism, Others. Figure 4.2 plots the distribution of reasons why an-
swers are deleted. In the majority of cases, answers are deleted due to answerers’ insufficient
knowledge. In some cases, an answer might be considered low quality due to improper gram-
mar, language and other details. Table 4.4 lists some examples of deleted answers and approved

answers.
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Figure 4.2: Distribution of deletion reasons. Some popular reasons are lack of explanation,

containing mistakes and incomplete answers.

Other Characteristics

Ranking of users: Brainly uses a gamification-based feature that illustrates how actively users
participate in answering questions. In the current Brainly system, there are seven hierarchical
ranks, from Beginner to Genius. Users can advance through these categories in two ways:
receiving a high number of points on their answers, and having their answers selected as “best”
by askers. This ranking mechanism is similar to other CQA sites such as Yahoo! Answers
and Stack Overflow, which encourage users to contribute to the site in order to earn a high

reputation.
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Table 4.4: Popular reasons for deleting answers. Answers are deleted for diverse reasons. High

quality answers are approved on Brainly.

Reason Example

Lack of explanation | Question: Out of 32 students in a class, 5 said they ride their bikes to school.
Based on these results, how many of 800 students in the school ride their bikes
to school?

(or uninformative) Approved Answer: (5/32)=(x/800). Set up the equation, multiply both sides
by 800, (4000/32)=x, simplify x=125 .

Deleted Answer: 125 students

Mistakes Question: Simplify 3(7x+2y)?

Approved Answer: It is 21x+6y. You would just multiply 7*3 =21 then
u would bring down the X, then bring down the addition sign then multiply
3*%2=06

Deleted Answer: 3(9x) is the simplified

Incomplete Q: The two sociologists who referred to society as being a kind of living or-
ganism were A) Auguste Comte; Emile Durkheim B) Karl Marx; Max Weber
C) Auguste Comte; Herbert Spencer D) Emile Durkheim; Max Weber
Approved Answer: Auguste Comte; Emile Durkheim

Deleted Answer: AUGUSTE COMTE

Too vague Question: How do u add and subtract fractions with different denominator?
Approved Answer: You first have to get both of the denominators to be the
same. For example: if you’re adding % + %, you need to multiply the 1/2 by
2/2 to get the fraction to be 2/4 so you can add it with 1/4.

Deleted Answer: You need to make them have a common denominator.

Plagiarism Q: Why shouldn’t we bath after having lunch or dinner?

Approved Answer: Due to the cold water flowing on the body, the blood
circulation increases around the body near the skin. This reduces the blood
flow in the stomach...

Deleted Answer: Following ingestion food the splanchnic circulation or

blood circulation to the viscera or the different parts and organs concerned

with food ...
Grammatical Q: What color is given for desert in map?
linguistic errors Approved Answer: Brown

Deleted Answer: The answer is (BEROWN) .
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Deleting answers in Brainly: Brainly tries to maintain high quality answers, and moder-
ators are recruited to participate heavily in deleting questions. Only experienced users, such
as moderators, are allowed to delete answers. Answers may be deleted if they are incomplete,
incorrect, irrelevant or spam. A significant portion of answers are deleted (30%) to maintain
the site’s high quality. But deleting this many answers is time-consuming and labor intensive.
Furthermore, manual deletion might not be prompt, meaning unsuitable content remains on the
site until moderators have a chance to review it. Thus, developing an automatic mechanism to
assess answer quality is a critical task.

Friendship in Brainly: Users in this social CQA can make friendships and exchange ideas
and solutions. After joining the community, users can request to make friends with other users
if their topics of interest are related. The friendship feature in Brainly is a new mechanism that
encourages students to exchange ideas and solutions. In traditional CQA such as Yahoo! An-
swers and Stack Overflow, there is no formalized friendship connection. Figure 4.3 depicts the
distribution of number of friends per user. We see that it follows the power law with long tail.
Some users have many connections in the community while others make only a few contacts.
We expect that users with many connections are more active and more committed to answering

questions.
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Figure 4.3: Distribution of number of friends per user in log-log scale. The number of friends

follows the power law. Some users make a lot of friends in this community.

Activity in Brainly: This is a free community. Anyone can contribute by asking questions,

giving answers, giving thanks and making friends. Due to the nature of the community, the
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contribution of each user is different and based on their interests and availability. Figure 4.4
plots the distribution of number of answers given per user. Again, this follows the power law
with some very active users. Answering questions is a popular way for users to earn higher
scores and increase their ranking in the community. Active users provide many answers to
demonstrate that they are willing to devote their time to helping others. Answerers can also
gain knowledge and trust from the community by answering a high volume of questions. Thus,

these users may provide high quality answers.
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Figure 4.4: Distribution of number of answers given per user. A small fraction of users answer

a lot of questions while many users answer a few questions.

Subjects of interest: The questions in Brainly are divided into different subjects/topics, such
as Mathematics, Physics, etc. We examine how students participate in these topics between two
countries. Figure 4.5 shows that students in both countries participate more in the topical areas
of Mathematics, History and English. The percentage of posts on Mathematics in the United
States is significantly higher than in Poland (42% vs. 35%). This might indicate that students
in the US need more help with Mathematics.

The readability of answers: We want to see whether approved answers are more readable—or
clearer—than deleted answers. We use ARI to measure answers’ readability. Findings indicate
that the ARI of approved answers is 6.9 &= 3.1, while the ARI of deleted answers is 5.1 + 3.2.
Similarly, the FRES indexes of deleted and approved answers are 69.9 £+ 23.1 and 62.2 £ 22.5

respectively. A higher FRES value means that an answer is easier to read. We see that the
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Figure 4.5: Percentage of posts in different subjects. Both countries are similar and students

are most active in discussing Mathematics, History and English.

standard deviation is large for both indexes due to the diversity of content. We conducted a
t-test and saw that the difference is significant with p = 0.05. This difference exists because
many answers in primary and secondary levels are deleted. In general, the answers in primary
and secondary levels are easy to read.

Quality of experienced and new users: We examine the quality of answers from both new
users and experienced users. We examine the deletion rate of answers based on the ranking of
users. Figure 4.6 plots the rate of answers deleted from differently ranked users. We see that
low-ranked users have a very high rate of deletion. Because Brainly supports education, the
community expects correct answers. Even incomplete answers are deleted. We see that many
intermediate users’ (such as rank 3 or rank 4 users’) answers are deleted. This demonstrates
that Brainly maintains a very high standard to ensure quality answers.

In the next section, we will describe the experiment set up, the main results and the discus-

sion of the results.

4.3.2 Stack Overflow: A Focused CQA

Table 4.3 lists the characteristics of the data set used in our experiment. The data includes
information on all users and all posts from Stack Overflow since its creation in 2008 until

September 2014. There are more than 21 million posts in this dataset. Each question in Stack
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Figure 4.6: Percentage of answers deleted vs. rank level. Rank 1 is beginner while rank 7
is genius. Highly ranked users have fewer deleted answers due to their experience. A high

deletion rate indicates that the site’s answer requirements are very strict.

Overflow has its own tags, which are considered the post topics. Each question has one to
five tags. Users in Stack Overflow can engage in different activities such as posting questions,
giving answers, voting for the best answer and up-voting or down-voting a post. They can also
earn a reputation by posting high quality questions and answers. The table shows how this
reputation is calculated. Table 3.1 summarizes the score system in Stack Overflow. In order
to maintain high quality posts and encourage high quality posting, the score system is very

rewarding and but strict.

Number of Posts

Figure 4.7 plots the number of answers per user. It shows that a few users are very active and
contribute a majority of the content in Stack Overflow. This reflects the general observation
that many users in CQA only answer a few questions, while a small number of users are very

active.

Number of Posts vs. User Reputation

Figure 4.8 shows the relationship between 1000 randomly selected users’ number of posts and
earned scores. The Figure demonstrates that if a user contributes more frequently, they can

earn a higher score. This relationship, however, is not linear because post quality significantly
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Figure 4.7: Number of answers given per user in Stack Overflow. The contribution follows the

power law.

affects a user’s score. For example, if a user posts 1000 mid or low quality posts, they may earn

the same score as another user who contributes less than 100 high quality posts. But in general,

a user can only become a top contributor if they are active in the community.
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Figure 4.8: The number of posts vs. the score earned by 1000 randomly selected users. A more

active user can earn a higher score.

Question-Answering Behavior vs. User Reputation

Users in CQA can contribute to the community and earn their reputation by posting useful

questions and answers. We want to see whether there are differences between normal users and
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top contributors. Figure 4.9 shows the distribution for different types of users. We see that top
contributors’ posts are often answers. For example, in the group of top contributors, 60% of
these users list more than 90% of their posts as answers. In contrast, more than 30% of normal
users have less than 10% of their posts as answers. This indicates that many normal users may

only join a CQA community to find answers.
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Figure 4.9: Comparing users’ question-answering behavior. The x-axis is the percentage of

posts that are answers. Most top contributors’ posts are answers.

4.4 Experiments and Results

In this section we will describe our experimental setup, highlight the main results, and provide

a discussion around these experiments and findings.

4.4.1 Experimental Setup

To compare the performance of classifications, we used different classification algorithms with
different sets of features. In the default setting, we used the Random Forest of 100 decision
trees. In the evaluation, we randomly selected 200,000 answers in each data set to validate our
framework’s the accuracy. We used 10-fold cross validation to select parameter classification
with 70-30% training, testing set. In order to compare the efficacy, we examined the accuracy,

F1-score, confusion matrix and Area Under Curve.
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In Brainly’s data sets, our framework predicts whether an answer is deleted or approved by
the community moderators. In Stack Overflow, we use the community feedback as the ground
truth of answer quality. The high quality answer gets the positive score and the low quality an-
swer receives the negative score. Section 4.3 describes the score-assigning mechanism, which

is based on the up-votes and down-votes.

4.4.2 Main Results

Accuracy

Accuracy is defined as the percentage of correctly classified answers. Figure 4.10 plots the
accuracy of applying Random Forest (RF) to different groups of features. PF, CmF, TF, CtF
denotes the results when our frameworks used personal features, community features, textual
features and contextual features, respectively. All presents the accuracy when using every fea-
ture. The results demonstrate that personal features and community features are more useful
in predicting answer quality. This makes sense because good users normally provide good
answers. The textual features have less prediction value due to the complexity of the site’s
content. We will examine the details of each feature later. Furthermore, our classifier achieves
a very high accuracy of more than 78.5% in all data sets. Given the complexity of answers

within the community, these results are very encouraging.

F1-score

We also measure F'1 score, which considers both precision and recall. Precision is the fraction
of instances that are relevant, while recall is the fraction of relevant instances that are retrieved.

The value of F'1 is defined as

precision * recall

F1=2x 4.6)

precision + recall
Figure 4.11 shows that using all features achieves the highest F'1 score, which is more than
84% in both Braily data sets and 78.5% in Stack Overflow. High F'1 scores demonstrate that
our method can achieve both high precision and recall. Similar to accuracy, the results suggest

that personal features and community features are the most important in the model.
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Figure 4.10: The accuracy of using different groups of features. PE CmF, TF, CtF denotes
the results when our frameworks used personal features, community features, textual features
and contextual features respectively. All means using all features. PF, CmF are more useful in

predicting answer quality. (Random Forest is the classifier used.)

The performances in the Brainly data sets are higher than those in Stack Overflow (83.5%
vs. 78.5%). Several reasons explain this discrepancy. First, Stack Overflow provides a public
data set that does not contain every feature. Furthermore, the content in Stack Overflow is more
complicated than that in Brainly because Stack Overflow is used widely by professionals, such

as programmers, with specialized knowledge.

Comparing Different Classifiers

Table 4.5 compares the accuracy when applying different classification algorithms. We see that
Random Forest outperforms logistic regression and decision trees. This is due to the non-linear
relationship between features and answer quality. Furthermore, Random Forest also randomly
selects different sets of features to build trees, which avoids over-fitting in classification. Ran-
dom Forest is also an efficient algorithm that can work well on large data sets. Our experiment
was conducted on a machine with 2.2 GHz quad-core, 16 GB of RAM. It was implemented
in Python code on a data set consisting of 200,000 answers. The experiment took 34 seconds
to train the model and less than 1 millisecond to predict each answer. Training is one time
cost. It implies that our framework can determine the quality of answers in real time. Thus, our

suggestion is to use Random Forest as a classifier in a real system.
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Figure 4.11: Comparing the F'1 score (higher is better) when using different groups of features.

Random Forest is the classifier used. High F1 score shows that our method achieves high

value in both precision and recall. Again, personal features and community features are more

important in the model.

Table 4.5: Compare the accuracy of different classifiers. Random Forest (bag of 100 trees)

outperforms logistic regression and decision trees.

Classification USA PL Stack Overflow
Logistic Regression 79.1% 76.8% 73.1%

Decision Trees 78.2% 77.1% 72.9%

Random Forest 83.9% 83.5% 78.5%
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Feature Importance

In this section, we measure which features are more important. In order to determine this,
we use a permutation test to remove the features and measure the accuracy of out-out-bag
(OOB) samples. The important features will substantially degenerate the accuracy. Figure
4.12 reports the importance of different features used in our study. The three most important
features are the number of thanks users receive, the amount of spam reported, and the similarity
between answers and questions. We believe that some features strongly correlate with quality
but ultimately appear less important, such as device type or using Latex when typing. For
example, participants using mobile devices to submit their answers may make more mistakes,
or a participant using Latex markup might indicate their significant experience with certain
topics. Unfortunately, there were only a few answers that were posted from mobile devices or
typed in Latex (less than 10%). Thus, these features lost their prediction value. In the Stack
Overflow data, the social connection feature is less important because the site facilitates virtual
connections. As we mentioned before, there is no formal friendship in Stack Overflow. In
a smaller community such as a forum, the virtual connection is stronger and contains more
information [38]. But because CQA is a large community, creating a virtual connection based

on asking-answering interactions has less prediction value.

0.20

= 0.14}/pmmm  Feature Importance = BB Feature Importance
©
g o012 8% 115
cQ ;:D_.J
TS g
8 20.10 gg
S E 5=
22008 gg
ES h £ 5 0.10
= o E
o E0.06 o £
S 2T
T 5 0.04 T3 0.05
e£ L5
=) =
= Hans N
= 0.00
0.00 III.- Qv N nne N aT D VDES 0T QATE X
EEETCE LRSS TC0R P EL Y5882 RE RS C8838588sE820F35T88TE
33000 E G000 83 E"BERLBE SIS L 298229 TET50 9 ool
oS3 S o QoC Q8 Lot cosT® 22200 >¢g 73 e 5 O D @
©S 52% VEOPT 935 DLOOFaSEy 5oocS” c=x e =3 oo
2e © § S0 O g 9 £%os5 g-53 295 "% =3 3 T B
< ! 53 & o Se SEO0=3 .5 < 8 2
Sa c ] 5 ol X¥52° cE® © c
E(I) < t‘ = [0} %a © T O
5 = £ z
- 12}
Feature Names &
Feature Names
(a) Brainly (US) (b) Stack Overflow

Figure 4.12: Measure of important features (higher is more important). The most important
features are number of thanks - up votes, reputation, number of spams, similarity between

question and answer, and so on. Table 4.1 and Table 4.2 list the notations of used features.
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Features Selection

One possible concern is whether features selection can improve the performance of our method.
The general idea of features selection is to remove features that have no correlation with the
outcome, or to remove two similar features. In both cases, such features cause over-fitting in
the prediction. In Random Forest, we already randomly select features when building the trees.
In particular, Step 4 in Algorithm 2 selects random features to build the trees. Furthermore, the
number of features in our study is not large. Thus, features selection is unnecessary and does

not help improve accuracy.

High Quality Answers and Low Quality Answers

We discuss which is more difficult to detect: high quality or low quality answers. Table 4.6 ex-
amines the confusion matrix that describes how answers are wrongly classified in different data
sets. We see that detecting deleted questions achieves higher accuracy than detecting approved
answers in the US. This is so because many answers in the US market are answered by new-
comers, who do not often satisfy the high quality criteria established by this CQA community.
In the PL market, there is no difference due to a well-established community and the fact that
the majority of the participants are experienced users. Similarly, there is no difference in Stack

Overflow data since Stack Overflow is also a well-established community.

Receiver Operating Characteristic (ROC)

We also evaluate the ROC of the approved answers for both data sets. The ROC denotes the
classification’s ability to find the correct high quality answers with different thresholds. The
curve in Figure 4.13 plots the True Positive rate against the False Positive rate. We see that
the area under ROC is higher than 0.91 in both data sets. In the real deployment, we can
set different thresholds to select the approved answers based on various requirements. For
example, the administrators of the site might believe that 17% is insufficient and require that
the automatic assessments not make mistakes with a rate of more than 0.05. Figure 4.13 shows
that if the False Positive Rate is 0.05, the True Positive Rates of the US and PL are 0.73

and 0.62, respectively. Otherwise, we can detect a majority of the approved answers with a
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Table 4.6: Confusion matrix for predicting answer quality.

Prediction outcome

Deleted Approved Total

Deleted 90.1% 9.9% 100%

Actual value

Approved 22.4% 77.6% 100%

a. Brainly — United States

Prediction outcome

Deleted Approved Total

Deleted 81.5% 18.5% 100%

Actual value

Approved 14.5% 85.5% 100%

b. Brainly — Poland

Prediction outcome

Negative Positive Total
Negative 77.7% 22.3% 100%

Actual value
Positive 20.6% 79.4% 100%

c. Stack Overflow

small error rate. The rest of the answers are considered borderline entities, which are hard to
differentiate between good or bad. Under these circumstances, we can still take advantage of
moderators and askers to provide another evaluation of the questions or answers. It’s more
difficult to detect the quality of answers in Stack Overflow since this is a focused CQA where
the questions and answers are much more difficult and complex than those in educational CQA.

In all cases, our model significantly reduces humans’ workload.

4.5 Discussion

Asking a question for learning purposes is not a new phenomenon within the area of informa-

tion seeking. It is an innate and purposive human behavior to satisfy an information need via
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Figure 4.13: Area Under ROC curve for our frameworks are above 0.9 in both Brainly data

sets and is 0.86 in the Stack Overflow data set.

searching techniques [25], and information and knowledge received through an asker’s ques-
tioning behavior may become meaningful if the information acquired helps solve their prob-
lematic situations [135]. In recent years, new information and communication technologies
have emerged to develop novel ways for users to interact with information systems and experts
in order to seek information. These new resources include digital libraries and virtual reference
tools, as well as CQA services that allow users to both consume and produce information.

According to Ross et al. [102], librarians and experts in both face-to-face and virtual refer-
ence environments engage in a process of negotiating an asker’s question. This helps identify
an asker’s information need and allows them to construct a better question that will receive
higher quality answers. However, this process of question negotiation may not occur in the
context of CQA, which significantly impedes an asker’s ability to receive satisfactory answers.
Identifying what constitutes the content quality of information generated in CQA (or for that
matter, any online repository with user-generated content) can be critical to the applicability
and sustainability of such digital resources.

When it comes to CQA in educational contexts, seeking and sharing high quality answers
to a question may be more critical since question-answering interactions for educational an-
swers is likely to solicit factual and verifiable information, in contrast to general-purpose CQA

services where advice and opinion-seeking questions are predominant [24]. Thus, evaluating
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and assessing the quality of educational answers in CQA is important for not only improving
user satisfaction, but also for supporting students’ learning processes. In more complex CQA
that pertains to focused and difficult topics, communities heavily rely on moderators, who of-
ten find themselves with inordinately high work loads. Thus, the accuracy of our framework is
encouraging, as it suggests that an automated process can alleviate stress and improve content
within CQA communities.

In this work, we attempted to investigate an educational and a focused CQA by examining
a series of textual and non-textual answer features in order to identify levels of content qual-
ity among the answers. The study first attempted to identify a list of content characteristics
that would constitute answer quality. In the second step, we applied these features in order
to automatically assess the quality of answer. The results showed that personal features and
community features are more robust in determining answer quality. Most of these features are
available and feasible to compute in other CQA sites, making our approach applicable to the
wider community. Furthermore, the efficacy and efficiency of our method make it possible to
implement within the real system. In our experiment on a standard PC, it takes less than one
millisecond to return the prediction. It also only takes less than one minute to train the model
with 200,000 answers from Brainly. However, the training step is a one-time cost and can be
accomplished using distributed processing. By applying this technique to the real system, we
believe that we can reduce the number of deleted answers by giving a warning immediately
before a user submits a response to the community. Furthermore, the approach can approve
high-quality answers and thus significantly reduce an asker’s wait time.

Most of the previous work applied logistic regression in order to evaluate the quality of an-
swers. Our work showed that a “wisdom of the crowd” approach, such as Random Forest, can
significantly improve the accuracy of assessing answer quality due to a non-linear relationship
between the features and the quality of answers. For example, the results showed that longer
answers are more likely to be approved compared to deleted answers. But very lengthy answers
might signal low-quality answers, such as confusing or spam answers. Even though the current
study focused on evaluating answer quality in terms of educational information on CQAs for

online learning in particular, the study also suggests an alternative way to investigate general
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CQAs’ answer quality via our method—i.e., a “wisdom of the crowd” approach—in order to im-
prove the accuracy of quality answer assessment. Moreover, in terms of practical implications
of users’ interactions for content moderation on CQA, the findings may propose a variety of
features or tools (e.g., detecting spams, trolling, plagiarism, etc.) that support content moder-
ators in order to develop a healthy online community in which users may be able to seek and
share high quality information and knowledge via question-answering interactions.

There are also limitations to our work. For example, it can only detect high and low quality
answers. It would be helpful if we could provide suggestions to improve the overall quality of
these answers. We believe this is challenging but highly rewarding work that might require a
significant effort to examine answer meaning. Furthermore, our approach was heavily based on
the communities’ past interactions, and thus has limited applicability to a newly-formed CQA

community.

4.6 Conclusion

The work described here focused on answer quality in both educational and subject-focused
CQAs. An educational CQA supports young students in the learning stage while a focused
CQA targets professional users. We strove to improve the efficiency of community manage-
ment in terms of facilitating users’ ability to seek and share high quality answers to a ques-
tion. Traditional methods involving human assessments may not be sufficient due to the large
amount of content available, as well as subjective assessments of answer quality; therefore, we
propose a framework to automatically assess the quality of answers for these communities. In
general, our framework integrated four different aspects of answers, such as personal features,
community features, textual features and contextual features. We presented here the first large-
scale study on CQA for education and focused programming topics. Our method achieves high
performance in all important metrics such as accuracy, F1 score and Area under ROC curve.
Furthermore, the experiment demonstrates that our method is highly efficient and can work
well in a real time system.

We conducted a large scale study of two popular CQAs: the educational Brainly, which

spanned two major markets, and the programming-focused Stack Overflow. Our framework
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performs well in all data sets. In this study, we had access to all questions generated in Brainly,
while the Stack Overflow data contained that which was publicly released. The content in Stack
Overflow is more complicated than that in Brainly because Stack Overflow is used widely by
professional programmers with specialized knowledge. Because Stack Overflow contains more
complex content, our model demonstrated slightly lower accuracy when applied to its data set.
However, we find that personal features and community features are more robust in assessing
the quality of answers in an online community. The textual features and contextual features
are less robust due to the diversity of users and content in these communities. For example,
users with an esteemed reputation are more likely to give a good answer than new users who
logically have a lower reputation.

For both communities (i.e., Brainly and Stack Overflow), we found that the higher the user’s
reputation, the better the quality of the answers they provide. Furthermore, all features used in

this study can be computed easily, which makes the framework’s implementation feasible.
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Chapter 5

Struggling Users in Educational CQA

Many initial CQA venues, such as Yahoo! Answers and AnswerBag, were developed to support
general-purpose questions. Other CQA platforms focus on more specific topics; for example,
Stack Overflow supports issues related to computer programming. Recently, CQA has evolved
to support online learning. Some small-scale CQAs were introduced in order to support small
groups of university students [8], [110]. These educational CQA sites include Cheggl, Piazza?
and Brainly?. Brainly, for instance, specializes in online learning for primary and secondary
students, helping them interact with each other by asking and answering questions related to
school subjects (e.g., English, Mathematics, Biology, Physics, Chemistry, etc.) [23]. Although
most CQAs are publicly available and any student is welcome to join for educational purposes,
a majority of new CQA users may be fully or partially unaware of these sites’ community
norms. These norms constitute user behaviors that govern how to appropriately ask and answer
a question in order to satisfy an asker’s information need. Misunderstanding these norms may
affect a user’s ability to post appropriate and mutually beneficial answers to a CQA community.
Though users who struggle to understand community norms but continue to answer questions
differ from online lurkers who most likely consume content without creating it [113], they
both need guidance in order to create appropriate answers and participate in healthy question-
answering activities. Thus, the main research objective of this Chapter is to understand char-
acteristics of those struggling CQA users and investigate a series of features that indicate their
behaviors. To do so, we propose a framework to automatically identify struggling users based

on their question-answering activities. We also attempt to investigate the feasibility of detecting

"https://chegg.com/study/qa
*https://piazza.com/
3http://brainly.com
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struggling users in the early stages of their problems by using community feedback. Commu-
nity feedback is the feedback other users provide on answer quality; for example, users vote
for best answers or moderators delete bad quality answers. Understanding struggling users and
identifying them in the early stages of their CQA activities may help create appropriate user
guidelines that demonstrate how students can properly seek and share information within an
online education community in order to increase or improve their knowledge.

In the current study for identifying struggling users, we attempt to examine Brainly, one of
the largest CQA services specifically targeted towards education. Brainly is an online social
learning network for students and educators with millions of active users. It has approximately
60 million monthly unique visitors as of January 2016 and is available in 35 countries, including

the United States, Poland, Russia, Turkey, Brazil, France, Indonesia, and more.

5.1 Datasets and Characterization of the Data

Overview: In this study, we use data provided by Brainly.com. This is an online Q&A for
students and educators with millions of active users. Here, we use data from two markets:
the United States (US) and Poland (PL). US is an emerging market that started in 2013 while
PL is a well-established market that began in 2009. Table 3.2 describes some characteristics
of these data sets. Brainly requires high quality answers. Thus, moderators delete incorrect
answers, incomplete answers or spam posts. A small fraction of highly experienced users are
promoted to be the moderators. The moderators not only have experience, but also have a
history of significantly contributing to the community. In terms of assuring answer quality,
moderators are able to delete wrong, poor and spam answers with additional explanations to
answerers; approve appropriate answers; warn and ban users who behave against policies; and
participate in the forum to share their experiences with content moderation. There are 207
active moderators in US and 377 active moderators in PL. who voluntarily curate content on a
daily basis. Moderators also evaluate the majority of new material. The posts in Brainly are
divided into three levels (grades): primary, secondary and high school. Brainly also integrates

social networking into the platform, as it allows users to make “friends” and exchange ideas.
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5.2 Examining Struggling Users

To understand struggling users based on their online activities, we first show that these users

exist in the community and display behaviors that deviate from established community norms.

5.2.1 Definition of Struggling Users

In our work, we are focused on active users who have a limited ability to make meaningful
contributions. We define struggling users as those who actively provide low-quality answers
to other users’ questions. In particular, struggling users generate at least X posts, with a ratio
of deletion of at least Y percent. The value depends on the site’s requirement. In this study,
we work directly with Brainly’s data analysis and business intelligence team to determine the
threshold. The Brainly data analysis team suggests X = 10 and Y = 0.7. We also extensively
evaluate our method with a wide threshold range to show its efficacy. Our method works well

with different thresholds.

5.2.2 Existence of Struggling Users

We examine the proportion of active users who are struggling within the community. We
consider struggling users to be those who have the majority of their answering contributions
deleted. Figure 5.1 plots the histogram of the deletion rate of different types of users. We plot
the histogram of the deletion rates for the general population, as well as users with at least 10
and at least 20 answers. We see that some users have a higher deletion rate.

Figure 5.1 describes the percentage of struggling users in our data sets. We see that there
are quite a few users who want to learn and contribute to the community, but cannot provide
sufficient answers. These users might need significant help, making it important to detect
and assist them. For example, 7.7% and 13.9% of active users in US and PL markets have a
deletion rate higher than 70%. This is a large number of users equivalent to 28,364 individuals
in PL’s market alone. The number of struggling users will increase when the site becomes more
popular. As Brainly focuses on education, it attracts a student user population whose learning
process is of particular importance.

There are other reasons for deleting the posts such as spam or antisocial elements (e.g.,
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Figure 5.1: Deletion Rate. Histogram of deletion rate in two markets. Percentage of users with

deletion rate higher than 0.7 is the sum of the last three bars (0.7-0.8, 0-8-0.9 and 0.9-1).

abusing, cyber bullying, trolling). These actions are prevalent in news sites and discussion
forums. For example, around 5% of Yahoo! Finance posts are antisocial [§1]. Since Brainly
is an educational CQA, we expect the rate of antisocial posts to be much lower. In order to
evaluate our hypothesis, we collect the responses from moderators. Moderators are provided
with a tool through which they can report spam and issue warnings. When they delete answers,
moderators may also provide their reasoning so that the users can improve their future answers.
We also analyzed the feedback from moderators.

Table 5.1 shows that a small percentage of educational CQA users receive a warning for
posting inappropriate content. The users receive the warning when they commit certain offenses
such as bullying, rudeness, profanity or posting sexual content. For example: “You should know
how do this already, you are bad at this”. Spam answers, on the other hand, try to divert users
to other sites or advertise services such as “Experienced editor, will write your essay $20/hr,
PM me” or “Ask on ...com you will get the answer very fast”. The number of users who receive
spam reports is higher than the number of answerers who receive warnings, but both represent
only a small fraction of site users.

We also examine the content of the moderators’ feedback. A fraction of the deleted posts
include moderators’ comments; each moderator can explain why they chose to delete a post

in their own words. A total of 341,048 responses were collected. We track some keywords
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Table 5.1: Percentage of users who received warnings or spam flags. The majority of users do
not receive any warnings or spam reports. For example, 99.89% of users do not receive any

warnings at all. Furthermore, 97.34% users do not receive any spam reports.

Count | Warning | Spam

0 99.89% | 97.35%

1 0.036% 1.76%

0.017% 0.38%

0.008% 0.14%

AW N

0.0005% | 0.08%

>5 0.036% 0.24%

that are likely used to describe the spam or antisocial behavior. The list of words describing
spam includes spam, advertisement, unrelated content and forbidden content. The list of words
describing the antisocial behavior includes inappropriate, offensive, abuse, don’t be mean and
bullying. The lists are not exhaustive, but we expect they can capture the majority of spam
and antisocial behavior. Using the lists, we show that 3.2% and 0.8% of answers are spam or
antisocial content, respectively. The results correspond with Table 5.1, which stipulates that
only a small number of users received warnings or spam flags. Table 4.2 describes the reasons

answers may be deleted in educational CQA in more detail.

5.2.3 Social Connections of Struggling Users

We examine whether there is any difference between the social connections of struggling users
and those of normal users. To encourage users to exchange information, Brainly includes a
social network-like structure in its architecture. We graphically represent these social connec-
tions. Each user is a node, and each friendship is an edge in the graph. The number of edges, a
user’s clustering coefficient and a user’s egonet (or friends of friends) represent some features
that demonstrate a user’s social connections. For example, the clustering coefficient (C'C;) of a
node measures how closely a user’s neighbors form a clique—or cluster together—and is defined

as:
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oC; = # of triangles connected i

= 5.1
# of connected triples centered on i G-D

The higher clustering coefficient means that this user and their friends form a stronger
connection. For example, a fully connected graph has (C'C};) equals to 1, and a star graph has
(CC;) equals to 0. We denote d; = |N(i)| as the number of friends of users 7, while | N (i)

denotes ¢’s set of neighbors. The average degree of neighborhood is defined as

dn (i) = ;i x ZJENZ_ dj (5.2)

We also use a node’s egonet features. A node’s egonet is the subgraph created by the node
and its neighbors. Egonet features include its size, number of outgoing edges and number of
neighbors.

We use these features because they incorporate four social theories: Social Capital, Struc-
tural Hole, Balance and Social Exchange [10]. The capacity of social connection plays an
important role in information propagation [42, 60]. Furthermore, these features can be calcu-
lated locally which is scalable for large networks.

Table 5.2 summarizes the social connection features of normal users and struggling users.
In general, struggling users have fewer social connections compared to normal users. Several
reasons could explain this deficiency. For example, it is possible that users who provide low
quality answers are less attractive to others. We perform t-tests on these two user groups. The
degree and the clustering coefficient are significantly different with p = 0.01. A student might
want to connect with someone who gives high quality answers. Thus, they are less likely to
connect with struggling users. Alternatively, struggling users may not know how to enrich their
social connections. In the case that struggling users do not know how to connect with good

peer users, a recommendation from a new friend could help.

5.2.4 Time to Answer Question

In the majority of tasks, greater enthusiasm and effort lead to better results. We want to see this
happen in educational CQA. We measure the average time that users take to answer a question.

We also measure answer length. Table 5.3 shows that, compared to struggling users, normal
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Table 5.2: Comparing the social connections between normal and struggling users. The table
presents the mean values and standard error mean in the parentheses. Struggling users have

fewer social connections than normal users.

USA PL

Features

Normal Struggling Normal Struggling
Degree 9.09 (0.41) 7.5 (1.07) 6.5 (0.08) 4.3 (0.10)
Degree_Adj | 80.3 (1.60) | 78.6(1.41) 65.7 (0.3) 60.9 (0.6)
cC 0.13 (.003) | 0.14 (.012) || 0.04 (.002) | 0.03 (.001)
CC_Adj 0.03 (.001) | 0.02 (.0005) || 0.09 (.002) | 0.12 (.004)
Ego 25.8(2.59) | 14.2(2.37) || 14.6(0.74) | 4.5(0.58)
Ego_Out 618.2 (19.7) | 517.5(29.6) || 573.3(7.9) | 311.7 (11.2)

users spend much more time and effort on their answers. Additionally, answers provided by
struggling users display a shorter length than those provided by the general population. We
perform t-tests on normal and struggling users. The average length of answer and average time
spent per answer are significantly different with p = 0.01. The statistics show that struggling

users should put more effort into crafting high quality answers.

5.2.5 Difference Between Level of Education

Users with varying levels of education may not be equally capable of expressing answers. We
examine whether there are differences among users from primary, secondary and high school
levels. Figure 5.2 describes the percentage of struggling students based on their respective
levels of education. The percentage of struggling primary students is higher than secondary
and high school students, likely because primary students lack the ability to clearly express
their ideas. Fortunately, when detected and assisted at their primary (young) age, these users

can significantly improve their capability.
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5.2.6 Activeness of Struggling Users

As we mentioned, we only studied users who generated a certain amount of answers. In par-
ticular, we examined users who had at least ten posts. Among these users, we found that
struggling users answered 33 questions in the US data set, and 25 questions in the PL data set.
These values are lower compared to normal active users, but still high. They suggest that some
struggling users want to participate in the community, but their limitations prevent them from

making quality contributions.

Table 5.3: Comparing the effort put into creating an answer. The table presents the mean values
and standard error mean in the parentheses. Struggling users spent less time and effort when

providing an answer compared to normal users.

USA PL
Features
Normal Struggling Normal Struggling
Avg Time (sec) | 80.4 (0.8) | 42.2(1.3) 171.4(0.3) | 79.5(0.4)
Avg Length 119.9(0.9) | 94.8(1.2) || 367.7(0.6) | 321.1(1.2)

0.20

0.15

0.10

Percentage of struggling users

0.00

Primary

Secondary
Level

High-School

Figure 5.2: Percentage of struggling users with different education levels. Many primary school

students struggled to provide good quality answers.
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5.2.7 Readability of Answers

To determine the quality of struggling users’ written text, we measure its readability based
on two popular indexes: automated readability index (ARI), and Flesch reading ease score of
answer (FRES) [57]. The ARI measures what grade level should understand the text while the
FRES index measures the readability of the document. ARI and FRES indexes are calculated
as in Chapter 4

The average FRES value for normal users is 64.1(0.4) while the FRES value of struggling
users is 39.1(1.5). This reveals that it is more difficult to read the answers given by struggling
users, which explains why some of their posts are deleted. But the distribution of the FRES
value varies widely between struggling users. Many struggling users compose easy-to-read
posts that provide incorrect information. This observation bolsters the claim that posts are

deleted for a diverse array of reasons.

5.3 Detecting Struggling Users without Human Judgment

In the CQA community, a small number of high profile users are authorized to examine answer
quality. As the community develops, users generate more content, and this places a growing
burden on moderators. In this section, we examine whether it is possible to automatically
detect struggling users without any human judgment. Human judgment defines the actions
taken by moderators or other users, such as voting for the best answers or bad answers. The
formal definition is: “Given a user and all of their posts, can we predict, without any human
judgment, whether this user has struggled with the site?”.

Finding these users is a classification problem, which includes extracting features, building

the classifier and applying the model automatically.

5.3.1 Features Extraction

We identified a list of features based on our observations to extract struggling users. Table
5.4 lists the features used in our study. They are divided into four groups: Personal Features,
Community Features, Textual Features and Contextual Features. The Personal Features include

the number of answers given by the users, users’ grade level, users’ lifetime site presence
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and how much time users spend on the site. The Community Features include users’ social
connections, as described in the previous section. The Textual Features include the ARI and
FRES index, answers’ average length, and features to represent the format of users’ writing,
such as whether their text is well-formatted or whether it contains latex typing. The Contextual
Features include the time to answer or typing speed.

These features are based on users’ activities. We excluded features generated by moderators
or other human judgment. The purpose is to examine whether we can automatically evaluate

the users.

5.3.2 Classification

Since our problem is a typical binary classification problem, any classification method can
work with our framework. In this work, we applied different popular classification algorithms,
including logistic regression, support vector machine, decision trees and Random Forest [12].

The explanation of these methods is described in Section 4.2.2.

5.3.3 Experiment Setup

We perform the prediction on a balanced data set of normal and struggling users by under
sampling method to create a balanced data set [20]. We perform 10-fold cross validation in
all experiments. We measure the efficacy of our method with importance metrics including
accuracy, F1-score and Receiver Operating Characteristic (ROC).

Setting different thresholds: According to our definition, the struggling user makes at
least X posts, and the ratio of deletion is at least Y percent. The value depends on the site’s
requirement. Even Brainly’s analytic teams suggest X = 10 and Y = 0.7; we evaluate the
efficacy of our method with different thresholds. Below is the set of thresholds tested in our

method X and Y to show the efficacy of our method.
e X ={5, 10, 15, 20}

e Y ={05, 0.6, 0.7, 0.8, 0.9}
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Table 5.4: Lists of features are classified into four groups: Personal, Community, Textual and

Contextual. Features’ abbreviations are in brackets.

Personal Features

Number of answers given (n_answers)

Grade level of users (u_grade)

Lifetime of users (life_time)

Time spent with the site (spent_time)

Community Features

Number of friends in community (friends_count)

Clustering Coefficient in friendship network (cc)

Average degree of neighborhood (deg_adj)

Average CC of friends (cc_adj)

Size of ego-network of friendship (ego)

Number of outgoing edges in ego-network (ego_out)

Number of neighbors in ego-network (ego-_adj)

Textual features

The avg. length of answer (length)

The avg. readability of answer (ari)

The avg. Flesch Reading Ease Score of answer (fres)

The format of answer (well_format)

Using advance math typing: latex (contain_tex)

Contextual features

Duration of time taken to answer (time_to_answer)

Typing speed (typing_speed)
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5.3.4 Results

Figure 5.3 plots the accuracy and F1-score when we use different number of posts (X) and
deletion rate (Y) thresholds by applying the Random Forest algorithm. These values show
that we do not achieve high performance if we only rely on user activity and do not include
community feedback. Our method performs better with higher thresholds X and Y. Higher
value X indicates that we can observe more activity and gather more information about the
users. Higher threshold Y means that the users are very different from the community norm.
For example, users with a deletion rate of 0.9 are very extreme users. In such cases, it is easier
to detect these extreme users.

Table 5.5 describes the accuracy from different classifiers applied in the current study. In
both data sets, Random Forest achieves the highest accuracy. Random Forest achieves the
highest performance and is a scalable algorithm. In our experiment with a single machine
with 2.2 GHz quad-core, 16 GB of RAM, implemented in Python code, it took less than one
millisecond to classify each user. Furthermore, the tree can be built separately and is easily

computed to be distributed for a larger data set.

Table 5.5: Comparing different classifiers. We change the thresholds of number of answers
and deletion rate as in experiment setting and take the average. The table presents the average

accuracy with standard deviation in the parentheses. Random Forest achieves the best accuracy.

Data LogReg SVM Decision RF

sets Trees

USA | 70.8 (.042) | 74.2 (.028) | 68.1 (.039) | 73.7 (.031)

PL | 75.1(.045) | 76.3 (.029) | 70.7 (.037) | 78.6 (.035)

We also measure the Area Under ROC curve to see the trade-off between true positive and
false positive rates. The Area Under ROC for US and PL are 0.83 and 0.84, respectively. Again,

these values reflect moderate performance value. We need to improve for a real application.
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Figure 5.3: Accuracy and F1 Score. The accuracy and F1 Score of detecting struggling users
without human judgment. The Figures present the results when applying Random Forest with

all Features. The performance is moderate without human judgment.

5.4 Detecting Struggling Users at Their Early Stage with Human Judgment

In the previous Section, we demonstrate the low accuracy involved in predicting whether a
user will struggle. In this Section, we will examine if it is possible to predict whether users
will struggle at an early stage with community feedback. When a new answer is generated in
CQA, other users can judge the content. Some typical human judgment includes moderators
deleting bad content or other users voting for good content. The formal definition is “Given
a user with his T posts and human feedback, can we predict whether this user will struggle

with the site in the future?”. Since the moderator judges users’ answers, we can get some early
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feedback on answer quality. We use the same features as Table 5.4 in Section 5.3. We add new
features, including: del_ratio represents the percentage of the first T answers that are deleted,
and n_best_answers represents the number of answers that are selected as the best answer. Other
features, such as readability or answer length, are similar to those in the previous section, but

we only calculate the features based on the first 7" answers.

5.4.1 Experiment Set Up

We observe the community behavior and feedback on the first X/2 posts of each user and
predict whether these users will struggle in the long term. Higher value X means we observe
more activities. We also add two new features—del_ratio and n_best_answers—in the Community
Features group. Other settings are similar to the previous task. We also try different thresholds

including the number of post X and the deletion rate Y to show the efficacy of our method.

5.4.2 Results

Figure 5.4 plots the accuracy of our method. The new features, n_deletion and n_best, sig-
nificantly increase the accuracy. For brevity, we do not report the F1-score, which is similar
to the accuracy. Results demonstrate that our method achieves high accuracy and F1-score in
both US and PL data sets, which are both at 90% for high deletion rate threshold. These key
performance metrics predict struggling users more accurately than those that measure all posts
without human judgment. Furthermore, two new features significantly increase the accuracy.
We will discuss the importance of each feature separately in a later part of this paper.

When using Random Forest, our method’s Area Under ROC is 0.93 and 0.94, respectively.
These are very high performance metrics reiterated by Accuracy and Fl-score. We see that
some community feedback helps us significantly increase the system’s performance. Further-
more, we only need feedback on a user’s few initial posts to make the framework perform well,

which could significantly reduce the moderator’s workload.
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Figure 5.4: Accuracy. The accuracy of detecting struggling users in the early stage. The
Figures present the results when applying Random Forest with all Features. Our method is

robust to a different threshold of X and Y. Our method performs better with higher value X and

Y. Users with higher deletion rate Y are different from the community norm.

5.4.3 Experiment Results Discussion
Feature Importance

We measure the importance of each feature in our prediction framework. There are multiple
ways to measure the importance of each feature. The general idea is to measure how a particular
feature’s removal affects the framework’s overall accuracy. In the bagging method, we use
a permutation test to remove the features and measure the accuracy of out-out-bag (OOB)
samples. The important features will decrease the accuracy more than others.

Figure 5.5 measures the importance of each feature in our study. In both scenarios, the
average time users spend on an answer and the average length of an answer are important
features. When detecting early-stage struggling users, human judgment is vital. In Figure
5.5b, the deletion ratio has a higher value than other features. Thus, we can achieve better

performance with some human judgment in our framework.

Feature Selection

We use a small number of features in our study. Thus, feature selection does not improve

performance; even some features, such as using latex, are not powerful. Furthermore, the



87

BB Feature Importance 0401 BB Feature Importance

Feature Importance
(Higher is more important)

Feature Importance
(Higher is more important)

QO T VW VWV W OOFTTSs5T LT o X O VL T VWY OHLT VW WWOOLFTTST A o w X
E53 555 83RR3TPES S SESSEEETELERR3REORES
=5§a98z2 T 59200075 IS Z=§av 82 T L599000 5 <
822902 c SO = 8 SRR R N R <1 2552880 =8
ggpsts 2T C9 g5 ¢ SggpSts 83°°° 3%
2835 3-< z 8 2835 3= c =8
© > ] © > o
2 2
@ ©

Feature Names Feature Names
(a) Without Human Judgment (b) With Human Judgment in the Early Stage

Figure 5.5: Measure the importance of each feature. Average answer time and the average
length of answers are important features. Furthermore, the deletion ratio in the case of human

judgment is a vital feature.

main result presented in this work is achieved via Random Forest. When building each tree of
the random forest, the algorithm already randomly selects some features. This suggests that

performing feature selection is unnecessary.

Setting the Threshold

In the real system, we might choose a different threshold to identify the users who may need
guidance to create appropriate answers. If we want to detect the majority of struggling users,
we might need to accept a higher error rate. If we want a very low error rate, we would detect
fewer struggling users. The curve in Figure 5.6 plots the True Positive rate against the False
Positive rate. We first observe the high Area ROC in both data sets. Secondly, we can detect
the majority of struggling users with the small False Positive Rate. For example, if we want
to identify 80% of struggling users (True Positive Rate = 0.8), the error rate is very small. In
this case, the False Positive Rate is 0.03 and 0.05, respectively. Thus, the framework is quite

promising in a real system.
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Figure 5.6: Plotting of ROC to select the suitable threshold. We can detect the majority of

struggling users with minuscule error rate.

5.5 Discussion

CQA has become an important knowledge sharing avenue. Education is also an important field
in which society has traditionally held a vested interest. Our findings show that many users are
struggling within online CQA communities that are geared towards students. These struggling
users should not be neglected, especially because they hail from educational institutions. With
some help from the CQA community, these users could be detected with high accuracy. In
the current system, all feedback comes from moderators, who must exert an undue amount of
human effort to properly assist struggling users. Furthermore, detecting late-stage struggling
users comes with a high cost in terms of those users and their wider online communities; e.g.,
they could become frustrated and leave the community. Furthermore, it might be too difficult
to fix their knowledge gaps if discovered too late. Our work shows that it is possible to find
struggling users in their early stage with some community feedback.

Our study has some limitations, which can be addressed in future research. First, we do not
discern the reason that users are struggling in the community. Providing users with automatic,
concrete feedback could improve their performance and allow them to quickly transcend their
shortcomings. Second, it would be highly beneficial to directly interact with struggling users
to determine how to best assist them. Observing the effect of such an early interaction would

be valuable. In our future work, we hope to resolve these limitations.
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5.6 Conclusion

The current work focuses on struggling users in community question answering (CQA). Some
students are found to be struggling within education-oriented CQA sites, such as Brainly. These
struggling users want to participate in the community, but are unable to produce acceptable
answers due to their inexperience and lack of knowledge. While these characteristics may
be undesirable outside of an educational context, here they are to be expected and should be
addressed to enhance students’ learning experience. It follows that flagging these users simply
because they are producing bad content may not be the best course of action. Instead, if we
could use this information to identify such users and recognize that their behavior could indicate
a learning-related problem and opportunity, we could help them become better users and better
students. In order to identify and eventually assist these individuals, the current study compares
their behavior to that of regular active CQA users. Our study reveals that struggling users want
to participate in their community, but often do not possess the proper skills or attention to detail
that are necessary to make valuable contributions.

Currently, in Brainly and other CQA sites, only moderators judge user performance, and
this gives them an unfairly heavy workload. We show that it is possible to detect struggling
users without any human judgment with moderate accuracy. However, detecting struggling
users without human judgment may come too late, as many users leave the community if they
are dissatisfied with their respective performances. Our framework shows that it is more accu-
rate and effective to detect struggling users in their early stage with initial community feedback.
Furthermore, using early community feedback can significantly reduce a moderator’s workload.

Understanding struggling users’ behavior can help us design CQA sites that better help
these users. This applies to general CQA as well as educational CQA. However, detecting
early-stage struggling users is particularly important in the realm of education since educa-
tors can effectively intervene and assist if they know which students are struggling. Detecting
struggling users in their early stage ensures that we have enough resources and time to intervene
[59]. Although the work in this paper is limited to educational CQA, the framework—including
feature extraction, classifier and evaluation—could apply to other general and topical CQA sites.

In future work, we hope to not only detect struggling users, but also to understand the more



90

specific reasons behind their difficulties. At the moment, the CQA system still needs some
input from its moderators, and automatic feedback remains the ultimate goal. To achieve auto-
matic feedback, we might need a more complex taxonomy to analyze user-generated content.
Furthermore, finding struggling users is also an important task in other domains such as search
or information seeking. If we can detect struggling users in their early stage, suitable action
could be taken to help them, including early intervention or content recommendation. The

findings from this study give us an approach to detect such users.
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Chapter 6

Retrieving Rising Stars in CQA

In this section, we will discuss rising stars in focused CQA. Because of their popularity, CQA
sites have become important sources of information for Internet users. However, previous
studies have shown that a small group of users contributes the majority of the content on CQA
sites. [1], [78]. Furthermore, high quality content can attract traffic in CQA sites. In this work,
we propose a new framework to identify the rising star in CQA. The rising star is the low
profile user who has strong potential to contribute to the community in the future. This is a
difficult task because unlike publication networks or social networks, CQA sites do not provide
information about participants’ peers or collaborators. Discovering the rising star early can
help CQA administrators give support or incentives to these potential users. For example, the
earlier administrators recognize a rising star’s contribution, the sooner they can encourage and

cultivate their activity in CQA [6], [7].

6.1 Problem Definition

As prior research indicates, predicting rising stars was previously studied in publication or
social network contexts where information about peers and collaborators was readily available.
However, in CQA sites, information about peers, collaborators or other relationships is not
apparent, making it difficult to predict a user’s future performance. In this work, we want to
address several questions related to identifying rising stars in a CQA community. The main

questions are:

e Given a user with all of their posts in the first 7" weeks, will they become a top contributor

to the site?

e Given a user with his first 7" posts, will he become a top contributor?
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In order to address these questions, we need to understand the list of factors used to identify
the users who have the potential to become top contributors. It might be impossible to reveal
all factors affecting a user’s performance. For example, we might not know that a user changed
careers and left a site. However, we try to identify as many features as possible and measure
the importance of these features. We also want to see the difference between average users
and high profile users. To make predictions regarding rising star behavior, we observe their
contributions for a short period or within a few posts to predict whether they will become top

contributors in the long term.

6.2 Our Method

Our method includes three main steps. In the first step, we extract features that provide intuitive
ideas about users’ future performance. Then, we build training and testing sets. The last step is

executing an applied classification algorithm to find the rising stars.

6.2.1 Feature Extraction

In order to find the rising stars, we built a user’s profile using several features. Table 6.2.1

describes the features used in our experiment. The features are divided into four groups:

e Personal Features: These features are based on users’ characteristics. Personal features
include number of posts, the topics that the user participated in during the observation
period, and the ratio between questions and answers. Users’ personal features definitively

affect future performance.

e Community Features: The features are based on the community’s response to users’
posts. These features include the average score that the community gives to the posts and
the average comments the posts receive. In general, a higher value indicates better post

quality.

o Textual Features: These features represent the content generated by users. Textual fea-

tures include the average length of the posts and the posts’ respective topics.
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e Contextual Features: These features measure the consistency of user’s posts such as
standard deviation (std) gap between the posts, standard deviation scores of the post,
standard time gap between recent posts, average duration between the posts, the time gap

between two recent posts, and the increasing/decreasing activity of users.

Table 6.1: List of features are classified into four groups of features.

Personal Features

Number of posts

Participated topics

Ratio between # questions and # answers

Community Features

Avg. score

Avg. comments the post received

Avg. Favorite marked

Textual Features

Avg. length of post

Trending of the posts

Contextual Features

Avg. duration between posts

Duration between the two recent posts

Std. time gap between posts

Std. scores between the posts

Std. time gap between posts in 2nd half

More or less active

6.2.2 Building Training Set

In order to build the training data, we extracted features for each user as seen in Table 6.2.1
for different observation durations or the first few posts. A rising star user is defined as a user
who will be among the top- K users who have the highest score after 1 year (K = 1% or 10%).

Normal users are the rest of the community. Since the majority of CQA users are very inactive,
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we applied a sampling technique to make class balanced [20]. The details of the settings are

described in Section 6.4.

6.2.3 Classification

Since our framework could use almost any classification model we compared the performance
of different models in this study. In particular, we tested with the below classification algo-
rithms [12]. Let X = x1, x2, ..., x,, be the list of features. The list of classification algorithms

18 summarized as:

e Logistic regression (log-reg): Log-reg is a generalized linear model with sigmoid func-
tion: P(Y = 1|X = m), where b = wo + Y (w;.x;) , w; are the inferred

parameters from regression.

e Support vector machine (SVM) with Radial basis (RBF) kernel: The RBF kernel is de-

fined as K (z,2') = exp(—3||z — 2||)?

e Decision trees: The Tree-based method is a nonlinear model that partitions features into
smaller sets and fits a simple model into each subset. The decision tree includes two-
stage processes: tree growing and tree pruning. These steps stop when a certain depth is

reached or each partition has a fixed number of nodes.

e Random Forest (RF): RF is an average model approach. We use a bag of 100 decision
trees. Given a sample set, the RF method randomly samples data and builds a decision
tree. This step also selects a random subset of features for each tree. The final outcome

is based on the average of these decisions.

e Adaptive Boosting (AdaBoost). This approach uses a list of weak learners to obtain a
stronger learner by performing adaptive sampling. The general idea is to put a heavier

weight on difficult examples.

This section is organized as follows: data description, characterization of data and features,

experimental setup, results and discussion.
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6.3 Data Description

Stack Overflow is a focused CQA site that hosts programming-related questions. All questions
and answers must be related to programming, which is different from other general CQA sites.
Stack Overflow’s data-dump was released to the public!. Table 6.2 lists the characteristics of
the data set used in our experiment. Users in Stack Overflow can engage in different activities
such as posting questions, giving answers, voting for the best answer and up-voting or down-

voting a post. They can also earn a favorable reputation by posting high quality questions and

answers.
Table 6.2: Description about data.
Site Period # of Users | # of Posts | Reputations
Stack Overflow | July "08 to Sep ’14 34 M 21.2M Score

6.3.1 Data Pre-processing

A majority of users in CQA are inactive. We consider the life span of a user as the period
between their last and their first post in our dataset. Since users join the site at different points
in time, the first post is aligned at time ¢ = 0. We only select sets of users who remain in the

community for at least one year. After pre-processing, we identified a set of of 376K users.

6.3.2 Defining the Rising-Star

Previous research on finding rising stars in academic publishing used successful publications or
positions that an author might hold to measure present and future contributions. Sufficient mea-
sures of successful authors include indicators such as tenure/academic positions, ACM/IEEE
fellows and editors of top journals [31], [66]. These works also used the number of citations to
evaluate potential rising stars. The definition of the rising star in our work is explained next.
In our definition, a rising star is a new user who will attain the top earned score in the

future. It is not fair to compare a user who joined and stayed in the community for 3 years

'nttps://archive.org/details/stackexchange
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and a user who has only been involved in the community for 1 year. Thus, we compare their
scores after a fixed period (i.e, 1 year) of their association with the community. Rising stars
are classified as the top-K percent of users. Here, the value K is selected depending on our
purpose. For example, the top-1% of users are very exceptional contributors in the community
and the top-10% of users are very good contributors. In our experiment, we evaluate for top-1%

and top-10% users.

6.4 Experimental Setup

Competing methods We compare our method with the following baseline methods:

e RAND: Users are selected randomly.

o ARIMA (Autoregressive integrated moving average): This is the most general time series

analysis technique [108].

In ARIMA, we build the time series for each user with the score they earn at time ;.
ARIMA includes three factors in its prediction. These are the (i) Auto-regression: the output
depends linearly on the previous value, (ii) Integration and (iii) Moving average: a regression of
current value of the series including current value and noise. Metrics We pick up a set of rising
star users and “normal users”. We then predict whether the user will become a star. The rising
star user is defined as part of the top-K (%) users having the highest score after belonging to
the community for one year. In our experiment, we test the top-1(%) and the top-10(%). Since
the number of users in top-K (%) is much smaller than the community’s general population,
we use a sampling method to create a balanced data set [20]. Since the class is balanced, the
probability that a user becomes a rising star is 50% in the RAND method.

Our method is classification problem and we use cross validation to evaluate the accuracy

of our approach. In the default setting, 10-fold cross validation is used.
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6.5 Results

6.5.1 Overview Results

Figure 6.1 shows the correctness when predicting whether a user becomes a rising star. Our
method is denoted as PCTC which stands for Personal- Community- Textual- Contextual.
The x-axis is the duration of our observation while the y-axis is the precision of prediction.
The observation can be the first 7" weeks or the first 1" posts. It shows that our method can
predict the long term performance after a short observation period. Further, the longer a user
is observed, the better the prediction. Figure 6.1 also implies that it is more difficult to predict
whether a user will become a top-10% contributor than which users will comprise the top-1%
contributors after observing for 7" weeks. The reason is the distinction between top-1% and
normal users is clearer than the top-10%. The result in Figure 6.1 is achieved by applying Log-
reg algorithm. Next, we will examine the performance fluctuation when we apply different

classification algorithms.

6.5.2 Applying Different Classification Algorithms

We apply different classifications and compare the efficacy. Table 6.3 shows the efficacy of
LogReg, SVM, Decision Trees, RF and AdaBoost. The result in Table 6.3 summarizes the
correctness when detecting whether a user will become a top-1% contributor. The decision
trees have the lowest accuracy while RF and AdaBoost have the highest accuracy. In general,
the accuracy is not affected greatly when applying different classification algorithms. The
results show that our method is robust when tested against different classification algorithms.
We also measure F'1 score, which considers both precision and recall. Precision is the
fraction of instances that are relevant, while recall is the fraction of relevant instances that are
retrieved. The value of F'1 is defined as F'1 = 2 x Precisionsrecall Figure 6.2 shows that our

precision+recall *

approaches achieve higher F'1 scores.
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Figure 6.1: Compare the correctness in predicting whether a user will become a top contributor
after one year by observing their performance in the first 7" weeks (1" = 1,2,3,4) or the first T’
posts (1I' =35, 10, 15, 20). The result of PCTC is presented when applying log-reg classification

algorithm.
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Table 6.3: Comparing different classifiers. The performance is affected slightly by choosing

different classification algorithms.

Observe | LogReg SVM | Decision RF AdaBoost
Duration Trees
Observe the first T weeks
1 week 80.6 80.2 78.5 79.1 79.2
2 weeks 83.4 83.3 80.2 83.3 83.4
3 weeks 84.8 84.9 81.1 84.9 85.9
4 weeks 85.6 85.7 82.3 86.6 86.7
Observe the first T posts
5 posts 79.1 79.8 78.6 79.9 80.1
10 posts 84.6 84.5 82.3 84.6 84.2
15 posts 88.5 85.5 84.5 88.8 88.7
20 posts 89.6 89.9 87.3 91.1 91.2
1.0
0.8
£06
? 0.4
0.2
0 NGO R &
& & & &
Algorithms

Figure 6.2: Compare the F'1 score (higher is better).
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6.6 Discussion

6.6.1 Feature Importance

We want to quantify the feature importance in classification. A popular method to evaluate
the feature importance in Random Forests is measuring the mean square error of prediction
[47]. When constructing the decision trees in RF, we use out-of-bag to compute the prediction
error. In order to quantify a feature f, we randomly permute f and recompute prediction error.
The change is used to evaluate the importance of features in prediction. Figure 6.3a plots the
importance of each feature in our prediction framework. The feature importance is normalized
so that the sum is equal to 1. The higher value indicates that the feature is more important in
prediction. We see that the number of posts, the average gap between the posts, and the average

score of the posts are the most important features.
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Figure 6.3: Evaluate the importance of different features.

6.6.2 Using Different Groups of Features

Another way to quantify the feature importance is to isolate the features and perform classifica-
tions separately. There are four different groups of features in our approach. We also measure
the efficacy when using each group of features separately. Figures 6.3a depicts the correctness
when using different features separately. The higher efficacy indicates that the group of features
is more important. We see that the Personal Features group achieves highest accuracy, which

is close to the accuracy when using all features. The Consistency Features group performs
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slightly higher than RAND in the case where we observe for 4 weeks. The results match with

measuring feature importance in Figure 6.3a.

6.6.3 Effect of the Community Size

Stack Overflow is a large focused community. There are other sites that might not achieve the
same size as Stack Overflow. It would be useful if our method was scalable to other sites, which

motivates us to test whether our method can be applied to smaller communities.
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Figure 6.4: Effect of the community size in our prediction. The x-axis is the sample size
of the community, ranging from the total Stack Overflow community to 1% of this original
community (or 3,761 users). Our approach can maintain the efficacy when the size of the

community is much smaller than Stack Overflow.

In order to test our method in smaller communities, we sample users in Stack Overflow.
The sample ratios determine the size of the community. We sample with different values from
a half to 1% of the community and perform our method. Figure 6.4 shows the correctness
when using a smaller community. The x-axis is the size of the community and the y-axis is
the correctness. We predict the rising stars after observing for 4 weeks and 20 posts. We show
that our approach can maintain its effectiveness even when the community size is smaller. This
effectiveness starts to be affected when the sample size is less than 5%. For example, when
the community size is only 1%, the precision drops from 85% to 79% when observing for 4
weeks. One percent of this community is quite small; only 3761 users. This result shows that

our approach might be applicable for a newly-established or smaller community.
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6.7 Conclusion

In this work, we investigated the problem of identifying rising stars in CQA sites. The re-
sults show that it is possible to identify rising stars in their early stages. Those potential users
contribute the majority of site content to the community and will be active participants in the
community’s development. A large collection of knowledge and high quality posts could help
the community to retain current users and attract new users. Early detection of these users could
help administrators provide incentive and support to these rising stars.

We conducted a large scale experiment with Stack Overflow. By extracting different groups
of features, we can apply several classification algorithms to predict future performance. The
results show that our method can achieve high accuracy and is robust enough to perform well
with different classification algorithms. We expect our work would help CQA administrators
evaluate the current state of their sites. Then, the site’s administrators can make suitable adjust-
ments to keep the community growing.

There are limitations with our work primarily due to the nature of the data. For example,
it would be helpful if we could see the effects of incentives on site users. Future work will
also investigate in greater detail top performers in CQA. For example, we can examine whether

rising stars form a “small community” or if they are separate users within a large community.
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Chapter 7

Conclusions and Future Work

In this Chapter, we will discuss our findings and propose some future works.

7.1 Conclusions

CQA is a community where registered users voluntarily create all contents, including questions
and answers. Therefore, the contribution of users can easily vary, and it is paramount that sites
offer high quality information to retain existing users and attract new users to support their
online information seeking behaviors. Thus, identifying different user types is critical for the
community to seek and share the right information. At the moment, traditional CQAs depend
on human judgments to rate their users’ contributions. Unfortunately, using human assessors
can have many drawbacks, including subjective (and possibly biased) assessments, seeming
difficulty in recruiting such evaluators, and the time it could take for human assessors to go
through the ever-increasing amount of users and content in CQA sites. Here, we address these
concerns with a new framework for identifying different types of users in the community.

In general, the work in this dissertation extracts different types of CQA users. Finding these
specific users provides a framework to extract other types of users in the community. We expect
that our findings will help the CQA sites to improve users’ experiences and, ultimately, to serve
users better. Furthermore, these findings help CQA administrators design their sites, as results
demonstrate the need to consider users’ strengths and to encourage users to contribute content
to a CQA community. We have applied different data mining approaches and the framework

leverages the Personal, Community, Textual and Contextual Features to extract particular user

types.

e Personal Features: These features are based on users’ characteristics. Personal features
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include the activity of an answer’s owner, such as the number of answers given by the
user, the number of questions asked by the user and the rank that user achieved in the

community.

e Community Features: These features are based on the response of the community to a
user’s answers, such as how many thanks they received. Furthermore, we also consider

the social connectivity of users in the community.

e Textual Features: These features are based on the text generated by users, such as the

content, the topics of answers, the length of answers and the format of answers.

e Contextual Features: These features contain some contextual features of the post such as

the similarity between answer and question.

In this dissertation, we study different special types of CQA users. These types of users
are defined in different granularity levels or in the context of their respective communities. For
example, finding the good or bad answerer should be defined in which context. The context
might be a particular question or the entire community atmosphere.

The first component of this work involved finding potential answerers when a new question
is posted in CQA. This is a challenging problem due to the diversity of CQA contents and users.
But this is an important task because it is applicable to question routing and reducing askers’
wait time. Furthermore, finding potential answerers can also increase the chance that the ques-
tion can be answered. In this study, we compared the similarities between general and focused
CQA, including users’ activity level and short content. Then, we proposed QRec, which inte-
grates different similarity metrics and also users’ activity level. The empirical study shows the
robustness of that approach. The work also showed that users’ activity level and commonalities
between content and topics of interest are robust in finding the potential answerer.

Finding potential answerers will ensure that queries receive responses. But answer quality
is also important, which motivates us to evaluate the quality of answers in CQA. Receiving
high quality answer(s) to a posed CQA query is a critical factor to both user satisfaction and
supported learning in these services. This process can be impeded when experts do not answer

questions and/or askers do not have the knowledge and skills needed to evaluate the quality of
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the answers they receive. Such circumstances may cause learners to construct a faulty knowl-
edge base by applying inaccurate information acquired from online sources. Though site mod-
erators could alleviate this problem by surveying answer quality, their subjective assessments
may cause evaluations to be inconsistent. Another potential solution lies in human assessors,
though they may also be insufficient due to the large amount of content available on a CQA
site. Our study addresses these issues by proposing a framework for automatically assessing
answer quality. The frameworks achieve high efficiency in different sites.

Answer quality is very specific in a fine granularity (i.e, in a particular question). A user can
be wrong for a certain question, but they might be an expert in another topic. This dissertation
also takes an extended look at each user’s long term contribution. In the long term, the user can
be a high quality contributor or a struggling user. For example, due to insufficient knowledge,
lack of experience, and other reasons, users often struggle in producing quality or even appro-
priate content. This low quality production causes their content to be flagged or deleted, further
discouraging them from participating in the CQA process and instigating a vicious cycle of bad
users and bad content. In an effort to break this cycle, the work reported here focuses on iden-
tifying users whose postings demonstrate a high deletion rate with a presumption that the bad
content is an indication of a struggling student rather than a malicious user. In this dissertation,
experiments are conducted on a large student-oriented online CQA community to understand
struggling users’ behaviors. A framework is proposed to find these users based solely on their
activities. Finally, community feedback (i.e., human judgment) such as moderator evaluation
or community votes for good content is used to detect these users in the early stages of their
respective struggles. The results show that the human judgment feature identifies early stage
struggling users with high accuracy.

Top contributors contrast struggling users. In CQA, there is typically a small fraction of
users who provide high-quality posts and earn a very high reputation status from the commu-
nity. These top contributors are critical to the community since they drive the development of
the site and attract traffic from Internet users. Identifying these individuals could be highly
valuable, but this is not an easy task. The results show that it is possible to identify rising stars
in their early stages. The results also show that those potential users contribute the majority of

site content to the community and will be active participants in the community’s development.
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A large collection of knowledge and high-quality posts could help the community to retain
current users and attract new users. Early detection of these users could help administrators
provide incentive and support to these rising stars.

In conclusion, the work demonstrates the possibility of finding different special types of
users. We studied potential answerers, good answerers, struggling users and rising stars. These
users represent different segments of CQA participants with different granularity levels. Under-
standing users and detecting them in the early stage provides us an overview of the community’s
health. In popular CQA services including Stack Overflow, Yahoo! Answers and Brainly, a ma-
jority the feedback comes from human moderators who must exert an undue amount of human
effort to properly maintain the content and assist users. In these services, early detection has
many benefits. For example, detecting late-stage struggling users comes with a high cost re-
garding those users and their wider online community; the users could be frustrated and leave
the community. Furthermore, it might be too difficult to fix their knowledge gaps if they are
discovered too late. Our work shows that it is possible to find different types of users in their

early stage. We expect the framework can be applied to find other types of users in CQA.

7.2 Future Work

The work presented in this dissertation shows the high efficacy in identifying users in CQA, but
there are some limitations to this study, primarily due to the nature of the data. For example,
it would be helpful if we could see the effects of incentives on site users. Future work will
also investigate in greater detail top performers in CQA. For example, we can examine whether
rising stars form a “small community” or if they are separate users within a large community.
Furthermore, understanding the latent features of different types of users, such as why they are
more active or more effective in generating content than others, is very important.
Additionally, even though this work concentrates on CQA, finding various types of users is
not only useful in CQA, but also crucial to other online communities. Another potential direc-
tion involves extending our approach to other types of communities such as online forums or
social networks. In most communities, we can observe user actions. Different online commu-

nities contain varying levels of rich user information. For example, a user in a social network
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typically interacts with peers they know, while users in forums and CQAs interact with many
strangers; it follows that social networks demonstrate stronger social influence between users.
We hope that that our findings in this dissertation will help with understanding users in other
types of communities.

In future work, we hope to find different types of users in finer granularity levels. For
example, we would not only detect struggling users, but also understand the more specific
reasons behind their difficulties. Atthe moment, the CQA system still needs some input from its
moderators, and automatic feedback remains the ultimate goal. To achieve automatic feedback,

we might need a more complex taxonomy to analyze user-generated content.
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