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Dissertation Director: 

Dr. Nina H. Fefferman  

 

Life history theory is concerned with understanding the timing of key events in 

organisms’ lives, such as growth, reproduction, and senescence. The evolution of these 

life history traits often involves trade-offs in the way that organisms allocate their 

resources. A major goal of life history theory is to understand the selective pressures 

governing these trade-offs and how they are shaped by organisms’ environments. 

Eusocial organisms, such as the European honeybee, are excellent model systems for 

exploring life history evolution because of their extraordinary phenotypic plasticity in 

many relevant life history traits. For organisms with these complex social structures, 

trade-offs over resource allocation occur at the level of the group rather than the 

individual. Since most individuals in a eusocial colony do not reproduce, their fitness 

depends on the success of the colony and selection on life history traits therefore acts 

mostly on the colony phenotype.  

Though there has been much theoretical work on life history evolution, there has 

thus far been no general framework for understanding the evolution of life history 

trade-offs in social organisms. To develop such a framework, I create a series of 
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mathematical models that examine how a eusocial insect colony should optimally 

allocate energetic resources among survival, growth, and reproduction. I parameterize 

and test these models using honeybees as a model system and compare model 

predictions to observed traits in honeybees to gain insight into selective pressures 

shaping their life history. For my first chapter, I examine how seasonal environmental 

fluctuations influence the selective pressures on worker senescence in honeybee 

colonies. For my second chapter, I examine how the costs and benefits associated with 

worker longevity influence a honeybee colony’s optimal investment in worker somatic 

maintenance. For my third chapter, I explore how trade-offs over resource allocation 

and sexual selection interact to influence the optimal timing of reproductive investment 

in honeybee colonies. Together, these models contribute to our understanding of the 

selective pressures shaping resource allocation in social insect colonies and provide a 

quantitative framework for examining life history evolution in complex social systems. 
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INTRODUCTION 

 

One of the overarching principles of evolutionary theory is that selection should 

favor increased survival and reproduction. Constraints against maximized fitness 

frequently involve trade-offs between these two critical components because organisms 

have limited resources to allocate. The field of life history theory seeks to understand 

how organisms manage these trade-offs and how they are shaped by their ecological 

environments (Pianka 1970; Stearns 1976; Reznick 2002). The diversity of life histories 

observed in nature demonstrates how varied the trade-off strategies can be while still 

achieving minimal evolutionary success (i.e. surviving).  

Eusocial organisms, such as the social insects, are fascinating and illuminating 

systems in which to study life history evolution. Eusociality is a social structure 

characterized by overlapping generations of related individuals living together, 

cooperatively caring for brood, and with a division of labor between reproductive and 

non-reproductive individuals (Wilson and Holldobler 2005). For organisms with these 

highly complex social structures, many of the basic elements of life history, such as 

resource acquisition, allocation, and reproduction, occur at the level of the group as well 

as the individual. While there are large bodies of theory on both life history evolution 

and the evolution of social complexity, thus far there has been no general quantitative 

framework for the evolution of life history trade-offs in social systems. In this work, I 

construct a series of general, abstract mathematical models to provide such a 

framework. I develop, parameterize and test these models using honeybees as a model 
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system, asking how social insect colonies should optimally allocate energetic resources 

among survival, growth, and reproduction and then compare those model results to 

observed life history traits in honeybees. While there is debate in evolutionary theory 

over the extent to which evolution optimizes phenotypic traits (Metz et al. 2008), we 

expect to see general agreement in the observed traits and the model predictions due 

to the intense selective pressures faced by honeybee colonies during their life cycle 

(Seeley and Visscher 1985). 

Lie history theory 

Life history is the sequence and timing of key events in an organism’s life related 

to growth, development, maturity, reproduction, and senescence (Lande 1982). One of 

the fundamental questions in ecology is why organisms have evolved their various life 

history strategies. If organisms could optimize all aspects of life history simultaneously, 

they should all be “Darwinian demons” that mature instantly, have infinite offspring, 

and live forever (Law 1979). One reason no organisms achieve that hypothetical ideal 

life history is that all organisms have limited resources and there are trade-offs in how 

organisms invest these resources. Life history theory seeks to explain broad patterns in 

how ecological factors influence the way different organisms allocate their resources. 

These patterns of resource allocation in turn determine most other important aspects of 

their life history, including how quickly organisms mature, how many times they 

reproduce, and how long they live (Pianka 1970). 

 One important element of any organism’s life history is their lifespan and the 

pattern of mortality they experience throughout their lives. Life history theory 
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sometimes classifies these patterns of mortality as type I (increase in mortality rate with 

age), type II (constant mortality rate with age) or type III (high juvenile mortality and a 

decrease in mortality rate with age)(Demetrius 1978). It is usually recognized, however, 

that actual patterns of mortality rarely fall cleanly into these categories and can take on 

more complex shapes (Baudisch 2011). At some point in their lives, most organisms 

experience some level of senescence, a physiological decline in function accompanied 

by a decrease in survival and/or fertility with age (Medawar 1952). How organisms 

allocate resources, and particularly how much they invest in somatic maintenance, will 

influence how quickly they grow, how long they live, and the pattern and rate of 

senescence they experience.  

Another major element of an organism’s life history is their timing and level of 

investment in reproduction. One of the earliest insights of life history theory is that 

there is often a trade-off between quality and quantity of offspring. Theory predicts 

organisms selected for fast growth (r strategists) should have more low quality 

offspring, while organisms selected for competition (k strategists) should have fewer 

high quality offspring (Pianka 1970). More recently, there has been acknowledgement 

that many organisms do not fit into this binary categorization and that the selection for 

optimal reproductive investment can be more complex (Reznick 2002). In addition, the 

timing of reproduction is important since investing energy in growth at one time might 

mean more energy for reproduction at some later time. When organisms invest in 

reproduction and how they allocate that reproductive effort has important 

consequences for fitness. 
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Life history in social insects 

Eusociality presents a uniquely favorable lens through which to develop and test 

quantitative models of how trade-offs shape the evolution of life history. Because they 

have different castes, social insects are characterized by an extreme degree of 

phenotypic plasticity in genetically similar individuals (Oster and Wilson 1978). This 

plasticity allows us to separate out genetic effects in examining impacts of changes in 

resource allocation. In addition, most studies of the relationship between lifespan and 

reproductive effort are cross-species comparisons (Austad and Fischer 1991; Gaillard et 

al. 1994; Healy et al. 2014). These studies must be careful to control for phylogeny and it 

can be difficult to draw causal conclusions because many life history traits (such as body 

size, developmental rate, and fecundity) are usually highly correlated (Abrams 1993; 

Reznick et al. 2000). It can therefore be difficult to directly detect trade-offs between 

survival and reproduction. 

Helpfully, social insects allow us to examine different schedules of development, 

levels of parental investment, and levels of reproductive output within the same 

species. Social insects also uncouple several life history characteristics that are highly 

correlated in most other organisms. For instance, social insect queens are both 

exceptionally long lived among insects (Keller 1998; Keller and Genoud 1997) and 

characterized by exceptionally high fecundity (Winston 1987). This allows us to make 

more nuanced investigation into the link between resource investment, survival, and 

reproductive success. 
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Another reason that social insects are a useful model system for understanding 

how organisms allocate resources is that entire colonies can be studied as evolutionary 

units (Seeley 1997). Whereas in solitary organisms, trade-offs involve the allocation of 

resources between somatic and reproductive tissue within a single individual, eusocial 

insect colonies must make decisions about allocation of resources among individuals in 

the colony (e.g. Crailsheim 1990). While it is usually difficult to directly track the 

allocation of resources among different tissues in an organism’s body, it is much easier 

to track the allocation of resources among individual insects in a colony. This gives us 

the unique opportunity to measure the allocation of resources invested in survival and 

reproduction, rather than simply inferring investment from the resulting level of survival 

and reproduction. 

Social insects and other complex social organisms are therefore interesting 

models for testing predictions of life history theory, despite the fact that they have 

been, thus far, predominantly unexploited in this capacity. This work seeks to bridge 

that theoretical gap by examining the evolution of resource allocation and life history 

traits at the level of the colony in social insect systems. For my first and second 

chapters, I examine the evolution of senescence in social insect colonies. For my third 

chapter, I focus on the evolution of reproductive investment in social insect colonies. 

Together, these models are intended to provide a quantitative framework to for 

examining how the major elements of life history (survival, growth, and reproduction) 

evolve in complex social systems. 

Honeybee biology 
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Though my framework can apply to eusocial insects generally, I focus on 

honeybees as a particularly good system for studying the evolution of resource 

allocation. One of two clades of bees to have evolved advanced eusociality (Winston 

and Michener 1977), honeybee colonies can have up to 100,000 members (Winston 

1987). Honeybees have an unusually convex survivorship curve for an insect, making 

them an interesting system for understanding the role of ecological factors in the 

evolution of longevity (Sakagami and Fukuda 1968). Most importantly, even among 

social insects, honeybees have a remarkably plastic aging process, which can be 

adjusted dynamically according to colony needs (Amdam and Omholt 2002). 

While most social insects have drastically different lifespans between workers 

and queens, honeybees also have a dramatically bimodal and flexible pattern of aging 

within the worker class (Münch and Amdam 2010). The physiological mechanism of 

aging in honeybees is reasonably well understood, allowing us to make reasonable 

assumptions about trade-offs when investigating evolutionary questions (Amdam et al. 

2004). Because honeybee colonies can make choices about allocation of resources 

among workers, and we can measure per worker contributions to colony function, 

honeybees offer a unique system for investigating the trade-off between current and 

future reproduction. 

The European honeybee, Apis mellifera, is native throughout most of Eurasia and 

Africa and has been introduced to the Americas and Australia (Winston 1987). The 

species most likely originated in the tropics, but has evolved temperate as well as 

tropical races (Winston 1987). Unlike most bees, which diapause during the winter, 
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honeybees are active all year (Seeley and Visscher 1985). However, in temperate 

regions, honeybees depend on resources available only from spring to fall. Temperate 

races have evolved a seasonal lifestyle in which they forage and store food during the 

warmer months and survive winter by actively thermoregulating and relying on stored 

honey (Winston 1987). 

Brood rearing stops in late fall and workers develop into a sub-caste called 

diutinus bees capable of living much longer than other workers (Omholt and Amdam 

2004). In late winter, the colony begins brood rearing again to build up the colony 

population for spring foraging (Seeley and Visscher 1985). In spring and summer, when 

floral resources are plentiful, colonies gain weight and increase in size. In late spring or 

early summer colonies reproduce by swarming (Winston 1987). 

During reproductive swarming, the colony begins by rearing a new queen. Before 

the virgin queen emerges, the mother queen leaves in a swarm with part of the 

workforce, leaving the daughter queen to inherit the original nest (Winston 1987). The 

swarm must locate a suitable site and build a new nest. Once the daughter queen 

emerges, she goes on a mating flight in which she mates with between 7 to 17 males 

(called drones), on average (Winston 1987). In addition to swarming, a honeybee colony 

can reproduce by producing drones, which mate with virgin queens from other colonies.  

Because of the distinct season of resource availability, ecological constraints on 

temperate honeybee survival, growth, and reproduction change throughout the year 

with the result that the timing of life history events is extremely important. They are an 

excellent model for examining how ecological context shapes selection for resource 
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allocation in social systems. This work therefore focuses on investigating how seasonally 

varying constraints on honeybee colonies influence their allocation of resources among 

growth, survival, and reproduction.  

Chapter One 

The goal of my first chapter is to apply evolutionary senescence theory to 

eusocial systems. As social insect workers perform all the survival functions of the 

colony, they can be thought of as the somatic elements of the colony. Investment in 

worker longevity is therefore analogous to investment in the maintenance of somatic 

cells or tissues of an individual organism. The goal of this chapter is to examine the 

selective pressures that shape individual senescence in a social insect colony. 

Senescence theory 

 Evolutionary aging theory generally agrees that the ultimate cause of senescence 

is a decline in the force of selection with age (Medawar 1952; Williams 1957; Hamilton 

1966). Since even intrinsically immortal organisms are subject to random, extrinsic 

sources of mortality, as organisms get older, a small fraction of their expected lifetime 

reproduction remains, resulting in declining reproductive value with age (Medawar 

1952).  

There are competing, though non-mutually exclusive, ideas of how this decline in 

selection causes senescence, as well as debate over what ecological factors explain the 

diverse patterns of senescence among organisms. Mutation accumulation theory 

suggests the physiological decline is caused by an accumulation of late-acting 

deleterious mutations not removed by weaker selection later in life (Medawar 1952). 
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Antagonistic pleiotropy theory suggests that late-acting deleterious mutations can be 

favored by selection if they have beneficial effects early in life when reproductive value 

is greater, even if their net effect is neutral or detrimental (Williams 1957). Disposable 

soma theory suggests that organisms accumulate somatic damage throughout life that if 

left unrepaired contributes to senescence; since somatic repair is costly, there may be 

an optimal level of resources to invest in repair that allows some senescence to occur 

(Kirkwood 1977). 

For social insects, workers have little to no direct reproduction, making the 

concept of remaining lifetime reproductive value meaningless for them. Instead, we 

would expect the force of selection on worker phenotypes to depend on their remaining 

lifetime contribution to the colony. In addition, since workers are phenotypically plastic, 

colonies can respond to changes in the remaining value of workers by adjusting the 

resources allocated to worker maintenance and their resultant senescence rates. This 

chapter therefore applies evolutionary aging theory to social systems by exploring how 

the fitness consequences to a social insect colony of changes in worker senescence are 

influenced by ecological context.  

Senescence in honeybees 

The lifespan of honeybee workers has a distinctive seasonal pattern. Summer 

workers have the shortest lifespans of only 15-38 days, while fall and spring workers live 

slightly longer (Winston 1987). Winter workers have the longest lifespans and can live 

up to 10 months (Winston 1987). Longevity is also strongly influenced by behavioral 

role. Division of labor in honeybee society is based on a system of temporal polytheism 
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where young workers perform brood care and other in-hive tasks (Winston 1987). As 

they get older, they transition to storing food, guarding the hive, and then finally 

foraging (Winston 1987). Workers usually live only 7-10 days once they begin foraging 

(Münch and Amdam 2010). Workers can postpone foraging depending on colony needs 

and foragers can sometimes revert back to being hive bees, experiencing a reversal of 

physiological senescence (Amdam et al. 2005). 

The differences in mortality rates between hive bees and foragers are based 

partly on extrinsic mortality risks and partly on differing rates of senescence. Foragers 

have a higher risk of extrinsic mortality from exposure to factors such as predators and 

adverse weather (Dukas 2008). Foragers also have a more rapid rate of physiological 

senescence than hive bees (Amdam et al. 2004), although if prevented from foraging, 

hive bees also eventually experience senescence (Remolina et al. 2007). 

Seasonal changes in weather and forage availability are important for worker 

longevity. During winter, when no brood can be reared, worker longevity must increase 

for the colony to survive until spring and to remain large enough to thermoregulate 

(Kronenberg and Heller 1982). Swarming also creates a gap in brood rearing because the 

original queen must stop egg-laying before swarming and the new queen must 

complete development and mate before she can begin laying eggs (Winston 1987). We 

therefore expect season and colony life stage to have a large impact on the selection on 

worker senescence. 

In my first chapter, I develop a model of how honeybee colony sensitivity to 

worker longevity changes under different ecological contexts and compare its 
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predictions to observed patterns of honeybee worker lifespan and senescence. By 

developing this model and examining its implications in honeybees, my first chapter 

gives insights into how ecology shapes the evolution of senescence in a social context. 

Chapter Two  

While my first chapter explores how we can measure the selective pressures 

shaping individual lifespan in a social system, my second chapter takes an optimization 

approach to examine the level of resources a eusocial colony should invest in the 

maintenance of its workers at various times. While the first chapter examines the fitness 

benefits of worker longevity, my second chapter additionally integrates the costs of 

worker maintenance and examines how the trade-off between these costs and benefits 

influences the lifespan of individuals in a social colony. 

Aging and resource investment 

The disposable soma theory suggests that the rate of senescence organisms 

experience depends on the amount of energy invested in somatic repair (Kirkwood 

1977). The more energy invested in repair, the less somatic damage accumulates and 

the slower senescence occurs; however, since organisms have limited resources, the 

more energy they invest in somatic repair, the less they can invest in reproduction 

(Kirkwood and Rose 1991). In addition, since most organisms experience random, 

extrinsic mortality, organisms should only invest enough in repair to produce a soma 

durable enough to function as long as they are likely to survive (Kirkwood and Austad 

2000). Organisms should be expected to optimize this trade-off to maximize their 

expected lifetime fitness. 
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In eusocial insects, individual workers have no direct reproductive investment. 

Instead, selection acts on colonies to optimize the amount of colony resources invested 

in worker maintenance to maximize the colony’s survival and reproduction. For my 

second chapter, I apply evolutionary aging theory to social systems by examining how a 

social insect colony’s optimal resource allocation determines the lifespan of individual 

workers. I apply this framework to gain additional insight about the pattern of worker 

aging in honeybees. 

Resource investment in honeybees 

Our current understanding of the physiological mechanism of aging in 

honeybees is consistent with the theoretical prediction that senescence rate and 

lifespan are influenced by energy and/or nutrient investment. They are therefore a good 

model for examining how optimal resource investment shapes senescence in social 

systems. Aging in honeybees is strongly influenced by protein stores; vitellogenin is an 

important protein storage molecule that has immune functions and promotes longevity 

(Amdam and Omholt 2002; Amdam et al. 2004; Smedal et al. 2009). Honeybee queens 

have the largest fat body protein stores and the greatest longevity. Foragers have 

limited protein stores and have reduced immunity and capability for somatic repair 

(Münch and Amdam 2010). In spring and summer, nurse bees have higher protein 

stores than foragers and intermediate lifespans. Winter bees attain the longest lifespan 

of any worker by storing queen-like quantities of protein (Amdam and Omholt 2002). 

Honeybee brood also require protein to develop (Crailsheim 1990). Feeding 

brood reduces the protein stores of workers by redirecting vitellogenin into brood food 
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instead of the fat bodies (Amdam and Omholt 2002; Amdam et al. 2009; Smedal et al. 

2009). There is therefore a trade-off between colony growth, by producing new 

workers, and the maintenance of existing workers. This trade-off will be influenced by 

the risk of extrinsic worker mortality, the efficiency with which protein investment 

produces gains in worker longevity, and the sensitivity of the colony’s growth to worker 

lifespan. In my second chapter, I develop a model to examine how this trade-off shapes 

a honeybee colony’s optimal level of investment in worker maintenance under different 

conditions and parts of the colony lifecycle. More broadly, this chapter examines how 

optimal resource allocation at the colony level shapes individual senescence in social 

systems. 

Chapter Three  

While my first two chapters focus on a social insect colony’s investment in 

growth and maintenance, in my third chapter, I examine the evolution of reproductive 

investment in social systems.  The goal of this third chapter is to examine how natural 

selection has shaped the timing of reproduction and allocation between female and 

male components of reproductive fitness in social insect colonies. 

Reproductive investment 

Life history theory suggests that organisms should allocate resources among 

growth, survival, and reproduction to maximize their fitness. Organisms must decide 

when to reproduce and how much energy to invest in reproduction. Often the total 

energy budget is not fixed but is itself influenced by allocation since more energy 

invested in growth at one time can mean more total energetic resources to allocate 
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later (van Noordwijk and de Jong 1986; Abrams et al. 1996). Selection therefore should 

favor the reproductive timing that optimizes the trade-off between acquiring resources 

and investing them in reproduction. 

In addition, organisms must allocate their total reproductive investment among 

their offspring. This includes trade-offs between the quality and quantity of offspring 

(Williams 1966; Smith and Fretwell 1974; Mangel et al. 1994). In sexual organisms, there 

are also trade-offs between the production of males and females. Fisher’s sex ratio 

theory predicts that sexual selection should result in equal investment in male and 

female offspring (Hamilton 1967). Where males and females have equal costs, the 

equilibrium strategy should result in an even sex ratio but where there is a cost 

asymmetry between the sexes, equal investment results more of the cheaper sex 

(Hamilton 1967).  

Reproduction for social insects is not the production of individuals but the 

production of new colonies. While producing and maintaining workers is an investment 

in colony growth and survival, producing reproductive individuals (queens and males) 

that found new colonies is an investment in reproduction. During colony reproduction, 

honeybees must decide not only when to produce reproductives, but how much to 

invest in offspring colonies, and how much to invest in daughter queens and males. 

Honeybee reproduction 

Because of their way of reproducing, the trade-off between growth and 

reproduction in honeybees is linked to the offspring sex ratio. Honeybee colonies 

reproduce by fissioning, also called reproductive swarming (Seeley 1995). During 
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swarming, the colony produces daughter queens that mate and inherit a fraction of the 

workforce. One daughter also inherits the natal nest, while the mother queen founds a 

new nest with the rest of the workers. The reproductives are never solitary and cannot 

survive without workers. The swarm should therefore be considered part of the colony’s 

investment in the female component of reproduction (Bulmer 1983). The other way to 

pass on the colony’s genes is by producing male bees or drones. The drones then 

compete to be among the 7-17 males who mate with virgin queens from other colonies 

that are swarming, and found new colonies partially fathered by the drone. 

There is a major asymmetry in the costs and benefits of producing male or 

female reproductives for honeybees. Drones are cheap as they require only the 

production of a single bee. In contrast, queens are expensive because in addition to the 

cost of the queen herself, the queen-founded swarm requires the production of 

thousands of worker bees. Since males are much cheaper than swarms, many more 

males than females must be produced to result in equal investment between the sexes. 

Because there are many more drones than queens, each drone has a very low 

probability of mating, whereas queens have a high chance of successfully mating and 

founding a daughter colony (Winston 1987). Inclusive fitness theory also predicts that 

reproductive investment should be discounted by the relatedness to the offspring 

produced (Trivers and Hare 1976). Because in honeybees there is a difference in the 

relatedness of workers to drone and queen founded colonies, we expect investment in 

each sex to be proportional to their relatedness to workers of the parent colony rather 

than equal. 
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Because honeybees have a finite season for reproduction to occur, the timing of 

investment in male (drones) and female (swarms) components of reproduction also 

determines how much energy the colony will have to invest. Since workers acquire 

resources for the colony, each worker produced contributes to the rearing of future 

workers. The opportunity cost of producing a drone includes not only the workers that 

could be produced with the same amount of resources, but the compounded benefit: 

the future workers that those workers would have produced. This opportunity cost 

therefore changes depending on how much time remains in the reproductive season. 

The timing of male production is therefore influenced by both energetic trade-offs 

between growth and reproduction and sexual selection on the resources invested in 

offspring of each sex. 

Life history theory makes predictions about how optimal resource allocation 

shapes reproductive timing and about how sexual selection shapes offspring sex ratios 

in individuals. In my third chapter, I combine these theoretical frameworks to examine 

the selective pressures shaping reproductive investment in a social insect that 

reproduces by colony fission. I develop an optimization model that make predictions 

about the timing and allocation of reproductive effort in honeybees and compare its 

predictions to observed honeybee reproductive behavior. The broader goal of this 

chapter is to provide a framework for examining how seasonality, social organization, 

and sexual selection influence the evolution of reproductive investment in social 

systems. 
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Together these three chapters will build a quantitative framework for examining 

the trade-offs and selective pressures that shape the evolution of life history traits in 

social species. They will examine how these trade-offs over resource allocation have 

shaped honeybee evolution and lay the groundwork for a broader incorporation of 

selection on social systems into life history theory.  
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Abstract 

Honeybees have extraordinary phenotypic plasticity in their senescence rate, with 

seasonal variation in both senescence and extrinsic mortality resulting in up to a tenfold 

increase in worker life expectancy in winter as compared to summer. To understand the 

evolution of this remarkable pattern of aging, we must understand how factors affecting 

the longevity of individuals scale up to effects on the entire colony. Borrowing methods 

from population demographic modelling, we develop a matrix model of colony 

demographics to ask how worker age-dependent and age-independent mortality affect 

colony fitness and how these effects differ by seasonal conditions. We find that there 

are seasonal differences in honeybee colony sensitivity to both senescent and extrinsic 

worker mortality. Colonies are most sensitive to extrinsic (age-independent) nurse and 

forager mortality during periods of higher extrinsic mortality and resource availability 
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but most sensitive to age-dependent mortality during periods of lower extrinsic 

mortality and lower resource availability. These results suggest that seasonal changes in 

selection on worker senescence may partly explaining the observed pattern of seasonal 

differences in worker aging. 
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Introduction 

One challenge of life history theory is explaining the great diversity of lifespans 

and patterns of senescence we see in the natural world. Senescence, which can be 

defined as a decline in physiological functioning that is usually accompanied by an 

increase in the rate of mortality with age, seems puzzling since natural selection should 

eliminate traits that reduce survival or fecundity.  

The main evolutionary explanation of senescence is a decline in the force of 

selection with age due to random mortality (Medawar 1952; Hamilton 1966). This 

decline in the force of selection may cause senescence because of the accumulation of 

late-acting deleterious mutations (mutation accumulation theory) (Medawar 1952) or 

positive selection for genes that are beneficial early in life but detrimental later in life 

(antagonistic pleiotropy theory) (Williams 1957). Kirkwood (1977) proposed that a 

physiological mechanism for antagonistic pleiotropy may be an energetic cost to 

somatic maintenance (disposable soma theory). If there is a tradeoff between 

investment in reproduction and maintenance, selection may favor an optimal level of 

investment in maintenance that allows some accumulation of damage, resulting in 

senescence (Kirkwood 1977, 2010; Kirkwood and Rose 1991). 

Early proponents of both mutation accumulation and antagonistic pleiotropy 

theories predicted that increasing the level of extrinsic mortality should accelerate the 

decline in selection with age, resulting in increased senescence (Medawar 1952; 

Williams 1957; Hamilton 1966). However, further refinement of these theories has led 

to debate over how the force of selection changes with age and how extrinsic mortality 
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affects the force of selection against senescence. Abrams pointed out that in a density-

independent population, higher extrinsic mortality doesn’t change the force of selection 

if it is the same across all age groups (Abrams 1993; Caswell 2007). The effect of 

extrinsic mortality on senescence also depends on the type of density dependence 

(Abrams 1993). 

If a source of extrinsic mortality, such as predation, isn’t random with respect to 

condition, it can increase rather than decrease the selection against senescence 

(Williams and Day 2003; Chen and Maklakov 2012). In addition, the force of selection 

may not inevitably decline with age and can even increase (Baudisch 2005) resulting in 

negligible or negative senescence (Vaupel et al. 2004). These more nuanced theoretical 

predictions may explain why there has been mixed empirical support for the initial 

prediction that higher extrinsic mortality causes faster senescence (Promislow and 

Harvey 1990; Austad 1993; Gaillard et al. 1994; Keller and Genoud 1997; Stearns et al. 

2000; Reznick et al. 2004; Williams et al. 2006). 

The European honeybee (Apis mellifera) is a useful model system for empirically 

testing predictions about how changes in the force of selection influence the evolution 

of senescence. Honeybees have a remarkable degree of phenotypic plasticity in the rate 

of aging within the worker caste, with workers having up to a tenfold difference in life 

expectancy based on season, social environment, and task performance (Fluri et al. 

1977; Amdam and Omholt 2002; Amdam et al. 2005, 2009; Münch and Amdam 2010). 

Because of their division of labor and seasonally changing environment, we would 
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expect a large degree of variation in the selective pressure on the senescence of 

honeybee workers. 

Although it is recognized that sociality strongly influences the evolution of 

senescence (e.g. Lee 2003), there is a relative dearth of theory on factors affecting the 

force of selection against senescence in eusocial organisms. One challenge of 

understanding senescence in social organisms is that it can be difficult to know how 

changes in the longevity of individuals will scale up to effects on the whole colony, the 

relevant unit of selection (Seeley 1997).  Understanding how to estimate the selective 

pressure against worker senescence in honeybees can thus give us broader insights into 

the evolution of aging in social systems. 

The question we therefore seek to address is how seasonal changes in extrinsic 

mortality and resource availability influence the selective pressure on worker 

senescence in honeybees. Using a demographic model, we ask a) how sensitive is colony 

growth to changes in age-dependent and age-independent worker mortality, b) how 

does this sensitivity differ by season, and c) do seasonal changes in the force of selection 

predict the observed pattern of worker senescence? 

Honeybee colonies have an age based division of labor in which young workers 

work inside the hive as nurses and older workers forage outside (Winston 1987). Nurses 

have a lower senescence rate than foragers (Amdam et al. 2005) and a much lower risk 

of accidental mortality because of the protected environment of the hive (Münch and 

Amdam 2010). Worker lifespan also has a distinct seasonal pattern. Summer bees have 

the shortest lifespans of 2-6 weeks, spring and fall bees have intermediate lifespans, and 
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winter bees have the longest lifespans of up to 20 weeks (Winston 1987). Honeybees 

rely on a seasonal food resource and colonies must survive the winter when they are 

unable to forage or rear brood. Because of seasonal changes in both extrinsic mortality 

and food availability, we would expect the fitness effects to the colony of changes in 

worker senescence to vary strongly by season. 

To answer our research question, we adapt a method commonly used in 

demographic modeling: the Leslie matrix model. This framework is typically used to 

estimate the growth rate of an age-structured population and to examine how different 

life stages contribute to the growth of a population (Caswell 1989). In conservation, it 

can be used to determine which life stage to target to have the biggest impact on a 

population’s growth (Caswell 1989). 

We adapt this method to model the growth of a social insect colony instead of a 

population. Since honeybee workers have little or no direct reproduction, their fitness is 

determined by the reproductive success of their colony (Seeley 1997). We assume that 

the selective pressure on worker traits is proportional to the effect of the trait value on 

colony growth and/or survival. We therefore estimate the selective pressure on worker 

senescence by calculating the sensitivity of colony growth to changes in worker 

mortality. 

This method gives us a computationally simple way to estimate how different 

worker life stages differ in their contribution to colony growth and how changes in the 

vital rates of individual workers affect the fitness of the colony. 
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Methods 

We construct an age-structured Leslie matrix model of a honeybee colony. We 

divide the worker population into brood, nurse, and forager stages, with each stage 

further divided into age classes. We define Bi,t as the number of i day old brood in the 

colony on day t, Ni,t as the number of i day old nurse bees in the colony on day t, and Fi,t 

as the number of i day old foragers in the colony on day t. 

Rather than fecundity, as in a traditional Leslie matrix, the top row of the Leslie 

matrix represents the contribution of each forager to the production of new worker 

brood. We assume that brood development is limited only by the ability of the colony to 

feed them (i.e., assuming the colony is not near the queen’s egg laying capacity). We 

assume that workers remain in the brood stage for 21 days (Winston 1987) and brood 

survive to the next age class with probability sb. We define r as the number of new 

brood that can be provisioned by a forager per day, with 𝑟 =
𝑝

𝑐
, where c is the amount 

of food required by a brood per day and p is the amount of food provisioned by a 

forager per day. Thus, the number of i day old brood on day t is defined by:  

𝐵𝑖,𝑡 = {
∑ 𝑟𝐹𝑗,𝑡−1

19

𝑗=1
  

𝑠𝑏𝐵𝑖−1,𝑡−1      

     𝑖 = 1       

     𝑖 = 2: 21
 

We assume all adult workers start as nurse bees and become foragers after a 

variable number of days (Robinson et al. 1989). We define g as the probability a nurse 

becomes a forager the next day (note that this is different from a deterministic 

progression to forager after a fixed number of days). We assume nurse bees have a low 

rate of senescence and a low probability of extrinsic mortality because of the protected 
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environment of the hive (Rueppell et al. 2007; Dukas 2008). We assume nurse survival is 

influenced by both senescence (age-dependent mortality) and extrinsic hazards (age-

independent mortality) (Dukas 2008). We define sn,i as the daily survival probability of 

an i day old nurse and mn,i as the daily mortality probability of an i day old nurse. We 

represent nurse mortality as a Gompertz-Makeham function where:  

𝑠𝑛,𝑖 = 1 − 𝑚𝑛,𝑖  

𝑚𝑛,𝑖 = 𝛼𝑛𝑒𝛽𝑛𝑖 + 𝛾𝑛 

We refer to the intercept γn as the nurse extrinsic mortality parameter since it 

represents the age-independent component of nurse mortality. We refer to αn as the 

initial age-dependent nurse mortality parameter and to βn as the age-dependent 

increase in nurse mortality parameter. We assume that changes in αn and βn reflect 

changes in senescence. The number of i day old nurses on day t is given by: 

𝑁𝑖,𝑡 = {
𝑠𝑏𝐵21,𝑡−1                     𝑖 = 1   

𝑠𝑛,𝑖−1(1 − 𝑔)𝑁𝑖−1,𝑡−1    𝑖 = 2: 120
 

We assume, like nurses, forager survival is influenced by both age-dependent 

mortality and age-independent mortality (Dukas 2008). We define sf,i as the daily 

survival probability of an i day old forager and mf,i as the daily mortality probability of an 

i day old forager. We represent forager mortality as a Gompertz-Makeham function 

where:  

𝑠𝑓,𝑖 = 1 − 𝑚𝑓,𝑖 

𝑚𝑓,𝑖 = 𝛼𝑓𝑒𝛽𝑓𝑖 + 𝛾𝑓 

We refer to the intercept γf as the forager extrinsic mortality parameter. We 

refer to αf as the initial age-dependent forager mortality parameter and to βf as the age-
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dependent increase in forager mortality parameter. As with nurses, we assume αf and βf 

represent forager senescence. We assume all workers go through a nurse stage before 

becoming foragers. We assume the number of workers living more than 19 days as 

foragers is negligible (Dukas 2008). The number of i day old foragers on day t is given by: 

𝐹𝑖,𝑡 = {
∑ 𝑠𝑛,𝑗𝑔𝑁𝑗,𝑡−1

120

𝑗=1
           𝑖 = 1        

𝑠𝑓,𝑖−1𝐹𝑖−1,𝑡−1                  𝑖 = 2: 19
 

To examine how the selective pressures shaping worker aging differ across 

annual environmental fluctuations, we modeled a colony under three different seasonal 

conditions: spring/fall, summer, and winter. We represented each season by different 

parameter values for forager extrinsic mortality (γf), food availability (p), and nurse-to-

forager transition rate (g) (Table 1). We represented summer as a season with high food 

availability, high extrinsic mortality, and a high nurse-to-forager transition rate. We 

represented fall and spring as intermediate food availability, intermediate extrinsic 

mortality, and a high nurse-to-forager transition rate. We represented winter as near 

zero food availability, low extrinsic mortality, and low nurse-to-forager transition rate 

since winter bees do not leave the hive to forage. 

To examine the effects of forager and nurse extrinsic mortality and senescence 

on the growth of the colony, we performed a numeric elasticity analysis by perturbation 

(Caswell 2000). Elasticity is a measure of sensitivity that is scaled to be unitless (Caswell 

1989). We calculated the elasticity of the colony growth rate (the dominant eigenvalue 

of the Leslie matrix) to perturbations in parameters γn, αn, and βn (the nurse mortality 
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parameters) and γf, αf, and βf (the forager mortality parameters). If we define λ as the 

colony growth rate, the elasticity of the growth rate to parameter x is defined as: 

Δ𝜆

Δ𝑥

𝑥

𝜆
 

We repeated this elasticity analysis for each set of seasonal parameter 

conditions to examine how the selective pressure on worker age-dependent and age-

independent mortality differs by season. 

Results 

 We find that the elasticity of the colony growth rate, λ, to the age-independent 

(extrinsic) component of nurse mortality, γn, is highest under summer conditions (high 

productivity and high extrinsic mortality) and lowest under winter conditions (low 

productivity and low extrinsic mortality). The elasticity to γn under spring/fall conditions 

(intermediate productivity and extrinsic mortality) is similar to that of summer 

conditions (Figure 1).  

 In contrast, we find that the elasticities of the colony growth rate to the age-

dependent increase in nurse mortality, βn, and to the initial age-dependent nurse 

mortality, αn, are both highest under winter conditions and lowest under summer and 

spring/fall conditions (Figures 2 and 3). Taken together, these results suggest that a 

honeybee colony is most sensitive to changes in nurse senescence during the winter but 

most sensitive to changes in nurse extrinsic mortality during the summer. Table 2 shows 

the elasticity of the λ to γn, αn, and βn in each season. 

We further find that the elasticity of the colony growth rate to γf, the age-

independent (extrinsic) component of forager mortality, is highest under summer 
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conditions (high productivity and high extrinsic mortality) and lowest under winter 

conditions (low productivity and low extrinsic mortality). Unlike for nurse mortality, the 

elasticity of the growth rate to γf under fall/spring conditions is intermediate between 

that of summer and winter (Figure 4). This suggests that the selective pressures against 

extrinsic forager mortality, like extrinsic nurse mortality, are strongest in summer and 

weakest in winter. 

In contrast, we find that the elasticity of λ to αf, the initial age-dependent forager 

mortality, is highest under winter conditions, intermediate under spring/fall conditions, 

and lowest under summer conditions (Figure 5). Similarly, we find that the elasticity of λ 

to βf, the age-dependent increase in forager mortality, is highest under winter 

conditions and similarly low under summer and fall/spring conditions, although it is 

lowest in summer conditions (Figure 6). Together this suggests that the selective 

pressures against forager senescence are strongest in winter and weakest in summer. 

Table 3 shows the elasticity of the λ to γf, αf, and βf in each season. 

Discussion 

Much of our evolutionary understanding of senescence is based on the principle 

that organisms experience a decline in the force of selection with age (Medawar 1952; 

Hamilton 1966) resulting in positive selection for traits that increase early-life survival or 

fecundity at the expense of late-life survival (Williams 1957). Theory further predicts 

that investing in somatic maintenance to postpone senescence is energetically costly 

(Kirkwood 1977); when selection declines more rapidly with age, organisms should 

invest less in somatic maintenance and experience more rapid senescence. Differences 
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in mean longevity and senescence rate among organisms should therefore be explained 

at least in part by differences in the pattern and degree to which selection changes with 

age. 

Social insects, such as honeybees, are excellent model systems for exploring the 

evolution of senescence because of their large degree of phenotypic plasticity in 

senescence rate and lifespan among genetically similar individuals (Keller and Genoud 

1997; Page and Peng 2001; Münch and Amdam 2010). Different workers experience 

different levels of extrinsic hazards depending on their behavioral role in the colony 

(Dukas 2008). In addition, extrinsic mortality, resource availability, and worker behavior 

vary seasonally, allowing us to examine how senescence in workers is influenced by 

ecological context. 

There has been much theoretical work refining predictions about how extrinsic 

mortality (Cichoń 1997), density-dependence (Abrams 1993), and other ecological 

factors (Williams and Day 2003) affect the selection against senescence in individuals. 

However, it is less straightforward how these ecological factors influence the strength of 

selection against senescence in social organisms, where individuals have little or no 

direct reproduction and fitness depends on their contribution to the colony as a whole. 

Using a simple stage-structured demographic model, we seek to bridge this theoretical 

gap to explore how ecological context influences selection against worker senescence in 

honeybees. 

 We find that there are seasonal differences in the strength of selection against 

senescence in honeybee workers, as measured by the sensitivity of the colony growth 
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rate to age-dependent worker mortality. We find that the colony is more sensitive to 

changes in both nurse and forager senescence in winter conditions, when resources are 

scarce and extrinsic mortality is lower, than in summer conditions, when resources are 

plentiful and extrinsic mortality is high (Figures 3 and 6). Since colonies cannot easily 

produce new workers in winter, small increases in the senescence of existing workers 

have larger effects on the colony. This difference in sensitivity may largely explain why 

winter honeybee workers have a much lower senescence rate than spring or summer 

workers (Münch et al. 2013). In contrast, colonies are most sensitive to changes in 

extrinsic mortality (Figures 1 and 4) in summer when resources are plentiful; this may be 

because summer workers spend more of their lives in the riskier forager state rather 

than the more protected nurse state (Winston 1987). 

We also find the seasonal pattern of selection changes with worker life stage. 

There is much stronger selection against nurse senescence in winter, when most 

workers remain in the nurse stage, than in summer and spring/fall, both periods when 

they are likely to transition into foragers sooner (Figure 3). Since nurses have much 

lower age-dependent and -independent mortality than foragers, selection against nurse 

senescence in summer is driven partly by how quickly they transition to the riskier 

forager state. The selection against foragers senescence, on the other hand, is strongest 

in winter, but intermediate in spring/fall and lowest in summer (Figure 6), suggesting 

that selection on forager senescence decreases as extrinsic mortality increases. This 

aspect of our results highlights how behavioral role can interact with ecological context 

to influence how the selection against senescence changes with age. 
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Overall, our model predicts that the selection against worker senescence should 

be strongest in winter and weakest in summer. This should lead to the evolution of 

seasonal differences in worker senescence rate, with the slowest senescence in winter 

and the fastest in summer. This prediction about the seasonal pattern of senescence 

rate matches what we observe empirically in temporal honeybee colonies (Sakagami 

and Fukuda 1968; Münch and Amdam 2010; Münch et al. 2013). This model therefore 

suggests that seasonal changes in the force of selection are important in shaping the 

phenotypically plastic pattern of senescence in honeybees. 

Although the main objective of this model is to estimate how seasonally varying 

selective pressures affect the evolution of aging in honeybee workers, this method could 

also be used to predict how anthropogenic sources of mortality will affect the health 

and survival of honeybee colonies. The European honeybee is an economically 

important pollinator, whose crop pollination services are worth an estimated at $11.68 

billion annually in the United States (Calderone 2012). Managed honeybees face 

numerous stressors including parasites, nutrition stress, and pesticide exposure. 

Because of logistical constraints, the impact of potential threats to honeybee health are 

usually evaluated at the individual rather than colony level (USEPA 2012). This model 

can therefore help predict how changes in individual worker mortality will scale up to 

colony-level effects, which is important to evaluating threats to honeybee health and 

also can give clues to the causes of colony declines (Khoury et al. 2013; Perry et al. 

2015). 
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The principle that selection changes with age has been a cornerstone of much of 

evolutionary senescence theory (Medawar 1952; Williams 1957; Hamilton 1966; Abrams 

1993; Baudisch 2005; Kirkwood 2010). There has been much interest in refining our 

understanding of how ecological factors, such as extrinsic hazards, influence the age-

specific patterns of selection and in turn the evolution of lifespan. Previous work has 

shown that the force of selection doesn’t simply decline linearly with age, but can have 

more complex patterns (Abrams 1993; Vaupel et al. 2004; Baudisch 2005, 2011). We 

here demonstrate how seasonal changes in the strength of selection can explain 

phenotypically plastic differences in lifespan among individuals in a social species. This 

simple approach to quantifying the effect of worker mortality on colony fitness can lead 

to better empirical predictions about how ecological factors should influence the 

evolution of senescence in social organisms.  
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Tables 

Table 1. Full list of model parameters and their values. 

Parameter Definition Summer Fall/Spring Winter 

p Food production per forager per day 0.098 .058 0.0001 

c Total food consumption per brood 0.151 0.151 0.151 

r Number of brood provisioned per 
forager per day 

p/c p/c p/c 

𝑠𝑏 Daily brood survival probability 0.993 0.993 0.993 

𝛼𝑛 Nurse initial age-dependent mortality 
rate 

0.001 0.001 0.001 

𝛽𝑛 Nurse age-dependent increase in 
mortality rate 

0.1 0.1 0.1 

𝛾𝑛 Nurse age-independent mortality rate 0.04 0.04 0.0134 

𝛼𝑓 Forager initial age-dependent mortality 
rate 

0.001 0.001 0.001 

𝛽𝑓 Forager age-dependent increase in 
mortality rate  

0.369 0.369 0.369 

𝛾𝑓 Forager age-independent mortality rate 0.134 0.067 0.0134 

g Nurse probability of becoming forager 
per day 

0.05 0.05 0.01 

T Number of days considered 90 90 90 

 

Table 2. Elasticities of colony growth rate to nurse mortality parameters by season 

 𝜶𝒏 𝜷𝒏 𝜸𝒏 

Spring/Fall 0.000911 0.00206 0.01026 

Summer 0.000886 0.00195 0.01039 

Winter 0.011243 0.04413 0.00759 

 

Table 3. Elasticities of colony growth rate to forager mortality parameters by season 

 𝜶𝒇 𝜷𝒇 𝜸𝒇 

Spring/Fall 0.00358 0.01490 0.01107 

Summer 0.00358 0.00574 0.01971 

Winter 0.00685 0.12545 0.00186 
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Figure Legends 

Figure 1. Elasticity of λ to γn, the age-independent component of nurse mortality. Nurse 

mortality is represented as a Gompertz-Makeham function, with γn as the intercept or 

age-independent component of nurse mortality. Colonies are less sensitive to nurse age-

independent mortality in winter (low extrinsic mortality, low forager productivity, low 

forager transition rate) than in summer (high extrinsic mortality, high forager 

productivity, high forager transition rate) or spring (intermediate extrinsic mortality, 

intermediate forager productivity, high forager transition rate).  

Figure 2. Elasticity of λ to αn, the initial nurse mortality. Nurse mortality is represented 

as a Gompertz-Makeham function, with αn as the initial age-dependent component of 

nurse mortality. Colonies are more sensitive to nurse age-dependent mortality in winter 

(low extrinsic mortality, low forager productivity, low forager transition rate) than in 

summer (high extrinsic mortality, high forager productivity, high forager transition rate) 

or spring (intermediate extrinsic mortality, intermediate forager productivity, high 

forager transition rate). 

Figure 3. Elasticity of λ to βn, the age-dependent increase in nurse mortality. Nurse 

mortality is represented as a Gompertz-Makeham function, with βn as the exponential 

rate of increase in nurse mortality with age. Colonies are much more sensitive to the 

age-dependent increase in nurse mortality in winter (low extrinsic mortality, low forager 

productivity, low forager transition rate) than in summer (high extrinsic mortality, high 
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forager productivity, high forager transition rate) or spring (intermediate extrinsic 

mortality, intermediate forager productivity, high forager transition rate). 

Figure 4. Elasticity of λ to γf, the age-independent component of forager mortality. 

Forager mortality is represented as a Gompertz-Makeham function, with γf as the 

intercept or age-independent component of forager mortality. Colonies are least 

sensitive to forager age-independent mortality in winter (low extrinsic mortality, low 

forager productivity, low forager transition rate) and most sensitive in summer (high 

extrinsic mortality, high forager productivity, high forager transition rate), with 

spring/fall (intermediate extrinsic mortality, intermediate forager productivity, high 

forager transition rate) elasticity being intermediate between that of summer and 

winter. 

Figure 5. Elasticity of λ to αf, the initial forager mortality. Forager mortality is 

represented as a Gompertz-Makeham function, with αf as the initial age-dependent 

component of forager mortality. Colonies are most sensitive to forager age-dependent 

mortality in winter (low extrinsic mortality, low forager productivity, low forager 

transition rate) and least sensitive in summer (high extrinsic mortality, high forager 

productivity, high forager transition rate), with spring/fall (intermediate extrinsic 

mortality, intermediate forager productivity, high forager transition rate) elasticity being 

intermediate between that of summer and winter. 

Figure 6. Elasticity of λ to βf, the age-dependent increase in forager mortality. Forager 

mortality is represented as a Gompertz-Makeham function, with βf as the exponential 
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rate of increase in forager mortality with age. Colonies are most sensitive to the age-

dependent increase in forager mortality in winter (low extrinsic mortality, low forager 

productivity, low forager transition rate) and least sensitive in summer (high extrinsic 

mortality, high forager productivity, high forager transition rate), with spring/fall 

(intermediate extrinsic mortality, intermediate forager productivity, high forager 

transition rate) elasticity being intermediate but closer to that of summer.  
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Abstract 

The question of why organisms age has puzzled biologists for decades. The prevailing 

explanation is that senescence occurs because the force of selection declines with age. 

The amount of energy organisms invest in somatic maintenance is influenced by the 

probability of extrinsic mortality and the effect of somatic investment on survival. 

Senescence theory can also be used to explain how colonies decide how much to invest 

in the longevity of colony-members. Tests of the theory have focused on the role of 

extrinsic mortality, with fewer theoretical considerations of other factors affecting this 

trade-off, such as changes in the costliness of somatic maintenance or in the effect of 

individual lifespan on fitness of the group. We develop a decision theory model to 

evaluate how changing the marginal costs and benefits of longevity, along with extrinsic 

mortality, influence optimal worker lifespan in a social insect colony. We apply this 
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model to predict worker lifespan in honeybees. Our model predicts that higher extrinsic 

mortality favors shorter lifespan. However, increased lifespan is favored when marginal 

benefits are an increasing function of longevity. In honeybees, this explains how greater 

somatic investment is favored during gaps in brood rearing despite high mortality. We 

believe our approach expands the evolutionary theory of aging and can make 

quantitative predictions about the selective pressures shaping senescence in social 

systems. 
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Introduction 

The phenomenon of senescence, the gradual deterioration in physiological 

function with age, has puzzled evolutionary biologists since it seems clearly detrimental 

to fitness, yet is a ubiquitous feature throughout the tree of life. Furthermore, 

organisms differ greatly in both longevity and the pattern of senescence (Piraino et al. 

1996; Miller 2001; Morbey et al. 2005). Understanding the evolutionary pressures that 

shape differences in longevity is one of the major challenges of life history theory. 

Evolutionary theory suggest that senescence occurs because of a decline in the 

force of selection with age (Medawar 1952; Williams 1957; Hamilton 1966). This decline 

in selection leads to a physiological decline in function with age because of an 

accumulation of late-acting deleterious mutations not eliminated by selection (Medawar 

1952) or because of a trade-off between early life fecundity and later survival (Williams 

1957; Nesse 1988). Disposable soma theory suggests a physiological mechanism for that 

trade-off; organisms have limited resources to allocate, so investing more energy in 

somatic maintenance means there is less available for reproduction (Kirkwood 1977). 

Selection should favor the optimal allocation of resources that maximizes fitness.  

While evolutionary senescence theory was devised to explain senescence of 

individuals, this theory can also be used to understand the senescence of parts of a 

multicellular organism (e.g. Gardner and Mangel 1997) or of individuals in a functionally 

integrated superorganism, such as that of eusocial insect colonies (Seeley 1997; Lee 

2003). Rather than maximizing individual reproductive value (Kozłowski 1993), selection 

in a superorganism acts on individual phenotypes to maximize their contribution to the 
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fitness of the colony. For social insects, for instance, where workers have little to no 

direct reproduction, worker phenotypes should evolve to maximize their contribution to 

the colony’s survival, growth, and reproduction (Lee 2003).  

One original prediction of evolutionary senescence theory was that a higher 

probability of extrinsic mortality should cause the evolution of faster senescence 

because the force of selection decreases more rapidly as the probability of surviving to 

older ages decreases (Medawar 1952; Williams 1957; Hamilton 1966). For a 

superorganism, higher extrinsic mortality should select for lower somatic investment 

and shorter lifespan of individuals. Extrinsic mortality can be defined as age-

independent mortality and is usually thought of as mortality due to accidents or 

predation (e.g. Dowling 2012). Another prediction is that there should be a trade-off 

between reproductive effort and longevity (Kirkwood and Austad 2000). 

There has been great interest in empirically testing these predictions. 

Experimental evolution studies  have generally supported the prediction that higher 

extrinsic mortality leads to more rapid senescence (Gasser et al. 2000; Stearns et al. 

2000) as well as the prediction of a trade-off between longevity and early fecundity 

(Rose 1984; Chippindale et al. 1993; Partridge et al. 1999; but see Partridge and Fowler 

1992). In contrast, studies in wild populations have found mixed support for these 

predictions (Austad 1993; Holmes and Austad 1994; Keller and Genoud 1997; Bérubé et 

al. 1999; Wilkinson and South 2002; Reznick et al. 2004; Morbey et al. 2005; Ricklefs 

2010; Healy et al. 2014). 
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There has been a great deal of work on refining the theoretical predictions of 

evolutionary senescence theory to help explain these conflicting findings. Contrary to 

Williams’ original prediction, extrinsic mortality has no effect on senescence if a 

population is density-independent or if density affects survival of all age classes equally 

(Abrams 1993; Caswell 2007). However, it does select for faster senescence if density 

dependence acts uniformly on fertility (Abrams 1993). In addition, empirical tests often 

use predation as a source of extrinsic mortality (e.g. Reznick et al. 2004). However, while 

theory assumes extrinsic mortality is age-independent (Medawar 1952), predation is 

usually not random with respect to condition (Dowling 2012) and higher predation risk 

may therefore select for decreased, not increased, senescence (Chen and Maklakov 

2012).  

Furthermore, while previous models often assumed a linear effect of energy 

invested in reproduction on fertility or of energy invested in repair on somatic damage 

accumulation (Kirkwood and Rose 1991; Abrams and Ludwig 1995), there has been 

increasing recognition that the effect of energy investment in repair on mortality may 

be non-linear (Cichoń 1997; Cichoń and Kozłowski 2000; Mangel and Munch 2005; 

McNamara and Buchanan 2005; Munch and Mangel 2006). For instance, Cichoń (Cichoń 

1997) found that a higher efficiency of repair selects for a longer lifespan. 

Just as energy invested in somatic repair may have a non-linear effect on 

lifespan, in organisms or colonies that experience the senescence of parts, the lifespan 

of individual parts may have a non-linear effect on the fitness of the whole organism or 

colony. The effect of extrinsic mortality on worker lifespan has been examined in social 
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insects (Kramer and Schaible 2013). However, few theoretical studies have examined 

both non-linear effects of somatic repair on individual lifespan and non-linear effects of 

individual lifespan on fitness in social systems. Building on previous work, we seek to 

examine how the shapes of these relationships can influence the evolution of longevity 

in a social context.  

We here present a decision theory model examining optimal worker lifespan in a 

social insect colony based on (a) the risk of extrinsic mortality, (b) the effect of worker 

lifespan on colony productivity, defined as the colony’s rate of acquisition of energetic 

resources (marginal benefits of lifespan) and (c) the effect of somatic investment in 

workers on worker lifespan (marginal costs of lifespan). Decision theory is a 

mathematical framework dealing with optimal decision making under risk or uncertainty 

(Peterson 2009) that has been widely applied in ecology (McNamara and Houston 1980; 

McNamara and Buchanan 2005; Nesse 2005; Bateson 2007). Decision theory is a logical 

framework for modeling social individuals as investments by a colony, with some risk 

(extrinsic mortality) and expected value; it can easily incorporate nonlinearity in the 

costs and benefits of the investment to determine the optimal investment level. This 

framework can also incorporate empirical data and predict how multiple factors interact 

to determine a colony’s optimal investment in the lifespan of its colony members. 

We examine this question using honeybees (Apis mellifera) as an excellent model 

system for expanding on evolutionary aging theory. Honeybee workers have 

extraordinary phenotypic plasticity in lifespan, influenced by season and behavioral role 

(Remolina et al. 2007; Münch and Amdam 2010). As predicted by disposable soma 
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theory, the transition from in-hive work to foraging, with an accompanying increase in 

extrinsic mortality, also results in faster physiological senescence and a shorter lifespan 

(Rueppell et al. 2007; Dukas 2008). Worker senescence is under individual and social 

control (Amdam et al. 2005), making it an emergent property of the colony. Greater 

protein consumption results in greater longevity, meaning potentially long lived workers 

are more costly to produce (Amdam et al. 2004; Münch and Amdam 2010). 

Conveniently, measuring resource allocation among individual workers is much easier 

than measuring allocation among functional systems of an organism. Honeybee colonies 

are highly integrated units; although there is the potential for conflict, in the matter of 

colony survival the interests of workers are largely aligned (Seeley 1997).  

Methods 

We model worker bees as an investment by the colony (the agent whose utility is 

being maximized). Selection should act on colonies to invest in somatic maintenance of 

workers in a way that optimizes the net contribution of its workforce to colony 

productivity, a reasonable proxy for colony fitness in honeybees because it determines 

how much energy can be allocated among the parent and all offspring colonies. We 

define the intrinsic lifespan as the average lifespan of a worker not killed by any extrinsic 

source of mortality. Intrinsic lifespan, n, is the variable being optimized in the model.  

We assume the colony can invest energetic resources to increase the durability 

of workers (more durable workers have a longer intrinsic lifespan). In honeybees, 

increasing the size of a worker’s protein reserve results in an increased lifespan, but 

imposes an increased cost because the worker must consume more pollen (Crailsheim 
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et al. 1992; Amdam and Omholt 2002; Amdam et al. 2004; Alaux et al. 2010). Investing 

sufficient resources to produce workers with an intrinsic lifespan of n days imposes a 

cost, which we call 𝐶𝑛.  We then define the marginal cost, 𝐶̂𝑛, as the increase in an 

average worker’s resource consumption resulting from increasing its intrinsic lifespan 

from n-1 to n days. In principle, we can empirically estimate the shape of the cost curve 

by measuring the impact of protein consumption on intrinsic lifespan. We can define 

total cost of workers with intrinsic lifespan n: 

𝐶𝑛 = ∑ 𝐶̂𝑛

𝑛

1
 

We next define the marginal benefit, 𝐵̂𝑛, as the increase in colony productivity 

resulting from an average worker’s lifespan increasing from n-1 to n days. In addition, 

workers have a daily probability of age-independent extrinsic mortality, m. The colony 

must pay an upfront cost, Cn, to produce workers of sufficient durability to have an 

intrinsic lifespan n days, regardless of whether they are killed by extrinsic mortality 

before reaching age n, but marginal benefits 𝐵̂𝑛 are only realized once workers survive 

to age n. We can therefore define the expected payoff of workers with an intrinsic 

lifespan of n days as: 

𝑃𝑛 =  ∑ (𝐵̂𝑛

𝑛

1
(1 − 𝑚)𝑛) − ∑ 𝐶̂𝑛

𝑛

1
 

We then manipulate the shapes of the cost and benefit functions to examine 

how their shapes affect the colony’s optimal intrinsic worker lifespan. We model cases 

in which the benefit function is linear (marginal benefits are constant), exponential 

(marginal benefits are monotonically increasing), saturating (marginal benefits are 
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monotonically decreasing), or sigmoidal (marginal benefits increase up to some point 

and then decrease) with respect to intrinsic lifespan. We model the marginal benefits as 

a simple recursive function; this form was chosen arbitrarily as a convenient function 

that could take on various shapes by altering two parameters (see Cichoń 1997). When 

parameter b1 > 1, the marginal benefits are decreasing, when b1 < 1, the marginal 

benefits are increasing, and when b1 = 1, the marginal benefits are constant with respect 

to n. When parameter b2 = 0, 𝐵̂𝑛 increases or decreases monotonically; when b2 > 0, 𝐵̂𝑛  

increases and then decreases (Bn is sigmoidal). We define the marginal benefits 

function: 

𝐵̂𝑛 =
𝐵̂𝑛−1

𝑏1

(1 − 𝑏2(𝑛 − 1)) 

  Similarly, we model cases in which the cost function is linear (marginal costs are 

constant), exponential (marginal costs are increasing), and saturating (marginal costs are 

decreasing).  When parameter c1 > 1, the marginal costs are decreasing, when c1 < 1, the 

marginal costs are increasing, and when c1 = 1, the marginal costs are constant with 

respect to n. We define the marginal cost function: 

𝐶̂𝑛 =
𝐶̂𝑛−1

𝑐1
 

The exact values of Cn and Bn do not affect our general result but their ratio may 

influence the optimal intrinsic lifespan. We define parameter q as the ratio of the initial 

value of 𝐵̂𝑛 to the initial value of 𝐶̂𝑛 and we examine various values of parameter q. We 

define 𝐵̂1 as the initial value of 𝐵̂𝑛 and 𝐶̂1 as the initial value of 𝐶̂𝑛. We assign 𝐶̂1 a value 

of 1 and we define 𝐵̂1 as a function of 𝐶̂1 and q: 
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𝐵̂1 = 𝑞𝐶̂1  

 Finally, we define the optimal intrinsic lifespan, I, as the point n where 𝑃𝑛 is 

maximized: 

𝐼 = argmax(𝑃𝑛) 

 

Results 

Our model shows that when the costs and benefits of worker lifespan are linear 

with respect to lifespan, a decrease in extrinsic hazards increases the optimal intrinsic 

lifespan (Figure 1). This finding is consistent with existing senescence theory, which 

predicts that, all else being equal, longer lifespan should evolve when risks of accidental 

mortality are low (Kirkwood and Austad 2000). 

We also find that increasing q, the ratio of initial marginal benefits to initial 

marginal costs, increases the optimal intrinsic lifespan (Figure 2). This means that 

increased worker lifespan should occur if the same degree of somatic maintenance can 

be achieved at a lower cost (higher efficiency of repair) or when protein is cheaper 

(when pollen is more abundant). We also expect increased worker lifespan to be 

optimal if the contribution per worker to colony productivity increases over its whole 

lifespan. 

Extending beyond the predictions of previous theory, our model shows that a 

marginal costs function that increases with respect to lifespan favors a shorter intrinsic 

lifespan compared to when marginal costs are constant or decreasing (Figure 3). 
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Increasing costs might occur when physical wear is multiplicative rather than cumulative 

(Cichoń 1997) or when one kind of wear increases other maintenance costs. 

In addition, we find a marginal benefits function that increases with respect to 

lifespan favors longer intrinsic lifespan, while a decreasing marginal benefits function 

favor shorter intrinsic lifespan (Figure 4). Increasing marginal benefits occur when an 

individual’s value increases with age. For a social insect worker, it may, for example, 

reflect an increase in an individual’s contribution to the colony with age because of 

learning. For a solitary organism, it could reflect an increase in fecundity with age. 

Discussion 

 Major evolutionary theories of aging agree that the fundamental cause of 

senescence is a decline in the force of selection with age. The disposable soma theory of 

aging explains senescence as a decline in physiological function caused by wear and tear 

that is allowed to accumulate rather than being repaired (Kirkwood and Rose 1991); the 

rate of senescence, and therefore lifespan, is a function of the amount of resources 

allocated to somatic repair rather than growth or reproduction (Kirkwood and Austad 

2000). Natural selection acts on this allocation to maximize fitness. In an organism or 

colony that experiences senescence of parts, selection acts on the level of somatic 

investment in individual parts to maximize the fitness of the whole organism or colony. 

Much current debate in evolutionary aging research centers on  the role of 

extrinsic mortality in shaping the evolution of lifespan. Early evolutionary theories of 

aging predicted that greater extrinsic mortality selects for less allocation to maintenance 

and faster senescence (Medawar 1952; Hamilton 1966; Kirkwood 1977), while 
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subsequent work suggests the relationship may be more complex (Law 1979; Abrams 

1993; Baudisch 2011; Chen and Maklakov 2012).  

 There has also been increasing recognition that nonlinearity in the effects of 

somatic investment may be important to the evolution of lifespan (Cichoń 1997; Munch 

and Mangel 2006). Our model extends previous work by explicitly considering the effect 

of nonlinearities in both the energetic cost and the fitness benefits of changes in the 

intrinsic lifespan of individuals in a social system. 

 We’ve chosen to focus on honeybees as a model system since they have a 

phenotypically plastic worker lifespan that is influenced by resource investment. In 

addition, the effects of resource investment on worker lifespan and the effects of 

worker lifespan on colony fitness are both empirically measurable, allowing us to 

estimate the shapes of benefit and cost curves and make testable predictions. We’ve 

tailored this model to an example system to demonstrate how this modeling approach 

can make testable predictions about how ecological circumstances affect the evolution 

of lifespan.  

 Our model results agree with one of the main predictions of existing theory: 

that, all else being equal, higher extrinsic mortality should select for shorter intrinsic 

lifespan (Figure 1). This means that we expect colonies to invest fewer resources in 

workers that have a greater risk of death from external hazards such as predation. In 

honeybees, the largest change in extrinsic mortality occurs at the transition from in-hive 

work to foraging (Dukas 2008). As predicted, workers do experience reduced protein 

investment and consequently faster physiological senescence at the behavioral 
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transition to foraging (Münch and Amdam 2010). Our model predictions are therefore 

consistent with the pattern of senescence associated with age polyethism in honeybees. 

Our model also suggests that colonies should invest more in worker somatic 

maintenance when the benefit to cost ratio increases, e.g. when increased lifespan can 

be achieved at a lower cost (Figure 2). For honeybees, protein investment in workers 

should increase when pollen is more abundant. This prediction could be empirically 

tested in honeybees by experimentally manipulating the amount or quality of protein 

available to entire colonies and measuring any changes in the intrinsic lifespan of adult 

workers. For other organisms, the return on investment in maintenance can change 

depending on the ecological circumstances. For instance, high resource abundance may 

favor phenotypes good at acquiring resources, allowing increased investment in 

reproduction without decreased investment in maintenance (Reznick et al. 2000). 

 Our model shows that an increasing marginal costs function selects for 

decreased intrinsic lifespan, compared to constant or decreasing marginal costs (Figure 

3). Increasing marginal costs are likely to be a widespread pattern in nature because of 

the “low hanging fruit” principle; if there are multiple physiological mechanisms that can 

increase lifespan, organisms should first invest in pathways with the lowest unit cost. 

Increasing marginal costs can also occur when one kind of somatic damage makes other 

forms of maintenance costlier. For instance, wing wear, a major component of 

senescence in bees (Foster and Cartar 2011), probably increases the metabolic cost of 

flight; as a result workers with greater accumulated wing wear would require more 
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energy to feed and also experience greater oxidative damage, which, if unrepaired, 

further accelerates senescence (Sohal and Weindruch 1996). 

 Our results also show that a pattern of increasing marginal benefits selects for 

greater intrinsic lifespan (Figure 4). If the marginal benefits function is constant, colonies 

should be indifferent between short-lived workers and long-lived workers as long as the 

total number of worker-days stays the same. However, if the benefits of a worker are 

non-linear with respect to age, colonies should prefer long-lived to short-lived workers 

when the benefits are increasing, but prefer short-lived to long-lived workers when the 

benefits are decreasing. In honeybees, this suggests that workers should live longer 

when older bees are more valuable than younger bees; this situation occurs when 

learning increases an individual’s value to the colony. For instance, in honeybees, older, 

more experienced foragers usually act as scouts during the house hunting process, 

making them especially valuable to the swarm during that period (Gilley 1998). 

Therefore, this model predicts long-lived workers to be more valuable at that time in the 

colony life cycle. 

 A pattern of increasing marginal benefits may also occur when there is a 

threshold effect or a minimum worker longevity that needs to be reached for a colony 

to survive a period where no new workers are produced. In honeybees, one such 

broodless period is winter, when workers are known to experience their slowest rate of 

aging (Amdam and Omholt 2002); another broodless period occurs immediately 

following reproductive swarming (Winston 1987). Our model predicts that changing the 

shape of the marginal benefit function alone can increase the optimal intrinsic worker 
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lifespan even when extrinsic mortality is high, leading to the unusual prediction that 

honeybee workers may age slower rather than faster in colonies that have recently 

swarmed (Figure 5). This prediction could be tested empirically by comparing the 

protein status of workers from recently swarmed colonies to those from similarly sized 

colonies that have not swarmed; protein status could be measured as level of stored 

vitellogenin, a lipoprotein that increases immune function and longevity in honeybees 

(Amdam et al. 2004; Seehuus et al. 2006) and which requires protein consumption to 

produce (Münch and Amdam 2010). Colonies should invest more in worker 

maintenance during swarming despite high losses due to extrinsic mortality because the 

benefit of long lived workers exceeds the opportunity cost of additional lower value 

short lived workers.  

This work extends evolutionary senescence theory by providing a framework for 

examining how nonlinear costs and benefits affect the optimal lifespan in a social 

system. This model framework may be used with empirically estimated benefit and cost 

functions to make specific, testable predictions about how lifespan changes under 

different circumstances in organisms like the honeybee with adaptive plasticity as well 

as how lifespan evolves in different populations experiencing different ecological 

circumstances. 
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Tables 

Table 1. List of model variables. 

Variable Definition 

n Intrinsic worker lifespan, defined as the average lifespan of a worker not 
killed by any extrinsic (age-independent) source of mortality 

𝑃𝑛 Colony productivity resulting from an intrinsic worker lifespan of n days 

𝐵𝑛 Contribution to the colony of workers with intrinsic lifespan of n days 

𝐵̂𝑛 Marginal benefit from increasing worker intrinsic lifespan from n-1 to n 
days 

𝐶𝑛 Cost to the colony of producing workers with intrinsic lifespan n 

𝐶̂𝑛 Marginal cost of increasing worker intrinsic lifespan from n-1 to n days 

I Optimal worker intrinsic lifespan 

 

Table 2. List of model parameters. 

Parameter Definition Value 

𝑚 Daily probability of extrinsic worker mortality 0 – 0.98 

𝑏1 Parameter governing shape of benefits function 
(exponential, linear, or saturating) 

0.7 – 1.3 

𝑏2 Parameter governing shape of benefits function (sigmoidal 
or non-sigmoidal) 

0 – 0.6 

𝑐1 Parameter governing shape of costs function (exponential, 
linear, or saturating) 

0.7 – 1.3 

𝐵̂1 Initial marginal benefit of worker with intrinsic lifespan of 
1 

1 – 50 

𝐶̂1 Initial marginal costs of worker with intrinsic lifespan of 1 1 

q Ratio of initial marginal benefits (𝐵̂1) to initial marginal 

costs (𝐶̂1) 

1 – 50 
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Figure Legends 

Figure 1: Effect of extrinsic mortality on optimal worker intrinsic lifespan. As daily 

probability of extrinsic mortality (parameter m) increases, the colony’s optimal worker 

intrinsic lifespan decreases. We explored 50 values of m from 0 to .98, with other 

parameters held constant. Parameter q = 6, b1 = 1, b2 = 0, c1=.95. 

Figure 2: Effect of benefit to cost ratio on optimal worker intrinsic lifespan. Increasing 

parameter q, the ratio of the initial marginal benefits to initial marginal costs, increases 

the colony’s optimal worker intrinsic lifespan. We explored 50 values of q from 1 to 50 

with other parameters held constant. Parameter m = .1, b1 = 1.1, b2 = 0, c1 = .9. 

Figure 3: Effect of cost function on optimal worker intrinsic lifespan. Parameter c1 

governs the shape of the marginal cost function; c1 = 1 implies that the marginal cost is 

constant (costs increase linearly with worker lifespan), c1 > 1 implies that marginal costs 

are decreasing (costs increase in a saturating way with lifespan), and c1 < 1 implies that 

marginal costs are increasing (costs increase exponentially with lifespan). We find that 

the optimal worker lifespan decreases when marginal costs are increasing (i.e. when 

additional energetic investments produce smaller and smaller increases in worker 

lifespan) and increases sharply when marginal costs are decreasing. We examined 41 

values of parameter c1, from .7 to 1.3. Other parameters held constant at m = .1, q = 6, 

b1 = 1.1, b2 = 0. 

Figure 4: Effect of benefits function on optimal worker intrinsic lifespan. Parameters b1 

and b2 govern the shape of the marginal benefit function. Parameter b1 = 1 means the 
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marginal benefit is constant (benefits increase linearly with lifespan), b1 > 1 means 

marginal benefits are decreasing (benefits function is saturating), and b1 < 1 implies that 

marginal benefits are increasing (benefits function is exponential). Parameter b2 governs 

whether the benefits function is sigmoidal; when b2 = 0, the marginal benefits are 

monotonically increasing or decreasing, and when b2 > 0, the marginal benefits increase 

to a certain point and then decrease (benefits function is sigmoidal). The optimal worker 

lifespan increases when marginal benefits are increasing (b1 < 1) and decreases when 

marginal benefits are decreasing (b1 > 1). We examined 51 values of parameter b1, from 

.7 to 1.3 and 51 values of parameter b2 from 0 to .6. Other parameters held constant at 

m = .11, q = 4, c1 = .95. 

Figure 5. Effect of benefits function on optimal worker lifespan in honeybees. As an 

application of this framework, we model the broodless period after swarming in 

honeybees as a change in the shape of the marginal benefits function. a) Left panel 

show optimal worker lifespan when the benefit function is linear. Parameter b1 = 1. b) 

During swarming, there is a threshold worker lifespan below which colony survival is 

close to zero. The marginal benefit of each worker increases sharply above this 

threshold (benefits increase exponentially rather than linearly). An exponential benefits 

function results in increased optimal worker lifespan. Parameter b1 = .95. Other 

parameters held constant at q = 5, c1 = 1, m = .1. 
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Abstract 

Honeybees are an excellent model system for examining how trade-offs shape 

reproductive timing in organisms with seasonal environments. Honeybee colonies 

reproduce two ways: producing swarms comprising a queen and thousands of workers 

or producing males (drones). There is an energetic trade-off between producing 

workers, which contribute to colony growth, and drones, which contribute only to 

reproduction. The timing of drone production therefore determines both the drones’ 

likelihood of mating and when colonies reach sufficient size to swarm. Using a linear 

programming model, we ask when a colony should produce drones and swarms to 

maximize reproductive success. We find the optimal behavior for each colony is to 

produce all drones prior to swarming, an impossible solution on a population scale 

because queens and drones would never co-occur. Reproductive timing is therefore not 
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solely determined by energetic trade-offs but by the game theoretic problem of 

coordinating the production of reproductives among colonies.  
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Introduction 

All organisms must make trade-offs in how they allocate limited resources 

among growth, maintenance, and reproduction. The seasonal availability of many 

critical resources, such as food or habitat, further complicate these trade-offs. In 

addition, the total energy budget is not static through time; allocating more energy to 

growth at one point in time means more total energy available in the future, but at the 

expense of immediate investment in reproduction. 

Eusocial insects, such as the European honey bee (Apis mellifera) are a good 

model system for studying these trade-offs. Honey bees live in colonies composed of a 

single reproductive female and thousands of functionally sterile workers (Winston 

1987). The colony has a shared energy budget and mostly shared reproductive interests 

(Seeley 1997; Tarpy et al. 2004). Honey bee societies comprise three morphological 

castes: workers, queens, and drones. Investment in each of these castes can 

conveniently represent the different methods of allocating limited resources toward 

different life history requirements. Workers contribute to colony growth and survival by 

performing all foraging, brood care, and defense (Winston 1987). The queen’s sole job is 

to lay eggs; the colony rears new queens only when the colony is ready to reproduce or 

when the original queen requires replacement (Winston 1987; Tarpy et al. 2004). 

Drones are the male reproductives of a honey bee colony. The drones consume colony 

resources and perform no work; their sole purpose is to pass on the colony’s genes by 

mating with queens from other colonies (Winston 1987). Thus, workers typically eject 
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drones from the colony in early fall once they have little chance of mating (Winston 

1987). 

Honey bees, along with army ants (Hölldobler et al. 1985; Franks and Hölldobler 

1987), stingless bees (Santos-Filho et al. 2006), and some social wasps (Solis et al. 1998), 

form new colonies by swarming, a process in which a new queen is reared and the 

entire colony fissions, with a fraction of the worker population going with the old queen 

(called the prime swarm) and the rest remaining in the original colony with the new 

queen. While drones can be considered an investment in reproduction, workers are 

therefore an investment in both growth and reproduction. Previous theoretical work on 

the timing of reproductive investment in annual social insect colonies has found there is 

an optimal time to switch from pure growth to pure reproduction to maximize the 

number of reproductives produced, otherwise called a “bang-bang strategy” (Oster and 

Wilson 1978; Mitesser et al. 2007; Poitrineau et al. 2009). However, because the swarm 

is a large part of the colony’s investment in queens, the annual reproductive success of a 

honeybee colony can more appropriately be considered as the total of all surviving 

colonies related to the parent colony: the original colony headed by a daughter queen, 

the prime swarm headed by the original queen, afterswarms headed by daughter 

queens, and any colonies fathered by the parent colony’s drones. 

In the swarm-founding social insects, there has been much work on optimal sex 

ratio (Bulmer 1983; Page and Metcalf 1984), swarm fraction (Macevicz 1979; Rangel and 

Seeley 2012), and queen choice (Tarpy et al. 2016), but very little on reproductive 

timing. The timing of investment in reproduction is extremely important to reproductive 
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success. Temperate honey bee colonies persist year-round, but their food supply is only 

present in spring and summer when flowers are in bloom (Seeley and Visscher 1985). 

Thus, colonies have a limited period each year in which to grow, reproduce, and store 

enough food to survive winter. 

Because of the dynamics of exponential growth, investing directly in 

reproduction (via production of drones) rather than growth (via production of workers) 

early in the year, leads to a smaller final colony size than could be achieved by 

investment in growth first and reproduction later in the year. Because each worker 

produced contributes to the production of future workers (i.e. an investment with 

compounding interest), investing in drones early siphons resources away from that 

capital and thereby reduces the energy available to produce either drones or workers 

later. Since swarming is regulated at a whole-colony level, and colonies must attain 

sufficient size to swarm, the level of investment in drones versus workers determines 

the amount of energy the colony can later invest in both swarms and drones, as well as 

when swarming will occur. The timing of drone production is therefore important in 

driving both male and female components of reproductive success. 

In addition to affecting the total energy budget, the timing of reproductive 

investment also affects drones’ chances of mating. If mated successfully, a drone can be 

expected to be the father of approximately 1/12th of the workers and daughter queens 

of a new colony (Baer 2005). However, because there are many times more drones than 

queens in the population, each individual drone is very unlikely to mate successfully 

(Baer 2005). A drone’s reproductive success depends on the supply of queens with 
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which to mate, so drones should be supported only when other colonies are making 

swarms, regardless of what would be the best time to produce them based on a 

colony’s energetic trade-offs between reproduction and somatic growth. Swarms are 

only successful when there are sufficient drones available to mate with the virgin queen; 

however, because there are many more drones than queens, almost all virgin queens in 

a population mate successfully. A new queen’s reproductive success is mostly driven by 

how large her worker population is and how long the colony has to gather enough 

resources to survive winter.  

We expect all colonies in a population to evolve to produce drones and swarms 

at the time that maximizes their own reproductive success. However, the best time for 

each colony to produce male and female reproductives will depend on when other 

colonies reproduce, as well as the energetic trade-off between growth and 

reproduction. If the optimal timing of drone production based on colony growth 

dynamics results in each colony producing drones and queens at the same time, we 

should expect all colonies to produce drones at the time that both maximizes the 

drones’ mating success and maximizes colony growth. If the optimal time for a colony to 

produce drones differs from the optimal time for a colony to produce queens, there is a 

potential game theoretic conflict among colonies. Each colony would maximize its 

fitness by producing drones at the energetically optimal time if other colonies produce 

queens at that time, but all other colonies would also prefer to produce drones at that 

time as well. Since colonies need to produce drones when other colonies produce 

queens and vice versa, all colonies cannot produce drones at the energetically optimal 
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time because that would lead to the worst fitness option, failure to coordinate among 

colonies. 

To fully understand the dynamics of this system, we present a mathematical 

model of honey bee swarm and drone production addressing two questions: a) when 

should a honey bee colony produce and eject drones to optimize its yearly reproductive 

success? and b) how does the energetic trade-off between growth and drone 

production interact with the drone mating success in shaping the timing of colony 

reproduction? 

To answer our questions, we have constructed a linear programming model 

(Fourer et al. 2003) of the timing of swarming and drone production in a temperate 

honey bee colony. Linear programming is a mathematical tool for finding optimal 

solutions in a system with many interacting variables, which, to the best of our 

knowledge, has not been previously applied to the question of reproductive timing in 

insect societies. An advantage of this approach to the question of reproductive timing is 

that, unlike most previous work (Page and Metcalf 1984), it does not require us to 

determine what fraction of investment in workers should be counted as an investment 

in the swarm and what should be counted as an investment in drones. In our model, the 

objective function to be maximized is annual colony fitness and the constraints involve a 

limited energy budget allocated among workers, drones, and food stores. The outputs 

of the model we are most interested in are the optimal time for the colony to invest in 

daughter queens, via swarming, and the optimal times for the colony to invest in 

drones. 
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We also compared two alternative scenarios in the model. In Scenario 1, we 

calculate the optimal pattern of drone and worker production for a focal colony, 

assuming other colonies in the population do not change their reproductive behavior in 

response to the selection pressure we calculate. Instead we assume that queens are 

available for the focal colony to mate with on a fixed day, regardless of whether it is the 

optimal time to produce queens.  

In Scenario 2, we calculate the optimal pattern of drone and worker production 

for a focal colony, assuming all colonies in the population produce queens on the 

optimal day. The purpose of this scenario is to examine how the need to coordinate 

reproductive timing with other colonies changes the optimal behavior. Realistically, we 

would not really expect all colonies to produce swarms and drones on the same day 

because of natural variation in the strength and growth rate of colonies; this variation 

may partly alleviate a potential conflict between colonies. However, our model ignores 

inter-colony variability to examine the strongest version of the potential conflict to 

better understand its effects on reproductive timing. 

Results 

Scenario 1 

Under the assumption that drone mating success is independent of when swarms are 

produced by the focal colony, we find that, over a broad range of parameters 

(Supplementary Figs S2-S8), swarms and drones do not co-occur in the optimal solution 

(Fig 1). The globally optimal solution is for colonies to produce all drones early in 
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summer and eject all drones prior to swarming (Fig 1). In addition, the optimal swarm 

date is late July/early August, much later than the empirically observed average swarm 

date (May) in the dataset the model parameters were based on (Fig 1). The model also 

predicts that all drones should emerge in May and June, rather than continue to emerge 

into August as they do in empirically observed data (Fig 2). 

Scenario 2 

When we allow drone mating success to depend on the swarm date of the focal 

colony, we find that drone production and swarm timing in the focal colony overlap (Fig 

3). Colonies are also predicted to swarm earlier, in May, closer to the time of swarming 

observed in empirical data (Fig 3). The model predicts two peaks in drone emergence, 

one before and one after swarming (Fig 2). Thus, we find that the constraint of requiring 

coordination between sexes changes the optimal timing of reproductive investment in 

temperate honey bees. 
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Discussion 

Our results demonstrate that when the behavior of other colonies is assumed to 

follow current observed patterns for the timing of swarm and drone production, the 

optimal response for any individual colony is to segregate its investment in male and 

female reproductives in time, with males being produced first and queens second. The 

optimal colony-level solution would not be evolutionary stable at a population level 

because drones and queen would never co-occur and all colonies would have zero 

mating success if every colony adopted it. Selection to optimize the timing of 

reproduction in temperate honey bees must therefore be constrained by the need to 

coordinate the production of reproductives with other colonies in the population. In 

empirical observations, honey bee colonies do not segregate investments in drones and 

queens as the first model scenario suggests; instead drones are maintained throughout 

late spring and summer before and after swarming occurs (Lee and Winston 1987). 

Under our second model scenario, we asked how the optimal reproductive 

timing changes when we assume the whole population is adopting the same strategy as 

the focal colony; under this assumption, the maximum queen availability occurs when 

the focal colony swarms. When all colonies mirror the focal colony, we find the optimal 

timing of swarming shifts earlier and drones persist over a longer period. In this 

scenario, the timing of drone and swarm production is a much closer match to 

empirically observed data. These results suggest that the selective pressures shaping the 

timing of reproductive investment may be best understood as a coordination game 
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similar to the Battle of the Sexes (Luce and Raiffa 1989). In this game, the action with 

the highest payoff for males differs from the action with the highest payoff for females. 

However, both sexes receive the lowest payoff if they fail to coordinate and take 

different actions. If drones and queens did not need to find each other, the external 

constraints of seasonal resource availability lead to different optimal timings for their 

production. However, the additional constraint of coordination leads to a compromise 

that would be suboptimal based on external resource constraints alone. 

Because the present model focuses on optimizing the behavior of an individual 

colony, it does not capture the evolutionary dynamics that occur if every colony is 

allowed to adopt any strategy of reproductive timing. In reality, there may be other 

types of equilibria other than all colonies adopting the same strategy, which would 

require a game theoretic model to reveal. By assuming all colonies in the population 

have the same set of constraints, the present model also ignores inter-colony variability, 

which, in reality, likely impacts reproductive decisions. For instance, larger colonies 

generally invest more in drones than small colonies because they can better afford to 

support them (Smith et al. 2014). It is possible that colonies adopt condition-dependent 

strategies of reproductive investment, which would affect the mating success of other 

colonies (Trivers and Willard 1973). This variability does not alleviate the need for 

coordination between colonies in the timing of male and female reproductives; rather 

colonies that overproduce drones relative to the population average will experience 

selection to coordinate the timing of their drone production to match the timing of 

queen production in colonies overproducing females. However, ignoring variability may 
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partly explain the slight mismatch between the empirically measured drone timing and 

that predicted by our model. 

The current model allows us to consider ultimate selective pressures governing 

how a honey bee colony could globally optimize its resource allocation among drones 

and workers to maximize its annual reproductive success if workers have perfect 

knowledge of resource conditions and of current and future behavior of all members of 

the colony. In reality, workers operate on local and likely imperfect information about 

the colony’s internal state and external conditions. Workers may therefore be under 

selection to locally maximize current reproductive success without regard to how 

current behavior affects future allocation decisions. To understand how locally triggered 

decisions would differ from globally optimal outcomes, however, would require 

consideration of the quality of potential proximate cues that might allow local 

information to provide insight into the same externalities that govern the global system. 

Regardless, there will still be an important coordination constraint acting on non-

optimal, locally maximal outcomes. 

We have employed a novel computational method for examining optimal 

reproductive timing in swarm-founding social insects. Our approach makes testable 

predictions about the optimal timing of resource allocation on colony growth and 

reproduction, given a limited season for resource gathering. Our results also reveal a 

fundamental, but previously overlooked, tradeoff between the energetically optimal 

time to invest in males in terms of maximizing overall colony growth and the need to 
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invest in males in ways that shape colony growth such that that drone and swarm 

(hence queen) production will co-occur. 

Though not the focus of the present work, this method also provides a novel 

methodology for testing predictions about investment sex ratio in swarm founding 

social insects. This approach has the advantage of not needing to account for what 

fraction of workers should be considered indirect investments in males versus 

investments in the swarm. Instead, worker number is optimized directly, considering its 

effect on both male and female elements of reproductive success. A similar 

computational approach could also be applied more broadly to organisms that 

reproduce both sexually and by fission at the organismal level. Future work will 

hopefully apply this linear programming approach to understanding the timing of life 

history events in a variety of taxa, and a diversity of forms of reproductive investment. 

Methods 

We develop a linear programming model where the objective function to be 

maximized is colony fitness. We model a single colony for one season, where the colony 

is the decision-making agent and the variables to be manipulated include the number of 

worker eggs and drone eggs to rear each day, and the number of adult drones to eject 

from the colony each day. All other variables are deterministic, linear functions of those 

three variables (Table 1). Because colony activity occurs on a daily cycle, we use a series 

of discrete time difference equations to model colony growth. We assume that: 
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● The colony’s ability to rear new bees is limited by the amount of 

food available to feed them and by the queen’s egg laying capacity.  

● Brood rearing is not limited by nurse bees because the colony 

appropriately allocates adult workers between nursing and foraging 

(Beshers et al. 2001).  

● Adult workers have a net positive energy contribution and adult 

drones a net negative contribution, since they take energy to feed.  

● Any energy not used each day is stored as honey. The colony can 

use more energy than it produces each day as long as there is enough 

honey to make up the deficit. 

● Colonies produce one prime swarm each year and one 

afterswarm g days later. 

● Colonies start with an average spring size B1 and workers live an 

average number of days lw. 

● Drones live until the workers eject them from the colony but 

experience reproductive senescence with age. 

● Drone mating success depends on the number of available queens 

and all drones have an equal chance of mating. 

Although multiple theories exist about what proximal cues cause colonies to 

swarm (Winston et al. 1991; Grozinger et al. 2014), we assume the ultimate cause of 

swarming is the colony reaching reproductive stability, i.e. where the amount of food 

available to rear new workers exceeds the queen’s capacity to lay them (Fefferman and 



80 
 

  
 

Starks 2006).  To determine when it is optimal for the colony to swarm, we define the 

swarm date as t* and solve the model to find the optimal value of the objective 

function. We then run the model for all possible values of t* within 1..T. We define the 

optimal swarm date as the value of t* which maximizes the optimal value of the 

objective function. 

Model constraints 

If we define Dt,s as the number of s day old drones in the colony on day t and Et 

as the number of drone eggs laid on day t , then 𝐷𝑡,1 =  𝐸𝑡−𝑒𝑑
 where ed is the number of 

days for a drone to develop to adulthood. We define 𝐷𝑡,𝑠 = 𝐷𝑡−1,𝑠−1 − 𝐾𝑡−1,𝑠−1 where 

Kt,s is the number of s day old drones ejected from the colony after day t. For each day t, 

𝐾𝑡,𝑠 ≤  𝐷𝑡,𝑠, i.e. the colony cannot kick out more drones than it has. If Bt is the number 

of adult workers in the colony on day t, Ht is the number of worker eggs laid on day t, ew 

is the number of days for a worker to develop to adulthood, and lw is the average 

lifespan of a worker (from egg to death), then 𝐵𝑡 = 𝐵𝑡−1 + 𝐻𝑡−𝑒𝑤
− 𝐻𝑡−𝑙𝑤

. If we define 

t* as the day on which the first swarm issues from the parent colony, (𝑡∗ + 𝑔) as the 

day the second swarm issues from the colony, and sfd as the fraction of workers that go 

with swarm d, 𝐵𝑡∗ = (1 − 𝑠𝑓1)𝐵𝑡−1 + 𝐻𝑡−𝑒𝑤
−  𝐻𝑡−𝑙𝑤

 and 𝐵𝑡∗+𝑔 = (1 − 𝑠𝑓2)𝐵𝑡−1 +

𝐻𝑡−𝑒𝑤
−  𝐻𝑡−𝑙𝑤

. 

We assume for all days t, 𝐵𝑡 ≥ 𝐵min where Bmin is the critical size for the colony 

to stay alive. The colony energy budget is a function of the number of workers in the 

colony and the amount of energy used to rear workers, rear drones, and feed drones. 
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For each day t, 𝐹𝑡 = 𝐹𝑡−1 + 𝑛𝑡𝐵𝑡 − 𝑚 ∑ 𝐷𝑡,𝑠∀𝑠
− 𝑝𝐻𝑡 − 𝑜𝐸𝑡 where Ft is the amount of 

honey stored in the colony, nt is the net daily energy contribution of a worker, m is the 

daily energy consumed by a drone, p is the energy needed to rear a worker until 

eclosion, and o is the energy needed to rear a drone to eclosion. The net daily energy 

contribution per worker is an inverse parabolic function of day t such that: 𝑛𝑡 =

𝑛𝑖𝑛𝑡− 𝑛𝑦

𝑛𝑥
2 (𝑡 − 𝑛𝑥)2 + 𝑛𝑦 (see Supplementary Information Table S1 and Fig S9). In 

addition, the honey stored in the colony cannot exceed a maximum storage capacity v, 

i.e. 𝐹𝑡 ≤ 𝑣. The total number of worker and drone eggs laid each day cannot exceed the 

maximum laying rate of the queen, rmax, i.e. 𝐻𝑡 + 𝐸𝑡 ≤ 𝑟max. For q days after swarming, 

Ht and Et = 0(Winston 1987). On the day of swarming, the colony must meet 

reproductive stability, i.e. 
𝑛𝑡∗𝐵𝑡∗− 𝑚𝐷𝑡∗−𝑜𝐸𝑡∗

𝑝
≥ 𝑟max. 

At the end of the active season, the parent colony must be of sufficient size, 

BminT, and have sufficient honey stores, Fmin, to survive winter, i.e. 𝐵𝑇 ≥ 𝐵minT and 𝐹𝑇 ≥

𝐹min. Swarms grow at a deterministic rate; their final size depends on their initial size 

and date of issue. If Sd,t is the number of workers in swarm d on day t and Gd,t is the 

number of worker eggs in swarm d on day t, 𝑆𝑑,𝑡 = 𝑆𝑑,𝑡−1 + 𝐺𝑑,𝑡−𝑒𝑤
− 𝐺𝑑,𝑡−𝑙𝑤

 and 

𝐺𝑑,𝑡 = min (𝑟𝑚𝑎𝑥,
𝑛𝑡𝑆𝑑,𝑡

𝑝
). 

We define Ot,s, the expected number of offspring produced by an s day old drone 

on day t, as the product of ct,s, the probability of an s day old drone mating on day t, and 

wt, the final size of an average swarm issued on day t, i.e. 𝑂𝑡,𝑠 =  𝑐𝑡,𝑠𝑤𝑡. The value wt is 

calculated deterministically for each day t using the same growth parameters as swarm 
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growth and ct,s is taken from the empirical literature (Lee and Winston 1987). Drones 

are assumed to reach maturity at age 12 days and experience reproductive senescence 

after maturity, where ct,s is a linearly decreasing function of s (Winston 1987). 

 Comparison with/without coordination between sexes 

We compared two alternative scenarios in the model. In Scenario 1, the 

expected drone mating probability on day t, ct,s, is proportional to the empirically 

observed number of queens available on day t, as reported by Lee & Winston (Lee and 

Winston 1987); in this data set, available queens were present from May to late July 

with the peak occurring in late May (see Fig S1).  In this scenario, ct,s is independent of 

the day the focal colony swarms, i.e. other colonies in the population produce swarms 

independent of the choices of the focal colony (Fig S1). 

Without any other constraints, we would expect all colonies in the population to 

evolve toward the optimal swarm date. If the focal colony behaves optimally by 

swarming on a different day than everyone else, there will be no stable evolutionary 

equilibrium because other colonies could do better by swarming later or earlier. In 

Scenario 2, we asked how the optimal times for a colony to swarm, and to produce 

drones, changes if all colonies in the population swarm on the same day as the focal 

colony, i.e. if colonies coordinate the production of reproductives. To model this 

scenario, we assumed the peak value of ct,s always occurs on day td, the day the focal 

colony swarms, while keeping the shape of ct,s the same as in Lee & Winston (Lee and 

Winston 1987). 
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Model objective function 

The objective to be maximized is the sum of all offspring colonies plus the 

original parent colony times the size of each colony, where size is a proxy for colony 

survival probability (Lee and Winston 1987).  The value of each offspring colony in the 

objective function is discounted by its relatedness to the workers of the parent colony. 

We assume the workers control the level of investment in drone and worker brood since 

workers can control which larvae are reared through selective feeding and brood 

cannibalism (Crailsheim 1990). Our objective is therefore defined as: maximize: 

𝑘1(∑ 𝑂𝑡,𝑠𝐷𝑡,𝑠∀𝑠,𝑡 ) +  𝑘3(𝐵𝑇) +  𝑘2(𝑆1,𝑇) + 𝑘3(𝑆2,𝑇), where k1 is relatedness to workers 

in drone-fathered colonies, k2 is relatedness among workers in the mother queen-led 

colony, and k3 is the relatedness to workers in daughter queen-led colonies. For each 

day t, we define t* = t and find the optimal solution. Then for all possible values of t*, 

we define the optimal swarm date to be the value t* which produces the maximum 

value of the objective function.  
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Tables 

Table 1. Full list of model variables. 

Variable name Variable meaning 

E(t) Number of drone eggs laid in colony on day t 

D(t,s) Number of s day old drones in colony on day t 

K(t,s) Number of s day old drones ejected from colony after day t 

H(t) Number of worker eggs laid in colony on day t 

B(t) Number of adult workers in colony on day t 

S(1,t) Number of workers in prime swarm on day t 

S(2,t) Number of workers in afterswarm on day t 

G(d,t) Number of worker eggs laid in swarm d on day t 

F(t) Amount of food (in g honey) stored in parent colony on day t 
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Figure Legends 

Figure 1. Queen and drone production do not co-occur in optimal solution. The dashed 

line shows the optimal number of drones and the solid line shows the optimal number 

of workers present in the colony on each day under model scenario 1. Under the 

assumption that other colonies in the population produce queens at an empirically 

estimated time (Lee and Winston 1987) regardless of whether it is optimal, we find the 

optimal swarm date for the focal colony to be the end of July. In this model scenario, the 

optimal behavior is for the colony to produce all drones between April and July and evict 

all drones before the colony swarms at the end of July. The dotted line shows the 

number of workers in the prime swarm on each day; the dash-dot line shows the 

number of workers in the afterswarm on each day in the optimal solution. The letters P 

and A indicate when the prime swarm and afterswarm, respectively, are produced in the 

model. The letter E indicates the empirically measured swarm date in mid-May (Lee and 

Winston 1987), much earlier than predicted by the model. 

 

Figure 2. The timing of drone emergence as predicted by the model vs. empirically 

observed. (A) Under model scenario 1, we assume that all other colonies in the 

population produce queens at an empirically estimated time (Lee and Winston 1987). 

We find the optimal solution is for the parent colony to produce all drones early in the 

spring between March and May, earlier than empirically observed. (B) Under model 

scenario 2, we assume that all colonies in the population produce queens and swarm on 
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the same days as the focal colony; in other words, all colonies follow the same optimal 

timing. Under this assumption, the optimal solution is to produce a first pulse of drones 

from late April to late May and produce a second pulse of drones in June. (C) The 

bottom panel shows the empirically observed number of drones emerging each day (Lee 

and Winston 1987). Model scenario 2 predicts that colonies should start producing 

drones later and stop producing drones earlier than empirically observed but captures 

the empirically observed pattern of two distinct peaks in drone emergence. 

 

Figure 3. Swarming earlier is optimal if drone mating success is tied to swarm date. In 

model scenario 2, we assume that all colonies in the population adopt the same optimal 

timing of drone and swarm production, i.e. the focal colony optimizes the timing of 

drone and swarm production given that all colonies in the population produce queens 

and swarm at the same time as the focal colony. Under this set of assumptions, we find 

the optimal swarm date is in late May/early June and the optimal behavior is to 

maintain drones from April to late May, evict all drones just before swarming, and 

maintain a second wave of drones from June to August. The solid line shows the optimal 

number of workers in the parent colony on each day, the dashed line shows the optimal 

number of drones on each day, the dotted line shows the number of workers in the 

prime swarm and the dash-dot line shows the number of workers in the afterswarm. 

The letters P and A indicate when the prime swarm and afterswarm, respectively, are 

produced in the model. The letter E indicates the empirically measured swarm date (Lee 
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and Winston 1987). The optimal swarm date predicted by model scenario 2 is much 

closer to the empirically observed date than that predicted by model scenario 1.  
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Figures 

Figure 1 
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Figure 2 
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Figure 3 
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Supplementary Information for Chapter 3 

 

Figure S1 

 

Figure S1. Probability of a drone mating each day based on empirically estimated queen 

numbers. Under model scenario 1, we assumed that the probability of a drone mating 

on each day is a function of the number of queens produced by other colonies in the 

population on that day, as estimated empirically (Lee and Winston 1987). The number 

of available queens has two peaks, one in April and one in late May. We assumed for 

simplicity that queens are available for mating on the day swarms are produced. 
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Figure S2

Figure S2. Sensitivity analysis for net worker daily energy contribution. We performed a 

sensitivity analysis to examine how our estimate of parameter ny, the net daily energy 

contribution of a worker, influences the model outcome. We examined the original 

value and a range of +/- 10%.  The low-end value results in no feasible solution to the 

optimization problem because worker productivity is too low for the colony to sustain 

itself.  
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Figure S3

 

Figure S3. Sensitivity analysis for daily drone energy consumption. We performed a 

sensitivity analysis to examine how our estimate of parameter m, the daily energy 

consumption of a drone, influences the optimal timing of swarming under our two 

model scenarios. We examined the original value and a range of +/- 10%. Within this 

range, the exact value of m has little effect on the optimal swarm time. 
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Figure S4

 

Figure S4. Sensitivity analysis for energy needed to rear a worker. We performed a 

sensitivity analysis to examine how our estimate of parameter p, the energy needed to 

rear a worker to adulthood, affects the optimal timing of swarming. We examined the 

original value and a range of +/- 10%. While, we still find a different optimal behavior 

between our two model scenarios, the magnitude of the difference does depend on the 

energetic cost of producing workers. 
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Figure S5

 

Figure S5. Sensitivity analysis for energy needed to rear a drone. We performed a 

sensitivity analysis to examine how our estimate of parameter o, the energy needed to 

rear a drone to adulthood, affects the optimal timing of swarming. We examined the 

original value and a range of +/- 10%. Within this range, we find little effect of the 

energetic cost of producing drones on the optimal solution. This makes sense given that 

the main cost of producing a drone is the need to support it for as long as it remains in 

the colony; the initial cost to rear a drone to adulthood is relatively small relative to 

maintenance costs. 
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Figure S6

 

Figure S6. Sensitivity analysis for queen’s maximum laying capacity. We performed a 

sensitivity analysis to examine how our estimate of parameter rmax, the maximum 

number of eggs the queen can lay per day, affects the optimal swarm date. We 

examined the original value and a range of +/- 10%. On the low end of this range, the 

model has no feasible solution. In the parameter range where there is a feasible 

solution, the exact value of rmax has little effect on the optimal swarm date. 
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Figure S7

 

Figure S7. Sensitivity analysis for fraction of colony leaving with swarm. We performed a 

sensitivity analysis to examine how our estimate of parameter sf1, the fraction of the 

worker population leaving with the prime swarm, affects the model outcome. We 

examined the original value and a range of +/- 10%. On the high end of this range, the 

model has no feasible solution because there are not enough workers remaining in the 

parent colony to sustain it. Within the range where there is a feasible solution, there 

remains a difference in optimal swarm time between model scenarios 1 and 2, although 

the magnitude of the difference depends on the size of the swarm fraction. 

 



98 
 

  
 

Figure S8

 

Figure S8. Sensitivity analysis for relatedness of workers to drone-fathered colonies. We 

performed a sensitivity analysis to examine how parameter k1, the relatedness of 

workers in the original colony to the colonies fathered by drones, affects the model 

results. We examined a parameter range of +/- 10%; within this range, relatedness had 

no impact on the optimal time of swarming for either scenario 1 or 2. 
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Figure S9

 

Figure S9. Effect of worker productivity function on optimal swarm time. We examined 

the effect of the functional response chosen for nt, the net daily energy contribution of a 

worker on day t. In the main paper, we used an inverse quadratic function, assuming 
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available resources increase throughout the spring and then decrease again in fall. We 

also examined the effect of constant resource availability (panels A and B). Panel A 

shows the optimal solution under model Scenario 1, in which we assumed only the focal 

colony swarms on the optimal day. Panel B shows the optimal solution under model 

Scenario 2, in which all colonies in the population swarm on the optimal day. 
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Table S1. Full list of model parameters and their values. 

Parameters Value Source 

T Number of days considered in model 223 Estimated 

nx Worker daily energy contribution x maximum 112 (Winston 1987; 

USEPA 2012) 

ny Worker daily energy contribution y maximum 0.0444 (Winston 1987; 

USEPA 2012) 

nint Worker daily energy contribution y intercept 0.0111 (Winston 1987; 

USEPA 2012) 

m Daily energy consumption per drone .0665 (Winston 1987; 

USEPA 2012) 

p Energy needed to rear a worker to adulthood .351 (Winston 1987) 

o Energy needed to rear a drone to adulthood .142 (Winston 1987) 

ed Days needed for drone to develop from egg to 

adult 

24 (Winston 1987) 

ew Days needed for worker to develop from egg 

to adult 

21 (Winston 1987) 

lw Worker life span (from egg to death) 52 (Winston 1987) 

rmax Max number of eggs queen can lay per day 1,500 (Winston 1987) 

v Max amount of honey that can be stored in 

colony at a time 

50,000 (Seeley 1977) 

Bmin

T 

Min workers parent colony must have at end 

of active season 

14,000 (Winston 1987) 

Fmin Min honey parent colony must have at end of 

active season 

20,000 (Winston 1987) 

Bmin Min workers parent colony must have for all 

days to remain viable 

5,000 (Winston 1987) 

k1 Average relatedness of workers in parent 

colony to drone-fathered colonies 

0.02083 (Winston 1987) 
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k2 Average relatedness of workers in parent 

colony to each other 

0.29167 (Winston 1987) 

k3 Average relatedness of workers in parent 

colony to daughter queen-founded colonies 

0.14583 (Winston 1987) 

wt Final size of an average swarm produced on 

day t 

 Calculated 

ct,s Probability of an s day old drone mating on 

day t 

 (Lee and 

Winston 1987) 

B1 Initial number of workers in parent colony on 

day 1 

5,000 (Winston 1987) 

F1 Initial honey stored in parent colony on day 1 5,000 Estimated 

sf1 Fraction of workers leaving with prime swarm .75 (Rangel and 

Seeley 2012) 

sf2 Fraction of workers leaving with afterswarm .55 (Rangel and 
Seeley 2012) 

g Number of days between issue of prime 
swarm and afterswarm 

10 (Winston 1987) 

q Days needed for a new queen to start 

producing eggs 

8 (Winston 1987) 
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CONCLUDING REMARKS 

 

Social organisms are under different constraints and face different selective 

pressures than solitary organisms. For advanced eusocial organisms like the honeybee, 

the colony is more like a functionally integrated superorganism, with shared resources 

and a shared fitness, than a collection of individuals (Seeley 1989; Wilson and Holldobler 

2005). Trade-offs over resource allocation occur at the level of the colony and life 

history traits evolve in response to selection on the colony phenotype, an emergent 

property of the interacting phenotypes of its members, rather than on individual traits 

directly. 

My dissertation research provides a quantitative framework for examining how 

selection on colony-level resource allocation shapes life history traits in eusocial insects. 

I have used this framework to gain insight into ecological factors driving the evolution of 

aging and reproduction in honeybees. Like many organisms, honeybees depend on 

resources whose availability vary in space and time (Seeley and Visscher 1985). A colony 

experiences predictable seasonal changes in the ability to acquire food resources 

(Seeley and Visscher 1985) as well as in the risk of accidental mortality to workers in the 

process of resource acquisition (Dukas 2008). These environmental fluctuations result in 

seasonal changes in the selection on worker senescence.  

Since colonies have limited energetic resources, seasonal changes in the force of 

selection on worker senescence result in changes in the colony’s optimal level of 

investment in worker maintenance. We would expect colonies to invest more in workers 
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during times of lower extrinsic mortality or lower resource availability, when their 

durability has the greatest impact on colony function. Optimal allocation to worker 

maintenance is also influenced by how efficient maintenance is (i.e. what gains in 

worker longevity can be achieved for a given cost) and the relationship between 

investment and lifespan. For instance, diminishing returns on investment (in terms of 

increased worker durability) should select for lower investment in worker maintenance. 

Worker physiological constraints thus interact with environmental constraints to shape 

a colony’s optimal resource allocation. 

Seasonal environmental constraints are also important in shaping a honeybee 

colony’s reproductive investment. The costs and benefits of allocation to growth and 

reproduction change over the course of the limited season during which resource 

acquisition and reproduction can occur. Since only female offspring inherit a fraction of 

the worker population, the trade-off over allocation between somatic growth and 

reproduction also influences the way reproductive investments are allocated between 

the sexes. The optimal timing of reproductive investment in honeybees is influenced by 

a combination of inter-colony sexual conflict and energetic trade-offs between growth 

and reproduction.  

While in the studied system, reproduction by swarming produces the observed 

cost asymmetry between the sexes, it is nonetheless the case that coordination of the 

timing of fertility and constraints from seasonal fluctuation in the viability of offspring 

may affect reproductive investment decisions in many social systems. These results 
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therefore contribute to a broader understanding of how conflicting selective pressures 

can interact to shape reproductive allocation in social organisms. 

Although taking a colony-level view of life history evolution provides valuable 

insights, it is important to note that even in advanced eusocial societies, there is the 

potential for conflict among group members over resource allocation. Honeybee 

workers are not truly sterile and under some circumstances can lay male eggs; the 

resolution of intra-group conflict over male production has been discussed extensively 

by others (Francis L. W. Ratnieks 1988; Visscher 1996; Pirk et al. 2004; Wenseleers et al. 

2004). However, since worker reproduction is rare in insects with advanced eusociality, 

it is reasonable to assume worker contribution to colony success is more important in 

driving life history evolution. 

Eusocial insects include many species of great ecological and economic 

importance, including pollinators (Southwick and Southwick 1992; Calderone 2012), 

predators (Ronauer 2009), and ecosystem engineers (Folgarait 1998; Jouquet et al. 

2011). Better understanding the selective forces driving life history evolution in eusocial 

organisms is thus a matter of practical concern as well as an important conceptual 

advance to life history theory. My dissertation research has focused on life history 

evolution in honeybees, a model system that has received much empirical study due to 

their importance to humans and the ease of keeping captive colonies. However, many 

of these results could easily be applied to other eusocial insects and have practical 

consequences for either managing species of conservation concern (e.g Colla and Packer 
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2008) or combating species with detrimental effects on humans and natural ecosystems 

(e.g. Tsutsui and Suarez 2003).  

It would be an interesting direction for future empirical study to examine the 

predictions of these models in other species with similar social organization as 

honeybees that are under different ecological constraints to further validate conclusions 

about how ecological constraints shape life history in social systems.  Furthermore, it is 

my hope that this theoretical framework can be applied more broadly to extend our 

understanding of life history theory evolution beyond the level of the individual. 
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