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ABSTRACT OF THE DISSERTATION

Robustness in Ad Hoc Networks

By YING LIU

Dissertation Director:

Wade Trappe

Investigating the resilience of wireless network is critical since a network is susceptible

to many types disturbances, ranging from natural (e.g. wind, building, hill, mobility)

to adversarial (e.g. jamming, eavesdropping, denial of service). The notion of net-

work resilience describes a network’s ability to recover its structure should damages

occur when one or more terminals are shut down or whenever sensitive information

is compromised due to impersonating adversaries. This thesis addresses the follow-

ing three problems related to the reduction of robustness in an ad hoc network: (1)

The backtracking problem in overlay networking, which occurs during packet deliv-

ery. This condition forces a packet to traverse an extended distance due to the lack

of network-layer information being fully shared with the overlay routing functions.

With the presence of backtracking, the packet delivery error rate increases in relation

with the traversal distance; (2) The black hole problem, which is characterized by the

network being punctured, such as is caused by a jammer emitting format-compliant

packets in an attempt to overflow a legitimate node’s buffer. As a consequence, tar-

geted nodes are segregated from the rest of network; (3) The reduced connectivity

problem, which results from a repetitive jamming attack where the weakest link or

node is selected by the jammer to be attacked.
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In this thesis, the first problem is solved by redesigning an overlay routing proto-

col to be aware of the geographical location of cluster heads. The overlay hash table

is re-organized in an order based on distance. The second problem is solved in two

different ways: First, a method is presented that locates the jammer’s approximate po-

sition. Reinforcement learning is applied at each node to learn the possible position

of the jammer. The node’s judgment is propagated by the routing protocol to interac-

tively exchange the belief about the attacker’s position. Second, a power control ap-

proach that is being used by wireless nodes is presented that adjusts the transmission

power dynamically according to the Fiedler value, which is inferred from topology

information carried inherently in the Optimized Link State Routing (OLSR) Protocol.

By varying the radio range, packet flows can bypass the jamming area after topology

transformation, making the network more resilient. The third problem is approached

by developing a better mathematical understanding of connectivity when facing inter-

ference, which is achieved by analyzing the achievable throughput based on connec-

tivity. A metric that measures the throughput and weighted throughput connectivity

is introduced. Then, the connectivity issue under a jamming attack is solved by ap-

plying stochastic game theory to analyze the utility of connectivity and the interactive

behaviors of both the jammer and the scanner. An optimal scanning strategy is de-

signed to defend against repetitive jamming attacks involving different intents, and to

strengthen the network connectivity at the same time.
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1

Chapter 1

INTRODUCTION

1.1 Motivation

An ad hoc network is a wireless network that is composed of multiple devices inter-

connected to each other in a distributed fashion. These devices can either be a small

mobile phone, or a larger computer with a wireless interface, or even a moving car and

traffic lights in transportation system. From a network point of view, each device in

the network is called a node, and functions like a router that can forward other nodes’

packets or receive and send out its own packets [1]. Ad hoc networks have found ap-

plication in a wide variety of scenarios, ranging from being deployed in battlefields

to supporting communications as part of disaster and emergency recovery. In both

cases, the primary advantage of an ad hoc network is that it does not need pre-built

infrastructure to constitute the network and requires minimal configuration to route a

packet. Ad hoc networks typically employ their own unique routing protocols, which

can deliver packets in spite of the harsh environmental scenario, allowing for packets

to be rerouted around local link failures that might arise because the communication

was set up in an ad hoc fashion in the first place. The most commonly used rout-

ing protocols for ad hoc networks are Dynamic Source Routing (DSR) [2], Ad Hoc

On-Demand Distance Vector (AODV) [3], Global State Routing (GSR) [4], On-Demand

Packet Forwarding Scheme (ODPFS) [5].

Wireless ad hoc networks first appeared in 1970s sponsored by DARPA [6]. Ad hoc

networks adopted packet switching technology with Aloha and CSMA channel access

control at the link layer to provide collision free access in a distributed fashion. Starting
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in the 1980s, and continuing for the next few decades, the concept of the survivabil-

ity of the ad hoc network was proposed and research into ad hoc networks mainly

focused on network scalability, energy management and security. Moreover, many

protocols were proposed to support communications in large-scale and hierarchical

networks with the integration of clustering techniques. At that time ad hoc networks

were mostly used in the military domain and for disaster recovery. However, more re-

cently there has been a migration of these concepts to commercial use, particularly fol-

lowing the introduction of Bluetooth, IEEE 802.11 and HyperLAN [7]. Traditionally ad

hoc networks were considered to be the extension to primary networks, such as Inter-

net and cellular networks. They were deployed in infrastructure-less areas to reliably

assist transmission of packets that were beyond the reach of primarily infrastructured

network. Notably, this viewpoint has sustained considerable researchers’ attention

over the past decades [7]. With the growing popularity of designing a self-driving car,

industry and government are funding research projects aimed to design an ecosystem

to support vehicle-to-vehicle and vehicle-to-roadside infrastructure communications

in an intelligent transportation system, which is essentially an ad hoc network. Thus,

conducting researches in ad hoc networks becomes important, and it is the future in

automation industry. Benefiting from the existence of artificial intelligence, many new

applications require an ad hoc node to have the abilities of preprocessing the collected

information, predicting the possible collisions, formulating topology to support sus-

tainable connectivity and identifying a secure path to a destination with low latency.

The information collected from each node is collaboratively mined in a local node

which can possibly access history information to achieve a specific global wellness,

such as secured communication, trusted network framework and energy efficiency.

There are many unsolved and open problems that exist in an ad hoc network such

as network data exploration in distributed fashion, energy efficiency, resource allo-

cation, mobility and security. They co-relate with each other with overlapped areas

in certain ways. One challenging problem they all directly or indirectly face is to

maintain reliable network whenever connectivity is under disruptions, and to react

accordingly by applying robust strategies to assist the network to self-recover from
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disruption. The connectivity of an ad hoc network is fragile to natural and adversarial

disturbances which is caused by the following distinct characteristics of an ad hoc net-

work: 1) The transmission medium of an ad hoc network is wireless, making it open

to the public and thus can be easily disturbed; 2) It has no pre-established facilities to

support communications. Thus, its topology is facile; 3) Each node in a network can

move in often a random direction or can change its course by following a particular

path; 4) An ad hoc network is a resource-limited network, implying that computation

of underlying algorithms should not consume too much energy or computation; 5) An

ad hoc network transmits a packet in a multi-hop architecture through intermediate

nodes which are unknown and untrustable. These intermediate nodes can selfishly

drop packets due to lack of power or having malicious purpose to even imperceptibly

read information content; 6) The membership of an ad hoc network is quite dynamic

and thus adding and removing a member can cause security threats to the other mem-

bers in the network.

1.2 Problem Description

Due to the previously illustrated characteristics, reliably transmitting a packet in the

presence of such fragility is a significant concern for an ad hoc network. In an ad hoc

network, reliably transmitting a packet includes two aspects:

1. Successfully transmitting a packet between neighbors. That is, transmitting a

packet from one node to another node in its radio range which refers to a real

physical link existing between two nodes, and relates to the physical parameters

and collision avoidance algorithms executed in the physical and MAC layer. In

this case to maintain its one-hop connectivity, a node can hear its neighbors’

on-going transmission by simply performing the energy detection to avoid the

packet collision;

2. Successfully transmitting a packet in a multi-hop fashion, which refers to an end-

to-end delivery and corresponds to the concept of a path in the mechanisms of

the routing layer and the layers above. The end-to-end connectivity of an ad hoc
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network is sensitive to many interruptions that happen in each underlying layer

due to the wireless medium and mobility of an ad hoc network, i.e. a natural

noise or static buildings can break the connection of a link, thus, affect the total

communication performance of an end-to-end transmission.

Therefore, network connectivity needs to be scrutinized carefully for ad hoc net-

works in order to ensure consistency of reliable performance in terms of both neigh-

boring point-to-point and end-to-end transmission. The resilience of a network in a

communications scenario involves examining the robustness of the network’s connec-

tivity as that network faces disturbances that might break some links or remove some

nodes. As I described previously, these breaks can have impacts on the connectivity of

both upper and lower layers in the protocol stack.

In this thesis, I have attempted to tackle the problem of robustness in an ad hoc

network through several different, but related efforts. Specifically, the proposed re-

search has involved: 1) Overlay design for network robustness with natural distur-

bance. I designed an overlay routing protocol that can reduce the amount of distances

needed to travel for a data packet to decrease the ratio of losing a packet during trans-

mission; 2) the localization of a jamming source in a distributed networks by an on-

line learning methods which tolerates the data loss; 3) the adaptation of network

topology to overcome a jamming attack in a distributed fashion, which integrates

with the real network routing protocol to implement its defense strategy; and 4) a the-

oretical understanding of the physical connectivity by graph connectivity in a large

scale network; 5) an understanding of the impact of a repeated jamming attack on an

ad hoc network.

Strategy 1) deals with the enumerate 2. Strategy 2) deals with packet loss ratio

at each local node which falls into the category of enumerate 1. Strategies 3) and 4)

cope with connectivity problems of both enumerate 1 and 2 by optimally adding a

bounch of directed connected links among neighboring nodes, thus improving the

global connectivity performance.

In the discussion that follows, I briefly outline the underlying open problems in

each of them.
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Figure 1.1: The impact of a node failure on the overlay routing and network
connectivity

1.2.1 Overlay design for network robustness with natural disturbance

Routing a packet in an overlay network can face significant failure on performance

degradation when the overlay routing does not take the underlying physical link sta-

tus into consideration, such as is the case Chord [8]. Large-scale networks often use

clustering techniques to simplify the management of routing and mitigate the impact

of how control messages route through the network. An overlay routing protocol is

often applied among clusters to logically route application data. However, the overlay

protocol may direct packets to a cluster head where there is no connection between

the previous and the next cluster head due to the movement of a gateway node or

the breaking of connections between two clusters, as shown in Fig. 1.1. In Fig. 1.1,

no route exists between cluster head five and cluster head seven because a node near

cluster head seven has been turned off by some adversary attack, or moved to another

location. However, this information is not passed to the above layer, and therefore, the

overlay routing does not notice the change of the node status, and remains to route a

packet to cluster head seven. The failure of packet transmission occurs quite naturally

because of this scenario.

Another significant issue in overlay routing is the “back tracking” problem, be-

cause the overlay protocol does not consider the nodes’ geographical location. There-

fore, a packet may be delivered to a place that is at a far distance and comes back to the

location near where it started. The “back tracking” causes the entire routing path to
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involve more links. Thus, it results in a larger failure rate in the connectivity compared

to the path that is built only by the lower-layer (layer 3) “physical” routing. Moreover,

more transmission time is required to finish routing.

1.2.2 Discover adversarial and design topology for robust networks

Beyond benign sources of failure, another significant concern are malicious sources of

failure in an ad hoc network. A malicious attacker can utilize the impact of break-

ing links in the physical layer to purposely destroy the normal operation of multi-hop

delivery. The most common attack to damage a link connection is jamming, where

a malicious attacker proactively emits interfering power into the network in order to

block the receiving operation of a terminal. This can be accomplished many different

ways, such as: 1) either inject high interference power to channels on the fly. Such

an attack has already been well investigated in [9] and has detrimental impact on the

reliability of packet transmission. High power interference can be detected by a power

detection device or algorithm; 2) or he can continuously transmit a stream of format-

compliant packets without time gaps, with a low transmission power, which can not

only cause interference to the legitimate packets, but also forces the receiver to remain

in a receiving mode and thereby have no time to receive other’s packets. These ma-

licious packets can also overflow the buffer in the MAC layer, while the victim node

cannot send out its own packets due to the half-duplex transmission mode, and thus

the victim node is effectively turned off by this MAC-layer attacker.

The MAC-layer jamming attack can cause a serious congestion around the attack-

ing area because of the broken links on the paths. This congestion cannot recover by

itself if an ad hoc network does not have sufficiently robust connectivity, and ulti-

mately the congestion could spread out to an even wider area and eventually collapse

the entire network. Moreover, a group of attackers can even collaborate to separate

or partition the entire network into several isolated components if they can block the

bottleneck links or nodes in the topology.

Therefore, designing a robust network topology with enough redundancy to de-

fend against MAC-layer attacks is a key component for reliably transmitting packets
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in a network that is under attack. Several methods can improve the robustness of a

topology, i.e. 1) Discover the position of a MAC-layer jammer or a group of jammers.

After knowing the position of an attack, the network performance can be improved by

dictating legitimate nodes to retreat from the jamming area or routing packets around

it or even eliminate the jammer; 2) Purposely adapt the network topology so that one

and several links can jump over the attack area, and make more routes available for

the nodes that are not under attack.

The existence of a link in a topology of an ad hoc network refers to two nodes being

in the radio range of each other, which is determined through the Shannon equation

for capacity, which is formulated in terms of signal to interference and noise ratio

(SINR) for the nodes by the following equation in the physical layer:

SINRi,j =
hi,jPi,j

σ2 + ∑n
k=1,k �=i Nk

(1.1)

h is the channel gain that determines the values of amplitude and phase of a signal

received at the terminals. Small channel gain can cause the amplitude of signal to

be small so that the signal is discarded since the received Signal to Interference and

Noise ratio (SINR) is below a threshold. As a result, the receiver cannot extract any

useful information from the low SINR. Channel gain varies depends based on the

environment, and many channel models have been developed in order to accurately

describe the various channel conditions. For example, the free space channel model,

Rayleigh fading, Ricean fading, Doppler shift model, etc [10–13]. It can be seen from

these channel models that the channel gain is related to: 1) the signal wavelength; 2)

the signal frequency; 3) the fading in the transmission path.

d refers to the distance between two nodes. It is common sense that the longer

the distance, the more the loss will be. α is path loss exponent. α is generally larger

than 2. For a free space model, it can be set to be 2. Considering the distance between

two nodes can assist us in analyzing the network topology, mobility model and error

occurred in decoding. Distance is a critical parameter in wireless networks. However,

obtaining it is often difficult or costly since a node can only know its own position and
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predict the distances from itself to the neighbors in an ad hoc network. On the hand,

GPS can localize the positions of entire nodes in a network. However, its measurement

is often [14]. Therefore, knowing the positions of entire nodes in an ad hoc network is

difficult in practice.

P is the transmission power. As we know, the larger the transmission power is,

the more robustness for a link to any disruption it might face from noise. From equa-

tion 1.1, it can be seen that transmission power can counteract the effect of distance.

However, from the whole network point of view, a larger transmission power can also

cause more interference among nodes. Increasing one node’s transmission power can

cause interference to other nodes. For example, in equation 1.1, the term, ∑n
k=1,k �=i Nk,

depicts the interferences caused by other users’ signals. The larger the interferences

are, the smaller SINR is. Two nodes in networks will be disconnected if SINR is smaller

than a threshold. Therefore, balancing the transmission power and interferences in a

network is important. The improvement of the total throughput of a network is uncer-

tain if all nodes increases their transmission power. However, the total throughput of

a network will decrease if the topology becomes more disconnected due to the lack of

the connections among critical nodes. Therefore, the nodes’ power can be heuristically

adjusted to raise the connectivity of critical components. Many papers in the literature

investigate methods of adjusting transmission power in order to increase the through-

put of a whole network [15–19]. [16, 17] uses game theory to study the impact of a

jammer or group of jammers on the total network throughput. Although the interfer-

ence among users are not considered, the jammers’ impact has the same influence as

interference among users.

σ2 and Nk refers to noise and interference which are quite frequent and substan-

tial in wireless networks. Noise and interference can be categorized into natural and

adversarial disturbances. The environmental noise and normal interferences among

users belong to the natural disturbance. They always exist in networks. Even if one

carefully designs the topology, the natural noise always exists. On the other hand, ar-

tificial noise is launched by a node for different purposes. For example, a jammer can

purposely launch an interference signal at a specific node in order to shut down the
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target node. On the other hand, the legitimate user can emit an artificial noise to dete-

riorate eavesdropper’s channel condition in order to protect the normal transmission.

1.2.3 Understanding connectivity with interferences

To understand the connectivity under presence of interferences is important for net-

work deployment and protocol design. This is especially true for a node in an ad hoc

network who has only limited power since transmitting a packet through stronger

links can save network energy by lowering the number of retransmissions. However,

natural noise and interference created by other nodes always exist in wireless com-

munications which is one of the major reasons to cause disconnection from a link in

physical layer. Thus, understanding its impact on connectivity of upper layer proto-

col stack is necessary and instructive for giving a global view of designing network

architecture.

Moreover, due to multiple sources of interference in a network, the impact of inter-

ference on network connectivity becomes complicated, which makes it unintuitively

by just considering the strength of one link. By common sense, increasing transmis-

sion power improves the strength of a link, thus improves connectivity. However,

such increase of transmission power can also inadvertently break links of other nodes.

Thus, connectivity and throughput of whole network become blurry due to the addi-

tion of one link which can simultaneously cut off one or several other links meantime.

The connectivity becomes uncertain especially when several nodes simultaneously in-

crease their transmission power. On the other hand, the position of a node in network

is also critical to network connectivity. The low power node may become bottle neck of

a connection. Thus, maintaining and improving its connection is important. Whereas,

strong power node may be found in the low density area, and increasing its trans-

mission power has no obvious impact on already fully connected network, which just

wastes its energy.

The ultimate goal to increase connectivity is to improve the network throughput.

Due to uncertainties of interference, the throughput may not be positively propor-

tional to connectivity. Currently, there is no closed formulation to truly depict the
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impact of interference on network connectivity and, thus, throughput under this con-

nectivity. Therefore, modeling this complicated relationship is essential. Several other

open problems can utilize this formulation to design control strategies such as routing

strategy to achieve maximum throughput connectivity, resource allocation among net-

work nodes, and optimal network deployment. Later, Chapter 5 specifically discusses

the mathematical solution for this kind of problems.

1.2.4 Connectivity with uncertainty of an adversarial attack

Connectivity under the jamming attack is uncertain due to the uncertainty of the at-

tacker’s behavior. Therefore, these uncertainties brings difficulties to improve network

robustness. Only adjusting transmission power cannot achieve the maximum robust-

ness of the connectivity since the interferences among legitimate nodes varies also with

the behavior of an attacker. For example, a jammer can choose any node in a network

to attack and can change its attack position in the next round. Thus, any adjustment

which is optimal for the current situation can be sub-optimal in the future. In addition,

the attacker can choose whether to continue his attack. If the attack ceases, continuing

increasing transmission power is unnecessary.

Further, a jammer can also be intelligent, or random with simple purposes. An

intelligent jammer can change his attacks according to different heuristics such as

destroying the connectivity as much as possible or largely decreasing the network

throughput or disclosing private information from legitimate users. Moreover, an in-

telligent jammer can alternate his heuristics for executing attacks according to rules

which can benefit himself or just aim to confuse the legitimate user to protect being

caught. Therefore, the legitimate users have no clue of the strategy used by a jammer

at a specific time. They may only know the set of strategies which the jammer can

adopt.

Thus, these uncertainties associated with an attack complicate the process of un-

derstanding network connectivity. Also the dynamics of a jammer’s strategy with time

becomes an interesting topic to design a defense strategy with both short and long time

benefits. Therefore, understanding the connectivity with attack uncertainties can give
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a theoretical guidance for designing a secure and robust network.

1.3 Contributions of Thesis

This thesis addresses the robustness issues that appear in an ad hoc network and

specifically focuses on the resilience of network connectivity. I approached the prob-

lems from three aspects:

1) Design a distance-aware overlay routing to reduce the probability of unreliable

transmission caused by the “back tracking” path and the natural disturbances such

as the variation of channel conditions and the movement of nodes. In this method, I

designed a routing algorithm in a over-layer protocol composed by cluster heads. I

made use of the nodes’ geographical location to guide the over-layer routing to pre-

vent the unnecessary long path so that it indirectly increases the network connectivity

since distance in physical layer is one of critical factors indicating whether a commu-

nication link can be established between two nodes.

2) Develop algorithms to overcome the problem of breaking links caused by adver-

sarial disturbances such as a MAC-layer jamming. Although each algorithm cannot

solve all the problems, it can address one side of the story. The methods I used are:

1. Find the location of disturbing source. I proposed a Q-learning method to lo-

calize a jammer in a distributed fashion, and I integrated it with the OLSR pro-

tocol in NS3 a popular network simulator. Simulation results proved that our

algorithm was able to locate a MAC-layer jammer who produced congestions in

network by maliciously turning off a node.

2. I proposed a Fiedler value power adjustment algorithm to improve the connec-

tivity of overall network topology. Fiedler value is an indication of the connec-

tivity of entire network topology. It is the second smallest eigenvalue of an ad-

jacency matrix according to the graph theory [20, 21]. Deleting each node in the

adjacency matrix and calculating the Fiedler value from the remaining matrix

can imply the connectivity-weakest nodes in networks. The network connec-

tivity can be strengthen by only increasing the transmission power of the node
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who has the least Fiedler value. The adjacency matrix is timely updated by OLSR

protocol through hello message.

3) Understand the connectivity of an ad hoc network mathematically with influ-

ence of both natural and malicious interference. I approach this problem in two ways.

1. Apply graph theory to analyze the variation of connectivity and throughput

achieved through connectivity with the existence of interference. The closed-

form equation to depict connectivity in terms of parameters in physical layer is

provided. From the observation, throughput no longer continuously increases

with the increase of transmission power with the presence of interference. More-

over, an optimal allocation of total transmission power to achieve maximum

throughput connectivity is investigated. The result reveals the importance of

collaboration among nodes to achieve maximum network throughput with the

limited total transmission power.

2. Analyze the Nash equilibrium of connectivity when the network is suffering

from a major damage by a malicious attacker. Then, understand the interaction

between legitimate users and the connectivity jammer by game theory. Stochas-

tic game is applied to model the interaction that affects dynamics in connectivity

for the case that a network is under attack for an extensive amount of time. Un-

der this game framework, a preventive strategy is provided.

1.4 Outline of Thesis

The structure of the thesis is shown in Fig.1.2 and it is presented as follows: Chapter 2

- I present the details of over-layer routing design to overcome the natural noise with

the awareness of geographical distances among cluster heads. Chapter 3 - Q-learning

is combined with OLSR to localize a MAC-layer jammer in an ad hoc network. Chap-

ter 4 - an adaptive cross-layer power allocation is proposed to increase connectivity in

routing layer of an ad hoc network in order to defend against a jamming attack. Chap-

ter 5 - the concept of throughput connectivity is presented to theoretically understand
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Figure 1.2: Overview of the thesis

the dynamics of connectivity with the existence of interference and the influence of

parameters in physical layer. Chapter 6 - the connectivity jamming game is discussed,

and a protective strategy is provided. Chapter 7 - an overview of possible methods

to utilize artificial intelligence in the analysis to solve connectivity problem in an ad

hoc network. Chapter 8 - conclusion made for possible future directions are discussed.

Moreover, each chapter can be read independently without referencing to other chap-

ters.
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Chapter 2

Distance-aware Overlay Routing in Large Scale Ad Hoc

Networks

2.1 Overview of the chapter

Overlay networks are a beneficial approach to designing robust and specialized net-

works on top of the generic IP architecture, and have been applied to the operation

of mesh and mobile ad hoc networks. Unfortunately, when routing between entities

in the overlay, inefficiencies are incurred due to potential “back tracking” that arises

because of the discrepancies between the overlay and underlay topologies. In this

chapter, I minimize the “back tracking” problem by applying physical contexts shared

by the network layer with the overlay so as to efficiently guide application flow. I have

devised an intelligent cluster head and path selection algorithm for our overlay rout-

ing and compared its performance with the popular Chord protocol and a baseline

AODV routing protocol. Simulation results indicate that: 1) the integration between

logical and physical routing gives a large improvement in the number of hops for each

transmission path; and 2) the selection of a good cluster head has only a moderate

increase in transmission time.

2.2 Introduction

Mesh and ad hoc networks are a means for mobile users to rapidly establish a net-

work without a dedicated infrastructure. They have been proposed for a variety of

scenarios, ranging from tactical networks to supporting urban infrastructure to sensor

network deployments. Popular Internet applications, such as Skype and Youtube, will

become increasingly prevalent on mesh/ad hoc networks. These popular applications
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require that communications experience limited delay. To support such applications

in areas where there is no wide-area communication coverage (e.g. in tactical envi-

ronments, or in remote areas removed from cellular coverage), it is necessary to em-

ploy peer-to-peer communication methods, such as mesh or mobile ad hoc network-

ing (MANETs). This work aims to reduce the delay associated with packet delivery

for peer-to-peer communications in large ad hoc networks, while maintaining reliable

communication.

Unfortunately, the basic “physical” routing that is performed at the network layer

does not scale well versus the number of nodes in an ad hoc network, and there are

significant network-layer routing challenges that should be hidden from applications,

e.g. in table-driven proactive ad hoc routing, the communication overhead scales as

O(n2), where n is the number of nodes in the network. Similarly, for on-demand rout-

ing, although routing information is transmitted only when needed, these protocols

flood the route discovery messages (RREQ) which introduces a heavy load. One ap-

proach to work around non-scalability in ad hoc networking involves hybrid routing,

such as ZRP [22], which combines IARP proactive and IERP reactive routing. Another

solution involves using a hierarchical network structure, where nodes are grouped

into several clusters via clustering algorithms like k-Means clustering or BFR (Bradley-

Fayyad-Reina) clustering [23]. The cluster head serves as a gateway and thus the clus-

tering technique decreases the network flow between nodes. Routing among cluster

heads is carried out at a higher-layer, via an overlay, leading to what will be referred to

as “logical” routing in this chapter. Logical routing is more application-oriented and

usually does not take into consideration the physical routing underneath.

This chapter explores the performance of hierarchical routing at the overlay level

when used with the popular AODV routing protocol [24]. We adopted a cluster-based

architecture and the applications we are concerned with are those involving latency

constraints, such as peer-to-peer (P2P) VOIP applications between clients in an ad hoc

network. Many of these P2P applications are built using an overlay protocol, such

as Chord, which is suitable for P2P file sharing and web searching [25]– applications
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that do not demand strict time delivery. For applications like VOIP, Chord’s perfor-

mance cannot meet the required QoS delay constraints. This arises because Chord

routing is unaware of the relative geographic position of two callers, and the effect is

that standard Chord routing at the overlay leads to significant network-layer “back

tracking”. For example, packets that should be delivered to New York from New Jer-

sey are first routed to California which is geographically far away and then forwarded

back to NY state. Further, in ad hoc network settings, Chord-based routing does not

take advantage of other cross-layer information available that might be desirable to

use when forming routes, such as network topology, device power resources, or even

link quality. Our contribution in this chapter is to address the “back tracking” problem

by building a distance-aware overlay routing protocol. We use physical connectivity

to guide our logical routing and implement a distributed distance table (DDT) in a

manner similar to the distributed hash table (DHT) in Chord to find the shortest path

among cluster heads, where the underlay routing protocol is AODV. In Section II, we

give a brief introduction to Chord and AODV, which are closely related to our pro-

tocol. In Section III, we examine reasons why it is desirable to take the underlying

geographic distance into consideration when routing. After the analysis, we describe

our context-aware routing protocol in detail. In Section IV, simulation results are pre-

sented, and the chapter is concluded in Section V.

2.3 Related Material

In this section, we briefly summarize Chord and the AODV protocol, which serve as

the motivation and basis for this work. Chord [8] is a P2P overlay routing protocol

based on distributed hash tables (DHTs), and is generally considered one of the four

DHT protocols, along with Tapestry [26], CAN [27] and Pastry [28]. In Chord, nodes

in a network compose a logical ring, which can contain at most 2m nodes. m is the

length of node identifier. These nodes are uniformly positioned on the logical ring in a

random order. Each node has its own unique IDs and “keys". The node ID is mapped

to the DHT by the hash function: n + 2k−1 mod 2m, k ∈ [1, m], where n is the current
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node ID. When k = 1, we get the ID for the first successor of n, when k = 2, we get the

second successor, and so on. This hash function makes adding and removing a node in

DHT collision free. Each DHT table can contain up to m entries. Each node maintains

a separate DHT table when nodes dynamically join and leave the chord circle. During

the routing process, the source node first finds whether the target node ID is in its

finger table. If not, it finds the closest predecessor to the target node in its DHT and

then passes the request to that node. This process occurs recursively until the target

node is reached.

The ad hoc on demand distance vector (AODV) routing protocol [3] is one of the

more popular mobile ad hoc network routing protocols, along with OLSR [29]. In

AODV, when a connection request occurs, the source node broadcasts a route request

(RREQ) message, which carries a source identifier, a destination identifier and a des-

tination sequence number (DestSeqNum), to its neighbors. Then the neighbors flood

the RREQ to other nodes for route discovery. Any intermediate node that receives the

RREQ can either forward the request or send a route reply (RREP) to the source node

if its routing table has a valid route entry to the destination. One of the primary ad-

vantages of AODV is that the route is built on demand, which significantly decreases

the network load, while disadvantages for AODV include higher latency for finding

routes and overhead associated with sharing stale route entries.

2.4 Context Aware Routing

2.4.1 Why distance aware

Chord does not consider the physical distance between nodes, and rather places all

nodes randomly on the Chord ring. Therefore, when performing routing using Chord,

packets can be directed to an area that is far from the ideal source-destination path,

which results in additional transmissions and extra latency shown in Figure 2.1.

Another weakness that results in Chord having a higher failure probability is that

Chord routing does not consider the existence of degraded links in the underlay. The

lack of a connection to actual network link performance can lead to large failure rates.
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(a) (b)

Figure 2.1: (a) Chord overlay routing; (b) the physical route that a packet traverse.

We now examine the failure probability of delivering a packet using Chord. We first

assume every cluster head ID is on the Chord ring so as to exclude from our analysis

the failure probability of being unable to find a node ID on the Chord ring. Therefore,

the failure probability of one logical link on the ring is solely caused by the failure

probability of underlay’s broken links. Assume r is the expected number of physical

links that each logical link contains and q is the success rate of each physical link that

every logical link contains. Then the probability for one logical link to fail is equivalent

to anyone of the composed physical links failing. The expected probability for one

logical link to fail is

E(p) = (1 − qr) (2.1)

While the probability a node cannot find a destination node on the logical ring is

plog N . N is the number of nodes on the Chord ring. Then the final probability for a

node to be unable to deliver a packet to the destination is

Q = (1 − qr)log N (2.2)

The successful transmission probability q can be represented by the distance be-

tween nodes. For simplicity of calculation, we use the bit error rate (BER) for BPSK as
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a surrogate for packet error rate 1 − q. To recall, the BER for BPSK is

BER =
1
2

er f c(

√
Eb

N0
) (2.3)

where Eb
N0

= SINR B
Rb

and B is the bandwidth of the signal, and Rb is the transmission

bitrate. The BER decreases as Eb
N0

increases, and thus, with B, Rb fixed, Eb
N0

is propor-

tional to SINR. In our work, we have used the Friis equation to arrive at the SINR

estimate for a pair of nodes with a separation d, which yields the successful probabil-

ity q for one physical link as:

q = 1 − BER = 1 − 1
2

er f c(

√
C
d2 ) (2.4)

Here, C =
PtGtGr( λ

4π )
2 B

Rb
N0

and incorporates transmit power Pt, and transmitter and

receiver gains Gt and Gr. Using these equations, we illustrate the relationship between

geographical distance and physical link success in Figure 2.2.

Figure 2.2 (a), shows that the success probability of one physical link decreases

when the distance between a pair of nodes increases, and thus distance affects the

design of the overlay routing architecture. In Figure 2.2 (b), the failure probability

of a physical path built by Chord increases substantially when the expected number

of physical links composing one logical link increases. It is also shown that the high

successful probability of one physical link could allow one logical link to accommodate

more physical links. For example, to maintain a failure probability below 0.2, for the

number of nodes N = 300, it is better to maintain the number of physical links between

each cluster head below 14 as q is below 0.9.Although the failure probability of Chord,

O( 1
N ), decreased with N, N has little effect on the failure probability of a physical path

because there is also a relationship involving q and r. For example, to maintain the

failure probability below 0.2, for N up to 9000 with success rate q = 0.9, the expected

number of physical links should be around 15 hops.
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Figure 2.2: (a) The probability that a physical link experiences failure increases versus
increased node separation distance d. (b) The physical path success is related to the
probability of a physical layer link being successful q, as well as to the number of

physical links, but shows limited dependence on the number of nodes in the network.

2.4.2 Overlay Topology Structure

Since we intend for our overlay routing algorithm to work on large-scale networks,

we need to employ hierarchies in the overlay topology. A depiction of the network

topologies in this work is presented in Figure 2.3. For a given ad hoc network, in

the overlay nodes are grouped into clusters. For cluster formation, we group nodes

according to their mutual distance from each other. Each cluster has its own cluster

head which is chosen by a cluster head selection algorithm. One possible cluster head

selection algorithm is to choose the node with the largest remaining power energy in

the cluster as the cluster head, or choose a node as the cluster head who could lead

to the minimum total energy consumption [30] [31]. We note the algorithm presented
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Figure 2.3: Overlay and underlay topology: (a) the solid line represents the physical
underlay links between nodes, while the dashed line represents the overlay logical
link between cluster heads; (b) is a topology used in our simulations, the red circles

were cluster heads, the green circles were ordinary nodes.

in [31] also considered balancing the traffic loads for the cluster head in order to reduce

the total amount of energy consumed by the whole cluster. As another example, the

overlay could simply choose a cluster head which is closest to being the geographical

center of the cluster. In our design, we wanted the overlay routing to minimize the

path length of the underlay network being traversed, and thus an ideal cluster head

was the one that had the minimum number of hops to every other node in a cluster.

The objective function in our case is:

CH = argminiεS ∑
jεS\i

hop(i, j) (2.5)

where S is the collective set containing all the node IDs in the cluster. hop(i, j) is the

number of hops from node i to node j. S \ i refers to a set which does not contain i.

2.4.3 Overlay Routing with AODV: DDT-AODV

Modifying Chord so that it becomes distance-aware is not a simple task. For a new

overlay routing protocol to be distance aware, we cannot simply change the Chord

DHT table to contain a list of the k of nearest cluster heads without also needing to

change the hash function associated with finding closest preceding node. Because the

closest preceding function searches the nodes in reverse order and found a node which

was farthest to the source. In order to reduce the back and forth, or inefficient paths
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as mentioned previously, we need to introduce a new process. The new process is to

determine the precedence of a node based on its distance from the starting point. The

precedence ranks its corresponding nodes in the order based on their relative distance

to the starting point, with the shortest distance node on top of the list. The optimal

path is the node selected based on its shortest distance from the starting point where

the route request was first initiated. Therefore, the starting point for calculating the

distance changes every time a route request appears. This alteration could result in a

huge computational overhead.

In our algorithm, each cluster head stores the k nearest cluster heads and builds an

adjacent link list among these cluster heads. An adjacency link list corresponds to one

topological graph among the cluster heads. The overlay routing found the shortest

path in this topological graph. We note that this topological graph could either be

directed or undirected. All that matters are the entries of the DDT table. We could also

set the graph to be completely connected or partially connected or sparsely connected.

This could be done by tuning the length, k, of the DDT table. Another advantage of

tuning the length k is that it also let us make a tradeoff between the number of hops of

the logical path, which is related to packet delivery time, and the complexity of finding

a shortest path.

In our routing scheme, DDT-AODV, we use AODV for network layer routing.

When an application sends a data packet to a node, the cluster head updates geo-

graphic positions of other cluster headers through the RREQ and RREP of AODV,

which is easily modified to convey location information (e.g. GPS). Each cluster head

maintains a distributed distance table (DDT) containing up to k nearest cluster heads.

This was done using the RREQ and RREP message of AODV. We modified the RREQ

message to carry the position of nodes it encounters as it traverses the network. The

cluster head also contains other cluster heads’ distance tables. The update of another

cluster head’s DDT table was also conveyed through the RREQ and RREP of AODV.

A second approach is for each cluster head to send their distance tables to a back-up

server. The back-up server then takes care of updating the DDT table of the cluster

heads and the calculation of the logical path between source and destination heads
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according to the new DDT. The updating of DDT need only happen when there’s a

routing request. After figuring out the logical path, the back-up server sends this log-

ical path to the corresponding cluster heads on the logical path.

We adopted the first method since we wanted to avoid having a single point of

failure in the network. Our main goal was to compare the length of the path after it

was built and the failure probability caused by ignoring the underneath physical link

status. When there is a search request, each cluster head updates their distance tables.

Only the newly updated entry of the routing table needs to be passed. Then the cluster

head calculates the shortest path between the source and destination cluster head and

hands over the logical path to the underlay (AODV) for actual network layer routing.

The header of the AODV data packet contains the logical path for routing purposes

when transmitting. The source node first wraps the data packet and tunnels it to the

next cluster head on the logical path. Then the received cluster head unwraps the

packet and sets the next cluster head on the logical path as destination and tunnels it

out. This process run continuously until data packets reach the destination. AODV

finds the real physical path to connect each cluster head on the logical path. Since

we assumed each cluster moved very slowly, the re-building of a path did not occur

frequently. Figure 2.4 shows the whole routing mechanism across overlay routing and

AODV. Finally, we note that other metrics, such as channel bandwidth, data rate, and

node energy could be used to rank the entries of DDT table.

2.5 Simulation Results

Our simulation results were obtained using the popular network simulator, NS-3. We

used networks consisting of 320 nodes. These nodes were placed in a square area with

length 500 units. Several topologies were produced, each composed of 16 clusters and

each cluster contained 20 nodes. We required that, within each cluster, the average

hops between node and cluster head should be larger than 4, yet no larger than 15.

We also set the radio range for each node to be 20 units so that two nodes were not

connected when the distance between them was more than 20 units. Under these
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.

Figure 2.4: In context-aware overlay routing each cluster head stores a distributed
distance table that contains k nearest cluster heads. Overlay logical routing is taken

between cluster heads. AODV routing was used to connect cluster heads on the
logical path. The colored circles represent cluster regions, which may overlap.

requirements, we produced 15 topologies. We compared our context-aware protocol

with Chord using these 15 topologies. Since our goal was to prove the hop efficiency

of the routing protocol, we fixed the cluster heads for each topology at the start of the

simulation and kept the cluster heads fixed during the simulation. The ideal cluster

head has the minimum average number of hops to every other node within the cluster

since the upper layer application, such as VOIP, require low latency delivery of voice

packets. We also wanted to see the effect of a “bad cluster head” on increasing routing

hops, so “bad“ cluster heads were randomly chosen within a cluster.

For the network layer, AODV was implemented. The length of the DDT table was

set to be 5. We compared our DDT context-aware routing with AODV routing with-

out clustering and Chord-AODV with min-hop and a random cluster head (CH). Each

simulation was run 100 times. Figure 2.5 shows the average number of hops a packet

went through for each protocol. The simulation demonstrated that our distance-aware

DDT routing gave much fewer average hops than Chord for cases where Chord-based

routing used mini-hop and random cluster head selection. Even with a bad cluster

head, DDT-AODV performed almost same as Chord with good cluster head. Com-

pared to Chord, DDT-AODV with minimum hop cluster head selection had perfor-

mance closest to the ideal of using the baseline AODV. To present clearly, Figure 2.6

shows the additional cost of DDT-AODV and Chord-AODV compared to baseline
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AODV, which is calculated as:

average_hop − baseline_AODV_hop
baseline_AODV_hop

(2.6)

Figure 2.6 implies that DDT-AODV with minimum hop cluster head results in the least

additional hops when compared with Chord-AODV. Although Chord with mini-hop

cluster head selection sometimes performed better than DDT-AODV, its performance

was unstable and inconsistent across topologies. Chord had a larger variance com-

pared to DDT-AODV with good cluster head selection. This big variance was caused

by Chord protocol positioned node randomly on the Chord ring without the consid-

eration of the geographic position of nodes. Therefore, some extra hops occurred in

the network path. This extra number of hops had a large variance because of the

underlying randomness. This large variance reveals the general behavior associated

with “back tracking” in Chord-selected paths. We also conclude that choosing a good

cluster head according to application requirements affects the performance of rout-

ing protocols. A good cluster head was one which improved the QoS of the applica-

tions running on top of it. For voice applications, the simulation results indicated that

cluster head which considered actual physical distance was a wise choice. Although

DDT-AODV does not perform the best for all cases, its average behavior is better than

Chord-based methods and this translates into it having desirable delay properties,

making it suitable for multimedia applications.

Figure 2.7 shows the path failure probability for different routing schemes for the

15 topologies. In Figure 2.7, DDT-AODV with minimum hop cluster head had a low

failure probability compared to Chord. Its failure probability was always below 0.2,

showing consistency across topologies. However, Chord failure probability was fre-

quently large. The reason for Chord’s large variance and inconsistency was the “back

tracking" caused by nodes randomly positioned on Chord ring without considering

the underlying broken links. The logical path it chose could not successfully deliver

the packet to the destination when the AODV underlay could not find any network
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Figure 2.6: Additional cost of DDT-AODV and Chord-AODV for 15 topologies

path connected to the destination. The longer path, as expected, has an increased fail-

ure probability since the failure probability of the whole path depends on the number

of physical links.

When comparing the effects of cluster heads, choosing a good cluster heads was

more important for DDT-AODV than Chord. The failure probability of DDT-AODV

with minimum hop cluster heads was always under that of DDT-AODV with random

head selection, while Chord’s performance was almost the same regardless of cluster
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Figure 2.7: Failure probability of DDT-AODV and Chord-AODV for 15 topologies

head selection.

2.6 Conclusion

We analyzed the weakness of Chord-based overlay routing in ad hoc networks. We

pointed out that Chord routing usually experiences a “back tracking” problem since

it randomly distributes nodes on the Chord ring without consideration of the physi-

cal/network position of nodes. We proposed a distance-aware overlay routing scheme

that uses a lower layer AODV routing protocol to guide network-level packet deliv-

ery. Our protocol, DDT-AODV, involves cluster heads updating each other with their

physical position and ranking the closest cluster heads in their DDT table. When there

is a route request, logical routing is first calculated among cluster heads then passed

to the lower tier nodes. Lower tier nodes use AODV to find the network path between

themselves and next hop cluster heads. NS-3 simulations showed that: 1) DDT-AODV

out-performed Chord, both with mini-hop and random cluster heads, in terms of addi-

tional cost; 2) DDT-AODV with good cluster head selection had dramatically reduced

failure probability. DDT-AODV always showed consistency in performance across dif-

ferent topologies: the differences in terms of average hops for 15 topologies were small
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compared to that of Chord-AODV.

Beyond the proposed distance-aware overlay routing protocol to counteract the

natural distances caused by the environmental changes and node’s mobility, the fol-

lowing chapters consider different approaches to cope with the adversarial attack,

namely, the physical jamming attack. I will provide defending strategies both in terms

of theoretical and practical views. Firstly, the next chapter demonstrates how a Q-

learning method can repeatedly learn the jammer’s location in a totally distributed

manner through the guidance of networks’ performance metrics.
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Chapter 3

Jammer Forensics: Localization in Peer to Peer Networks

3.1 Overview of the chapter

Jamming attacks are a class of network denial of service attacks that can easily be car-

ried out in wireless networks. In order to be able to repair a network in the presence

of such attacks, it is desirable to identify the location of jammed nodes and the con-

gested area that is affected by the jammer. In this chapter, I propose the design of a Q-

learning based attack-localization algorithm that is integrated with the OLSR routing

protocol. Our Q-learning attack-localization algorithm is distributed, asynchronous

and can identify the location of the jammer in run-time as the attack takes place. I

examine the performance of our approach using NS3 network simulations under two

different network topologies, and for both naive and intelligent attack scenarios.

3.2 Introduction

Wireless communications are easily be subjected to interference attacks that reduce the

effectiveness of the network and its protocols to reliably deliver data from a source to

a destination. Interference attacks can be performed in many different ways, ranging

from emitting a high energy interference signal, which degrades physical layer capa-

bilities to decode modulated information, to the intentional use of MAC-layer conges-

tion that prevents nodes from transmitting or receiving [9]. One of the challenges that

must be addressed to ensure that networks can survive in the presence of malicious

interference or congestion is to locate the jamming source [32, 33]. Once the location

of the adversary has been determined, then remedies may be applied to ensure the

network can operate reliably. For example, the location of an adversary may be fed
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Figure 3.1: Congestion-style MAC layer jamming attack

to network layer (e.g. routing) functions and used to alter routes in the network, or

the location of an adversary may be used to adjust power or channel allocations for

network nodes near the adversary.

Localizing a moderately high-power interference source is a problem that has been

relatively well-studied [34–39]. It must be realized, however, that an attacker need not

apply large amounts of power to adversely impact the network’s performance. In fact,

a small amount of transmit power being employed by a congestion-style interference

source, which continually emits format-compliant packets, can be quite effective at

shutting down the MAC-layer functionality of neighboring nodes in a network shown

in Figure 3.1. The implication of this observation is that simple schemes, such as those

that employ received signal strength (RSS), have limited ability to locate an attacker.

For such attacks, it is necessary to analyze the collection of network statistics across the

entire network in order to locate the adversary. These network statistics are dynamic

signals associated with the network’s graph that provide forensic evidence regarding

the adversary’s presence and must be cleverly leveraged in order to locate the adver-

sary.

In this chapter, our goal is to localize the legitimate network node(s) that are closest

to the source of congestion, i.e. the attacker. Our approach operates in a distributed

fashion, and involves an online learning algorithm that has been tailored to locating

a congestion-style adversary in run-time. Specifically, we have modified the well-

known Q-learning algorithm, and the advantages of our method are: (1) the algorithm
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is distributed (Q-learning runs locally at each network node, each node only needs to

know network statistics for itself and its one-hop neighbors); and (2) the algorithm is

asynchronous and can converge even if some data available is missing or old (as long

as the obsolete information eventually vanishes with time).

The chapter is organized as follows: In Section 2, we provide an overview of our

problem and the network scenario. In Section 3, we briefly overview Q-learning and

then describe how Q-learning was integrated with a routing protocol to support net-

work forensics, including detection and isolation of the jamming attack. We next ana-

lyze the performance of our jamming localization algorithm in Section 4 through sim-

ulations involving different attacker models. In Section 5 we summarize related work,

and conclude the chapter in Section 6.

3.3 Related Work

To find the location of an attacker, or the node under attack, is important and can serve

as the basis for repairing the network [40–42]. Previous work on finding the area that

is jammed [43–45] can be classified into three categories. The first category involves

measuring the received signal strength and using propagation modeling to estimate

distance. For example, [46] utilized the variation of the hearing range of a node un-

der attack and its affected neighbors to formulate equations from which the jammer

can be localized. The second category obtain the jammer’s location by utilizing in-

formation about the geometric location of affected nodes. The typical examples for

this category are the conventional Centroid Location (CL) [47], Weighted Centroid Lo-

calization (WCL) [48] and its improved versions, Virtual Force Iterative Localization

(VFIL) [33] and Double Circle Localization (DCL) [44]. Unfortunately, both the first

and second categories require the exact locations of neighbor nodes. The third cat-

egory, however, uses the relative position of nodes in the network, and one example

of this category is [49], which uses gradient descent to find the node with minimum

Packet Delivery Ratio (PDR). One unfortunate behavior of such an approach is that
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it may be trapped in local minima during the searching process. The approach pre-

sented in this chapter belongs to the third category. Compared to [49], our scheme

is distributed and can be executed in run-time during an attack. Our algorithm can

adapt to environmental changes because nodes with historically large PLR can be re-

visited when their PLR becomes small. In particular, our Q-learning approach bases

its decision on the expected PLR and sum of its discounted histories instead of instan-

taneous values, thus the optimal decision is not easily subjected to the bursty nature

of network statistics, and consequently exhibits algorithmic stability.

3.4 Problem Overview

In this section, we describe the basic problem that we are considering by introduc-

ing the network scenario and the adversary’s characteristics. We consider a network

that consists of nodes that communicate via wireless communications with each other.

Depending on parameters, such as transmission power and modulation format, each

node might only be able to observe communications from a limited amount of the full

set of nodes. Our network, thus, will be arranged as a graph where the vertices corre-

spond to wireless nodes, and the edges correspond to wireless links connecting nodes

that are within radio range of each other. In our study, we have used two different

motivating topologies: a regular grid deployment, and a deployment where the nodes

are randomly placed. We illustrate these two topologies in Figure 4.6a.

Complementing the topological configuration of the network, it is necessary to em-

ploy an appropriate networking protocol that manages the routing of communication

between nodes in the network. In our study, we have chosen to use the OLSR routing

protocol [29] at the network layer, while we employed an 802.11 MAC with RTS/CTS

turned off.

Our objective is to develop a network forensics tool that locates of a “jamming”

node that is attacking the network. Specifically, our attacker is a congestion-style jam-

mer that continuously broadcasts format-compliant packets, which results in the loss

of legitimate traffic (packets from other nodes). In particular, for victim nodes (i.e.
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Figure 3.2: Grid and random topologies, red nodes are legitimate members. Green is
the attacker, which broadcasts valid packets to surroundings.

nodes near the jammer), the attack has two immediate consequences: (1) the drop

of legitimate packets at the physical and/or MAC layer of a legitimate node; (2) the

increased proportion of total control messages to data packets in the network as the

routing protocol must send out more control messages to maintain its connectivity.

In this study, we assume that the malicious attacker is targeting a specific legitimate

node, and hence that node will experience more degradation than other nodes. In this

study, we will also consider two variations of this attacker: a naive jammer who sim-

ply injects blocking packets, and an intelligent jammer who has infiltrated the network

and sends blocking packets as well as false information into the attack localization al-

gorithm. For the intelligent jammer, the attacker is an insider to the network and can

announce format-compliant messages that will be interpreted as if he is a legitimate

member of the network.

Detecting and isolating the attacker will require forensics upon signals being cre-

ated at each node that are associated with network traffic statistics. We have adopted

the use of Packet Loss Rate (PLR), which captures the proportion of packets at a re-

ceiving node to total packets arriving at a receiving node. The calculation of PLR is

based on all packets transmitted by the network, including control and data packets.

PLR is a readily available network statistic, but we note that other network statistics,

such as delay, may also be appropriate.
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3.5 Attacker Localization in a Network via Q-learning

3.5.1 Q-learning Preliminaries

Our approach to localizing an adversary in a network uses a modified version of

Q-learning. The standard discounted Q-learning was proposed by Watkins in [50],

and an asynchronous and distributed version presented in [51]. In Q-learning, the

agent learns an optimal policy from past experience by minimizing or maximizing

the expected total discounted reward. The agent first randomly chooses an available

action from its action set, then it obtains an immediate reward or penalty. This re-

ward/penalty value will factor into calculating the new Q value for the current state

and action pair. The optimal action for the current state is collected by finding the

action which achieves the minimum/maximum of Q value among all the state-action

pairs. We use the Q learning formulas given in [51]:

1. Calculating Q value (policy evaluation)

Q̃t+1(s, a) = (1 − αt+1)Qt(s, a) + αt+1[R(s, a, s′) + γt+1Vt(s′)] (3.1)

if Q̃t+1(s, a) ≤ Vt(s)

Qt+1(s, a) = Q̃t+1(s, a) (3.2)

else

Qt+1(s, a) = αt+1Q̃t+1(s, a) + (1 − αt+1)Vt(s) (3.3)

2. Calculating V value (policy improvement)

Vt+1(s) = min
a

Qt+1(s, a) (3.4)

aoptimal = arg min
a

Qt+1(s, a) (3.5)

In our scheme, each wireless node will run its own Q-learning algorithm, and the

Q-values at a particular node will correspond to the packet loss rates associated with
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the links between that node and each of its neighbors. The internal state within each

node’s Q-learning algorithm will be an assessment as to which of its neighbors that node

believes to be in the direction of the attacker. With each node in the network running

its own Q-learning algorithm, the collection of assessments can be thought of as a

collection of fingers pointing in the direction of the adversary, and thus the final stage

of the attacker localization algorithm is to collectively examine these assessments to

infer where the adversary is located. Before proceeding to the specifics of our proposed

Q-learning algorithm, we note that one of the advantages for using the Q-learning

approach is that the Q-value within the algorithm is a discounted, expected value

of the PLR, and hence naturally incorporates data smoothing to mitigate bursty PLR

fluctuations that naturally arise in the operation of a network.

3.5.2 Q-learning Integrated with Routing Protocol

Our approach to identifying the jammer location integrates Q-learning with the un-

derlying routing protocol. Routing protocols, such as OLSR, include unused message

fields in broadcast control messages that may be utilized to convey additional infor-

mation between nodes. Specifically, in order to support the dynamic operation of Q-

learning at each node, we need the following information to be exchanged: a node’s

ID; the time slot for a Q value; the time slot for a V value; V(sel f _ID); PLR; and the

optimal action (i.e. a decision as to which neighbor is in the direction of the jammer).

Using the distributed Q-learning framework of [51], we integrated Q-learning re-

lated messages into the routing protocol by attaching them to hello messages. These

messages are propagated to all one hop neighbors. When its neighbor receives those

messages, it detaches the Q-learning messages and stores them in a corresponding V

table in reverse time order for the calculation of future Q values. For each time slot,

the calculation function of Q learning is called, which searches the old Q value and V

table to decide the optimal action (i.e. decision) for next time slot. Pseudocode for the

procedure running on each node is as follows:

The receiving node stores the above information into V and PLR lists. The new

Q value was calculated iteratively by equations (3.1), (3.2) and (3.3) until it converged
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Algorithm 1 function Q-learning

Initialize Q0, V0
Get neighbors N from routing table
Calculate new γt, αt
/*policy evaluation*/
for all N in time slot t do

search Qt−1(s, a) in sel f QNTable
repeat

search available V in neighborVCTable
until find one
calculate Qt(s, a)
sel f QNTable.push_back(Qt(s, a))
if Qt(s, a) < minQ then

minQ = Qt(s, a)
end if
recalculate cost (packet loss ratio)

end for
/*policy improvement*/
if every k time slots then

Vt = minQ
at,optimal = argminaQ

end if

in each node. Based on our simulation experience, this process takes O(N) rounds,

where N is the total number of nodes in the networks, and we are currently working

on a proof for this conjecture. The asynchronous feature of the form of Q-learning we

employ is well-suited for congestion cases as it allows the old neighbor V value in

equation (3.1) to remain (though obsolete) in case there is a loss of information during

transmission. Obsolete information can fade out with time due to the discount factor

γ. As long as the attacked node can receive and send a little information out, other

legitimate nodes can utilize this to find the node nearest to the jammer.

Algorithm 2 function Sendpacket

if sel f QNTable is not empty then
send {sel f Vt, PLRt, ID, time stamp}
send at,optimal

end if
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Algorithm 3 function Receivepacket

neighborVCTable.push_back(Vt, PLRt)
if neighbour’s at,optimal is self id and self’s at,optimal is neighbor id then

if self’s Vt < neighbor’s Vt then
mark self as the target node

end if
end if

3.6 Simulation

We evaluated our algorithm using the NS3 simulator with two 25-node networks as

presented in Fig. 4.6a. We employed the OLSR routing protocol with an 802.11 MAC

where RTS/CTS was turned off in MAC layer. In our simulations, the nodes were

static. The duration for each simulation was 100 time units. In all cases, the attacker

begins to broadcast packets starting at time 20 and continuing until the end of the sim-

ulation. The attacker’s traffic pattern was created to follow a Poisson distribution with

inter-arrival time, 0.09 time units, and the length of the attacker’s blocking packet was

95 bytes. In each time slot, the PLR was estimated and used to calculate the internal

rewards in our Q-function, while the actual Q-values were updated every 2 time units

and were estimated in a distributed fashion by each node. Every 6 time units, the V

values were updated in a distributed manner. The learning rate was set to be less than

1 and decreased with time. We conducted simulations under different scenarios: (1)

there was no attack; (2) there was a naive attacker; (3) there was an intelligent attacker

that introduced large V and Q values; and (4) there was an intelligent attacker who

introduced small V and Q values. These four scenarios were examined both in the

grid and random topologies.

Fig. 3.3 provides the final optimal policies for each node in the grid network under

the four scenarios mentioned above. For each node in the figure, there is an arrow that

points to the neighbor that node believes is in the direction of the attacker. We see that in

all cases our Q-learning jammer-locator algorithm was able to find the attacker, or the

closest node to the attacker. One interesting phenomena that we observed is that the

distribution of V-values exhibits increased variance when the network is under attack,

which intuitively occurs because the attack disrupts the behavioral balance associated
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Figure 3.3: Jamming localization in the grid topology. Bold double-arrow link
indicates network belief that the jammer is between the arrow endpoint nodes.

with nodes in the network. We also examined the case of the random topology. The

results in Fig. 3.4 exhibit similar behavior to the case of the grid topology.

Lastly, we note, as with any such detection scheme, our approach will experience

difficulty in differentiating between benign causes of congestion (such as the conver-

gence of many high-traffic flows) and the congestion introduced by an intentional

jammer. In particular, it is possible to construct high-traffic flow cases converging at a

specific node that will lead to significant packet loss, in which case our algorithm iden-

tifies the network node closest to the worst region of benign congestion. Further, the

ability of our scheme to identify and locate a jammer is tied to the inter-arrival time be-

tween the jammer’s emitted packets, and a jammer can avoid detection by increasing

its inter-arrival time. Nonetheless, in our experiments, we have witnessed that even

so, our Q-learning approach locates the region around the jammer. One approach we

are exploring integrating into our algorithm is a traffic-control method whereby nodes
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Figure 3.4: Jamming localization in the random topology.

in the network adjust their outgoing traffic rate when the network suspects there is

a jammer present. Such adjustment would reduce the likelihood of congestion being

falsely declared as jamming by our forensics algorithms.

3.7 Conclusion

In this chapter, I examined the problem of locating the source of a jamming or conges-

tion attack against a wireless network. I proposed integrating reinforcement learning

(specifically, the popular Q-learning algorithm), with a network routing protocol to ar-

rive at a distributed forensics algorithm that processes signals associated with network

statistics to infer the location of a jamming event. The network signals I utilized were

local estimates of packet loss rates as made by each node in a network. Our algorithm

was validated through NS3 simulations under two different network topologies, and
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for both naive and intelligent attack scenarios. In particular, I found that our algo-

rithm could reliably identify the location of an intelligent insider-attacker who both

emits blocking packets and introduces false Q-learning information into the network.

As part of our ongoing work, I intend to explore adaptively tuning our attack local-

ization algorithm according to dynamic conditions within the network, such as node

mobility (both the network and attacker’s mobility) as well as under varying network

traffic conditions.

In the next chapter, a cross-layer power control is proposed to defend against the

jamming attack by heuristically adding connections in the peer to peer network to

reduce the power consumption. The Fiedler value derived from the Laplacian matrix

is utilized to rate the connectivity of network topology. In order to obtain the Laplacian

matrix by each node, a light weighted approach is implemented by integrating with

the OLSR routing messages, which can carry the information from two or more hops

away, to transmit the real-time network information.
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Chapter 4

Topology Adaptation for Robust Ad Hoc Networks

4.1 Overview of the chapter

Many cyber physical networks will involve ad hoc deployments utilizing peer-to-peer

communications. Examples include transportation systems where a group of moving

cars communicate in order to avoid collisions, teams of robotic agents that work to-

gether in support of disaster recovery, and sensor networks deployed for health-care

monitoring, monitoring the operation of a factory plant or to coordinate and actuate

mechanisms for energy conservation in a building. These networks may face a variety

of threats that puncture their connectivity and, should their performance degrade, the

result could be catastrophic. Consider, for example, a vehicular ad hoc network where

communication assists collision avoidance. In such a case, degradation could lead to

vehicle accidents. Therefore, in order to overcome network performance degradations

and the puncture of a network (such as, blackhole or jamming) which is under attack,

we propose an algorithm called the Fielder Value Power Adjustment Topology Adap-

tion (FVPATA). FVPATA aims to dynamically adapt an ad hoc network’s topology,

even if the attacker varies its location and in the case of an interference-style attack

by increasing the interference power. The algorithm utilizes the formulation from the

graph theory which works with the Fiedler value to guide each node in wireless ad

hoc network utilizing power adjustments to enhance the network’s overall robust-

ness. The advantage of the proposed mechanism, is that it is a light-weight approach

which is totally distributed, based on topology updates inherent in the Optimized Link

State Routing (OLSR) protocol and, hence, it is unnecessary to introduce additional

messages. Additionally, an algorithm was developed to resolve problems involving
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asymmetric links that arise in ad hoc networks by eliminating unnecessary energy

consumption of Fiedler nodes. Simulation results using NS3 show that the proposed

mechanism successfully decreases the average amount of hops used by 50% and the

delay of flows when nodes are migrating at a modest rate below 60 m/min.

4.2 Introduction

Many cyberphysical systems will be deployed using ad hoc wireless technologies, in-

volving autonomous entities such as robots maneuvering in an environment. Such

wireless networks can be easily subjected to a variety of attacks primarily because the

transmission medium is an open one, allowing for observation and introduction of

interference or false messages. These problems are particularly pernicious in the case

of ad hoc networks where nodes in the network communicate with each other in a

dynamic and opportunistic manner. In ad hoc cyberphysical networks, a malicious at-

tacker can simply employ interferences to cause legitimate nodes around him unable

to communicate with the neighboring nodes. Alternatively, he could also introduce at-

tacks that would puncture the network by dropping packets or locally disrupting the

routing procedure. In either case, a region of the network becomes unusable and the

performance of the network significantly degrades around the areas near the attack.

There are many other complementary tools that can be used to cope with such

attacks directed against ad hoc networks. These countermeasures are grouped into

four main categories: (1) carefully design routing protocol to re-route packets around

the attack area [52–55] and those attack areas can be discovered by machine learning

methods [56–58]; (2)Implement multi-path plus tunneling to add redundancy to the

current route [59–63]; (3) adjust the location of network nodes [40,64,65]; and (4) apply

robust and redundant coding [66–70].

In this chapter, we examine a complementary approach to coping with jamming

attacks in a distributed fashion in an ad hoc network. Our approach aims to aid the
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participants in an ad hoc network to avoid holes punctured in the network connec-

tivity by an attacker through network control algorithms, and to strengthen the relia-

bility of communication should the attacker shut down one or more of the legitimate

nodes. In order to accomplish this, we propose an algorithm that aims to control the

network topology so it can minimize network degradation in the instances of an at-

tack. Our proposed FVPATA algorithm is integrated with the popular OLSR routing

protocol for wireless ad hoc networks and it uses the concept of “Algebraic Connectiv-

ity” of a network’s topology, as characterized by the Fiedler value [71–73], to identify

connectivity-sensitive nodes in the ad hoc network. These nodes then adjust their

transmission power to enhance the network’s robustness. The advantages of FVPATA

are: (1) it only requires an adjustment to the power employed by a small set of care-

fully chosen Fiedler nodes. Thus, this method conserves energy for the whole network

rather than increasing the power for all nodes. Additionally, increasing the power of

every node can introduce undesirable interference, which often results in a decrease of

the network throughput; (2) it is a distributed algorithm involving only local actions

to affect the entire operation of the network. Each node uses a unique network topol-

ogy shared by hello and TC messages of the OLSR protocol, and it tailors the topology

through its own local actions.

This chapter is organized as follows: In Section II, we provide the background and

mathematical foundation for our algorithm. In Section III, we describe the mechanism

of our Fiedler value power adjustment algorithm in details and demonstrate how the

algorithm can be integrated with the OLSR protocol through pseudo codes. Indeed,

our approach can universally be integrated with any state-sharing ad hoc network

routing algorithms [2–5]. In Section IV, we analyze the performance of our FVPATA

through simulations involving scenarios of different attacks, followed by our conclu-

sion in Section V.
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Figure 4.1: A possible scenario of attacks in an ad hoc network. The red star
represents the attacker placed in an area where many routes and flows must transit
through. The shaded region indicates a region that is “punctured” by the attacker to

effectively isolate many nodes which causes serious structural damage to the
network’s topology.

4.3 Background and theoretical foundation

4.3.1 Attack model

As a starting point for our discussion, we shall consider a very simple attack model

where an attacker is positioned near the center of a network since nodes in the central

area are surrounded by densely populated neighboring nodes and could potentially

become a bottleneck in traffic flows. As an example, we illustrate a network with an

attack in Figure 4.1. In this figure, a single attacker is located near an area in which

many routes intersect, and the attacker can potentially cause serious structural dam-

age to the network’s topology by attacking one or more nodes nearby. Our approach

works well with multiple attackers as our approach is distributed and the power ad-

justment is done according to local views of topology. However, for the sake of our

discussion, we consider the case of only one MAC-layer attacker causing harm to sev-

eral neighboring nodes simultaneously.

An attacker’s goal is to shut down the maximum number of nodes with a mini-

mum amount of effort. Therefore, the attacker’s objective is to place himself in an area
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with heavy network traffic. In our example, the MAC-layer attacker continuously in-

jects format-compliant packets to legitimate nodes without time gaps in between the

packets. As a result, nodes under attack become unable to communicate properly (e.g.

access the channel and complete packet transmission and reception successfully) and

essentially become shut-out from the network’s operation. Throughout our discus-

sion, we will refer to an ad hoc network that uses the OLSR protocol [29]. The reason

why OLSR is used is because it can support our algorithm easily since: (1) its TC mes-

sage can deliver link connectivity status from three hops away and it can assist nodes

in gaining complete knowledge of the network connectivity; (2) it reduces the need

for extra messages when updating topology information; and (3) it is amenable for

executing a distributed algorithm on each node in any ad hoc network. We note that

our approach can apply equally well to other routing algorithms which have similar

state-sharing features [74]. We can integrate our algorithm with them in two ways:1)

utilize the periodic hello messages to carry the extra topology information which is

from three or more hops away, such as the hello messages in Dynamic Source Routing

(DSR) [2] and Ad Hoc On-Demand Distance Vector (AODV) [3]; 2) adopt the self-

contained topology update mechanism in routing protocols, for example, Global State

Routing (GSR) [4] consults the vectors of link states exchanged with routing informa-

tion to obtain the global knowledge of the network topology, and the On-Demand

Packet Forwarding Scheme (ODPFS) [5] constructs a virtual backbone among nodes.

During the construction, the global topology information is propagated.

4.3.2 Motivating foundation

The main purpose of FVPATA is to increase the network’s robustness while minimiz-

ing the energy needed to confront an attack. The network’s robustness/connectivity is

closely related to the node’s degree in a network graph [75]. The average node degree

in a random network (when being deployed according to a spatial homogeneous Pois-

son process) increases with the node’s radio range, as illustrated in Figure 4.2. More-

over, Figure 4.2 also indicates that the spread or variation of the average degree first

rises and then decreases at a larger radio range. Figure 4.3 implies that increasing the
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Figure 4.2: The variation of node degree as function of radio range

radio range can cause the number of mutually reachable source and destination pairs

to grow, which directly corresponds to the graph’s connectivity. However, after reach-

ing a certain threshold no obvious growth occurs. This characteristic illustrates that it

is not necessary to increase radio range indefinitely in order to strengthen the network

connectivity. On the other hand, increasing transmission power without restraint can

inadvertently generate unnecessary radio interference in the ad hoc network.

4.3.3 Fiedler value and graph-theoretic connectivity

Now we briefly introduce the graph theory and lemmas that will be applied in our

algorithm, followed by a description on the working mechanism behind FVPATA.

Network connectivity can be depicted by its algebraic connectivity, also called the

Fiedler value. It is the second smallest eigenvalue of the Laplacian matrix, L(V, E), of

a network’s topological graph, G(V, E) where V is a vertex set and E is the edge set

connecting two vertices in graph. The Fiedler value is always non-negative, and its

amplitude is proportional to the graph connectivity. It is zero if and only if the graph

is disconnected. The number of zero eigenvalues in the eigenvalue set of L equals

to the number of connected components in a graph. According to [71], the Fiedler
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Figure 4.3: The variation of network connectivity as function of radio range

value represented by λ1, of a graph, G, can be obtained by the following eigenvalue

optimization problem.

λ1 = min yT L(V, E)y

st. yTy = 1 and yT1 = 0
(4.1)

where y is a vector which does not equal to 1.

The Laplacian matrix of a given graph is defined as follows: Given a graph G(V, E)

without self cycles and multiple links between two nodes, the Laplacian matrix L is

calculated by

L(V, E) = D(V, E)− A(V, E) (4.2)

where D(V, E) is a diagonal matrix whose diagonal entry contains the degrees for

each node. A(V, E) is the adjacency matrix with each entry being a value of zero or

one when nodes are connected to each other. In addition, its diagonal is zero since

G(V, E) has no self cycles. According to equation (6.5), the Laplacian matrix has the

following properties [20, 76]:

• Lemma 1: L is symmetric matrix. Its (i, j)th and (j, i)th entries are same and its

diagonal entries contain each node’s total degree.
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• Lemma 2: All its eigenvalues are real since L is symmetric.

• Lemma 3: L is a positive semi-definite matrix. Thus, it has no negative eigenval-

ues. Its first smallest eigenvalue is always 0 since the sum of each row or column

is zeros. By sorting the eigenvalues, we obtain: λ0 = 0 ≤ λ1 ≤ λ2 ≤ ... ≤ λn−1

• Lemma 4: The number of zeros in eigenvalue indicates the number of discon-

nected components in the graph. If the graph is strongly connected, then the

second smallest eigenvalueλ1, which is also the Fiedler value is always larger

than zero.

• Lemma 5: If the attacker kills the links in between nodes or when the network’s

links are broken because of natural distances, the Fiedler value λ1(V, E1) ≤
λ1(V, E) where E1 ⊆ E

• Lemma 6: Fiedler value’s upper bound is limited to the minimum degree of nodes

and the total number of nodes exist in networks. The upper bound approaches

to the minimum value of degrees in nodes when the network is large. The exact

relationship between them is given by [20]

λ1(V, E) ≤ |V|
|V| − 1

min
v

dv (4.3)

Lemma 5 informs us that the Fiedler value can become larger when adding edges to

a graph. Thus, a network becomes more robust as the Fiedler value increases, which

implies stronger connectivity.

Our objective is to identify the weakest point in the network connection and heuris-

tically improve the network by increasing the degree or number of neighbors associ-

ated with that node. Particularly, we are interested in what happens when we remove

a node from a network’s graph, and hence we will introduce a modified notion of

the Fiedler value, which corresponds to the impact associated with removing all of a

node’s links (i.e. connections to other nodes in the network). Specifically, we define a

node’s Fiedler value as:
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Definition: For a graph G(V, E), the node Fiedler value associated with node j corre-

sponds to the Fiedler value λ1(V, E1) where E1 corresponds to a revised set of edges

for G where all edges containing node j have been removed from E.

With this definition in mind, we can re-examine the connectivity of the topologies

that remain on a case-by-case basis after removing each node, and discover the nodes

in the network whose deletion would have the most harmful impact on the network’s

algebraic connectivity. We propose a heuristic for improving the network’s condition

whereby we attach more links to the nodes with low nodal Fiedler value.

Lemma 6 informs us that increasing the degrees for all nodes is ineffective because

the upper bound of Fiedler value is constrained by the minimum value of the degree

of the nodes. Conceptually, we only need to select a few nodes to add links to, and

this will be reflected in the FVPATA algorithm by having each node examine whether

it is in the set of m nodes with the lowest Fiedler value.

4.4 OLSR-based topology adaptation algorithms

In this section, we use the Fiedler value’s properties previously described to guide an

online cross-layer power adjustment scheme that enhances the network’s robustness

when facing an attack. The idea is to select a node that is least-suitably connected to the

network. By increasing the power of transmission on those nodes, we can strengthen

network’s capability by being able to reach more nodes and thus improve the net-

work’s overall connectivity.

4.4.1 Choosing the node

As the amplitude of the Fiedler value represents the network’s connectivity, we choose

several nodes in accordance with their Fiedler values after determining their associ-

ated adjacency matrices with those nodes removed. Removing a node from the adja-

cency matrix means deletion of the corresponding i-th row and column.

Each node first builds an adjacency matrix for the topology it obtained in an online
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manner from OLSR’s TC and hello messages, which are sent periodically by OLSR pro-

tocol. In the following section, the procedure for obtaining topology from the OLSR

protocol will be discussed. This topology is updated every T time-units where T is

a free parameter that can be adjusted. Upon obtaining the adjacency matrix, a node

calculates a list of Fiedler Values from the remaining adjacency matrices through re-

moving each node. A node with the smallest Fiedler value indicates that deletion of

that particular node will cause maximum damage to the network.

Moreover, nodes with the least number of links often correspond to being located

in a less densely populated area, or in an area without many surrounding neighbors.

They could also be located in an environment where the condition of the local channel

is poor with large levels of local noises making them likely to be Fiedler nodes. In these

situations, increasing the nodes’ power might be inefficient due to a significant amount

of energy being needed to reach other nodes or to overcome the channel conditions.

However, to give them the opportunity to connect to a larger network, our algorithm is

iterative in the sense that it continuously chooses the weakest nodes from the resulting

network topology. Each node in the minimum Fiedler value set will choose to increase

its power with probability p. We choose p according to the binomial distribution, in

terms of n1, where n1 is the number of nodes with the least number of neighbors and

N is the network size. Hence, p equals to 1 − (
1 − 1

N

)k(N−n1) and k is a parameter that

manages the tradeoff between adding power and redundancy while k can vary for

each node.

Upon obtaining the self-evaluated Fiedler node id, a node ascertains whether this

node id is identical to its own. If so, it starts to increase transmission power until

reaching the degree or power limit. Otherwise, it recalculates the Fiedler value using

the remaining adjacency matrices. The remaining adjacency matrices are obtained

by deleting the row and the column of each corresponding Fiedler node id that was

obtained from the previous round. This process iterates until reaching a maximum

number of iterations, or a node becoming a Fiedler node, whichever happens first.
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4.4.2 Getting the updated topology

The adjacency matrix for the network’s topology is critical when calculating the Fiedler

value. We obtain it from the TC and hello messages of the OLSR protocol.

Hello messages and obtaining one and two-hop neighbors

Hello messages in OLSR protocol provide both one and two hops of neighboring link

status information. Messages not received by directly connected neighbors are dis-

carded. Figure4.4a shows the hello message format and contains the link status in-

formation from the network topology. The link code in the hello message identifies

both the link and the neighbor type between the originator and its following list of

neighbor interfaces. When receiving hello messages, the originator’s main address is

stored into the neighbor’s main address in the neighbor tuple as shown in Figure 4.4a.

The originator is the node’s one hop neighbor if the main address of “Neighbor In-

terface Address” field is the address of the node itself. The rest of the main address

of the “Neighbor Interface Address”, whose neighbor type is symmetric specified by

the link code, corresponds to the node’s two-hop neighbors that are intermediately

connected by the originator. This two-hop neighbor’s main address is stored in the

two-hop neighbor’s tuple, shown in Figure 4.4a. Figure4.4b illustrates the mapping

from the protocol field to the network topology.

TC messages for obtaining more than two-hop neighbor link status

Since a node only receives one hop neighbors’ hello messages, we are unable to obtain

link statuses on nodes that are more than two hops away from hello messages. There-

fore, we had to adopt TC messages to solve this issue. When receiving TC messages,

a node first verifies whether the sender of TC messages is from the set of trusted one-

hop neighbors. If not, it discards the message. If yes, it updates the TC tuple shown in

Figure 4.5 if and only if the Advertised Neighbor’s Sequence Number(ANSN) is larger

than the previous one stored. Else, it adds a new TC tuple if there is no record found.

The “originator” field in the OLSR message is then copied to the main address and the
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(a) hello message

(b) two hop neighbors

Figure 4.4: Hello message and data structure storing one or two-hop neighbors

Figure 4.5: TC message and data structure of storing neighbors

Advertised Neighbor’s Main Address is also copied to the neighbor’s main address

shown in Figure 4.5.

Integrating Fiedler value into the OLSR protocol

Therefore, the OLSR protocol gives the opportunity for a node to construct self-evaluated

adjacency matrices to support the ability for each node to calculate Fiedler values that

represent the network connectivity. Whenever a hello or TC message is received, the

OLSR protocol processes the messages and stores the link connections in each corre-

sponding tuples. At each time interval, a node re-computes the adjacency matrices

according to their neighboring table. If nodes have symmetric links between them,
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Algorithm 4 : increase the transmission power of Fiedler nodes until each of them
reaches the degree limit

Initialization degree_limit = D and power_limit = P
Every time slot:
Get adjacency_matrix from the OLSR protocol by hello and TC messages
Get n1 from adjacency_matrix and set explore to be zero

while
[
1 − (

1 − 1
N

)explore·(N−n1)
]
< threshold do

for i from 0 to num_nodes − 1 do
remove node i from adjacency_matrix
calculate the second smallest eigenvalue
fiedler_list.push_back(the second smallest eigenvalue)

end for
/∗ get the connectivity-weakest node ∗/
Sort(fielder_list)
/∗ index 0 refers to the smallest fielder value ∗/
node_to_adjust = fielder_list(0);
if node_to_adjust = self id then

if self degree< D and self power < P then
increase power of node_to_adjust
break

end if
adjacency_matrix.remove(node_to_adjust)
explore = explore + 1

end if
end while

then the corresponding entry of the adjacency matrice is set to be one, otherwise, it is

zero. The diagonals of the adjacency matrice are set to be as zeros since a node has

no self cycle. However, a node is able to set the exploration time for itself. One ex-

ploration corresponds to removing a connectivity-weakest node from the adjacency

matrix. This exploration process iterates until the connectivity-weakest node becomes

the node itself or when the total exploration time is reached. As soon as a node real-

izes it is the connectivity-weakest node, it begins to increase its transmission power if

its degree is below the total degree limit and its transmission power is lower than the

total power limit. The node stops increasing its transmission power within a certain

time. This process is online and distributed and the pseudo code is given in Algorithm

1.
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4.4.3 Symmetric and asymmetric links

In FVPATA, we only consider symmetric links to meet the requirements of the OLSR

routing table so that we can guarantee packets are successfully delivered. However,

asymmetric links may occur. For example, one Fiedler node may raise its transmission

power in order to get connect with another node. However, that node might remain at

the same transmission power if that node’s total degree limit has already been reached

or that node is not a Fiedler node. In this case, the Fiedler node continues to increase its

transmission power and wastes the energy oblivious to the other node having no will-

ingness/incentive to cooperate. For instance, in Figure4.4b, the advertised neighbor

already has four neighbors. If the degree limit is three, it has no incentive to increase

its power to connect with the node. Thus, an asymmetric link may exist between a

Fiedler node and a non-Fiedler node, as shown in the dotted line in Figure4.4b. Fur-

ther, the Fiedler node will iteratively increase its power until its total power limit is

reached.

To solve the problem caused by asymmetric links, we require each non-Fiedler

node to verify whether the Fiedler node has enough neighbors before increasing its

power. After n time intervals, a non-Fiedler node verifies whether the Fiedler node is

its an asymmetric neighbor. If yes, then it examines whether the Fiedler node is a two-

hop neighbor of itself and whether the number of Fiedler node’s neighbors remains

under its degree limit. If the answer to both conditions is yes, this non-Fiedler node

will increase its power if the power limit for itself has not been reached. This process

iterates until the Fiedler node becomes its symmetric neighbors or when the number

of Fiedler node’s neighbors have reached the degree limit, whichever comes first. The

link code in hello message can indicate whether the link is asymmetric or symmetric

with the symmetric links being its neighbors. Algorithm 2 gives the pseudo code when

dealing with asymmetric issues.

Our power adjustment algorithm has weaknesses and does not solve all the prob-

lems. Firstly, since the beacons in the OLSR protocol may update the topology too fast,
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Algorithm 5 : solve asymmetric links of Fiedler node

After n time slots:
if node is not Fiedler node but the obtained Fiedler node is its asymmetric neighbor
then

if Fiedler node is node’s two hop neighbors then
calculate the number of Fiedler node’s neighbors from self-evaluated adja-
cency_matrix
if Fiedler node degree < D and self power < P then

increase non-Fiedler node power
end if

end if
end if

it may cause an overshoot of some nodes’ degrees and may result in larger interfer-

ence due to too much transmission power. Secondly, the algorithm does not totally

solve the asymmetric link problem although we designed the algorithm to allow non-

Fiedler nodes to respond to the connection request of Fiedler nodes. However, for a

node which is in a low density area, even if some nodes reply to its request, the final

degree still cannot meet the degree requirement and that node continues to increase

transmission power until exhausting all the energy.

4.5 Simulation

4.5.1 Simulation results

Simulations were performed using the NS3 network simulator. The topology used in

the simulations is shown in Figure 4.6a. There are a total of 25 nodes positioned in a

grid with an interval of 500 meters in between nodes both horizontally, and vertically.

Exploring the case of a grid topology gives us a clear view on the operation of our

schemes. In the study, we introduced a total of six flows running through the networks

simultaneously, shown as green lines in the Figure4.6a. As we can see, those flows are

close to each other and this creates interferences among themselves.

Beyond the existence of interferences among flows, we introduced an attacker who

can simultaneously shut down several nodes near its location. We also assumed the at-

tacker’s power would grow gradually so that he can affect one node to five nodes. We
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(a) topology (b) true path

Figure 4.6: Topology, flow pattern, attacker position and true paths. a) numbers in
parentheses refers to different jamming locations. “1” denotes a MAC-layer attacker

is at node 12. “2” denotes a MAC-layer attacker is between node 12 and 17. “3”
depicts a MAC-layer attacker located at the intersection of diagonal lines of node 12,

13, 17 and 18. “4” refers to a MAC-layer attacker located at node 12 with a radio range
of 500 meters; b) changes of true paths with one node failure with or without FVPATA

examined the effectiveness of FVPATA in terms of average hop, delays, and through-

puts under different attacking scenarios. The results show that FVPATA has provided

a significant improvement in performance when the nodes are under these different

kinds of attacks.

We placed the attacker at four different locations, corresponding to four scenarios

where they are all approximately centered around the populated area as shown in

Figure4.6a. The purpose behind this attack was to simulate the attacker’s attempts to

reach out to as many flows as possible. In the first scenario, we assumed the attacker

had a relatively low power level based on its radius of impact; hence, he could only

attack one node in the network. Therefore, we chose Node 12, which is the center of

the whole topology. For the second attacking scenario, the MAC-layer attacker raised

its transmission power with an effective attacking range of 250 meters. We placed

the attacker in between Node 17 and Node 12 to block the source transmission as

much as possible. For the third scenario, we increased the attacker’s radio range to be
√

2 · 250 meters and position it at the intersection of two diagonal lines of a rectangle
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composed by Node 12,17,13 and 18. In the last scenario, we set the attacker’s radio

range to 500 meters and put it in the center of the flows again. Under this condition, the

attacker could affect Node 12, 11, 17, 13 and 7. Under all four scenarios, the attacker’s

interference range increases so as the attacker’s ability to affect other nodes.

The simulation runs contained 1000 time-units and our application data started at

100 time-units after the routing tables were established and continuously fed into the

network without gaps in time. The attacker started the attack at 100 time units while

the OLSR protocol was running continuously to maintain the routing information.

Hello messages for the OLSR protocol were sent every 2 time units and TC messages

were sent at every 5 time-units when RTS/CTS was turned off. FVPATA started when

it detects a 80.5775% packet loss ratio and explored at most five times in each time

interval.

Figure 4.6b shows the changes of the route from source Node 22 to destination

Node 2 after suffering from an attack with the application of FVPATA. Here we con-

sider scenario 1 (where only Node 12 is the node under attack) as the simplest case for

an easier understanding on the concept. In Figure 4.6b the black route is the general

case under the absence of an attacker and FVPATA. The route walks through Node 12,

travels through Node 18, and finally reaches Node 2 which is used as a baseline for

comparison. The red line is a route depicting the aftermath of shutting down Node 12

by an attacker without application of FVPATA. As the figure suggests, the red route

skips Node 12 and the OLSR protocol finds an alternative route running through Node

13. Although the OLSR protocol has self-recovery capabilities, the disabled Node 12

causes traffic congestion around the affected nodes which resulted in more network-

layer interference. This condition becomes even worse when more than one node

breaks down. Therefore, we cannot solely rely on the self-recovery mechanism of the

OLSR protocol. The brown route represents the condition when FVPATA is applied

after nodes detected an abnormal packet loss. The figure shows that Node 2 increased

its transmission power since it is the Fiedler node. Moreover, to obtain a degree of

6, a non Fiedler node (Node 11) also increases its transmission power and as a result,

Node 2 could directly reach Node 11. Thus, the final route contained only two hops
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Figure 4.7: Average hops and mean delay of all flows

and it reduced the switching time spent by Node 6 and 16. FVPATA has effectively

diminished the total transmission time by cutting down the number of hops needed

for the flows. Figure 4.7 also demonstrates that FVPATA actually lowers the delay of

the whole path.

While examining Figure 4.7, it is clear that it illustrates the decrease in the average

number of hops and the mean delays among six total flows after the application of

FVPATA while the network is under attack. The improvement is apparent and despite

more and more nodes being shut down (Node 7, 11, 12, 13 and 17) in Scenario 4, its

average number of hops and mean delay are the lowest. The possible explanation for

this is that nodes around the attack areas begin to have reduced connections to the

networks. Therefore, with large probability, removing them can cause network to be

disconnected. For example, in our simulation topology shown in Figure 4.6a, remov-

ing Node 2 and 5 can cause a separation of networks into two parts. FVPATA chooses

those nodes near the border and increases their transmission power and weaves a

connection between them. Therefore, if more and more nodes are disconnected, nodes

near them (may also be two hops away) are more likely to be selected by FVPATA.

Based on this and FVPATA’s distributed structure, FVPATA should work well in situa-

tions where multiple attackers exit. In the simulations, we actually saw fewer numbers
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Figure 4.8: Throughput in each time slot for Scenario 1

Figure 4.9: Performance improvement in terms of average hop, delay and throughput

of hops when more flow interference exists.

Figure 4.8 represents the throughput we collected at each time interval for Sce-

nario 1. We applied a sliding window with a width of 60 time-units to smooth data

across time intervals since the network data collected experienced random variations.

Simulation results indicated FVPATA increased the network throughputs compared to

non-FVPATA employed network. Moreover, FVPATA converged after approximately

700 time-units and stabilized thereafter. However, the convergence time depends on

the number of Fiedler nodes participating in the power adaptation. A much more

disconnected network requires a longer stabilization time.
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We also computed the improvement on performance associated with the applica-

tion of FVPATA under attack in Figure 4.9. Comparing to the cases without power

adjustments, FVPATA reduces the number average hops by at least 50% and cuts the

mean delay by at least 60%. To calculate mean throughputs, we collected data from

700 and 1000 time-units during the periods where the FVPATA algorithm converges

and the network throughputs stabilize. The calculated mean of the associated sample

data is then compared with the case without power adjustments. We discovered there

is an improvement by more than 2.5 times in terms of throughputs.

4.5.2 Simulation results involving mobility

Besides static networks, we also considered FVPATA’s performance when facing the

mobility of nodes, as might occur in a cyberphysical application involving robotic

agents. Each node traveled within a square area of 2000 meters by 2000 meters, ran-

domly changing direction every two seconds. We set each node as having the same

rate and we increased their rates at succeeding rounds of simulation. In the simula-

tions, we assumed a MAC-layer attacker tracked a node as a target and never changed

its target throughout the course of attacks. The MAC-layer attacker could only track

one node at a time since legitimate nodes moved constantly, and randomly, from one

place to another. Therefore, it resembles the effects in Scenario 1 we studied earlier,

but in a dynamic sense. We collected the average numbers of hops, mean delays, and

throughputs data under moving rates of 1m/s, 10m/s, 20m/s and 30m/s. Each simu-

lation ran for 1000 time-units, which is the same as static network.

Figure 4.10 shows that FVPATA decreases the average number of hops and mean

delays when nodes are moving at moderate speeds. It also implies that sometimes

increasing speed can help latency. A possible explanation for this, is that some pairs of

source and destination nodes could approach each other, closer and closer, to shorten

the distance and time during the packet transmission. Figure 4.11 presents the per-

centage improvement on the performance of FVPATA in average number of hops,

mean delays and throughputs. We can see that the improvements of mean delay and
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Figure 4.10: FVPATA decreases the average number of hops and mean delays under
moving nodes

Figure 4.11: FVPATA improves their average number of hops, mean delays and
throughputs

throughputs are above 50% when the moving speed is no more than 30m/s. The per-

centage improvement on average hops and throughputs decreases when the speed

of nodes increase, especially the throughputs, it drops rapidly under a relative high

speed. To put the speed of 30m/s into perspective, it is equivalent to a car traveling

at speed of 67 mph on the road. Therefore, the conceptual application of FVPATA in

daily life may be viewed as rather practical.
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4.5.3 Parameters that affect performance

The magnitude of FVPATA’s performance improvement depends on many factors: (1)

the beacons in OLSR which affect the converging and stabilizing time of FVPATA;

(2) the size of the steps in power increase. Smaller steps lower the converging time

while bigger steps often overshoot the node degree, and waste energy; (3) the limits

on total number of degrees. A larger number of degrees results in a higher throughput

with more energy consumption; (4) the position of the attacker and the pattern of

network flows. Figure 4.12 considers the position of attackers simulated by matlab and

the results indicate that the attacker’s position can also effect network connectivity.

Network performance deteriorates with the number of affected nodes if the affected

nodes are selected by the indication of their Fiedler values. However, FVPATA works

well under the condition where multiple affected nodes since the nodes near broken

nodes have more opportunity to be selected as Fiedler nodes and thus, increase their

power; (5) RTS/CTS, this is a solution to the problems of hidden terminal and the

reduction of flow interference. Since it affects the traffic pattern, it also influences the

network throughputs; (6) the depth of exploring process in Algorithm 1. A more in-

depth exploration of network connectivity indicates a lesser number of hops in a route,

which translates to a much stronger and more robust network. On the other hand, this

also causes an overshoot in the node power.

4.6 Conclusion

In order to achieve topology adaptation for the resilient communication operation of

cyberphysical networks deployed using ad hoc networking technologies, we proposed

an algorithm called FVPATA to overcome attacks that puncture a hole in the ad hoc

network. The objective of FVPATA is to use the Fiedler value, which approximates

the robustness of a graph, to guide the nodes in the cyberphysical network to discover

weak vertices in the underlying network topology. Each node verifies and promotes

itself to be a frail node if it is the Fiedler node. Fiedler nodes increase their transmis-

sion power after finding they are weak nodes. FVPATA is totally distributed since each
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Figure 4.12: The relationship between attackers’ positions and graph connectivity in a
one-hundred-node network

node can obtain self-evaluated topology information through OLSR routing messages,

which requires no extra communication messages. After FVPATA converges, the ro-

bustness of the network locally around the Fiedler node is enhanced. Moreover, we

proposed a method to solve the problems associated with asymmetric links during the

process of increasing power so that nodes will not raise their power indefinitely. The

final state for the network is that Fiedler nodes are connected to each other, accompa-

nied by some non-Fiedler nodes participating as bridges among them. Those Fiedler

nodes and special non-Fiedler nodes compose a backbone for the network. This struc-

ture significantly reduces the number of hops along a route and lowers the latency,

yielding a higher network efficiency since only a few nodes increased their power.

The current and previous chapters aim to improve the network connectivity by

designing the real network protocols, such as designing overlay routing to reduce

the redundancy in the real physical route, localizing the jamming source as function

of packet loss ratio and extracting OLSR topology information to dynamically adjust

transmission power. In the next chapter, I will list out our future works. I are trying to

utilize game theory to understand the jammer’s behavior and its impact on network

connectivity. I tries to figure out best possible control strategies for network users to
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increase the network reliability.
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Chapter 5

Measuring Throughput Network Connectivity in Ad Hoc

Networks

5.1 Overview of the chapter

This chapter focuses on the challenge of maintaining reliable connectivity in an ad

hoc network, where interference is possible. To cope with such interference, this work

introduces throughput connectivity and weighted throughput connectivity. Through-

put connectivity reflects the possibility of establishing communication between nodes

for given a signal power level, while weighted throughput connectivity associates the

throughput as a weight in the associated network graph. Throughput connectivity

is less sensitive to network’s parameters than the one based on weighted through-

put connectivity. It makes maintaining throughput connectivity protocol less resource

consuming (say, by sending less frequently channel state information (CSI)). Whereas,

weighted throughput protocol is more efficient in power allocation due to employing

a continuous scale in Laplacian matrix. To illustrate these notions, an adaptive trans-

mission protocol that re-allocates transmission power between nodes is considered as

an application. It was modeled by a maxmin problem, and solved by Semi-Definite

Programming.

5.2 Introduction

In order for networks to be reliable, they must maintain their underlying connectivity,

and resist to adversarial attack. An important characteristic of network connectiv-

ity is algebraic connectivity, as characterized by the network’s Fiedler value, which
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is the second smallest eigenvalue of the graph’s Laplacian. This measures how well-

connected the graph is, and has been used to optimize a network’s design, and I now

survey a few such works. A greedy heuristic algorithm was presented in [77], which

adds edges (from a set of candidate edges) to a graph to maximize its algebraic con-

nectivity. A distributed algorithm for the estimation and control of the connectivity

of ad hoc networks for random topologies was suggested in [78], while a steepest-

descent algorithm was proposed for control of the algebraic connectivity in [79]. The

problem of improving network connectivity by adding a set of relays to increase num-

ber of links between network’s nodes was considered in [80]. Its simplified version

was reduced to a semi-definite programming optimization problem. In [81] a genetic

algorithm and swarm algorithm were applied for finding the best positions of adding

nodes to a network to meet trade off between deployment cost and network’s con-

nectivity. A decentralized algorithm to increase the connectivity of a multi-agent sys-

tem was suggested in [82]. In [83], a problem of finding the best vertex positional

configuration to maximize Fiedler value of a weighted graph was studied. Finally

note that besides algebraic connectivity the other type of connectivity (such as global

message connectivity, worst-case connectivity, network bisection connectivity, and k-

connectivity, see [84]) are used in networks depending on characteristics to be main-

tained and methods used,

.

I note that in all of these papers the possibility of establishing a new communica-

tion link in a network did not depend on signal interference. Interference, however,

can lead to a significant impact since signals sent to establish new communication

links also serve as a noise for all the other links and their signals, thereby reducing the

network’s capacity for maintaining existing communication links. To deal with this

problem, in this chapter, two types of connectivity are introduced. First is through-

put connectivity, which reflects the possibility of establishing communication between

nodes for a given power level. Second is weighted throughput connectivity, which as-

sociates with each link a weight corresponding to that link’s throughput. To illustrate

these notions, two approaches to maximizing connectivity were considered: (a) an
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adaptive transmission protocol that re-allocates transmission power between nodes,

and (b) detecting and eliminating a malicious threat to maintain accumulated connec-

tivity over time slots.

The first problem is modeled by a maxmin problem, and is solved by a generic

method. The second problem is modeled by a stochastic game and solved explicitly.

Example applications of stochastic games in modeling network security can be found

in [85–88] and [89]. I also note that there is quite an extensive literature on detecting an

intruder’s signal or its source (see, for example, books [90–92], papers on the detection

of unknown signals [56,93–95] and on game-theoretic modeling of spectrum scanning

[96, 97]).

The chapter is organized as follows. In Section 5.3, the new notions for a network’s

connectivity are defined. In Section 5.4, the problem of designing an optimal trans-

mission protocol to maximize a network’s connectivity is considered. In Section 5.5,

an optimal scanning protocol to maintain a network’s connectivity is explored.

5.3 Throughput network connectivity based on graph theory

I model a wireless network consisting of n nodes in radio range of each other. I denote

a node by vi = (x1i, x2i), i ∈ [1, n], where (x1i, x2i) is the coordinate for node vi. Let V =

{vi, i ∈ [1, n]} be the set of all nodes. I assume that, when each node communicates,

it emits the same power in all directions. Of course, due to fading gains, pathloss and

mutual interference of the signals, not every signal can reach each receiver. Let P =

(P1, . . . , Pn) be the transmission power allocation where signal Pi is the signal power

sent by node i to every other node. Interference between signals could take place, and

its effect depends on the distance between the receiver and the sender. Namely, the

throughput of received signal by node j is

Tij,ε(P) =

⎧⎪⎨⎪⎩
0, SINRij(P) < ε,

ln(1 + SINRij(P)), SINRij(P) ≥ ε,

where ε ≥ 0 is a threshold value for SINR, and SINRij(P) = (hiPi/d2
ij)/(σ

2 +∑k �=i,k �=j hkPk/d2
kj)

with σ2 is the background noise, hi is the fading channel gain, and dij =
√
(x1i − x1j)2 + (x2i − x2j)2
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is the distance between node vi and node vj.

To define a communication network’s topology beyond the nodes, links (edges)

between nodes have to be established. Note that due to its communication background

this topology has to depend on communication type maintained by the network. In

this work, I consider symmetric communication, i.e., two nodes (say, node i and node

j) are considered to be linked if and only if Tij,ε(P) and Tji,ε(P) are positive. A link

means a possibility to maintain communication. Since communication is symmetric,

link is undirected. Denote the link between node vi and node vj by eij. Let E(P) be the

set of all links. It is clear that the graph Γ(P) = (V, E(P)) is simple, i.e., there is no self

loop for each node and there are not multiple links connecting two nodes.

The graph Γ(P), associated with a network, can be represented by the Laplacian

matrix as

Lij(Γ(P)) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

−1, i �= j, vi and vj are linked,

0, i �= j, vi and vj are not linked,

− n
∑

k=1,k �=i
Lik, i = j,

where Lii(Γ(P)) equals the number of nodes connected with node vi. Also, it is possi-

ble to consider a weighted network by assigning throughput as weight for each link,

in which case the weighted network can be represented by a Laplacian matrix as

Lij(Γ(P)) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

−wij, i �= j, vi and vj are linked,

0, i �= j, vi and vj are not linked,

− n
∑

k=1,k �=i
Lik, i = j,

where wij = Tij,ε(P) + Tji,ε(P) is total throughput of symmetric communication be-

tween node vi and node vj, and Lii(Γ(P)) is the total throughput of symmetric com-

munication between node vi and others nodes.

Since L(Γ(P)) is positive semi-definite and symmetric, its eigenvalues are all non-

negative. By ordering the eigenvalues in an increasing way, I have: 0 = λ1(Γ(P)) ≤
λ2(Γ(P)) ≤ . . . ≤ λn(Γ(P)). The eigenvector corresponding to the first eigenvalue is
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always eT = (1, . . . , 1). The second eigenvalue λ2(Γ(P)) is the algebraic connectivity

of the system, and is an indicator of how connected the graph is, and is also called

the Fiedler value. To emphasize that I consider connectivity based on the fact that

there is bi-directional throughput (above a threshold value) for a link, I will use the

term throughput connectivity and throughput Fiedler value. For a fixed transmission pro-

tocol involving a power assignment P, the throughput Fiedler value can be found as

solution of the following optimization problem

λ2(Γ(P)) = min
yTy=1,eTy=0

yT L(Γ(P))y.

Let us illustrate the behavior of throughput connectivity by the following example. Let

the network consist of five nodes (0, 0), (1, 0), (0, 1), (1, 1) and (2, 0.5) (Figure 5.1(a)),

and h = 1, σ2 = 2, ε = 0.1, 0.25 and P = (10, 20, 15, 25, 10) and P5 varies from 0.2 to 40.

Of course, increasing ε yields a decrease in total throughput (Figure 5.1(b)). Through-

put connectivity is piece-wise constant versus varying of the power (in our case, P5,

see, Figure 5.1(c)), while weighted throughput connectivity is piece-wise continuous

on P5 (Figure 5.1(d)). Thus, weighted throughput connectivity is more sensitive than

throughput connectivity to a variation of the power. In this example, I can observe

that there is a continuum where throughput connectivity obtains its maximum, and

the value of this maximum is not too sensitive to the threshold ε (in the considered

example they coincide for ε = 0.1 and ε = 0.25, and are equal to 3). Also, I can ob-

serve that there is a reduction of the set where the throughput connectivity obtains

its maximum on reducing the threshold ε, but there is no simple monotonic depen-

dence between throughput connectivity and threshold ε, For weighted throughput

connectivity, such dependence could be observed, as well as the fact that it obtains its

maximum for a unique P5.

5.4 Case study: optimal transmission protocol

The network provider might improve the network’s connectivity by varying transmis-

sion power vector. Let Π be the set of feasible transmission protocols. For example,
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(a) (b) (c) (d)

Figure 5.1: (a) Nodes of the network,(b) Total throughput, (c) Throughput
connectivity and (d) Weighted throughput connectivity as functions on P5.

it could be Π(P) = {P ≥ 0 : ∑n
j=1 Pi = P}, where P is the total power allowed by

the network’s provider among the nodes. Then, the problem of optimal transmission

power assignment is given as the following maxmin problem:

λ2(Γ(P)) = max
P∈Π(P)

min
yTy=1,eTy=0

yT L(Γ(P))y. (5.1)

This maximization problem of the second smallest eigenvalue of the Laplacian matrix

on its inner parameters is equivalent to the following optimization problem (see, [98]):

max
P,z

z,

subject to

L(Γ(P))− zI � 0, P ∈ Π(P) and z > 0,

(5.2)

where I is the n × n identity matrix, and “�” represents positive definiteness. By def-

inition, Laplacian matrix L(Γ(P)) is symmetric. Thus, L(Γ(P))− zI is also symmetric.

Therefore, (5.2) belongs to Semi-Definite Programming (SDP) problems [99]. It can

be solved by SDP optimization tools, such as SDPT3 [100, 101], SDPA-M [80, 102] and

CSDP [103].

Figure 5.2(a) illustrates dependence of throughput connectivity and weighted through-

put connectivity versus total power P with ε = 0.1. It is interesting that these two

forms of connectivity are non-decreasing due to the cooperative re-allocation of trans-

mission power between the nodes. Meanwhile, as it was shown in Figure 5.1, selfishly

increasing transmission power of just one node could lead to decreasing the network’s

connectivity. Of course, cooperative throughput is larger than selfish throughput.
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Figure 5.2: Throughput connectivity (left) and weighted throughput connectivity
(right) as functions on P.

5.5 Case study: Optimal scanning protocol

This section considers a problem where an adversary wants to damage connectivity of

a network Γ by attacking its nodes, while an IDS (Intrusion Detection System), scan-

ning nodes, intends to detect the adversary to stop his malicious activity. Assume that

all the actions (scanning by the IDS and attacking by the adversary) are performed

in discrete time slots 1, 2, ..., ∞. At each time slot, the adversary can choose a node to

attack, and the IDS can choose a node to scan. If node i is attacked, then connectivity

of the remaining undamaged network Γi = Γ\{vi} is Ci. If the rivals choose different

nodes then the IDS gets connectivity for an un-jammed network as an instantaneous

payoff, and the game moves to the next time slot and is played recursively with dis-

count factor δ. If the rivals choose the same node, then with probability 1 − γ the

adversary is detected and eliminated from the network. Then, the network keeps on

working, and the IDS gets as instantaneous payoff the discounted connectivity C0 of

the whole network. With probability γ the adversary is not detected, the game moves

to the next time slot and is played recursively with discount factor δ. This game can

be considered as a two-state (1 and 2) stochastic game G = (G1, G2). State 1 represents

the malicious state in which the network is vulnerable to an attack by the adversary,

while state 2 represents the state in which the adversary is detected and is not a threat

to the network anymore. Stochastic game G = (G1, G2) can be described in matrix

form as follows:
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G1 :

⎛⎜⎜⎜⎜⎜⎜⎝

1 2 ... n

1 C1|(γ, 1 − γ) C2|(1, 0) ... Cn|(1, 0)

2 C1|(1, 0) C2|(γ, 1 − γ) ... Cn|(1, 0)

... ... ... ...

n C1|(1, 0) C2|(1, 0) ... Cn|(γ, 1 − γ)

⎞⎟⎟⎟⎟⎟⎟⎠,

G2 :
( 1

1 C0|(0, 1)
)

,

In state 1, matrix notation is used such that each entry corresponds to a pair of nodes

(i, j) chosen by the IDS and the adversary. The value in the left part of each entry is the

instantaneous payoff (un-jammed connectivity) to the IDS in this zero-sum stochastic

game, while the right part gives the probability distribution over the future states.

Thus, if i �= j then the instantaneous payoff to the IDS is Cj, and the next state is state

1. If i = j then the instantaneous payoff to the IDS is Ci, and the next state is state 1

with probability γ, and it is state 2 with probability 1 − γ. Note that the payoff at the

next epoch is discounted with discount rate δ.

In state 2, the rivals are passive, since the adversary is detected and cannot at-

tack the network anymore. The game cannot leave this safe state. At each time slot

the IDS obtains the discounted payoff C0, which is the connectivity of un-jammed net-

work. Thus, the total accumulated discounted payoff in state 2 is equal to (1+ δ+ δ2 +

...)C0 = C0/(1 − δ). Thus, the game G is equivalent just to the game G1 with a single

state. The game G1 has a solution in (mixed) stationary strategies, i.e., the strategies

that are independent of history and current time slot. A (mixed) stationary strategy to

the IDS is a probability vector pT = (p1, p2, ..., pn), where pi is the probability to scan

node i and eT p = 1. A (mixed) stationary strategy to the jammer is a probability vector

qT = (q1, q2, . . . , qn), where qi is the probability to jam node i, and eTq = 1. Solution of

the game G1 is given as a solution to the Shapley (-Bellmann) equation game [104]:
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val(G1) = max
p≥0,eT p=1

min
q≥0,eTq=1

n

∑
i=1

n

∑
j=1

Aij(val(G1))piqj,

= min
q≥0,eTq=1

max
p≥0,eT p=1

n

∑
i=1

n

∑
j=1

Aij(val(G1))piqj,

where

Aij(G1) =

⎧⎪⎨⎪⎩
Cj + (1 − γ)C0/(1 − δ) + γδG1, i = j,

Cj + δG1, i �= j,

and V := val(G1) is the value of the game, i.e., the equilibrium total accumulated

payoff to the IDS. This game G1 is a stochastic discounted game [104], and so, it has

the unique solution in stationary strategies. To find the equilibrium strategies ex-

plicitly without loss of generality, it can be assumed that the nodes are arranged in

non-increasing order by Ci, i.e., C1 ≤ C2 ≤ . . . ≤ Cn. Also, connectivity of an un-

jammed network is considered larger than connectivity of a damaged network, i.e.,

C0 ≥ max1≤i≤n Ci.

Theorem 1. The game has a unique equilibrium in stationary strategies. The value of the

game and stationary equilibrium strategies are given as follows:

V =
δ(1 − γ)C0/(1 − δ) + ∑k

i=1 Ci

k(1 − δ) + δ(1 − γ)
,

pi =

⎧⎪⎪⎨⎪⎪⎩
(1 − δ)V − Ci

δ(1 − γ)(C0/(1 − δ)− V)
, i ≤ k,

0, i > k,

qi =

⎧⎪⎨⎪⎩
1/k, i ≤ k,

0, i > k,

where k ∈ {1, . . . , n} is an integer given by

ϕk ≤ C0 < ϕk+1, (5.3)
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and ϕi is such that

ϕi =
(1 − δ)∑i

j=1(Ci − Cj) + δ(1 − γ)Ci

δ(1 − γ)
, i ∈ {1, . . . , n}

and ϕn+1 = ∞. Since ϕi is increasing and ϕ1 = C1 < C0, the k is uniquely defined by (5.3).

5.6 Conclusions

In this chapter, the concept of throughput connectivity and weighted throughput con-

nectivity was introduced to to describe the reliability of a network’s communication in

the presence of signal interference due to an adversary. In particular, I have shown a

difference between selfish and cooperative power allocation, namely, selfishly increas-

ing power by a node might reduce network connectivity, while cooperative allocation

improves the connectivity.

This chapter proposed the idea of throughput network connectivity based on the

graph theory. Besides commonly used connectivity metrics such as packet reception

rate and packet delivery ratio, it can be applied as the connectivity metric, to evaluate

the global connection of the network which can reflect the impact of physical parame-

ters such as transmission power and node distances. In the next chapter,game theory

is used based on this throughput connectivity to understand the dynamics of connec-

tivity under repeating jamming attack.
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Chapter 6

Throughput Connectivity Jamming Game in Ad Hoc Networks

6.1 Overview of the chapter

Due to the open access nature of wireless communications, wireless networks can suf-

fer from malicious activity, such as jamming attacks, aimed at undermining the net-

work’s ability to sustain communication links and acceptable throughput. One im-

portant consideration when designing networks is to appropriately tune the network

topology and its connectivity so as to support the communication needs of those par-

ticipating in the network. This chapter examines the problem of interference attacks

that are intended to harm connectivity and throughput, and illustrates the method of

mapping network performance parameters into the metric of topographic connectiv-

ity. Specifically, this chapter arrives at anti-jamming strategies aimed at coping with

interference attacks through a unified stochastic game. In such a framework, an entity

trying to protect a network faces a dilemma: 1) the underlying motivations for the

adversary can be quite varied, which depends largely on the network’s characteristics

such as power and distance; 2) the metrics for such an attack can be incomparable

(e.g. network connectivity and total throughput). To deal with the problem of such

incomparable metrics, this chapter proposes using the attack’s expected duration as

a unifying metric to compare distinct attack metrics since a longer-duration of unsuc-

cessful attack assumes a higher cost. Based on this common metric, a mechanism of

maxmin selection for an attack prevention strategy is suggested.
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6.2 Introduction

The connection properties of a wireless network can degrade easily with adverse en-

vironments, such as a tall building that obstruct signals or strong noise that interferes

with normal communications. Links breaking is a common phenomena in wireless

communications. However, if a malicious jammer purposely breaks a link and sepa-

rates a node from a network, this harmful behavior can seriously interrupt the normal

operation of the network, especially if the node happens to be the hub of several routes.

Therefore, investigating the impact of the removal of critical nodes and analyzing the

jammer’s strategy in choosing a node for an attack is essential to maintain network

connectivity in adversarial settings.

Many techniques have been presented to detect the intrusive behavior of an at-

tacker. In [105], a survey of intrusion detection techniques is given. In [106], several

host-based and network-based intrusion detection systems (IDS) are surveyed as well

as their characteristics are described. In [96], a Bayesian approach was used to de-

tect an intruder in a spectrum band while taking into account whether the intruder

sneaks for file-downloading or streaming video. In [97], a Bayesian learning mecha-

nism is used to design a scanning strategy if there is incomplete knowledge whether

the intruder is present. In [95], fictitious play from game theory is adopted to classify

the type of a jammer based on the historical belief in the throughput under attack un-

certainty. In [107] and [108], data mining techniques to recognize anomalies as well

as known intrusions are presented. In [49], a lightweight and generic localization al-

gorithm is developed for finding the location of a jamming device after detecting its

malicious activity. In [56], an algorithm of localization in peer to peer networks based

on Q-learning approach is suggested. However, none of these papers considered the

intruder’s impact on network connectivity nor mechanisms that can maintain connec-

tivity in the presence of such an adversary.

In this paper, different anti-jamming strategies versus jamming attacks aimed at

harming different network characteristics, like connectivity or throughput, are inves-

tigated in a uniform framework. In such a situation, an entity intending to protect



81

a network faces a problem that while an adversary might apply a fixed set of jam-

ming tools, the underlying intent or strategy behind an attack can be quite varied,

depending largely upon the network’s characteristics. In particular, the metrics asso-

ciated with such an attack can be incomparable (e.g., network’s connectivity and total

throughput). To deal with the incomparable metrics problem, this paper makes the

following contributions:

1. A general stochastic game involving the protection of a network, where a jam-

mer might sense nodes’ scanning and switch to a hiding (i.e. silent) mode, is

suggested. In the considered model, the meaning of the instantaneous costs de-

pends on the type of jamming attack strategy being applied. For the attack aimed

at harming network connectivity, the instantaneous costs for the jammer are de-

scribed by the algebraic connectivity or Fiedler value of the network [109, 110].

For the attack aimed at harming throughput, the costs are the network’s through-

put. It is important to note that since the network protector aims to maximize

cost of an adversary’s attack, this game is fundamentally about the prevention

of an attack rather than about the network’s protection.

2. Since the longer an attack is unsuccessful leads to higher cost, we propose a uni-

fying metrics that makes it possible to compare such attacks whose metrics of

success (e.g. harming connectivity or throughput) would otherwise be incom-

patible. In particular, we propose the use of the attack’s expected duration and,

based on this common metric, we arrive at a mechanism of maxmin selection for

nodes’ scanning strategy is suggested.

The paper is organized as follows. In Section 6.3, related works are discussed. In

Section III, jamming attacks aimed at undermining network connectivity and network

throughput are presented, as well as a preliminary overview of algebraic connectivity.

In Section IV, the problem of preventing an attack against a network is formulated

as a stochastic game, and it is solved explicitly. In Section V, a tool for comparing

defenses against jamming attacks aimed to harm different network characteristics is

developed. In Section VI, results of numerical evaluation for the optimal solutions
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and their dependence on network characteristics are supplied. Finally, in Section 6.8,

conclusions are given.

6.3 Related works

Studies that explore the connectivity of networks and their topological properties can

be found in the literature and a sample includes [75, 111, 112]. The mostly widely

adopted approach for summarizing a network’s topological connectivity involves the

calculation or prediction of node degree from statistical results. Network connectivity

data have been collected from a variety of real networks, such as social networks [113]

and citation networks [114], and is complemented by mathematical models, such as

scale-free networks, where the node degree follows a probability distribution that de-

cays in a power-law, or a Poisson random networks, whose nodal probability distri-

bution follows a Poisson distribution.

An important research area that applies to all of the network models mentioned

above involves studying network connectivity under malicious attacks. While these

attacks can happen at each network layer, most research about network connectivity

traditionally focuses on designing secure routing protocols by which packets can route

around a black hole or wormhole in networks [115–117]. Those routing protocols usu-

ally aim to find the most efficient and free path in a topological graph after an attack

happens. On the other hand, the impact of a broken single link or removal of a node

in a path, and the resulting diffusion of attack damage across the broader network

context has been studied much less, particularly when the connectivity issues appear

at the physical layer.

Ensuring the robustness of the physical layer typically involves examining links

in isolation (e.g. robust error coding), and notably separate from the broader network

context. The robustness of networks at the physical layer should examine the network’s

performance after one node/link, or even several nodes/links, are degraded or re-

moved at the physical layer. For example, an attacker can randomly delete several
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nodes or strategically delete nodes according to his purposes though targeted interfer-

ence, aimed at greedily removing nodes with higher degree first or deleting nodes in

high density areas in order to exacerbate the damage. To the best of our knowledge,

most prior research into the resilience of networks are statistical and they fail to con-

sider the interaction between legitimate nodes and the attacker and, moreover, tend

to consider that the jammer behavior is random in how it eliminates nodes, without a

deeper strategy behind how to maximize its attack effectiveness.

Game theory is a natural tool to investigate and rationalize about a jammer’s be-

havior. Game theory investigates the interactions between players to arrive at equi-

librium strategies for both sides [118]. In [119], a survey of works that applied game

theory to deal with network security at each layer is given. Physical layer security can

be described by game theory both in the form of a Nash game and a Stackelberg game.

Game theory papers at the physical layer security often model the rational behaviors

of a jammer, or an eavesdropper, or cooperative behavior between them, to solve the

problem of allocating transmission power or increasing transmission rate. Typically,

the utility function being employed is Shannon capacity, SINR (signal to interference

and noise ratio), information entropy or bit error equations. There are a limited set of

works dealing with maintaining the connectivity of the network topology. In [120],

a problem of minimizing the probability that the spanning tree disrupted by an ad-

versary attack was studied. In [121], to identify key players engaged in attacking a

network, the Shapley value was applied. In [122], a problem with two types (good

and bad) of users was studied by a repeated game, where good users were willing to

trade energy for connectivity depending on neighbors’ behaviours, while bad users

try to destroy connectivity and lure the good users to waste energy. In this paper we

consider the game where users’ throughput and network connectivity are combined

in a unified framework.
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6.4 Formulation of the problem

As a motivating scenario, we consider a zone that involves n nodes (users) allocated at

points (y1i, y2i), i ∈ [1, n] and operating in a P2P full duplex communication fashion,

which allows nodes to communicate in both directions. Let ei,j be a duplex communi-

cation link (a channel) for communication between node i and j. A possible connec-

tion between any two nodes is defined by the channel’s condition, the mutual dis-

tance between nodes, receiver threshold, transmission power and transmission pro-

tocols, i.e., the collision avoidance protocol in MAC layer. Let h =
{

hi,j
}n

i,j=1 be an

n × n matrix describing the communication capabilities between nodes (fading chan-

nel gains). Generally, this matrix might be non-symmetrical, i.e., the component hij,

mapping communication from node i to node j, might be different from the compo-

nent hji, mapping communication from node j to node i. Some components of matrix

h might be zero, reflecting the fact that either communication between these nodes is

not allowed, or this node has no intent to communicate with another. For a particular,

hii = 0 for any i, as there is no need for a node to communicate with itself. Therefore,

based on these conditions, the complete possible communication topology is already

determined. Let Pi,j, i, j ∈ {1, . . . , n} be transmission protocol between nodes, i.e., Pi,j

represents transmission power from sender i to receiver j on channel ei,j. Then, by

applying a Shannon-type formulation for channel capacity, the throughput for com-

munication node i to node j is Ti,j = ln
(

1 + hi,jPi,j/(σ2 + ∑n
k=1,k �=j hk,jPk,j)

)
, where σ2

is the background noise.

In the zone, besides of the legitimate nodes, an adversary jammer equipped with

limited power is present to harm communication. Its location is given by the coordi-

nates x = (x1, x2). The effect of jamming (jammed throughput) for communication

node i to node j is ln
(

1 + hi,jPi,j/(σ2 + ∑n
k=1,k �=i hk,jPk,j + gj J/d2

j )
)

which depends on

the distance dj =
√
(x1 − yj1)2 + (x2 − yj2)2 between the jammer and the receiver,

the fading channel gain gj, as well as the jamming power J being applied. Since the

jammer has a power limitation, he cannot effectively impact the communication of

nodes located far away. However, if the attacker is allocated close by a particular
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node, then the jammer can effectively jam that node from all incoming traffic received.

Due to all incoming messages for the jammed node are blocked, the acknowledge mes-

sages(ACK) corresponding to his request to establish communication with other nodes

are also blocked [123]. Thus, the jammed node cannot recognize its neighboring nodes,

and hence it cannot communicate with them. So, when the jammer is attacking a node,

it can disrupt bi-lateral communications (incoming and outcoming) for that node. In

the meantime, the RTS/CTS (Request to Send/Clear to Send) problem can also make

the receiver detecting the existence of a hidden terminal and ceasing the transmission

to the target. Ultimately the jammer achieves his goal by blocking the whole receiv-

ing and sending functions of the target. To describe the effects of blocking such bi-

lateral communications, we assume the jammer’s ability to block the communications

is equivalent to its ability to disrupt the communication links in bilaterally.

Note there are lots of types of jamming attacks. A reader can find comprehensive

surveys of such threats in [124]. In this research, we introduce a new type of attacks

which targets the network’s connectivity, and compare it to the jamming attack which

targets the network’s throughput.

6.4.1 Cost of breaking connectivity attack

In this section, we describe breaking connectivity attack and its cost. This is a jam-

ming attack targeting to break duplex communication links between nodes. In order

to break a link from sender to receiver in its physical layer, the received SINR must be

smaller than the threshold ω. Let the threshold be the same for all the nodes. Then we

can express the condition of a broken link from node i to node j by

hi,jPi,j

σ2 + ∑n
k=1,k �=i hk,jPk,j + gj J/d2

j
< ω. (6.1)

Thus, to break communication from node i to node j, the following induced jamming

power has to be applied

⌊
hi,jPi,j

ω
− σ2 −

n

∑
k=1,k �=i

hk,jPk,j

⌋
+

≤ gj J
d2

j
, (6.2)
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where �ξ+ = max{ξ, 0}. Due to block ACK to break all the bilateral links on node j

from other nodes, the following induced jamming power has to be applied

max
i,i �=j

⌊
hi,jPi,j

ω
− σ2 −

n

∑
k=1,k �=i

hk,jPk,j

⌋
+

≤ gj J
d2

j
. (6.3)

This condition can be achieved by having sufficient closely positioned adversary to

node j in spite of its limited jamming resource. Such adversary’s strategy allows the

elimination of a selected node from networkâĂŹs communication to cause network

disruption in terms of connectivity. To deal with the remaining network connectivity,

a concept of Fiedler value [125] developed in spectral graph theory can be applied.

Fiedler value is the second smallest eigenvalue of the Laplacian matrix, L(V, E), of

a network’s topological graph, Γ(V, E) where V is a vertex set and E is the edge set

connecting two vertices in the graph. The Fiedler value is always non-negative, and its

amplitude is proportional to the graph connectivity. It is zero if and only if the graph

is disconnected. The number of zero eigenvalues in the eigenvalue set of L equals

to the number of connected components in a graph. According to [71], the Fiedler

value represented by λ1, of a graph, Γ, can be obtained by the following eigenvalue

optimization problem.

λ1 = min yT L(V, E)y

st. yTy = 1 and yTe = 0
(6.4)

where y is a vector which does not equal to e, with eT = (1, 1, ..., 1), and MT is a

transpose to matrix M.

The Laplacian matrix of a given graph is defined as follows: Given a graph Γ(V, E)

without self cycles and multiple links between two nodes, the Laplacian matrix L is

calculated by

L(V, E) = D(V, E)− A(V, E) (6.5)

where D(V, E) is a diagonal matrix whose diagonal entry contains the degrees for

each node. A(V, E) is the adjacency matrix with each entry being a value of zero or

one when nodes are connected to each other. In addition, its diagonal is zero since
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Figure 6.1: Fiedler Values of different remaining graph are comparable when the
number of nodes is the same

Γ(V, E) has no self cycles.

In a network topology graph, V is the set of users, and E is the set of links which

support duplex communications, we assume a link exists if and only if bilateral com-

munication between two users is possible.

Since the amplitude of Fiedler value is proportional to the connectivity of networks

which is known as the algebraic connectivity, we adopt the algebraic connectivity as

our connectivity metric. The smaller the Fiedler value is, the larger the negative impact

is onto the networks. Assume λi is Fiedler value of a graph Γ\{i} by removing all the

incident edges attached to node i in the graph Γ. Here we consider a jammer can

only turn off one node. These Fiedler values,{λi(Γ\{i})|i = 1, 2, . . . , n}, on remaining

graphs obtained by removing a different node from the same graph, Γ, are comparable

in terms of graph connectivity although they have different connections on the same

number of vertexes. λi(Γ\{i}) does not relate to the position of node in the graph and

nodes’ labels. Figure 6.1 shows an example that the connectivity in different graphs

obtained by removing different nodes from the same graph is comparable as long as

the number of nodes in remaining graph is the same.

If the jammer aims to reduce network connectivity, Fiedler Value {λi} can be con-

sidered as the cost of such adversary’s attack. Namely, the jammer’s cost of attack to

disrupt connectivity is

λ̄i = λi(Γ\{i}). (6.6)
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Figure 6.2: A connectivity attack in an ad hoc network

6.4.2 Cost of jamming throughput attack

If the adversary targets to harm network’s throughput, then the total number of through-

put for the unaffected network can be considered as a cost of such attack. If the ad-

versary has a selected node i for low-power jamming attack, and because this attack

also blocks ACK, the total throughput for the rest of the network, or the cost of the

throughput jamming attack is given as follows:

λ̄i =
n

∑
l,j=1,j �=i,l �=i

ln

(
1 +

hl,jPl,j

σ2 + ∑n
k=1,k �=j hk,jPk,j

)
. (6.7)

6.5 A stochastic game of intrusion prevention

We consider, as a motivating application, the problem of mitigating an attack directed

against an ad hoc network, as depicted in Figure 6.2. In this scenario, a jammer aims

to hurt network by choosing a node to direct interference against, while the network

itself aims to reduce the harm this attack has on the network by scanning to detect

the harm and ultimately force the adversary into more costly option for conducting its

attack.

The category of jammer’s attack is fixed in the entire intrusion, which might either

be a category of jamming throughput or disrupting connectivity attack. The jammer

senses a node which could mostly jeopardize network connectivity through blocking

its communication. In some probability, if the victim node determined by a jammer

is also simultaneously scanned by the scanner, since the scanner is present (a jammer
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can observe presence of authority by only watching or executing some detection tech-

niques which is why he has no intention to perform jamming attack due to the fear of

being caught), the jammer switches to the hiding (silent) mode, and if he is not caught,

he can continue his attack. However, if the node he chooses is not scanned, the jammer

performs an attack. Let Ch be the cost of hiding mode for the jammer corresponding to

an applied category of the attack. Let α be the probability to be detected in the hiding

mode, and 1 − α be the probability not to be detected. Thus, the instantaneous cost

to the jammer combines the expected hiding cost and cost of network penetration in

future if the jammer is not caught. Please note our method can also be applied to hi-

erarchical networks (say, Wifi networks) by assigning more weights to critical nodes,

such as access points and cluster heads.

Therefore, we propose the strategies to prevent such attacks in addition to the de-

sign of a defense network. Assuming the instantaneous payoff to the legitimate au-

thority equals the instantaneous cost to the jammer. This recursively played zero-sum

game Gγ can be considered as a single state stochastic game ( [126]), which we are go-

ing to solve by stationary strategies (i.e., the strategies which do not depend on history

and time slot), and it is given as follows:

Gγ =

⎛⎜⎜⎜⎜⎜⎜⎝

1 2 ... n

1 Ch + γGγ λ̄2 ... λ̄n

2 λ̄1 Ch + γGγ ... λ̄n

... ... ... ... ...

n λ̄1 λ̄2 ... Ch + γGγ

⎞⎟⎟⎟⎟⎟⎟⎠, (6.8)

where rows correspond to the authority’s strategies, i.e., chosen nodes to scan, and

columns correspond to the jammer’s strategies, i.e., chosen nodes to attack.

Let us describe in details the components of this matrix. Assume the author-

ity has chosen strategy i and the jammer has chosen strategy j. If i �= j, node j is

jammed successfully, the jammer suffers the instantaneous cost λ̄j, and the game is

over. If i = j then the jammer switches to the hiding mode paying instantaneous

cost Ch. With probability α, the jammer will be detected, and the game is over. How-

ever, if the jammer is not detected, with probability 1 − δ, he stops the attempts and
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exits the game. The game is over. Whereas, with probability δ the jammer keeps

playing the game recursively. Therefore, the instantaneous reward for authority is

αCh + (1 − α) [Ch + δ · val(Gγ)]. Then, the conditional probability to keep on the jam-

ming attacks is γ = (1 − α)δ, and with this probability the game G is played recur-

sively with the expected instantaneous jammer’s costs accumulated as Ch +γGγ. Since

γ < 1, it can be considered as a discount factor and is the condition that guarantees

the convergence of the solution. Here employing stochastic game tools is quite natu-

ral, since the authority and the jammer have opposing objectives, and it is uncertain

how persistent the jammer can manage to perform its malicious attack before it is

detected. The applications of stochastic games in modeling network security can be

found in [85–88] and [89]. Finally, note that the game (6.8) can be used to model differ-

ent types of attacks by assigning appropriate content of its parameters. Accordingly,

the variable, λ̄i, can correspond to either the network’s connectivity in a connectivity

disruption attack, or the network’s throughput in a throughput disruption attack.

Game Gγ has a solution in (mixed) stationary strategies, i.e., the strategies that are

independent of history and current time slot. A (mixed) stationary strategy to the

authority is a probability vector pT = (p1, p2, ..., pn), where pi is the probability to scan

node i and eT p = 1. A (mixed) stationary strategy to the jammer is a probability vector

qT = (q1, q2, . . . , qn), where qi is the probability to jam node i, and eTq = 1. Solution of

the game Gγ is given as a solution to the Shapley (-Bellmann) equation game [126]:

val(Gγ) = max
p≥0,eT p=1

min
q≥0,eTq=1

n

∑
i=1

n

∑
j=1

Aij(val(Gγ))piqj,

= min
q≥0,eTq=1

max
p≥0,eT p=1

n

∑
i=1

n

∑
j=1

Aij(val(Gγ))piqj,
(6.9)

Aij(x) =

⎧⎪⎪⎨⎪⎪⎩
Ch + γx, i = j,

λ̄j, i �= j,
(6.10)

and Vγ := val(Gγ) is the value of the game, i.e., the optimal accumulated cost to

the jammer.
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Without loss of generality we can assume that all the nodes have different jamming

costs, i.e., λ̄i �= λ̄j for i �= j. Also, let all the nodes are indexed in ascending order by

λ̄i, i.e.,

λ̄1 < λ̄2 < . . . < λ̄n. (6.11)

Despite the fact that the stochastic game considered has n× n instantaneous payoff

matrix, we can obtain the solution explicitly from the following theorem given below:

Theorem 2. The stochastic game Gγ has an equilibrium in stationary strategies (p, q) and

the value Vγ given as follows:

(a) Let

Ch/(1 − γ) < λ̄1. (6.12)

Then

Vγ = λ̄1,

pi

⎧⎪⎪⎨⎪⎪⎩
= 0, i = 1,

≥ λ̄i − λ̄1
λ̄i − Ch − γλ̄1

, i ≥ 2,

qi =

⎧⎪⎪⎨⎪⎪⎩
1, i = 1,

0, i ≥ 2.

(6.13)

(b) Let

λ̄1 ≤ Ch/(1 − γ) < λ2. (6.14)
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Then

Vγ = Ch/(1 − γ),

pi(x) =

⎧⎪⎪⎨⎪⎪⎩
1, i = 1,

0, i ≥ 2,

qi(x) =

⎧⎪⎪⎨⎪⎪⎩
1, i = 1,

0, i ≥ 2.

(6.15)

(c) Let

λ̄k < Ch/(1 − γ) ≤ λ̄k+1 (6.16)

with λn+1 = ∞, and m ∈ [1, k] be such that

ϕk+1
m ≤ 1 < ϕk+1

m+1, (6.17)

with

ϕk+1
s =

s

∑
i=1

λ̄s − λ̄i

Ch + γλ̄s − λ̄i
for s ≤ k (6.18)

and ϕk+1
k+1 = ∞. Note that, by (6.16), ϕk+1

s is increasing from zero for s = 1 to infinity for

s = k + 1. Thus, m is uniquely defined by (6.17).

Then,

pi =

⎧⎪⎪⎨⎪⎪⎩
Vγ − λ̄i

Ch + γVγ − λ̄i
, i ≤ m,

0, i > m,

qi =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1/(Ch + γVγ − λ̄i)
m

∑
j=1

1/(Ch + γVγ − λ̄j)

, i ≤ m,

0, i > m,

(6.19)
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and Vγ is an unique root of the equation

Fm(Vγ) :=
m

∑
i=1

Vγ − λ̄i

Ch + γVγ − λ̄i
= 1. (6.20)

Proof: First note that Vγ, p and q is a solution of Shapley equation (6.9) if and only

if

Vγ = ν, (6.21)

max ν,
n

∑
i=1

Aij(Vγ)pi ≥ ν, i ∈ {1, . . . , n},

p is probability vector,

(6.22)

min ν,
n

∑
j=1

Aij(Vγ)qi ≤ ν, j ∈ {1, . . . , n},

q is probability vector.

(6.23)

Taking into account (6.10) and the fact that p and q are probability vectors yield that

these LP problems (6.22) and (6.23) are equivalent to

max ν,

(Ch + γVγ − λ̄i)pi + λ̄i ≥ ν, i ∈ {1, . . . , n},

p is probability vector,

(6.24)
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min ν,

(Ch + γVγ − λ̄i)qi +
n

∑
j=1

λ̄jqj ≤ ν, j ∈ {1, . . . , n},

q is probability vector

(6.25)

Then, (6.21), (6.24) and (6.25) imply that Vγ, p and q is a solution of Shapley equation

(6.9) if and only it the following conditions hold:

(C + γVγ − λ̄i)qi +
n

∑
j=1

λ̄jqj

⎧⎪⎪⎨⎪⎪⎩
= Vγ, pi > 0,

≤ Vγ, pi = 0,
(6.26)

(C + γVγ − λ̄i)pi + λ̄i

⎧⎪⎪⎨⎪⎪⎩
= Vγ, qi > 0,

≥ Vγ, qi = 0.
(6.27)

Let (6.12) hold. Then, by (6.11), (6.26) and (6.27), there is no i such that pi > 0 and

qi > 0. Also, q1 = 1 and p1 = 0. Substituting them into (6.26) and (6.27) implies (a).

Let (6.12) do not hold. Then, by (6.11), (6.26) and (6.27), there is a m such that pi > 0

and qi > 0.

pi

⎧⎪⎪⎨⎪⎪⎩
> 0, i ≤ m,

= 0, i > m
and qi

⎧⎪⎪⎨⎪⎪⎩
> 0, i ≤ m,

= 0, i > m.
(6.28)

Let m = 1. Then, by (6.11), (6.26) and (6.27), the condition (6.14) has to hold, and

(b) follows.

Let (6.16) hold. Note that

max
{

λ̄i − Ch

γ
, λ̄i

}
=

⎧⎪⎪⎨⎪⎪⎩
λ̄i − Ch

γ , λ̄i ≥ Ch
1 − γ

,

λ̄i, λ̄i ≤ Ch
1 − γ

.
(6.29)

Since m > 1, by (6.11), (6.26), (6.27) and (6.28) p and q have to have the form given by

(6.19). Then, since sums of the components of vector p equals 1, V has to be given as a
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root of the equation (6.20). It is only left to show that this equation has a unique root.

Let m < k. Then, by (6.11) and (6.29), Fm is increasing in [λ̄m, λ̄m+1] such that, by (6.17),

Fm(λ̄m) = ϕk+1
m ≤ 1 < ϕk+1

m+1 = Fm(λ̄m+1). Thus, V is uniquely defined. Let m = k.

Then, by (6.11) and (6.29), Fk is increasing in [λ̄k, (λ̄k −C)/γ], and Fk((λ̄k −C)/γ) > 1,

and (c) follows.

Theorem 2 allows to observe some interesting properties of the solution.

If hiding cost Ch is too big, namely, Ch ≥ λ̄n, then all the nodes will be under attack,

and thus, have to be scanned, i.e., pi > 0 and qi > 0 for any i, and the value of the

game is the unique root of the equation Fn(Vγ) = 1. Also, the value Vγ of the game is

increasing on Ch and γ where including γ = 1.

Since the game G0 is one time slot game, it is just a matrix game. Its solution is

given in the following theorem in the closed form.

Theorem 3. One time slot matrix game G0, which is the limit of the stochastic game Gγ for γ

tends to zero, has value V0 = V(Ch) and the equilibrium strategies p and q given as follows:

(a) Let

Ch < λ̄1. (6.30)

Then

V(Ch) = λ̄1,

pi

⎧⎪⎪⎨⎪⎪⎩
= 0, i = 1,

≥ λ̄i − λ̄1
λ̄i − Ch

, i ≥ 2,

qi(x) =

⎧⎪⎪⎨⎪⎪⎩
1, i = 1,

0, i ≥ 2.

(6.31)

(b) Let

λ̄1 ≤ Ch < λ̄2. (6.32)
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Then

V(Ch) = Ch,

pi =

⎧⎪⎪⎨⎪⎪⎩
1, i = 1,

0, i ≥ 2,

qi =

⎧⎪⎪⎨⎪⎪⎩
1, i = 1,

0, i ≥ 2.

(6.33)

(c) Let

λ̄k < Ch ≤ λ̄k+1 (6.34)

and m be given by (6.17). Then,

V(Ch) =

1 +
m

∑
j=1

λ̄j/(Ch − λ̄j)

m

∑
j=1

1/(Ch − λ̄j)

,

pi =

⎧⎪⎪⎨⎪⎪⎩
V(Ch)− λ̄i

Ch − λ̄i
, i ≤ m,

0, i > m,

qi =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1/(Ch − λ̄i)
m

∑
j=1

1/(Ch − λ̄j)

, i ≤ m,

0, i > m.

(6.35)

Theorem 3 also allows to suggest two procedures to find the value of the stochastic

game.

Theorem 4. The value of the stochastic game Gγ is given as follows

Vγ =
x − Ch

γ
,
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Figure 6.3: Convergence of iterative procedure for n = 5,
λ̄ = (1.11, 4.31, 6.12, 8.31, 9.11), Ch = 1 and γ = 0.7.

where x ≥ Ch is a unique root of the equation

x − Ch

γ
= V(x). (6.36)

The unique root of (6.36) can be found by

(a) iterative procedure x0 = Ch, xi+1 = γV(xi) +Ch, i = 0, 1, . . . until |xi+1 − xi| ≤ ε with

ε is tolerance.

(b) bisection method since (x − Ch)/γ − V(x) = −Ch/γ − ν(0) < 0 for x = 0 and (x −
Ch)/γ − ν(x) > 0 for enough large x.

Figure 6.3 illustrates convergence of iterative procedure to the equilibrium point.

6.6 Maxmin selection of scanning strategy

In reality, the jammer can deteriorate network performance in many aspects such as

reducing either its connectivity or throughput or secrecy communication. Motivated

by these different categories of malicious activity, the jammer could vary the corre-

sponding optimal strategies. However, the authority might have no knowledge of the

jammer’s motivation for an attack, and so about the strategy employed. The authority



98

might only know the set of all possible motivations and the corresponding optimal

strategies used by the jammer.

Under this situation, the need for comparing these strategies arises since they aim

to achieve different metrics. Say, connectivity is a metric for the strategies which aim

to jeopardize network connectivity, whereas, throughput is a metric for the strategies

which aim to harm the throughput. However, in spite of differences in metrics, the

ultimate goal of a jammer is to speed up the process of completing the attack since long

time commitment involves more cost. Thus, the expected time of successful attack can

be considered as a common metric for all the categories of malicious activity, where

the authority wants to maximize this metric while the jammer aims to minimize it. If

we assume the rival chooses a specific category and he follows the category over time

before completing the attack, then the expected jamming time, T, before a successful

attack appears, can be represented as following:

T (p, q) =
∞

∑
t=1

t

⎡⎣( n

∑
i=1

γpiqi

)t−1 (
1 −

n

∑
i=1

γpiqi

)⎤⎦ (6.37)

=
1

1 − γpTq
. (6.38)

Where q is a probability vector which represents a category of strategies employed

by the jammer. p is a probability vector which represents a category of strategy applied

by the authority to scan the attack. Thus, these strategies depend on the category of

malicious activity chosen by the jammer.

Although suggested approach might be applied to any category of an attack, to get

insight of the problem, we focus only on two which are also the most important metrics

for network performance, namely, network’s connectivity and network’s throughput.

We denote these metrics (connectivity, throughput) by the symbols, “c” and “t”. The

optimal strategy pair, (pc, qc) for dealing with attack aiming to destroy connectivity,

was found in the previous section. The optimal strategies (pt, qt) for dealing with

attack aiming to harm throughput, can be found by substituting connectivity cost λ̄i

with total remaining throughput expressed in equation (6.7) into matrix (6.8).
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The authority wants to maximize the jammer’s attacking time in order to force the

jammer to make his attack more expensive. Whereas, the jammer wants to minimize

it. The authority does not know what category of the attack the jammer intends to

follow. The jammer does not know versus what category of the attack the authority

intends to build up his defense. Thus, the rival faces with a dilemma of choosing the

proper strategies. This dilemma can be described by the following zero-sum 2 × 2

matrix game

D =

⎛⎝
c t

c T(pc, qc) T(pc, qt)

t T(pt, qc) T(pt, qt)

⎞⎠,

where rows correspond to the authority’s strategies, i.e., choosing attack’s category

to response, and columns correspond to the jammer’s strategies, i.e., choosing attack’s

category.

This matrix game has an equilibrium (see [127]) either in pure strategies, that is,

when the rival selects a specific one, or in mixed strategies, when the rival randomizes

his selection. Since the game is zero-sum, then the authority’s equilibrium strategy is

also his maxmin strategy, i.e., it is the best response strategy for the most dangerous

adversary’s attack. This result is given in the following two propositions.

Proposition 1. The game has an equilibrium in (pure) strategies if and only if the following

conditions hold:

1. If pT
t qc ≤ pT

c qc ≤ pT
c qt then (c, c) is an equilibrium,

2. If pT
c qc ≤ pT

t qc ≤ pT
t qt then (t, c) is an equilibrium,

3. If pT
t qt ≤ pT

c qt ≤ pT
c qc then (c, t) is an equilibrium,

4. If pT
c qt ≤ pT

t qt ≤ pT
t qc then (t, t) is an equilibrium.

Proposition 2. If there is no equilibrium in pure strategies, the rival applies the randomized

strategies. Namely, with probability, xc (xt), the authority should defend against “c” (“t”)

attack’s category, and with probability, yc (yt), the jammer applies strategy corresponding to
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“c” (“t”) attack’s category, where

xc =
T(pt, qt)− T(pt, qc)

T(pc, qc) + T(pt, qt)− T(pc, qt)− T(pt, qc)
,

xt = 1 − xc,

yc =
T(pt, qt)− T(pc, qt)

T(pc, qc) + T(pt, qt)− T(pc, qt)− T(pt, qc)
,

yt = 1 − yc.

(6.39)

6.7 Simulation

In this section, numerical results are given to illustrate the impact of network param-

eters, such as transmission power of nodes and SINR’s threshold, on maintaining the

communication links. In simulation setting, the network consists of six nodes, i.e.,

n = 6 with background noise σ2 equals to one. The authority scans the network to

prevent malicious activity, and he does not participate in packet transmissions. The

channel gain matrix, h, are randomly generated and given as follows:

h =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0.3128 1.1790 1.6488 1.6335 0.8458

0.3128 0 0.4524 1.9653 0.5215 0.1885

1.1790 0.4524 0 1.4605 1.1887 1.1970

1.6488 1.9653 1.4605 0 0.0450 0.9418

1.6355 0.5215 1.1887 0.0450 0 1.3919

0.8458 0.1885 1.1970 0.9418 1.3919 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

For each node as a transmission protocol, we consider the uniform power allocation

that transmits the same power signals to its neighbors, but each node, of course, can

have different total power levels. Here we consider that transmission powers (P1 and

P2) of node 1 and 2 vary from zero to twenty. Transmission power of node 3, P3,

is eleven. P4 is ten. P5 is nine. P6 is eight. Note that, the protocol of uniformly

allocating transmission power is proved to be optimal for independent and identically

distributed Gaussian channels [128,129]. Thus, given h, P, σ2 and receiving threshold,

they already define a network’s topology.

Figure 6.4 illustrates the accumulated connectivity and throughput costs, i.e., the

value Vγ of the game Gγ, as function of receiver’s SINR threshold, ω, and probability
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(a)

(b)

Figure 6.4: Stochastic game: accumulated connectivity (up) and throughput (down)
costs as function of receiver’s SINR threshold, ω, and probability of re-playing the

game, γ.

of re-playing the game, γ. It shows that the accumulated jamming cost decreases with

increasing threshold since the larger value of threshold assumes smaller effort to break

communication links, and so smaller efforts to harm networks’ connectivity. Also, in-

creasing probability of re-playing the game, γ, yields in raising the value of the game,

and so the jamming cost since longer duration of the game calls for the growth on the

accumulated hiding cost. The smallest jamming cost is achieved when γ = 0, which is

when the jammer can manage to perform only one time shot attack.

Figure 6.5 illustrates the authority’s and the jammer’s strategies for connectivity

and throughput jamming game as function of probability for the game are continuous.

It shows how the jammer tries to avoid being detected by the authority, in order to

perform a successful attack.
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(a) (b)

(c) (d)

Figure 6.5: Stochastic game: (a) the authority’s strategy for connectivity game, (b) the
jammer’s strategy for connectivity game, (c) the authority strategy for throughput

jamming game and (d) the jammer’s strategy for throughput jamming game as
functions of probability for the game to be continued, γ.

Figure 6.6 illustrates the relations between the jamming cost and transmission power.

These relations are piece-wise continuous with jumps happen in between. Increasing

transmission power causes adding new communication links into the network topol-

ogy. This yields into increasing Fiedler value and throughput by jumps. Thus, it

produces the leap in the value of the game. Since the interference is not considered

in the simulation for showing an obvious tendency without fluctuation, the value of

connectivity game is piece-wise constant on transmission power while the value of

throughput jamming game is piece-wise continuous.

Figure 6.7a illustrates the probability that the authority intends to deal with an

attack aiming to disrupt connectivity as function of transmission power of node 2. It

shows that bigger probability γ assumes smaller transmission power in order to switch
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(a)

(b)

Figure 6.6: Stochastic game: accumulated connectivity (up) and throughput (down)
costs as functions of transmission powers of node 1 and node 2.

to mixed strategy. Also, the authority’s strategy on maintaining connectivity is non-

increasing on the transmission power. Figure 6.7b illustrates the expected duration of

the game as function on transmission power of node 2. On the same reason as one

for the value of the game, namely, changing in the network’s topology due to adding

new links, the expected duration of the game are piece-wise continuous function on

the transmission power.

6.8 Conclusions

In this chapter, costs for jamming attack on connectivity and throughput are intro-

duced. Then, a uniform stochastic game with network scanning to prevent jamming

attack is suggested and solved explicitly. Due to different aims, the jammer might



104

(a)

(b)

Figure 6.7: Maxmin selection of scanning strategy: (a) the probability that the
authority intends to deal with attack aiming to disrupt connectivity, and (b) the
expected durations of the game as function on transmission power of node 2.

choose different categories of attacks, for example, connectivity and throughput. Com-

paring such incomparable attacks is a challenge. To deal with this issue, an approach

is suggested to compare them by duration of attack instead of the damage they bring

to. Game theoretical model for such comparison is suggested, and optimal strate-

gies are proposed. Results for numerical evaluation of the optimal solutions and their

dependence on network’s characteristics are supplied. A goal of our future work is to

investigate more sophisticate behaviour of the adversary where he can switch between

different categories of malicious activities based on the archived result of attack, and to

incorporate mechanism of learning in the authority strategy based on the accumulated
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results of scanning.

Game theory has provided a solution to make best decision when topology changes

dynamically. It has also shown its effectiveness on describing these interactions be-

tween agent and environment outside. This effectiveness guides us a possible direc-

tion to study the network connectivity and robustness by artificial intelligence which

currently gains its fast and big improvement on machine learning in both industry and

academy. Thus, the next chapter investigates the relationship between network con-

nectivity and artificial intelligence, and illustrates the possible directions of applying

it to improving the connectivity. Some of my works on these two areas are presented.

Moreover, the network referred in the next chapter is expended to any type of network

that is connected through wireless medium such as sensor networks, Wifi, vehicular

networks, and even the MIMO networks. The aim is to show the advancement of this

area and confirm my possible future research.
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Chapter 7

Improving Connectivity by Artificial Intelligence

Maintaining the connectivity of an ad hoc network through the use of artificial intelli-

gence is a relative new topic. It requires combining several research areas such as dis-

tributed control theory, designing network protocol, measuring topology connectivity,

learning connectivity information in big data, and making optimal decision in face of

uncertain forces and disturbances. However, the awkward situation arises when en-

gineering researchers who have the knowledge of network protocol are not familiar

with the operation mechanism of artificial intelligence which belongs to science disci-

pline. Due to this unfamiliarity, most artificial tools used in network area do not yield

promising results. Thus, they delay the application of artificial intelligence to network

area. Whereas, scientists focus their efforts on algorithm itself, and have no interests

or knowledges to apply their algorithm to complicated engineering tasks, especially

to the network area which requires in-depth professional training. Thus, there is a

disconnect between network engineering and artificial intelligence. Although many

researches and companies have paid attention to this gap, the application of artificial

intelligence only regards network or cloud as a database and transmission tool or a

black box through which to obtain data from other applications. As a result, network

to these applications is transparent, and the design process no longer needs to con-

sider the network protocol and architecture. Thus, there is no real need of application

of artificial intelligence to network design.

Indeed, an ad hoc network itself contains sizable data which scales with the num-

ber of nodes. These data exist in every level of network protocol stack, and it describes

the wellness of network operation. Data science as a part of Artificial intelligence are

in favor of these data. They are good resources for artificial intelligence to diagnose



108

the operation of network, and to tailor its control strategy or transmission protocol to

adapt to changing environment to maintain network connectivity. For example, data

from routing layer can be utilized to recognize topology of ad hoc network which dy-

namically changes in every second. The topology information can assist in directing

node mobility or placing a new node to enhance the bottleneck of connectivity in an ad

hoc network. Another example is the data from application layer can locate a part of

an ad hoc network which needs transmitting large bundles of data or where a network

component is congested, and alleviate traffic congestion by either redistributing data

copy, or adding several intermediate nodes.

Besides topology and application data produced in each level of ad hoc networks,

the control policy in reference to these data through inter-communicating information

by protocols are also important, but yet being investigated sufficiently. These con-

trol strategies should combine both classical control mechanism and adaptive ability

to well adjust to environment changes while maintaining the stability and reliability

requirements to achieve certain functions. It should have the function of predicting

a potential disorder or disastrous network components so that a preventive measure

can be executed in advance. It can also intelligently monitor threats, then take corre-

sponding cognitive decision without human intervention. Moreover, it should be able

to self-recovery should a failure occurs. Under normal operation, in a power limited

ad hoc networks, the evolution of relationship to compete and to collaborate among

nodes should adapt environmental constraints so that every node can survive longer

to achieve its goals. However, only a few of present literatures compares the control

policy designed by artificial intelligence with conventional network control protocol.

Thus, the current improvement of artificial intelligence on control is not obvious. Also

the traditional control parameter is either pre-configured, or manually set during pol-

icy making operation.

The artificial intelligence area contains both data mining, and an optimal decision

making part, and they complement each other. Currently, most researches in industry

and academy involve executing data mining part, this is true when deep learning has

successfully proven its superior advantage over human’s mind after winning the go
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match in 2016. However, optimal decision making based on learned pattern, or even

in the process of learning is seldomly considered in the literature. Thus, learning while

deciding strategies is critical research area, and will promote the progress of industry.

I am always trying to put myself in the way of applying artificial intelligence to

different network scenarios. However, it is just in the primary stage. Chapter 3 uses

reinforcement learning technique in artificial intelligence to learn the possible location

of a jammer based on packet loss data. Chapter 6 utilizes the game theory to make

optimal strategy to maintain network connectivity under repeated jamming attacks.

Another work [95] of mine combines both online data learning and optimal decision

making in game theory to learn different types of a jamming attack. My work dur-

ing internship in Mitsubishi Electric Research Laboratories is using the reinforcement

learning to find optimal channel allocation to avoid interferences in heterogeneous

networks. Another research conducted during internship at Fujitsu Laboratories of

America involves with the adaption of multi agent distributed reinforcement leaning

to transportation system to control traffic signals in a vehicular network.

There are various methods to maintain connectivity of an ad hoc network in the

levels of both direct-connected points and multi-hop path. Normally artificial intelli-

gence method is used to find an optimal and congestion-less route to reliably deliver

a packet, such as Q-learning, swarm intelligence, genetic algorithm [130] and fuzzy

logics [131]. In the section below, I listed other possible tools to achieve different con-

nectivity objectives besides routing.

7.1 Multi-agent distributed reinforcement learning

Reinforcement learning well suits the requirement of decision making under dynamic

characteristics of an ad hoc network described in chapter 1. The mobility of nodes

and wireless transmission medium cause uncertainty of decision making. The strat-

egy that currently works may no longer work in the next minute. A device has no

specific rules to follow. Thus, a node equipped with reinforcement learning ability

must make decisions by learning other behaviors of nodes and the change of natural
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environment. The optimal decision is reinforced during the learning process. Rein-

forcement learning is usually called Markov process. A node takes an action, then it

observes the impact of actions on environment by receiving a reward from it. A cor-

rect action gives a positive reward while a wrong action gives a negative reward. The

less benefit action gives a smaller value of reward. The ultimate goal is to achieve a

cumulated maximum of rewards in long run despite of taking single action that may

not be optimal in one instance.

The distributed characteristic of an ad hoc network requires reinforcement learning

running in each node in a distributed fashion. This phenomenon has multiple rein-

forcement learning that is operating simultaneously. It is called multi-agent reinforce-

ment learning. The node in multi-agent reinforcement is an agent that can both learn

the environment and make an optimal decision. An ad hoc network can be viewed as

a network composed of multiple agents described above.

The cooperation among multi-agents is as important as the cooperation among its

ad hoc nodes. Thus, designing a multi-agent reinforcement learning must consider

other agents’ policies in order to achieve a common goal or to agree on a consistent

group behavior. If an agent only learns the environment without considering other

nodes’ strategies, it may choose a selfish, and even disastrous policy for the network.

Although in the short run, it gets a huge reward. However, since it cannot survive

without others’ assistance, its temporary reward does not go far in the long run.

Integrating collaboration in the process of making a policy in reinforcement learn-

ing can form in possible two ways:

• One is to design a cooperative reward function in Q learning so that increasing

rewards of others results in increasing the benefit of itself or take a group’s com-

mon profit into consideration by contributing positively proportional benefits to

the agent itself. As a consequence, an agent tends to select an action that can

increase the benefits of others’ and the group.

• The second way is to consider other nodes’ strategy as a state in the Markov

process. The transition probability leads to bad states of other agents is small.
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7.1.1 Case study: adaptive distributed network control

Vehicular network is a classical representation of a distributed network which is com-

posed of vehicles, road-side infrastructure, and traffic lights, etc.. Traffic lights control

mainly deals with vehicular traffic. The performance of control influences the effi-

ciency or connectivity of whole transportation system. More efficient control system

causes less traffic jam, reduces wait time at junctions while drivers uses less gas and

generates less pollution to the environment. A congestion on the road can be seen as a

broken link in a graph topology.

These performance metrics can be used as an instantaneous cost in reinforcement

learning to guide the traffic light control. To improve system efficiency, it calculates

optimal green time by learning traffic data observed at junctions. To achieve global

optimality, a traffic light should consider the traffic conditions of neighboring junctions

so that it restricts the number of cars entering congestion junctions. To achieve this,

an interaction between neighboring nodes must be executed. Thus, the neighboring

traffic is taken into consideration based on junction’s local cost, and can be expressed

as follows:
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(7.1)

Were ∑jεNi
qt

ji,d corresponds to queue length of incoming traffic. ∑jεNi ∑kεNj
qt

kj,d corre-

sponds to all vehicular queue lengths waiting at the neighboring junctions, and this

item is always non-negative. Thus, if the junction releases many cars to neighboring

junctions, the cost function (7.1) will increase. ∑kεNj
qt

kj,d +
wt

3,d
2 ∑jεNi

(mt
ji,d,L + mt

ji,d,R))

is pedestrians’ waiting queue at the junction.

The multi-agent reinforcement learning is trying to minimize the total queue lengths

at each intersection in the network. Therefore, if the traffic light releases too many ve-

hicles to neighboring junctions, it will cause neighboring congestion. As a result, its

own cost will increase. Then, less likely, this action should be chosen in the future.

This multi-agent reinforcement learning is implemented in SUMO, a transporta-

tion simulator, that can model the urban intermodal traffic systems with small gran-

ularity designed by Institute of Transportation Systems in Germany. In Fig.7.1, the
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Figure 7.1: Intersections that implement multi-agent reinforcement learning

vehicular
queue
length

pedestrian
queue
length

vehicular
wait
time(s)

vehicular
travel
time(s)

pedestrian
wait
time(s)

pedestrian
travel
time(s)

multi-agent 256202 22844 85.3054 327.0856 28.4818 1852.5433
4 actions (fixed) 902186 50501 205.4251 480.4376 64.4948 1874.2610
4 actions (sensor) 812445 28091 201.3827 468.8852 36.4066 1851.1138
6 actions (sensor) 667710 33943 136.3300 385.5124 43.0872 1858.4526
8 actions (sensor) 605530 28177 136.7952 390.1535 35.4368 1852.6488

Table 7.1: Multi-agent reinforcement learning in traffic light control system

number of reinforcement learning agents is 32. Each agent is implemented at a junc-

tion. Multi-agent reinforcement learning is compared with four traffic light control

strategies implemented in real world: 1) fixed timing control where the time interval

of green light, and the order of red, green, yellow lights are fixed; 2) sensor triggering

cases where a green light changes to red when a sensor detects no traffic in the direc-

tion of green lights. The order of red, green, yellow lights follows three state transition

diagrams currently implemented at junctions. Each diagram has different number of

actions. So I divide it into three cases: a) four-action sensor triggering case; b) six-

action sensor triggering case; c) eight-action senor triggering case. Table 7.1 shows the

overall results that multi-agent approaches performs the best.



113

7.2 Topology analysis with machine learning

Studying the topology of an ad hoc network is important, but also a complicated task

since the topology is changing with unclear rules. Thus, studying the dynamic process

of growing network is also complex, and no single enclosed formula can express the

regulation of network growth. Thus, to simplify the analysis of topology, especially for

a large scale network, the failure of direct connection between two points has limited

influence to whole network’s function, thus is usually ignored.

Clustering algorithm is normally applied to analyze the backbone structure of

large scale networks. Network nodes with similar features and characteristics are

grouped together, and perform the same local function. A center of a cluster is consid-

ered as a gateway or representative of nodes inside a cluster to exchange information

with other cluster centers. These cluster centers are considered as the critical nodes or

bottlenecks to network connectivity or control topology.

The conventional clustering algorithm measures the euclidean distances between

data points, and iteratively updates the cluster center if a new datum is added into a

cluster. The euclidean distances is a mathematical term. Network can map any phys-

ical performance metrics to the distances, such as connectivity, QoS, security, conges-

tion status and power consumption. When fetching the data, the application in upper

layer does not need to know exactly every node connection in the network. By per-

forming clustering, it identifies which cluster center has the most data that can be

consulted to.

Neural networks can be used to calculate the weights incident to the connection

of two neurons. This weight can either be zero, or one to indicate whether to trigger

a neuron. A neuron in neural network can be considered as a node in an ad hoc net-

work. The values of weights result in different network structures. Every structure

corresponds to a specific function. Thus, by changing the neuron network topology,

various network function is achieved.

Evolutionary algorithm can be used to study the survival of network nodes when

several parts of network connectivity are destroyed by one or multiple malicious nodes



114

Figure 7.2: connectivity evolution in different types of node

such as malicious nodes which isolate legitimate nodes from a network, or a few nodes

which broadcast and propagate wrong routing information to interrupt the normal

operation (which we call the Byzantine attack). The node that broadcasts wrong in-

formation is allocated with a low reputation. Packets are routed through these low

reputation nodes with small probability. This probability is positively proportional to

the reputation.

For example, culture evolution can be used to model the cooperation of node pop-

ulation on a commonly agreed culture, and study the impact of the culture evolution

through cooperation on other network population/clusters. Coevolution can be used

to design a survival strategy for a node’s population in a network to adapt to changes

occurred in other population through cooperation and competition. Fig.7.2 illustrates

a problem how network connectivity survives longer with different types of nodes

involved in a network, and is able to achieve a common goal. “C” represents a coop-

erative node. “S” represents a selfish node. “r” represents a random node which can

either be a cooperative node or to transform itself to a selfish node. The rule of trans-

formation can either be specified, or unspecified. “F" is a follower. It follows other

nodes with his belief.

7.3 Learning dynamic data of a network by game theory

Fictitious play, repeated and stochastic game are three categories in game theory that

mostly relate to artificial intelligence by learning the opponents’ data with time axis. A
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portfolio of belief on opponents’ strategies is established and updated in the feedback

of learning process. It is used as a future reference to behave rationally in future. The

ultimate mixed Nash Equilibrium is calculated in the sense of time average. Fictitious

play can solve transformed repeated and stochastic games. It converges in a time-

average sense if the game is a zero sum game or all players have the same pay-off

function which complies with the definition of an ad hoc network where every node

performs identical work.

7.3.1 Case study: pilot transmission strategy

Fictitious play can be used to control transmission strategy to increase network con-

nectivity. The following research is one project that uses fictitious play to design an

optimal pilot transmission strategy when natural noise exists. This pilot transmission

game is formulated in a stochastic game matrix and described in details as follows.

If terminals send only data signals in good channel condition, the uplink through-

put BS can obtain is CG
p̄ , which is the instantaneous payoff in current time interval. The

transmission is re-played with a discounted factor, γG, for good channel condition. If

data signals are sent in bad channel condition without pilots, then their transmission

incurs severe interference, which results in the throughput, CB
p̄ , to decreases. The BS

tends to request more frequently for the terminals to re-send correct messages. Thus,

the re-transmission frequencies, or discounted factor, γB, is greater than γG. If ter-

minals add pilots to data transmission in good channel condition, the instantaneous

uplink throughput is CG
p , and new data are sent in next coherent time with discounted

factor γG. If terminals send pilots with data in bad channel conditions, the transmis-

sion system gets two payoffs: one is the throughput with pilots under large interfer-

ence. The other is the gain of using pilots in bad channel which encourages terminals

to use pilot to cancel severe interference. As previously discussed, the game is re-

played with discounted factor γB.

The above pilot transmission protocol is formulated as a stochastic game in the
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following format:

Γ :

⎛⎝
G B

p̄ CG
p̄ + γGΓ CB

p̄ + γBΓ

p CG
p + γGΓ CB

p + η(CB
p − CB

p̄ ) + γBΓ

⎞⎠, (7.2)

Where G and B represent a good and bad channel condition, respectively p and p̄

represent to transmit or not to transmit pilots. The theoretical result is shown in ap-

pendix 7.2.

A fictitious play combined with online Weighted Multiplicative Weights method is

used to learn the pilot transmission strategy. A-optimality is used to judge the channel

condition as below:

A1 = tr
{
(HHH)−1

}
(7.3)

Algorithm 6 provides the pseudo code of learning the pilot transmission strategy.

Where D is decoding matrix. H is the channel matrix. Γ is the game value. μ is

the learning rate.

Proposition 7.3.1. : The average regret made by the learning Algorithm 6, for pilot transmis-

sion, is bounded by

−1
2
≤ 1

T

T

∑
t=1

ptet

mt − 1
T

T

∑
t=1

et
i

mt ≤ 2

√
ln2
T

with ξ = min
{√

ln2
T , 1

2

}
, where e = [et

1 et
2], et

i = ct
i − c̃t, and mt = max

{
ct

1, ct
2
}
+ c̃t.

Algorithm 6 is validated in fixed instantaneous rewards. For every time interval,

we sampled the channel gain matrix, H, from Gaussian process, CN (0, I) to decide

the probability for good and bad channels. The game matrix for our validation is

Γ =

⎛⎝4 + rGΓ 1 + rBΓ

3 + rGΓ 2 + rBΓ

⎞⎠. rG is set to be 0.5. rB is set to be 0.7. We compare the learned

game results which vary with good channel probability that is 1, 0.7, 0.5, 0.3, 0.

Fig. 7.3 demonstrates the learned game value under stationary channel conditions. It

reveals that the spectrum efficiency stabilizes after 150 iterations. According to the

theoretical solution of game 7.2, Nash equilibrium happens as the probability of good
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Algorithm 6 Learning pilot transmission strategy

Initialize: a stochastic process,Xt
h, for channel model and threshold, rh, for judging channel

conditions (good or bad), and fix learning rates ζ ≤ 1
2 , μ < 1. Set the first decoding matrix

D0 to be a unit matrix. Assume w1
i = 1, for all i = 1, 2. Set n0

G = 0, n0
B = 0, and game value,

val1(Γ) = 0
for t = 1, 2, ... , T do

1. Choose decision, l, from strategy set, L = {1, 2}, according to probability pt =
[
pt

1, pt
2
]
,

proportional to the weights wt
i where pt

1 =
wt

1
wt

1+wt
2
, pt

2 = 1 − pt
1

2. Generate M by K samples from Xh and compose Ht by these samples
3. Update decoding matrix

If l = 1, Dt = Dt−1

If l = 2, Dt = Ht for MRC decoder
4. Calculate At

i criterion according to (7.3)
5. Set the channel condition indicator:

xt =

{
1 i f At

i ≤ rh, good Ht

0 i f At
i > rh, bad Ht

if xt = 1, nt
G = nt−1

G + 1
if xt = 0, nt

B = nt−1
B + 1

then the empirical distribution of qt =
[
qt

G, qt
B
]

is derived by qt
G =

nt
G

nt
G+nt

B
, qt

B = 1 − qt
G

6. Compute the theoretical value of spectrum efficiency
ṽt

1 = Γ11(valt(Γ))qt
G + Γ12(valt(Γ))qt

B
ṽt

2 = Γ21(valt(Γ))qt
G + Γ22(valt(Γ))qt

B
c̃t = max

{
ṽt

1, ṽt
2
}

7. Observe the spectrum efficiency, ct =
[
ct

1, ct
2
]
, under decision l. For decisions that are

not l, set their payoffs to be zeros.
ct

l = Γl1(valt(Γ))xt + Γl2(valt(Γ))(1 − xt)

ct
iεL\l = 0

8. Update weights

wt+1
i = wt

i

[
1 − ζ

ct
i−c̃t

max{ct
1,ct

2}+c̃t

]
9. Update the game value

valt+1(Γ) = (1 − μ)valt(Γ) + μ max
{

ct
1, ct

2
}

end for
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Figure 7.3: Learning game value under stationary channel
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Figure 7.4: Learning pilot strategies under stationary channel

channel has a value of 0.5. Therefore the red line converges at a low value. Fig. 7.4

shows the corresponding learned probability of not transmitting pilots.

To illustrate the correctness of learning Algorithm 6, we compared the theoretical

game value under fixed channel conditions, where the probability of good channel is

fixed in simulation. Fig. 7.5 displays the comparison. If we denote TG(q) as theoret-

ical values obtained for spectrum efficiency, we found TG(1) > TG(0.7) > TG(0) >

TG(0.3) > TG(0.5) which complies with the learned results shown in Fig. 7.3.
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Figure 7.5: Comparing the theoretic game value with fixed channel probability

The inherent characteristics of a network require application of artificial intelli-

gence to maintain large-scale network connectivity since its topology is dynamic which

makes the interactions among components in a network more complicated. Thus, no

explicit rules can model the network’s dynamic process on connectivity. Artificial in-

telligence as a data learning tool can automatically provide rational decisions. Thus,

it caters the idea of converting a complex problem into a general solution. Thus, it is

very promising area for network studies.
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Chapter 8

Conclusion

8.1 Summary

An ad hoc network is susceptible to disturbance, and even destruction, since it is wire-

lessly connected by low power devices. Thus, enabling its robustness is a very impor-

tant issue. Robustness can be achieved by designing a reliable network transmission

protocol, deploying nodes in optimal positions, collaborating nodes to achieve a com-

mon goal of reliability through interaction, etc.. Indeed, each of these categories is an

open problem, and can be solved by many tools. This thesis provides possible solu-

tions in the categories listed below:

1. Design transmission protocol to cope with natural noise. An overlay routing

protocol is designed to comply with the underlying physical routing to solve

the “backtracking problem” by using geographical location aware cluster heads.

Thus, the receiving error rate is decreased by reducing the length of transmission

path and the number of re-forwarding messages at each node;

2. Design transmission protocol to cope with attacks by adversaries. 1) Localize

jammer’s position by learning the network performance data in a distributed

way. This algorithm has light-weighted characteristics and does not involve

additional control messages. After pin pointing the location, a defense strat-

egy can be deployed to the exact spot. 2) Adaptive cross-layer power allocation

to achieve robust network connectivity. It is a light-weighted algorithm which

physical layer recognizes the network topology by the OLSR routing;
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3. Understand the connectivity and achievable throughput while under interfer-

ence. The concept of throughput connectivity is proposed to guide the allocation

of physical resources to achieve network robustness;

4. Understand the dynamic change of connectivity with repetitive jamming attack

by game theory. The jammer causes the worst form of damage to network con-

nectivity in an ad hoc network. A defense strategy is proposed to limit the at-

tacker’s destruction;

5. Illustrate possible tools with application of artificial intelligence to cope with

network connectivity attacks. The way of integrating these tools is introduced

with examples given.

8.2 Future direction

Most artificial intelligence scientists focus on improving the accuracy of machine learn-

ing results, mainly on algorithm designs. For example, they are trying to improve

every aspect of deep learning by various methods such as replacing the 2nd genera-

tion of neural network to the 3rd generation one in order to reduce energy consump-

tion caused by heavy computation without undermining its accuracy. However, the

emphasis on well integrating artificial intelligence into specific engineering problems

with classical expert knowledge of this area is less investigated due to various reasons,

and they are discussed at the beginning of the chapter 7.

Applying artificial intelligence for the analysis of connectivity for network robust-

ness presents a promising picture, and leads me a direction for my future research.

Therefore, my research project evolves around in four aspects mentioned below:

1. Study the different corresponding optimal network architecture for achieving

distinct global network functions. The possible tools to achieve this goal are:

(a) data mining which explores the route of information flow, and builds the

application on QoS required network architecture, then designs a network

topology to support demand and supply requirements;
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(b) use artificial neural network for modeling and mining the network archi-

tecture by calculating and adjusting the weights of each link to horizontally

and vertically explore and achieve possible complex network function. Net-

work architecture is regarded as a black box composed of several connected

basic entities. It can achieve basic functions, such as sigmoid function to

achieve judgment ability and wavelets function to describe the significance

of one component;

(c) Applying a combination of machine learning with information theory and

communication formulas to assist fitting data to proper communication

model. By doing so, a network architecture complies more with commu-

nication mechanism.

2. Study the interaction among network entities, such as evolution of network con-

nectivity through cooperation and competition of its members. Thus, possible

questions involved are as follows: How one component or a cluster’s culture or

changes can impact rest of network? How to control impacts such as restricting a

bad impact within a small area and promoting a good impact to broader scope?

How to achieve consensus by appropriately leading and guiding interactions?

How to investigate the impact of network architecture on the way and style of

interaction? Many of these questions can be solved by the application of artifi-

cial intelligence, such as using evolutionary theory, belief propagation through

Bayesian networks, fuzzy control and game theory;

3. Combine classical control theory with artificial intelligence to achieve network

robustness by the design of a real-time adaptive feedback control system. Clas-

sical control theory has proven its effectiveness in the industry for the past few

centuries. However, it has limitations on coping with uncertain and unknown

changes. Artificial intelligence which bases its control to analyze real world re-

wards can be integrated to compensate weakness and to broaden range of sys-

tem robustness. Possible tools available to achieve the effective combination is
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through reinforcement learning, deep reinforcement learning, double reinforce-

ment learning, inverse reinforcement learning, and multi-agent reinforcement

learning, etc..

4. Apply artificial intelligence to network intrusion detection system (IDS). Design-

ing a reliable IDS with high accuracy is one primary objective for network secu-

rity. One of the challenges is to minimize false alarm rate in the face of continu-

ously varying attack patterns in large quantities of data. Besides using excellent

data classification tools, such as deep learning, making a correct control decision

is also important. The conventional tool of decision making is to use logic con-

trol, that is, if the pattern belongs to the attack type in the data base, it will be

segregated. Then, with many uncertain types of attacks not found in database,

one possible tool is to combine fuzzy logic control with reinforcement learning to

learn the attack uncertainty and timely adapt the control strategy. Another pos-

sible tool is to use game theory to model the attack behavior and to predict the

possible attack targets with inverse reinforcement learning to learn an attacker’s

rewards.

There are many artificial intelligence tools available through the ideas of data mining

and intelligent decision making. Not every techniques are covered in the chapter 7.

A combination of possibly one, or several of them could solve most real-world prob-

lems. To stimulate the best potentials of artificial intelligence, knowing the engineering

working mechanism along with well integrating it with artificial intelligence is critical

for achieving satisfying control results.
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Appendix A

A.1 Solution for game matrix 7.2

Since the game Γ is discounted stochastic game, it has an equilibrium. Introduce the

following auxiliary notations: Γ1,1 = CG
p̄ , Γ1,2 = CB

p̄ , Γ2,1 = CG
p , Γ2,2 = CB

p + η(CB
p̄ −CB

p ),

γ1 = γG and γ2 = γB. None that γ2 > γ1 due to γB > γG.

Note that val(V), p and q is a solution of maxmin and minmax Shapley equations

if and only if

val(V) = ν. (A.1)

max ν,

L1(ν, p) := (Γ11 + γ1ν)p1 + (Γ21 + γ1ν)p2 ≥ ν,

L2(ν, p) := (Γ12 + γ2ν)p1 + (Γ22 + γ2ν)p2 ≥ ν,

p1 + p2 = 1, p1 ≥ 0, p2 ≥ 0,

(A.2)

min ν,

l1(ν, q) := (Γ11 + γ1ν)q1 + (Γ12 + γ2ν)q2 ≤ ν,

l2(ν, q) := (Γ21 + γ1ν)q1 + (Γ22 + γ2ν)q2 ≤ ν,

q1 + q2 = 1, q1 ≥ 0, q2 ≥ 0.

(A.3)

The equilibrium can be either in pure strategies or in mixed (randomized) strate-

gies. First let us consider the cases when the equilibrium is in pure strategies. By
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(A.1)-(A.3), p = (1, 0) and q = (1, 0) if and only if the following conditions hold

Γ12 + γ2val(Γ) ≥ Γ11 + γ1val(Γ) ≥ Γ21 + γ1val(Γ), (A.4)

val(Γ) = Γ11 + γ1val(Γ). (A.5)

By (A.5), we get val(Γ) equals to Γ11
1−γ1

. Since 1 > γ2 > γ1, (A.4) is equivalent to

Γ11 ≥ Γ21 and val(Γ) ≥ Γ12 − Γ11

γ1 − γ2
. (A.6)

Substituting val(Γ) into the last condition (A.6) implies

Γ21 ≤ Γ11 ≤ 1 − γ1

1 − γ2
Γ12,

and (a) follows. The cases (b)-(d) can be considered similarly.

If conditions of (a)-(d) do not hold then the equilibrium has to be in mixed strate-

gies, i.e., pi > 0, qi > 0 for i = 1, 2. Then, since Li(ν, p) is linear on p and li(ν, q) is

linear on q for fixed ν, to get the Nash equilibrium, the constraints in (A.2) and (A.3)

have to hold equalities [104]. Namely,

Li(ν, p) = ν and li(ν, q) = ν for i = 1, 2. (A.7)

Taking into account that p and q are probability vectors, solving (A.7) implies (e),

and the result follows.

A.2 Proof of Proposition 7.3.1

Proof. According to [132], let us assume Φt = ∑i wt
i , then

Φt+1 = ∑
i

wt
i

(
1 − ζ

ct
i − c̃t

max
{

ct
1, ct

2

}
+ c̃t

)
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Since pt
i = wt

i /Φt, we get

Φt+1 = Φt − ζΦt ∑
i

pt
i

ct
i − c̃t

max
{

ct
1, ct

2

}
+ c̃t

Assume f (et
i) =

ct
i−c̃t

max{ct
1,ct

2}+c̃t . Because 1 − x ≤ e−x when |x| < 1, we obtain the

following upper bound for Φt+1,

Φt+1 ≤ Φtexp(−ζ ∑
i

pt
i f (et

i))

Then, we derive

ΦT+1 ≤ Φ1exp(− ζ

λ

T

∑
t=1

∑
i

pt
i f (et

i)) (A.8)

where Φ1 = 2. Then, let us obtain the lower bound of ΦT+1 since

ΦT+1 ≥ wT+1
i = ∏

t≤T
(1 − ζ

ct
i − c̃t

max
{

ct
1, ct

2

}
+ c̃t )

Since ct
i ≥ 0, c̃t ≥ 0 and ct

i − c̃t ≤ max
{

ct
1, ct

2
}
+ c̃t, we obtain ct

i−c̃t

max{ct
1,ct

2}+c̃t is

within interval [−1, 1]. By using the facts that (1 − ζ)x ≤ (1 − ζx) when xε [0, 1] and

(1 + ζ)−x ≤ (1 − ζx) when xε [−1, 0], we obtain

ΦT+1 ≥ (1 − ζ)∑ f≥0 f (et
i )(1 + ζ)−∑ f<0 f (et

i ) (A.9)

Putting (A.8) and (A.9) together, take the logarithms and re-arrange them, we ob-

tain,

T

∑
t=1

∑
i

pt
i f (et

i) ≤
1
ζ

ln2 +
1
ζ ∑

f≥0
f (et

i)ln(
1

1 − ζ
)

+
1
ζ ∑

f<0
f (et

i)ln(1 + ζ)

Since ln( 1
1−ζ ) ≤ ζ + ζ2 and ln(1 + ζ) ≥ ζ − ζ2 both when ζ ≤ 1

2 , from the above
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equation we get:

T

∑
t=1

∑
i

pt
i f (et

i) ≤
1
ζ

ln2 +
1
ζ ∑

f≥0
f (et

i)(ζ + ζ2)

+
1
ζ ∑

f<0
f (et

i)(ζ − ζ2)

=
1
ζ

ln2 +
T

∑
t=1

f (et
i) + ζ

T

∑
t=1

∣∣ f (et
i)
∣∣

Thus, if we assume mt = max
{

ct
1, ct

2
}
+ c̃t, we obtain,

T

∑
t=1

ptet

mt ≤ 1
ζ

ln2 +
T

∑
t=1

et
i

mt + ζ
T

∑
t=1

∣∣et
i

∣∣
mt

≤ 1
ζ

ln2 +
T

∑
t=1

et
i

mt + ζT (A.10)

Assume ξ = min
{√

ln2
T , 1

2

}
. Since ξ =

√
ln2
T when T > 2, (A.10) becomes

T

∑
t=1

ptet

mt ≤
T

∑
t=1

et
i

mt + 2
√

Tln2

The right hand-side is proved.

We prove the left hand-side. From the definition of pt, we obtain:

T

∑
t=1

ptet

mt −
T

∑
t=1

et
i

mt =
T

∑
t=1

p1et
1 + p2et

2 − et
i

mt

Since the expert makes the same decision during the whole process, without loss of

generality, we assume the expert always chooses the 2nd decision. Therefore, we get

T

∑
t=1

ptet

mt −
T

∑
t=1

et
i

mt =
T

∑
t=1

pt
1

et
1 − et

2
mt ≥ −1

2

T

∑
t=1

pt
1 ≥ −T

2

since et
1−et

2
mt ≥ − 1

2 according to the definition of et
i and mt. The proposition 7.3.1 gets

proved.


