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ABSTRACT OF THE DISSERTATION

Three Dimensional Rigid-Body Impact Mechanics with

Friction

by Han Sun

Dissertation Director: Professor Haim Baruh

By formulating the rigid-body impact model and deriving the post-impact dynamic

quantities, a reliable computational model for analyzing two dimensional rigid-body

impact with the ground is developed. The complicated structure of different objects and

slide/stick/reverse slide conditions changing on ground suggested that the rigid body

impact model should be used. And these three conditions are classified into seven impact

cases. A two-dimensional experiment was conducted to validate the simulation impact

model. Based on an experimental study on the impacts, and available experimental

data in the literature, a validation study is conducted to ensure its accuracy.

After that, the impact computational model is extended into three dimensional rigid-

body impact by formulating the governing equations. The seven cases are extended to

eleven possible cases. Then the rigid-body impact analysis was concluded with three

examples, ball, rod and bar, which validated the use of the two dimensional model

for analyzing certain three dimensional impacts. Several examples were presented to

study the influence of input parameters such as orientation angles, coefficient of friction

and coefficient of restitution on post-impact dynamic quantities, case study and energy

dissipation. After the discussion, we conclude that the characteristics of 3D impact

follow closely those of two-dimensional impact.

ii



A three-dimensional experiment is conducted to validate the computational impact

model. For processing of impact image, Matlab programs are developed for image en-

hancement and motion capture. An error analysis is also performed to study the accu-

racy of the experiments. With the comparison between experiment and computational

modeling, we observed that the simulation predictions were quite close to the experi-

mental results with less than 10% error in the dissipation energy thereby validating our

analysis.
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Chapter 1

Introduction

1.1 Introduction

Impulse-based manipulation is an area in robotics where little work [58, 59] has ap-

peared. An impulsive force has a very short execution time, and thus good potential of

application in improving task efficiency. Its use could considerably simplify the robotic

mechanism needed to perform a manipulation task, while avoiding uncertainties accu-

mulated over repeated complex operations. Despite this advantage and many potential

applications, impulsive manipulation has remained an under-explored area in robotics

with little known work (Higuchi [60]; Izumi and Kitaka [61]; Hirai [62]; Huang and

Mason [59]; Han and Park [38]; Tagawa [58]).

Efforts on impact analysis have struggled over the consistencies between laws of

Coulomb’s friction and energy conservation, and Poisson’s impulse-based hypothesis

of restitution. Routh’s graphical method [15] to construct the impulse trajectory has

proven successful for analyzing two-dimensional impacts, and has been later extended

by various researchers [63, 6, 16]. For three-dimensional impact, Darboux [46] was the

first to describe impact dynamics in terms of normal impulse in the form of a differential

equation. His result was later rediscovered by Keller [5] who also used the equation’s

solution to determine the varying slip direction. These efforts have neglected the effect

of tangential compliance and assumed that all work done by the tangential reaction

force is lost to friction. When tangential compliance is not negligible, however, part of

the work is converted into recoverable internal energy, despite the loss of the remaining

part to friction. The approaches [19, 20], designed to produce a ratio of tangential to

normal impulse equal to the coefficient of friction, did not exactly follow Coulomb’s law

of friction. Stronge [18] developed a lumped parameter representation of compliance,



2

and applied a time-dependent analysis to track the change in the tangential velocity

during a collision. His model could predict slip or stick at the contact under Coulomb’s

law. However, without knowing the duration of impact, the analysis can only be used

to perceive contact modes qualitatively rather than to carry out specific computation.

Recently, Jia [37, 44] provided an method on studying modeling of tangential compliance

as two rigid bodies collide in the space. In his paper [44], Stronge’s spring-based contact

structure is extended to three dimensions. Slip or stick is indicated by the tangential

motion of a mass connected to the contact point (viewed as an infinitesimal region) on

one body via three orthogonal springs.

Overall, computation of tangential impulse is the key to solving an impact problem

and the focus of this dissertation. We extend the structure of Stronge’s linear model of

planar impact with compliance to develop a theory for three-dimensional impact that

is based on normal impulse only and consistent with both laws of Coulomb friction and

energy conservation.

In this dissertation, we focus on studying rigid-body impact with friction. This

three-dimensional impact problem usually requires numerical simulations. We have

investigated two-dimensional and three-dimensional problems in both fundamental un-

derstanding, relevance to applications and experimental validation.

1. We developed a general analysis for 2D rigid-body impact model. The main

contribution is that we present both analytical and numerical approaches which

includes three different types of coefficient of restitution models. In addition, to

validate these models, we have also conducted a series of experiments, which follow

closely to our simulation results and analytical conclusions.

2. We developed a numerical analysis for three-dimensional impacts. The analysis

is general by assuming the objects in impact are rigid-bodies. The effects of

coefficient parameters and initial dynamic quantities are systematically analyzed

taking advantage of the explicit formulae on their influences.

3. Extending from task two above, we have also constructed an three-dimensional
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impact experiment platform with high standard of accuracy and test-retest relia-

bility. Numerical simulation results are directly compared with these experimental

measurements to reveal good quantitative agreements. Such experiment valida-

tion is previously not available for impulse-momentum manipulation. Similarly,

the results provide predictions in quantitative agreements with experimental data,

and physical insights on sliding/reverse sliding behavior and friction properties.

1.2 Literature Review

The nature of impact in a multibody system is complex as abrupt changes occur in

the system momenta and velocities. This is not solely due to the impulsive forces of

the colliding bodies but also involves the changes in the reaction forces or impulses

associated with the kinematic joints. Impact problems are best studied utilizing a

piecewise or discontinuous analysis approach. In this approach, the integration of the

equations of motion is halted at the time of impact. A momentum balance is then

performed to evaluate the velocity jumps. The integration is resumed with the updated

velocities until the next impact occurs. This piecewise analysis methodology has been

used in previous work by Wittenburg [1], Wehage [2], and Khulief [3]. These studies

are restricted to direct central or frictionless impact. The presence of friction at the

contact points or surfaces makes the problem more complicated as the friction may lead

to different modes of impact such as sticking, sliding, or reverse sliding. The inclusion of

friction in the impact analysis has been addressed by Whittaker [4], Keller [5], Han and

Gilmore [6] and Jean and Moreau [7], but not extended to jointed mechanical systems.

These studies use the coefficient of friction µ and coefficient of restitution en as known

quantities. The corresponding momentum and impulse-balance equations contain the

velocity changes and two impulse components, one in the normal and the other in

the tangential directions of the impacting surfaces. Therefore, to solve the impulse-

momentum equations, two additional conditions are needed. One condition comes from

Coulomb’s law of friction, while the other comes from the definition of the coefficient of

restitution [8, 9].
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Figure 1.1: Impact between two rigid bodies

1.2.1 Basic Impact Theory

Contact is an ambiguous term although it is frequently used interchangeably with im-

pact. In our work, we use the term contact to describe situations where two or more

bodies touch each other at some location as shown in Figure (1.1). Inherently, contact

implies a continuous process which takes place over a finite time.

In general, two different approaches can be distinguished for impact and contact

analysis. The first approach assumes that the interaction between the objects occurs in

a short time and that the configuration of impacting bodies does not change significantly.

The dynamic analysis is divided mainly in two intervals, before and after impact, and

in secondary phases during impact, such as sliding, sticking and reverse sliding. To

model the process of energy transfer and dissipation, various coefficients are employed,

mainly the coefficient of restitution and the impulse ratio [10, 11]. Application of these

methods, referred to as impulse-momentum or discrete methods [12], has been confined

primarily to impact between rigid bodies. The extension to flexible systems as well as

extension to more general cases involving multiple contacts and intermittent contact is

more complicated.

The second approach is based on the fact that the interaction forces act in a con-

tinuous manner during the impact. Thus, the analysis may be performed in the usual
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way, by simply adding the contact forces to the equations of motion during their action

period. This allows for a better description of the real behavior of the system, in par-

ticular, with respect to friction modeling. More importantly, this approach is naturally

suitable for contact modeling and complex contact scenarios involving multiple contacts

and bodies. This approach is referred to as continuous analysis or force-based methods

[12].

In the following section, we present basic concepts and definitions used in impact

theory. This is followed by a general historical overview of the research on impact and

contact dynamics modeling. The overview begins and extends with the initial models

of Newton, Poisson and Stronge through to the modern formulations capable of dealing

with complex contact scenarios. Given the complexity of impact modeling, it is prefer-

able that results obtained from theoretical analysis are confirmed with experimental

measurements. Furthermore, as in any modeling of reality, the quality of the model

depends on the choice and accuracy of model parameters. The last section of the disser-

tation is devoted to experimental model validation and identification of impact/contact

parameters.

It is important to emphasize that the literature on contact/impact analysis is vast

and that it spans many diverse disciplines. Our review focuses on contact (and im-

pact) dynamics, rather than contact mechanics treatments of the subject. The latter

traditionally aims to solve for stress and displacement distributions, as well as the wave

propagation problem. Analytical results are often sought for ‘simple’ geometry and ma-

terial combinations of the contacting bodies, such as two spheres with identical elastic

constants or impact of a mass on an elastic half-space. In addition, contact mechanics

solutions are obtained for a known loading condition, as in the case of the classical

Cattaneo problem [13], where the normal loading is held fixed while the tangential load

is increased monotonically. Jaeger [14] presents an excellent overview of several contact

mechanics analyss. In distinction, contact dynamics models tend to deal with, not sur-

prisingly, dynamic quantities such as forces, impulses and velocities of the contacting

bodies. Being motivated by space robotic applications, our review favors the works

presenting general contact dynamics formulations for multi-body systems.
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1.2.2 Discrete Contact Dynamics Models

The impact between two rigid bodies was analyzed initially by Sir Isaac Newton, and

expanded byWhittaker [4] to account for frictional impulse. In that model the coefficient

of restitution is a kinematic property that defines a relationship between the normal

components of the velocities before and after the impact at the contact point (referred

to as Newton’s model). Routh [15] presented a graphic method based on a kinetic

hypothesis to define the coefficient of restitution (referred to as Poisson’s model). The

coefficient of restitution is defined as a kinetic quantity that relates the normal impulses

that occur during the compression and restitution phases. The two approaches are also

different in the treatment of the motion in the tangential direction during impact. In

Routh’s study, the possibility of changes in slip direction during contact is taken into

account, while in Whittaker’s study it is not. In many simple cases, the two approaches

lead to the same result, as shown by Wang and Mason [16], while in other cases, they

can produce inconsistent results, as shown by Stronge [17]. This is a consequence of

the possible changes in the slip direction. Ignoring these can lead to the overestimation

of the final velocity after the impact, as illustrated with the Newtonian and Poisson’s

approach for a perfectly elastic impact [18].

Brach [19, 11] proposed an algebraic solution scheme, revising Newton’s model and

introducing impulse ratios to describe the behavior in the tangential directions. He

defined the tangential impulse as a constant fraction of the normal impulse––the con-

stant ratio of the two being the impulse ratio. This model is equivalent to the friction

coefficient in many cases. Brach also demonstrated that work-energy and kinematic con-

straints impose an upper bound on the impulse ratio. He also expanded this approach

to include the impulse moments. Alternatively, the motion in the tangential direction

was described by using the tangential coefficient of restitution. Smith [20] proposed an-

other purely algebraic approach to the problem using the Newtonian definition for the

coefficient of restitution. Impulse ratio is determined using an average value of different

slipping velocities. Keller [5] developed an approach which involves the integration of
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the contact impulse variables. Thus, the system is treated as an evolving process pa-

rameterized by a cumulative normal impulse. Also, by using a revised Poisson’s model,

Keller concluded that no increase in energy is possible during impact. Using Routh’s

graphical method to analyze the contact models, Wang and Mason [16] identified the

impact conditions under which Newton’s and Poisson’s models give the same solution.

Stronge [18] demonstrated the energy inconsistencies in some solutions obtained with

Poisson’s model when the coefficient of restitution is assumed to be independent of the

coefficient of friction. In that case, Poisson’s model does not lead to vanishing dissipa-

tion for a perfectly elastic impact. As a result, Stronge proposed to define the coefficient

of restitution as the square root of the ratio of the elastic strain energy released dur-

ing restitution to the energy absorbed by deformation during compression. With this

definition, no energetic inconsistencies are present [14].

General Formulation

The discrete formulation [16] is based on the assumptions that the impact process

is instantaneous and impact forces are impulsive, kinetic variables have discontinuous

changes while no displacements occur during the impact, and that other finite forces

are negligible. This model is used mainly if the impact involves rigid or very hard

and compact bodies, while the effects of deformation at the contact point are taken

into account through coefficients. The impact problem is solved by using the linear

impulse-momentum principle, the angular impulse-momentum principle, and the kine-

matic relations between the variables before and after impact [10, 11]. As shown in

Figure (1.2), if m is the mass, −→v velocity of the center of mass ,
−→
P the linear impulse

due to impact,
−→
H the angular momentum about the center of mass,

−→
R the vector from

the center of mass to the point of impact and
−→
M the angular impulse due to impact,

the impact dynamics equations are

mA( ~v′A − ~vA) = ~P (1.1)
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Figure 1.2: Impact model for two rigid bodies

mB( ~v′B − ~vB) = −~P (1.2)

~H ′A − ~HA = ~RA × ~P + ~M (1.3)

~H ′B − ~HB = ~RB × ~P − ~M (1.4)

In the above equations, indexes A and B specify the body, while subscript ()′ de-

notes the post-impact conditions. The unknowns are the linear and angular velocities

of the two bodies and the impulses P and M . The angular impulse M is neglected in

the majority of formulations since, consequently to the basic assumptions, the contact

region must be small. Additional relations are required to solve for the unknown impact

variables. For the normal direction, one relation is provided by the coefficient of resti-

tution. In the tangential direction, the relational laws may have to be replaced with

kinematic constraints (for instance, during sticking, zero tangential velocity is imposed).
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Govening Equations A-Algebraic Equations

Using Newton’s or Poisson’s models to define the coefficients of restitution in any di-

rection (or about any axes), purely algebraic equations are obtained. Together with the

impulse ratios, these equations can be written in the form

e = e(P,M, v), µ = µ(P,M) (1.5)

Examples of analytical solutions of Eqns. (1.5) can be found in Brach [19, 11],

and Smith [20]. Lagrange’s equations describing impact between two rigid bodies are

presented in [21]. These formulations solve for generalized coordinates, the Lagrange

multipliers associated with impact forces (or normal impulses) and the friction forces

due to stiction. This approach has also been applied by some authors to flexible-body

systems (see, for example, Kulief and Shabana [22], Yigit et al. [23]). In this case, the

coefficient of restitution value for relatively compact bodies must be used with care as

it may be affected by the flexibility.

Govening Equations B-Integral–Differential Equations

Another approach to solving the impact problem is to think of the impact as an evolving

process parameterized by cumulative normal impulse [5, 24]. An application of this

approach is reported by Keller [5], where Poisson’s model of restitution is used. Stronge

[18] employs a similar analytical method to investigate changes in relative velocity, but

with the use of the energy aspect of coefficient of restitution. The linear impulse
−→
P is

divided into two components shown in Figure (1.3), normal and tangential, given by:
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Pn(t) =

ˆ t

0

−→
FC(s) · −→n ds =

ˆ t

0

−→
Fnds (1.6)

Pt = −
ˆ tf

0
µ
−→
Fntdt = −

ˆ Pf

0
µ
−→
t dPn = −

ˆ (1+e)Pm

0
µ
−→
t dPn (1.7)

−→
FC is the force at contact point. The normal component Pn is used as an independent

variable. The solution of the impact problem is reduced to determining Pt, as well as the

variation in the slip direction specified by the tangential unit vector −→t . The differential

equation for the tangential component can be integrated to solve for the tangential

impulse defined in Eqs. (1.6)-(1.7).

Summary of Discrete Model

As implied by the discussion above, the definition of restitution is a key aspect of

the discrete formulation of impact dynamics. Three theories of restitution have been

proposed to date and it is appropriate to discuss how they compare against each other.

In particular, energy dissipation analysis of a planar impact of two bodies [16] leads to

the following conclusions:

1. The three restitution models are equivalent if there is no friction, or there is

friction but the motion along the tangential direction does not stop (i.e., there is no

reverse sliding).

2. If friction is present and the impact is eccentric, the normal velocity during and

at the end of impact depends on the direction of slip. Since Newton’s model does

not differentiate between the possible contact modes, it neglects the change in the slip

direction.

3. Poisson’s and Stronge’s models dissipate more energy than Newton’s model, and

this energy is always positive. However, it is different for the two when sticking or

reverse motion is present.

4. Newton’s and Poisson’s models are inconsistent when en = 1 since, for this case,

they can produce non-zero energy dissipation in the normal direction.

It has been suggested that a way to resolve some of the problems with the existing
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restitution models is to allow an interdependency between the coefficients of restitution

and friction [11]. Nevertheless, at this time, it appears that Stronge’s hypothesis of

restitution is the most accurate of the three theories.

Another important aspect of discrete models is the use of Coulomb’s law to model

friction during impact. Several authors have noted the inconsistencies that arise when

rigid body models are used with Coulomb’s empirical law of friction. Examples are de-

scribed by Wang and Kumar [25] where the aforementioned inconsistencies are demon-

strated by either no feasible solution or by multiple solutions for particular initial con-

ditions. This has been attributed to the approximate nature of Coulomb’s model and

to the inadequacy of the rigid body model, but no clear explanation has been found.

Finally, we observe once again that the discrete models are based on the assumption

that impact time is small and the bodies involved in the impact are mainly rigid. The use

of these models with flexible bodies is not straightforward because of the "rigid body"

concept of the coefficient of restitution [23]. However, the results presented in [26] for

transverse impact of a rotating flexible beam demonstrate relatively little sensitivity to

the coefficient of restitution. The application of discrete modeling to contact scenarios

such as robotic insertion tasks envisioned for the space station is not straightforward. In

these cases, the approach velocities are small and there is time-varying contact between

the fixture and the mating object at many points. To deal with the multiplicity of

contact points would require additional assumptions regarding the order of impulses

[18, 27, 10].

1.2.3 Continuous Contact Dynamics Model

Application of impulse–momentum methods to model the impact dynamics of rigid

bodies leads to several problems. First, in the presence of Coulomb friction, cases

arise in which no solution or multiple solutions exist. Examples and analysis of these

inconsistencies can be found in Wang and Kumar [25] and Mason and Wang [16]. The

second problem is that energy conservation principles may be violated during frictional

impacts, as shown by Stronge [18], as a consequence of the definition of the coefficient of

restitution. Finally, the discrete approach is not easily extendable to generic multi-body
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systems. The use of compliance or continuous contact models where the impact force is

a function of local indentation can overcome the problems encountered in the discrete

formulation [25, 28].

Different models have been postulated to represent the interaction force at the sur-

faces of two contacting bodies [10]. The first model was developed by Hertz [29], in

which an elastostatic theory was used to calculate local indentation without the use of

damping. The corresponding relationship between the impact force and the indentation

is allowed to be non-linear. In the first and simplest model of damping, referred to as

spring-dashpot model [30], the contact force is related to a linear spring-damper element.

Hunt and Crossley [8] showed that a linear damping model does not truthfully represent

the physical nature of the energy transfer process. Thus, they proposed a model based

on Hertz’s theory of contact with a non-linear damping force defined in terms of local

penetration and the corresponding rate. Lee and Wang [31] proposed a similar model,

but with a different function specifying the non-linear damping term. Other damping

models have been proposed to describe totally or partially plastic impacts [19, 11, 10, 18].

Contact stiffness and damping forces are dependent, at the minimum, on two pa-

rameters––the coefficient of stiffness and the coefficient of damping. For simple contact

between two bodies, the coefficient of stiffness is determined by the geometry and the

material of the contacting objects, while the coefficient of damping can be related to the

coefficient of restitution [32]. An important advantage of continuous contact dynamics

analysis is the possibility of using one of many friction models available in the litera-

ture. Different models have been developed to permit a smooth transition from sticking

to sliding friction [28, 33]. Non-linear models, as well as non-local models, have been

used to represent the behavior of the surface irregularities that cause the friction. The

use of continuous model for contact forces allows one to generalize the contact dynamics

methodology to multi-body/multi-contact scenarios, as well as contact involving flexible

bodies [34, 12, 33].

The continuous model, also referred to as compliant contact model, overcomes the

problems associated with the discrete models. The basis of the continuous formulation

for contact dynamics is to explicitly account for the deformation of the bodies during
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impact or contact. In a large class of continuous models, referred here as explicit modes,

this is done by defining the normal contact force Fn as an explicit function of local

indentation δ and its rate, i.e., [19]:

Fn = Fn(δ̇, δ) = Fδ̇(δ̇) + Fδ(δ) (1.8)

In the following, we summarize three existing contact force models, including the

initial model of Hertz [29] and the non-linear damping model of Hunt and Crossley [8].

Spring-Dashpot Model

The impact is schematically represented with a linear damper (dashpot) for the dissipa-

tion of energy in parallel with a linear spring for the elastic behavior [35]. The contact

force is defined as [19, 11] and is represented schematically in Figure (1.4).

Fn = bδ̇ + kδ (1.9)

This model has three shortcomings [36]:

1. The contact force at the beginning of impact (point A) is discontinuous, because

of the damping term. In a more realistic model, both elastic and damping forces should

be initially at zero and increase over time.
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2. As the impacting objects are separating (point B), i.e., the indentation tends to

zero, their relative velocity tends to be negative. As a result, a negative force holding

the objects together is present.

3. The equivalent coefficient of restitution defined for this model does not depend

on impact velocity. As we discuss in Section 4, velocity dependence of e has been

demonstrated experimentally [35].

Although the spring-dashpot model is not physically realistic, its simplicity has made

it a popular choice [37, 38, 28]. This model provides a reasonable method for capturing

the energy dissipation associated with the normal forces without explicitly considering

plastic deformation issues.

Hertz’s Model

The Hertz’s model is a non-linear model, however it is limited to impacts with elastic

deformation and it does not include damping in its original form. With this model,

the contact process can be pictured as two rigid bodies interacting via a non-linear

elastic spring along the line of impact. The hypotheses states that the deformation is

concentrated in the vicinity of the contact area, elastic wave motion is neglected, and

the total mass of each body moves with the velocity of its mass center. The impact

force is defined as [35, 39]

Fn = kδn (1.10)

where k and n are constants, depending on material and geometric properties and

computed by using elastostatic theory. For instance, in the case of two spheres in

central impact, n = 3
2 and k is defined in terms of Poisson’s ratios, Young’s moduli and

the radii of the two spheres [32]. Since the Hertzian model does not account for energy

dissipation, its equivalent coefficient of restitution is one. Therefore, this model can be

used only for low impact speeds and infinitesimal (local) deformation.

The elastic contact law of Hertz can be augmented to account for plastic deformation

by introducing hysteresis in the contact force law. This can be accomplished by using
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a different force indentation relationship for the unloading phase of the contact which

generally takes the following form [40]:

Fn = Fn,max

(
δ − δp

δmax − δp

)n
(1.11)

In Eqn. (1.11), Fn,max and δmax are the maximum normal force and indentation

reached during the loading phase and δp is the permanent indentation. Note that in

the context of contact dynamics simulation, the maximum quantities in Eqn. (1.11)

can be calculated at every instant of the numerical integration. By contrast, the value

of δp must be specified as an additional parameter in this contact force model. The

hysteretic force law of Eqn. (1.11) has not been previously applied to solve multi-body

contact scenarios, partly because it is somewhat cumbersome to implement and the

plastic deformation per se is unimportant in the majority of applications.

Non-linear Damping

To overcome the problems of the spring-dashpot model and to retain the advantages of

the Hertz’s model, an alternative model for energy dissipation was introduced by Hunt

and Crossley [8]. It includes a non-linear damping term and hence the impact/contact

force is modeled as

Fn = −(λxn)ẋ− kxn (1.12)

where x is penetration, ẋ is penetration velocity, k is the spring constant and λ is the

damping constant and power n is often close to one and depends on the surface geometry

of the contact. As with the spring-dashpot model, the damping constant λ can be related

to the coefficient of restitution e, since both are related to the energy dissipated by the

impact process. For the central impact of two bodies Hunt and Crossley [8], Lankarani

and Nikravesh [32], and Marhefka and Orin [36] established the relations

e = 1− αδ̇0, α =
2λ

3k
(1.13)
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An important aspect of this model is that damping depends on the indentation.

This is physically sound since the contact area increases with deformation and a plastic

region is more likely to develop for larger indentations. Another advantage is that the

contact force has no discontinuities at initial contact and separation, but it begins and

finishes with the correct value of zero. This model has been studied and used by several

authors [23, 1, 41, 42, 38, 43, 44].

1.2.4 Review of Contact Dynamics Models

In a recent review of contact mechanics with an emphasis on the development of energy

absorbing material [45], various constitutive relations related to impact mechanics were

examined. Analytical models for impact mechanics were classified into four categories:

1. Models based on rigid-body dynamics,

2. Models for propagation of stress waves in perfectly elastic materials,

3. Models for propagation of stress waves through solids that are not perfectly elastic,

such as shock and plastic waves,

4. Non-local or non-classical models that describe spallation and fragmentation upon

impact.

In general, multibody mechanical systems represent mechanisms, machines, and articu-

lated structures, which may experience collisions/impacts during their functional usage

without subjecting components to deformations in the plastic range. Accordingly, most

researchers in the area of multibody mechanical systems have tackled the problem of

modeling impact with two primary contact configurations: (a) rigid-body contact, and

(b) elastic-body contact. In rigid-body contact, one assumes that when the impact force

is applied to a point in a body, all of the points in that body are instantaneously set in

motion and the relative distances between any two material points never change. This

rigid-body dynamics model is based on the impulse-momentum law for rigid bodies,

attuned with the conditions of elastic and inelastic restitution [30]. In contrast, the

actual impact generates stress waves that propagate strain energy away from the region
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of impact. If the energy transformed into elastic vibrations accounts for an appreciable

amount of the total energy, the rigid-body dynamics model is no longer applicable and

the approach based on elastic body contact is more suitable. In general, the multidimen-

sional aspect of wave propagation and the description of stress distribution at the zone

of contact are not considered in impact formulations using macroscopic laws commonly

adopted in multibody formulations. In the next section, the key studies for modeling

impact in multidimensional systems will be reviewed.

1.2.5 Different Stages During Impact

The classical theory of rigid-body impact is primarily based on impulse-momentum bal-

ance relations and does not involve mathematical difficulties. However, it is inadequate

for describing the resulting deformations and the associated transient stress wave propa-

gation [27]. The classical theory further assumes that a negligible amount of the system’s

kinetic energy is transformed into vibrations of the colliding bodies. This hypothesis

has been found by Stronge [40] to be reasonably valid for the collision of bulky objects,

e.g., the collision of two spheres or a sphere against a large rigid mass. However, it is

inadequate for collisions involving elastic beams and thin plates. It is important to note

that the classical theory of rigid-body impact does not take the shape of the contacting

surfaces into consideration.

For the perfectly elastic two-body collision between smooth surfaces, the impulse-

momentum and conservation of mechanical energy laws are sufficient to determine the

post-impact velocities. However, when impacts produce some indentation or permanent

deformation, the law of conservation of energy is replaced by the restitution relationship.

The coefficient of restitution is introduced to account for energy dissipation during the

impact process.

The dynamics of impact is a complex event, depending on many properties of con-

tacting bodies such as material, geometry and velocity. In general, two stages can be

identified during impact: compression and restitution [18], as shown in Figure (1.5).

The first stage begins when the two bodies come in contact at the instant t0 (point O),

and ends when the maximum deformation is reached at the instant tm (point A), at
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Figure 1.5: Different stages during impact

which point the relative normal velocity at the contact point is zero. The second phase

begins at tm and ends when the two bodies separate, i.e., instant tf (points B, C or D).

For impacts with sufficiently high velocities, not all of the deformation is recoverable

because of the permanent (plastic) deformation and the resulting energy loss. With

respect to the latter, impact can also be classified into: (a) perfectly elastic, curve

O˘A˘B, where no energy is lost; (b) perfectly plastic, curve O˘A, where all energy is lost

and the deformation is permanent; (c) partially elastic, curve O˘A˘D, with energy loss

but no permanent deformation; (d) partially plastic, described by O˘A˘C, with energy

loss and permanent deformation. The objective of impact modeling is to determine

the after-impact conditions of the system, given its initial (pre-impact) configuration.

Because of the complex dependencies on many parameters, one possible solution is to

use experimentally measured coefficients. Coefficient of restitution, defined along the

normal direction, and friction coefficients defined along the tangential directions are the

most important [9].
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1.2.6 Coefficient of Restitution (COR)

In multibody dynamics modeling and analysis, researchers back to 1800s [46] have leaned

towards treating impact via macroscopic laws. Accordingly, they treated the impact be-

tween two mechanical components using some macroscopic laws that relate motion pa-

rameters before and after impact, without explicit modeling of the mechanics of contact

for the case of compliant bodies. In this subsection, some basic laws, such as Newton’s

or Poisson’s restitution, are extended to include situations when there is friction and

slip during impact.

The coefficient of restitution is a non-dimensional parameter. This coefficient can

take on values in the range 0 ≤ en ≤ 1, where en = 1 denotes a completely elastic impact

and en = 0 denotes a completely plastic impact. A coefficient of restitution greater than

one is theoretically possible, representing a collision that generates kinetic energy, such

as land mines being thrown together and exploding. A coefficient of restitution less than

zero would represent a collision in which the separation velocity of the objects has the

same direction (sgn) as the closing velocity, implying the objects passed through one

another without fully engaging. This may also be thought of as an incomplete transfer

of momentum.

Newton’s Model

In Newton’s model [4], the coefficient of restitution is defined as

en = −
vf · n
v0 · n

(1.14)

This model is based on a kinematic point of view. The coefficient of restitution en

is the negative ratio of initial and final values of normal velocity at the contact point C.

Poisson’s Model

In Poisson’s model [15], the total normal impulsive force P f is divided in two parts,

P c and P r corresponding to compression and restitution phases, respectively. The

coefficient of restitution is defined as [16]
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en =
P r

P c
(1.15)

where

P f = P c + P r (1.16)

The condition for the end of the compression phase is zero relative velocity along

the normal direction. That is,
−→
V ·n = 0. The parameter Pn is the impulsive force along

the normal direction and Pt is the impulsive force along tangential direction.

Using this definition, and Eqns. (1.1,1.2,1.3,1.4) and (1.15,1.16), it is possible to

define the line of termination as:

v0 +
v1

1 + e
Pn + v2Pt = 0 (1.17)

where v0 is the approach velocity, v1 and v2 are parameters depending on initial condi-

tions, geometry and inertia [16].

Stronge’s Model

To obtain non-fricitonal energy dissipation for elastic collisions, Stronge[17, 47] proposes

a different relation between impulses for the restitution and compression phases of the

collision. The coefficient of restitution is defined as the square root of the ratio of

energy released during restitution, Wr, to the energy absorbed during compression, Wc.

This definition explicitly relates the coefficient of restitution e to the dissipation by

irreversible deformation processes. With this definition, e is independent of the friction

coefficient. In terms of the work done by the normal force during the two phases, the

coefficient of restitution can be calculated from:

e2n =
Wr

−Wc
(1.18)

It can be shown that the energy hypothesis leads to the only model which ensures

that the energy loss from sources other than friction is non-negative, and is zero when
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en = 1 among these models. In [17], Stronge applies the above definition to derive a

theoretical expression for en in terms of Wc and the work required to initiate yield. In

[40], Stronge considers the problem of oblique impact of a rigid cylinder on a deformable

half-space. It is noted that in this and similar cases of collisions between objects of

very different sizes, the energy loss caused by material damping to stress waves Ww is

substantial and can be accounted for with the following definition of the coefficient of

restitution:

e2n =
Wr −Ww

−Wc
(1.19)

where

Ww =

∞̂

−∞

2aP (t)
dū

dt
dt (1.20)

and ū is the mean normal displacement of the free surface of a semi-infinite body sub-

jected to an oscillating surface pressure Peiωt that acts on a strip of width 2a.

1.2.7 Review of Experimental Verification

The complexity of impact dynamics requires verification through experiments. Experi-

mental validation can be applied to two aspects: the first being a validation of the basic

theories of coefficients or contact force models, while the second is a validation of the

overall contact dynamics simulation. Also, parameters characterizing the impact are re-

quired to be determined by experimental measurements or by other means. For discrete

models, this involves determination of the coefficient of restitution, while for continuous

models, contact stiffness and damping are needed. Both modelling approaches also use

one or several parameters to define the coefficient of friction µ.

Much of the experimental work related to impact/contact dynamics has focused on

measuring model parameters and verifying the contact force models. The main results

are summarized in the following subsections.
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Coefficient of Restitution

The principal and most general study of the coefficient of restitution is due to Goldsmith

[30], who measured the displacements of the impacting bodies, the duration of impact,

the geometry of the crater and the stress waves generated by the impact. Using the

initial impact velocity and the measured displacements, the final (post-impact) velocity

was calculated and used to compute the coefficient of restitution and impact velocity

for a direct central impact of two spheres. The experimental data was used to find

the dependencies between different quantities such as coefficient of restitution and the

initial impact velocity, as well as to check the limits of the known impact theories.

Results obtained for the coefficient of restitution clearly demonstrated the dependence

of this parameter on the geometry and material of the impacting bodies, as well as on

the initial impact geometry and velocity. More specifically, the coefficient of restitution

decreases with the increase of the initial impact velocity, and for most materials, it

is significantly smaller than unity, even at very low impact speeds. This implies that

Hertz’s theory [29] of perfectly elastic impact is not valid in most impact situations and

that some plastic deformation always takes place. As a conclusion, Goldsmith [30] states

that Hertz’s theory provides a good description for impact of two spheres or a sphere

and a plate, if the materials are hard and the initial speed is low. Under more general

conditions, plastic deformation and/or energy loss associated with wave propagation

should be taken into account.

Based on the studies reported by Goldsmith, it is possible to establish the following

relationship:

e = 1− αδ̇m0 (1.21)

where the parameter α and the exponent m are dependent on the material properties

and geometry of the impact of bodies. Other researchers have measured e for specific

contact situations, such as measurement for glass particles with two different diameters

at different relative velocities and liquid layer thicknesses [48]. Another example is Wang

[49], who studied particles of maize, including wedged particles, quadrate particles and
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round particles impacting on the oblique wall. All experiments demonstrate that the

coefficient of restitution depends on many properties and impact characteristics, in

addition to the material properties of impacting bodies. It is therefore difficult to use

this parameter to model complex impact scenarios with multiple-point contacts.

Contact Stiffness and Damping

Contact stiffness and damping, also known as contact parameters, are used to define

the contact force law in the explicit continuous formulation of impact dynamics. Al-

though this model is conceptually simple, the physical meaning of contact parameters

is not obvious, and thus it is not straightforward to define their values for complex

contact scenarios. This is particularly true for robotic insertions where the contacting

bodies––parts to be mated––are subcomponents of a multi-body chain, which itself may

comprise many compliant and dissipative elements. In such situations, the character-

istics of impact are very much determined by the relative compliance and damping of

local (contact) regions, the structural flexibility and damping of the contacting bodies

and/or other constituents of the system. Nevertheless, for simple impact geometries,

one can use an analytical approach to estimate the contact parameters. For example,

one can calculate the contact stiffness by applying Hertz’ theory of contact [39]. For

contact damping, one can use the energy-balance to find a relationship between contact

damping and the coefficient of restitution [36], although, inevitably, such a result is

limited by the accuracy of the coefficient of restitution.

An alternative estimation of contact stiffness was used in Van Vliet et al. [50] for

a relatively complex case of a peg contacting a wall. There, the contact stiffness was

calculated by using the stiffness of the most compliant element of the wall––the load cells

between the hole sides and the fixed support. Possibly the most practical approach is to

determine the contact parameters by direct experimental measurements. Some research

in this area has been carried out in the robotics community where several identification

algorithms have been developed to estimate the stiffness of the robot environment [51].

As done by [48, 49], one can always tune the parameter values used in the numerical

simulation to achieve agreement with the experimental results.
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Tangential Coefficients

Extension of experiments to oblique impacts allows a verification of tangential models,

in particular, Coulomb’s model of friction as well as tangential compliance [43, 37,

44]. The former is effectively done by measuring the coefficient of friction for different

impact geometries and demonstrating that it is approximately constant [52, 53]. Results

indicate the presence of two main zones. In the first zone, the initial tangential velocity

is low (i.e., the angle of incidence is high) and the impulse ratio increases rapidly. In this

zone, both slipping and sticking is possible. In the second zone, the tangential velocity

is high (i.e., the angle of incidence is low). For any tangential velocity in this zone,

only slipping is present until the termination of impact. In this zone, the coefficient of

friction decreases slowly with increase in tangential velocity.

Validation of Contact Force Models

It is difficult to make general statements on the validity of discrete impact dynamics

models. It is commonly said that they depend on the applicability of the rigid-body

hypothesis, more specifically, whether it is reasonable to neglect deformations at the

contact point. Discrete models have been used, however, to predict the impact dynam-

ics of flexible bodies, such as flexible beams [49,50,52,53]. The strong dependency of

the energy lost transferred to vibrations of the contacting bodies has been confirmed.

Although the discrete formulation is capable of capturing the energy loss––through the

coefficient of restitution––this parameter depends on many factors and it is difficult

to use for general impact scenarios. If the rigid body hypothesis is not applicable, a

continuous contact model can be used. The non-linear contact force model has been

validated experimentally by using flexible beams, as in [43,56,64]. It was shown that the

dynamic behavior of the system is not sensitive to the value of the damping coefficient

over a wide range. Comparison of simulated and measured velocities of the contact

point shows good agreement, especially for low speed impact.
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1.2.8 Summary

This chapter reviewed the state of the art on the subject of impact and contact dynamics

modeling. Models were classified in two categories: impulse–momentum (or discrete)

and continuous. In the former, the impact analysis is divided into discrete events and

energy dissipation is accounted for via coefficient of restitution and the impulse ratio. In

the continuous approach, a dynamics analysis is conducted continuously, by admitting

(explicitly or implicitly) a relationship between contact force and deformation.

The discrete formulation has been applied mainly to rigid-body collisions since its

main premise is the rigid-body hypothesis which imposes a limit on the energy loss.

Definition of the coefficient of restitution is a key aspect of the discrete approach and

three such definitions exist in the literature. Closed-form solutions for simple impact

geometries demonstrate that, under general impact conditions, the three models of resti-

tution do not produce the same results. Moreover, Newton’s and Poisson’s models may

produce solutions which are energetically inconsistent. Naturally, predictions of the dis-

crete impact analysis depend on the accuracy of the coefficient of restitution. However,

experiments have proven that this parameter depends on many impact characteristics,

which makes accurate estimation very difficult. The use of the coefficient of restitution

for impacts involving flexible bodies is precarious. Various solution methods to solve the

discrete impact dynamics equations have been presented, as well as the generalization

of the methodology to multi-body systems subjected to multiple contacts. It was noted

that the discrete formulation is not easily extendible to handle general impact scenarios,

more specifically those where impacts occur at many points in the system. Finally, the

necessary use of Coulomb’s law with the discrete approach may lead to inconsistencies

or multiple solutions.

The continuous approach has several advantages over the discrete formulation. More

importantly, it does not require one to differentiate between impact and contact situ-

ations, and it permits the use of solution methods employed for non-impact dynamics

problems. The approach extends quite naturally to contact scenarios with multiple



26

bodies and/or multiple points of contact. The added complexity of the minimum dis-

tance/interference determination problem seems minimal when compared to making ad

hoc assumptions on the impulse histories at different contact locations. Different models

for contact force have been presented and, as noted by several researchers and verified

experimentally, the model with a non-linear damping term represents quite well the real

behavior of the system during impact. Unlike the discrete formulation, the continuous

approach allows for use of any friction model. Two principal solution methods were

identified by Gilardi [54] in the context of continuous formulation; explicit and implicit.

The latter is typically used in conjunction with a finite-element discretization of the

contacting bodies.
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Chapter 2

Planar Rigid Body Impact Mechanics

In impact study, we often begin the analysis with the rigid body model of impact. The

rigid body assumption is primarily made to obtain a simple model. However, its utility

should not be underestimated. In this chapter, we show that a great deal of useful

information can be found from this model. The simplicity comes from lumping all of

the pertinent impact parameters into a few coefficients. The main concern is whether

single-valued coefficients can be used for a range of initial conditions. In the literature,

numerous experiments have been devised to study the applicability of the model and

they will be discussed later in this chapter. As the name suggests, we are assuming

that the impacting bodies do not deform during impact and that the impact itself is

instantaneous. Although it becomes impossible to determine the motion of the bodies

during impact and our solutions consist of post impact velocities and angular velocities,

we can still apply rigid-body impact theory to a lot of useful problems.

2.1 Description of Planar Rigid Body Impact Model

In this subsection we discuss developing the tools to analyze planar rigid body impact.

We take into account that frictional effects can no longer be neglected. A good ex-

ample to such impact is in almost every sport that utilizes a ball. The planar impact

assumption restricts the initial angular velocity to only have a component about an axis

perpendicular to the plane defined by the components of the initial velocity referred to

here as the x − y plane. We begin the analysis by introducing an arbitrary body in a

Cartesian coordinate system oriented such that the horizontal or x-axis is tangent to

the surface at the point of impact C.

Consider a rigid body of mass m and centroidal moment of inertia IG making impact
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with a surface. The orientation is shown in Figure (2.1), where C is the impact point.

Since the impact is two-dimensional, there will be only two forces between the object

and the impacting surface, the vertical impact force as well as the horizontal friction

force acting at the contact point C. We assume that the gravitational force is negligible

during impact since it is non-impulsive and in most cases its magnitude is miniscule

compared to the large impact force. Therefore, we do not consider the gravitational

force in the linear impulse-momentum equation. Also, the direction of the tangential

force indicates that the object is traveling in the positive x direction, since friction

always opposes motion. The position vector of the contact point with respect to the

center of mass is defined by an angle γ from the positive y-axis. This angle will be taken

positive clockwise. We express this position vector as

~R = Rx~i+Ry~j Rx = −R sin(γ) Ry = R cos(γ) (2.1)

The velocity of the center of mass and angular velocity immediately before impact

are

~v = vx~i+ vy~j ω = ωz~k (2.2)

The contact point velocity ~vC at the beginning of impact is

~vC = ~v + ~ω × ~R = (vx − ωzRx)~i+ (vy + ωzRy)~j (2.3)

The post-impact or final velocity of the center of mass, angular velocity and contact

point velocity will be denoted by a prime in the superscript. The coefficient of friction

between the object and impact surface is denoted by µ. During impact an impulsive

normal force F̂ y acts in the vertical direction (upwards) and impulsive friction force F̂x

acts in the horizontal direction. Assuming that the impact takes place in a very short

period of time, the linear and angular impulse-momentum relationships can be written
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as

mvx + F̂x = mv′x (2.4)

mvy + F̂y = mv′y (2.5)

IGω + F̂xRy + F̂yRx = IGω
′ (2.6)

where IG = amR2 is the moment of inertia about the center of mass, G, and the

coefficient a depends on the geometry of the impacting body.

2.2 Dimensionless Governing Equations

One can improve the understanding and parametrization of the governing equations

of rigid body impact by nondimensionalizing. We will nondimensionalize all velocity

quantities with respect to the vertical component of the initial velocity. This allows the

use of these equations for vertical impacts, even when the horizontal component of the

initial velocity vanishes. We define the following dimensionless pre-impact quantities:

px =
vx
vy

py =
vy
vy

= 1 λz =
ωzR

vy
(2.7)

Similarly, we nondimensionalize the post-impact quantities and denote them with

same notation as before, with a prime.

v′x =
v′x
vy

v′y =
v′y
vy

ω′ =
ω′zR

vy
(2.8)

The dimensionless representations of the impact impulses and the moment of inertia

are



31

F̂ ′x =
F̂x
mvy

F̂ ′y =
F̂y
mvy

a =
IG
mR2

(2.9)

Dividing the linear momentum equations by mvy and the angular momentum Equa-

tion by mR2, we obtain the dimensionless representations as

p+ F̂ ′x = v′x (2.10)

1 + F̂ ′y = v′y (2.11)

aλz − F̂ ′x cos(γ) + F̂ ′y sin(γ) = aω′ (2.12)

So far, we have obtained the governing equations for rigid body impact. The three

Eqns. (2.10,2.11,2.12) do not form a closed system because there are five unknowns:

three post-impact velocities v′x, v′y, ω′ and two impulsive forces F̂ ′x, F̂ ′y. We need two

more equations which will be derived in the following subsections.

2.3 Coefficient of Restitution (COR)

One of the hardest feats to accomplish in any impact analysis is to accurately represent

the impact force. The simplest way is to model the gross effects of the impact force

rather than try to obtain its transient representation. This is where we introduce the

coefficient of restitution based on different models such as Newton’s, Poisson’s and

Stronge’s hypotheses. In each model, the equation defining the COR is known as the

“Impact Law”.

These common models for the Coefficient of Restitution are stated in the subsections

that follow,
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2.3.1 The Kinematic Model: Newton’s model

The definition can be attributed to Newton and stated mathematically as

en = −
~V
′
C ·~j
~VC ·~j

(2.13)

where en is the coefficient of restitution, and the subscript ( )n denotes the direction

normal to the impact surface. In this case, the direction of the unit normal vector is

~j . The negative sign in Eqn. (2.13) guarantees a positive value for the coefficient of

restitution in the case when velocity reversal or energy absorption occurs. Putting Eqn.

(2.13) in dimensionless form gives

en = −
v′y + ω′zRx

1 + λzRx
(2.14)

2.3.2 The Impulsive Model: Poisson’s model

The definition can be attributed to Poission and stated mathematically as

en =
P r

P c
(2.15)

where P r and P c are the normal impulses during the compression and the restitution

stages, respectively. Putting Eqn. (2.15)in dimensionless form gives

en =
F̂ ry

F̂ cy
(2.16)

where F̂ ry and F̂ cy are the normal impulsive force during the restitution and compression

stages, respectively.

2.3.3 The Energetic Model: Stronge’s model

This definition is attributed to Stronge [17] and stated mathematically as

e2n =
W r

−W c
(2.17)
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where

W c =

δcˆ

0

F cy (δ) · dδ =

tcˆ

0

F cy ·
1

2
(vcy − vccy)dt (2.18)

W r =

δrˆ

0

F ry (δ) · dδ =

trˆ

tc

F ry ·
1

2
(vccy − vrcy)dt (2.19)

and tc and tr are the ending time of the compression and restitution stages. δc and δr

are the relative maximum deflections of the contact surface at the end of compression

and restitution, respectively. vcy , vccy and vrcy are the contact point velocities at the

beginning of impact, end of compression and end of restitution, respectively. W c and

W r are the work done by the normal contact force during the compression and the

restitution stages, respectively. If we assume the normal force changes linearly, we can

substitute Eqn. (2.5) into Eqn. (2.18) and Eqn. (2.19) to get

W c =
1

2
(vcy − vccy)F̂ cy =

ˆ(F cy)
2

2m
(2.20)

W r =
1

2
(vccy − vrcy)F̂ ry =

ˆ(F ry)
2

2m
(2.21)

Finally, we can get the COR based on Stronge’s model as below:

e2n =
(vccy − vrcy)F̂ ry
(vcy − vccy)F̂ cy

=
ˆ(F cy)

2

ˆ(F ry)
2

(2.22)

Note that, for a object that is a spherical shell, such as a ball, velocity vcy at contact

point C can be replaced by velocity vy at gravitational center G since the impulsive

normal force acts along the line C −G.

2.4 Tribology of Impact

Friction is an important part of rigid body impact. It governs the transfer of linear

momentum to angular momentum and hence all post-impact quantities. According to
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the Coulomb Law of Friction [9], the coefficient of friction µ can be defined as the ab-

solute value of the ratio of horizontal to vertical impulse components. This relationship

is depicted below as

µ =

∣∣∣∣∣ F̂ xF̂ y
∣∣∣∣∣ (2.23)

where µ is called the coefficient of friction. The above expression governs the relationship

between the impulses if sliding occurs. It will also be shown to be the condition required

for sliding to initiate. We can nondimensionalize the right side of Eqn. (2.23) with

respect to mvy which leads to

µ =

∣∣∣∣∣ F̂ ′xF̂ ′y

∣∣∣∣∣ (2.24)

The coefficient of friction is a function of the mechanical properties of both contacting

surfaces. It has also been shown that for some objects it can depend on the sliding

velocity [55, 56], which is the relative speed between the contact point and the impact

surface. Furthermore, the friction force can even reverse its direction during impact

[10, 6, 1]. But, as was stated previously in the section on rigid body analysis of impact,

we are only concerned with the gross effects of friction.

This dissertation considers the three extremes of frictional effects during impact. One

possibility will be that the impacting body pivots during impact, referred to as sticking,

which is the case when the impulse ratio is less than the critical value governed by Eqn.

(2.24) and hence the object does not slide. Also, we assume that R, the distance between

the contact point to the center of mass, remains constant throughout the impact. In

the case when no sliding occurs, the remaining mathematical condition will come from

the equations for sticking [17], namely

~V ′C ·~i = 0 (2.25)

This means that the horizontal component of the contact point velocity equals to

zero if sticking occurs during impact. Substituting Eqn. (2.3) into Eqn. (2.25) and
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using dimensionless form gives

v′x − ω′zRy = 0 (2.26)

The second and third possibilities occur when the magnitude of the frictional force

cannot prevent sliding. This yields an impulse ratio which exceeds the coefficient of

friction µ. In the rigid body analysis we need to consider both cases of the object

initially sticking and then sliding or vice versa [6].

The case when the impacting body slides at the instant of impact and it continues

to slide until the end of impact and doesn’t change direction, is referred to as sliding.

According to the Coulomb Law of friction, when sliding occurs the ratio of the impulsive

forces will be governed by Eqn. (2.24) and the x direction of post impact contact point

velocity (v′x−ω′zRy) is same as initial contact point velocity (vx−ωzRy). This required

condition can be stated mathematically as

µ =

∣∣∣∣∣ F̂ ′xF̂ ′y

∣∣∣∣∣ v′x − ω′zRy
vx − ωzRy

> 0 (2.27)

If sliding begins in one direction, then sliding stops and the impact point begins to

slide in the reverse direction, we will refer to it as reverse sliding. The ratio of the

impulsive forces will be also governed by Eqn. (2.24). However, the x direction of post

impact contact point velocity (v′x − ω′zRy) will be opposite to the initial contact point

velocity (vx − ωzRy). This required condition can be stated mathematically as

µ =

∣∣∣∣∣ F̂ ′xF̂ ′y

∣∣∣∣∣ v′x − ω′zRy
vx − ωzRy

< 0 (2.28)

2.4.1 Analytical Expression for Coefficient of Friction

We still need to determine which set of equations should be used in any one of these

three possibilities. The sliding and reverse sliding condition is given by Eqn. (2.24) and

is based on the idea that sliding will commence if the force ratio exceeds the value of

the coefficient of friction. We will use this idea to obtain a general expression for the

coefficient of friction for sliding, µSliding, and reverse sliding, µRSliding, in terms of the
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initial impact parameters.

2.4.2 Critical Value for Sliding

The five dimensionless governing equations when object slides throughout both com-

pression and restitution stages are Eqn. (2.10), (2.11), (2.12), (2.14) and (2.27). Putting

them in matrix form results in



1 0 0 1 0

0 1 0 0 −1

0 0 a −Ry −Rx

0 1 Rx 0 0

0 0 0 1 Sµ





v′x

v′y

w′z

F̂ ′x

F̂ ′y


=



p

1

aλz

−en(1 + λzRx)

0


(2.29)

where

S = −sgn(vx − ωzRy) (2.30)

and sgn corresponds to the direction of velocity.

In matrix notation, Eqn. (2.29) can be expressed as

[A]
5×5

[V ′]
5×1

= [V ]
5×1

(2.31)

[A] is the coefficient matrix in Eqn. (2.29) and [V ] and [V ′] are the column matrices

that contain the final and initial quantities, respectively. The solution can be expressed

as

[V ′]
5×1

= [A]−1

5×5
[V ]
5×1

(2.32)

Solving Eqn. (2.32) and simplifying, we get the final critical value of µ in sliding as
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µSliding =
(−RxRy +Ryaλ− enRyRx −RyenλR2

x − pa− pR2
x)

sgn(−vcx)(a+Rxaλ+ aen + aenλRx +R2
y + enR2

y + enR2
yλRx + pRxRy)

(2.33)

where S = sgn(γ) is determined by the sliding direction.

2.4.3 Critical Value for Reverse Sliding

The five dimensionless governing equations are (2.10), (2.11), (2.12), (2.14) and (2.28).

Putting them in matrix form results in



1 0 0 1 0

0 1 0 0 −1

0 0 a −Ry −Rx

0 1 Rx 0 0

0 0 0 1 −Sµ





v′x

v′y

w′z

F̂ ′x

F̂ ′y


=



p

1

aλz

−en(1 + λzRx)

0


(2.34)

Solving the inverse matrix for the sliding mode, and simplifying, we get the final

critical value of µ in reverse sliding condition. Hence,

µRSliding =
Ryaλ− ap−RyR2

xenλ−R2
xp−RyRxen −RyRx

S · (aenλRx + aen + a+ aλRx +R2
y + enR2

y + pRyRx + enλRxR2
y)

(2.35)

where S = Sgn(γ) , it determines which direction the object is sliding from.

2.4.4 Transition in Reverse Sliding and Sticking Mode

Due to the Coulomb’s law which states that the magnitude of the frictional force can

be related to the magnitude of the normal force via a coefficient and its direction is

always opposite to the relative tangential motion. If tangential velocity vcx changes to

the opposite direction, friction force F̂x will also change direction when sliding turns into

reverse sliding. As a result, there is a transitional sticking mode that sliding will come

to an end when the condition vcx = vx−λRy = 0 is satisfied. During this transition, the
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Figure 2.2: Special case in reverse sliding

friction force F̂x changes directions. Moreover, if the condition F̂x > −sgn(vcx)µF̂y is

satisfied, the object begins reverse sliding. This procedure is described in Figure (2.2).

In the first phase, 1, the rod begins sliding along x+ direction during compression,

and the relative contact point tangential velocity vcx is not zero. In the second phase

2, as vcx becomes zero, the rod sticks to the ground. In the third phase 3, as a re-

sult of angular impulse-momentum effect, a tendency for the rod to slide in the x−

direction changes the friction force F̂x to x+ direction. In phase 4, if the condition

F̂x > −sgn(vcx)µF̂y is satisfied, the rod begins to slide along x− direction. Otherwise,

the rod stays in sticking in phase 3.

2.4.5 Coefficient of Static and Kinetic Friction

In making a distinction between static and kinetic coefficients of friction, we are dealing

with an aspect of "real world" common experience with a phenomenon. The difference

between static µs and kinetic coefficients µk is obtained in simple experiments, such as

wooden blocks sliding on wooden inclines. This difference may arise from irregularities,

surface contaminants, etc. which as hard to quantify. When such experiments are

carried out with smooth metal blocks that are carefully cleaned, the difference between

static and kinetic coefficients tends to disappear. When coefficients of friction for specific
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Orientation Angle γ Coefficient of Friction µ Modes
π
2 ≤γ ≤ π µ ≤ µSliding Sliding
π
2 ≤γ ≤ π µ > µSliding Sticking
π ≤ γ ≤ 3π

2 µSliding ≤ µ ≤ µRSliding Reverse Sliding
π ≤ γ ≤ 3π

2 µ > µRSliding Sticking
π ≤ γ ≤ 3π

2 µ ≤ µSliding Sliding

Table 2.1: Conditions on different modes

surface combinations are quoted, it is the kinetic coefficient which is generally quoted

since it is the more reliable number.

To determine whether we should use both static and kinetic coefficients or only

kinetic coefficient, we will do a few comparison tests in the following chapters including

simulations and experiments. Generally the maximum static friction is greater than

dynamic (kinetic) friction, or

µs > µk (2.36)

2.4.6 Summary

If initial conditions and parameters a, γ, en, p, R, λ are given, we can determine different

possibilities, named as modes, by comparing the value µ to µSliding and µRSliding using

Eqn (2.33) and (2.35). For example, when the coefficient of friction µ is larger than

µSliding, the result will be sticking mode. Table (2.1) shows the conditions on different

modes.

2.5 Cases of Impact

As we discuss in the literature review, impact takes place in two stages: compression

and restitution. To avoid confusion with notation, Figure (2.3) shows how the notation

of quantities change during impact. The superscript ()c denotes compression stage and

()r denotes restitution stage. The superscript ()
′ denotes post-impact quantities and

subscript ()c denotes quantities at contact point. The following quantities are used in

the thesis:



40

Vy

Vx

V

x

y

G

C

γ

ωz
Vc

y

Vc
x

Vc

x

y

G

C

γ

ωc
z

Vr
y

Vr
x

Vr

x

y

G

C

γ

ωr
z

V'y

V'x

V'

x

y

G

C

γ

ω'z

Initial Conditions During Compression

During Restitution End of Impact

Figure 2.3: Notation for different stages

• Initial condition vx, vy, wz, Fx, Fy.

• During compression, vcx, vcy, wcz, F cx , F cy .

• During restitution, vrx, vry, wrz , F rx , F ry .

• Post-impact, v′
x, v

′
y, w

′
z, F

′
x, F

′
y.

In addition, one of these impact possibilities (sliding, sticking and reverse sliding) can

occur at any stage. Therefore, it is necessary to split the study of impact into two

stages, compression and restitution, and analyze the governing equation in each stage

separately.

Case 0 : Object starts from sliding and continues to slide throughout the compression

and restitution stages.

End of compression condition:

F̂x = −sgn(vcx)µF̂y (2.37)

vccy = vcy + λcRx = 0 (2.38)
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End of restitution condition:

F̂x = −sgn(vcx)µF̂y (2.39)

en = −
v′y + ω′zRx

1 + λzRx
(2.40)

Case 1 : Object slides at the beginning of impact and stops sliding, or sticks, during

compression. It then remains sticking in the restituiton stage.

End of compression condition:

vccx = vcx − λcRy = 0 (2.41)

vccy = vcy + λcRx = 0 (2.42)

End of restitution condition:

vrcx = vrx − λrRy = 0 (2.43)

en = −
v′y + ω′zRx

1 + λzRx
(2.44)

Case 2 : Object slides at the beginning of impact. It ends sliding and begins reverse

sliding during compression. It continues in reverse sliding during restitution.

End of compression condition:

sgn(vcx) = −sgn(vccx) (2.45)

F̂x = −sgn(vccx)µF̂y (2.46)
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vccy = vcy + λcRx = 0 (2.47)

End of restitution condition:

sgn(vcx) = −sgn(vrcx) (2.48)

F̂x = −sgn(vrcx)µF̂y (2.49)

en = −
v′y + ω′zRx

1 + λzRx
(2.50)

Case 3 : Object remains sliding during the compression stage. However, it stops

sliding and changes to sticking in the restitution stage.

End of compression condition:

F̂x = −sgn(vcx)µF̂y (2.51)

vccy = vcy + λcRx = 0 (2.52)

End of restitution condition:

vrcx = vrx − λrRy = 0 (2.53)

en = −
v′y + ω′zRx

1 + λzRx
(2.54)

Case 4 : Object continues sliding during the compression stage. However, it stops

sliding and changes to reverse sliding during restitution.

End of compression condition:



43

F̂x = −sgn(vcx)µF̂y (2.55)

vccy = vcy + λcRx = 0 (2.56)

End of restitution condition:

sgn(vcx) = −sgn(vrcx) (2.57)

F̂x = −sgn(vrcx)µF̂y (2.58)

en = −
v′y + ω′zRx

1 + λzRx
(2.59)

Case 5 : Object starts from free fall position (no horizontal velocity of impact point),

which initial contact point velocity equals zero, and remains sticking throughout both

stages.

End of compression condition:

vccx = vcx − λcRy = 0 (2.60)

vccy = vcy + λcRx = 0 (2.61)

End of restitution condition:

vrcx = vrx − λrRy = 0 (2.62)

en = −
v′y + ω′zRx

1 + λzRx
(2.63)

Case 6 : Object starts from free fall position, but it changes to reverse sliding during
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compression and continues in reverse sliding during the restitution stage.

End of compression condition:

sgn(vcx) = −sgn(vccx) (2.64)

F̂x = −sgn(vccx)µF̂y (2.65)

vccy = vcy + λcRx = 0 (2.66)

End of restitution condition:

sgn(vcx) = −sgn(vrcx) (2.67)

F̂x = −sgn(vrcx)µF̂y (2.68)

en = −
v′y + ω′zRx

1 + λzRx
(2.69)
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Case

#

Color

Code

Initial

Condition

Compression

Stage

Restitution

Stage

0 vcx 6= 0 Sliding Sliding

1 vcx 6= 0 Sliding ends,

Sticking begins

Sticking

2 vcx 6= 0 Sliding ends,

Reverse Sliding

begins

Reverse

Sliding

3 vcx 6= 0 Sliding Sliding ends,

Sticking

begins

4 vcx 6= 0 Sliding Sliding ends,

Reverse

Sliding begins

5 vcx = 0 Sticking Sticking

6 vcx = 0 Sticking ends,

Reverse Sliding

begins

Reverse

Sliding

Table 2.2: Cases for two-dimensional impact

We notice that once the object changes from one mode to another mode, there is no

other implusive force which can change the modes back to original mode again. Thus

combining all these scenarios listed above, seven different cases can be identified. These

cases are summarized in Table (2.2). Figures (2.4) and (2.5) are flow charts for analysis

of what happen during impact and for numerical computation that expands Table (2.2).

Note that, the last two cases only take place when the horizontal velocity of the contact

point C is zero as initial condition. In subsection 1.8.1, the seven cases variation with

initial parameters γ, which denotes the inclination angle, and p, which denotes the initial

velocity, are shown in figure (2.7).
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Figure 2.4: Flow chart for compression impulse computation
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Figure 2.5: Flow chart for restitution impulse computation
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2.6 Summary of the Procedure

A summary of the steps for the planar frictional impact analysis of contact problem is

presented here. If the pre-impact quantities, coefficient of restitution en and dynamic

friction coefficient µ are given and assuming µ = µs = µk, the impact can be analyzed

by using the following procedure. The entire impact process is divided into two stages:

Compression and Restitution. In most of the cases, we assume the object is sliding at

the beginning of the compression stage.

1. During the compression stage, evaluate the generalized impact velocities (vc1x ,

vc1y , λc1) and the impulsive forces (F̂ c1x , F̂
c1
y ) from Eqn. (2.10,2.11,2.12), sliding

condition Eqn. (2.37) and end of compression condition Eqn. (2.38).

F̂x = −sgn(vcx)µF̂y (2.70)

vc1y + λc1Rx = 0 (2.71)

vc1cx = vc1x − λc1Ry > 0 (2.72)

F̂ c1x = −sgn(vcx)µF̂ c1y (2.73)

vc2cx = vc2x − λc2Ry = 0 (2.74)

2. Check for whether sliding ends in compression stage from Eqn. (2.72). If not,

switch the sliding condition Eqn. (2.73) to sticking condition Eqn. (2.74) and

evaluate the generalized impact quantities (vc2x , v
c2
y , λ

c2, F̂ c2x , F̂
c2
y ) .

F̂ c2x ≤ abs(µF̂ c2y ) (2.75)

F̂ c2x = −sgn(γ)µF̂ c2y (2.76)

3. Check for whether sliding turns into reverse sliding during compression by Eqn.

(2.75). If not, replace the sticking condition Eqn. (2.74) with reverse sliding condi-

tion Eqn. (2.76) and evaluate the generalized impact quantities (vcx, v
c
y, λ

c, F̂ cx , F̂
c
y ).
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4. During the restitution stage, repeat steps 1 to 3, evaluate the impact velocities

(vrx, v
r
y, λ

r) and the impulsive forces (F̂ rx , F̂
r
y ). The only difference between com-

pression and restitution stages is end of compression condition Eqn. (2.71) changes

to Eqn. (2.14,2.15,4.41) based on different coefficient of restitution models.

5. Based on step 1 to 4 above, determine the case of impact from Table (2.2). In gen-

eral, we get (vcx, v
c
y, λ

c, F̂ cx , F̂
c
y ) at the end of compression stage and (vrx, v

r
y, λ

r, F̂ rx , F̂
r
y )

at the end of compression stage.

v′x = vrx v′y = vry λ′ = λr (2.77)

F̂ ′x = F̂ cx + F̂ rx (2.78)

F̂ ′y = F̂ cy + F̂ ry (2.79)

According to Eqn. (2.77,2.78,2.79), the post-impact velocities are v′x, v′y, λ′ and

the impulsive forces are F̂ ′x and F̂ ′y.

2.7 Energy Dissipation

An important indicator of the damage to the object that makes impact is the energy

which it absorbs. It is desirable to develop a relationship for the energy loss during

impact for both the sliding sticking and reverse sliding cases. These expressions can

then be used to determine the initial parameters that will yield the smallest energy loss.

Typically, a smaller energy loss during impact corresponds to the object absorbing less

energy, which is favorable. The initial and final kinetic energies of the object can be

expressed as follows:

Kinitial =
1

2
m
(
v2x + v2y

)
+

1

2
IGω

2
z (2.80)

Kfinal =
1

2
m
(
v
′2
x + v

′2
y

)
+

1

2
IGω

′2
z (2.81)

The difference in potential energy immediately before and after impact is assumed
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to be negligible. The energy lost during impact can be stated as:

Kloss =

(
1

2
m
(
v2x + v2y

)
+

1

2
IGω

2
z

)
−
(

1

2
m
(
v
′2
x + v

′2
y

)
+

1

2
IGω

′2
z

)
(2.82)

We can nondimensionalize Eqn. (2.82) with respect to the initial kinetic energy.

Hence,

Kdissipation = 1−
v
′2
x + v

′2
y + aλ

′2
z

p2 + 1 + aλ2z
(2.83)

2.8 Analysis of a Point-to-Line Impact Process-Impact of a Falling

Rod with the Ground

In rigid body mechanics impact is treated as instantaneous. As a result, we assume that

during the small time interval the positions and angle orientations of all bodies remain

unchanged, since all velocities remain finite. Here we develop an analytical expression on

how to determine modes changed based on initial conditions for a general point-to-line

collision with friction.

A rod of unit mass and unit length, falling with a unit normal velocity before impact

is shown in Figure (2.6). Running a single impact simulation according to the summary

of the procedure in section 2.6 , we obtain the post-impact dynamic quantities with

initial inputs. A list of the parameters used and calculated is shown in Table (3.2).

The angle between the horizontal and impact surface is θ. If the rod is perpendicular

to the horizontal before impact, θ equals to the orientation angle π − γ. We shall now

graphically ascertain the behavior of the energy loss functions in different cases as we

vary the initial parameters including the orientation angle γ and the initial velocity ratio

p.

2.8.1 Case Study

We first examine the seven cases in Figure (2.7). This figure shows how the different cases

of impact change while varying orientation angle γ and initial velocity ratio p. Different
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Initial Parameters p, λ, µ,R, γ, a, en

Parameters in Compression vcx, v
c
y, λ

c, F̂ cx , F̂
c
y

Parameters in Restitution vrx, v
r
y, λ

r, F̂ rx , F̂
r
y

Post-impact Dynamic Quantities v
′
x, v

′
y, λ

′
, F̂ ′

x, F̂
′
y

Table 2.3: Parameters used in a single impact simulation

ωz

G
F
x

F
y

θ

γ

x
y

X

Y

R
C

θ

Figure 2.6: Falling rod colliding with ground
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(radian)

Figure 2.7: Seven cases variation with initial parameters γ and p

colors represent different cases described in Table (2.2). For example, color code 0 is

sliding and color code 1 represents sticking and color code 2 represents reverse sliding.

Note that both initial parameters γ and p affect the modes of sliding. For example,

as we change the orientation angle γ from π to 3π
2 , same configuration as Figure (2.6),

the mode changes from sticking to reverse sliding. As decreasing orientation angle γ

from π to π
2 , the mode changes from sticking to sliding and then finally goes back to

sticking because the rod is almost parallel to the ground. Also increasing the initial

velocity ratio p, which means increasing horizontal velocity vx, will result in changing

mode from sticking or reverse sliding into sliding.
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Figure 2.8: Influence of initial parameters γ and p on the energy loss contour

2.8.2 Energy Dissipation Study

We next investigate the energy lost in different regimes according to the initial param-

eters and different cases. Figure (2.8) indicates that the minimum energy dissipation

occurs in the regime orientation angle γ ranging from 1.5 to 1.7 and 4.5 to 4.7 rad/s,

with initial velocity ratio p ranging from 0 to 0.25. From Table (2.2), this region belongs

to the sticking mode. Lower energy dissipation in the sticking mode rather than sliding

mode proves that friction force doesn’t do work during sticking. On the other hand,

the maximum energy dissipation occurs in the region where orientation angle γ ranging

from 2.5 to 2.7 rad/s and initial velocity ratio p ranging from 0.4 to 0.8. This region

belongs to the sliding mode. We can conclude that energy loss becomes larger as the

object changes from sticking to sliding or to reverse sliding. Impulsive friction forces do

work only through sliding or reverse sliding.
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Figure 2.9: Influence of en and µ on the energy loss with γ = 5π
4 ; reverse sliding;
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2.8.3 Special Values of µ and en on the Energy Loss

It is known that there is no energy loss when µ = 0 and en = 0. In contrast, the most

energy dissipation occurs when µ = 1 and en = 1. These phenomena can be observed

in Figures (2.9) and (2.10). Also, in reverse sliding mode, en has a larger influence on

energy loss than µ. On the other hand, in sliding mode, µ effects energy loss more than

en does.
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4 ; sliding; axisymmetric

body

2.8.4 Comparison for Different Friction Coefficient Models (µk and

µs)

As mentioned eariler, instead of using only kinetic coefficient of friction µk, static co-

efficient of friction µs can be another important factor affecting impact. Consider the

case when µk changes to µs. This occurs while the object is in the transition sticking

mode while turning from sliding to reverse sliding, or from initially sticking to reverse

sliding mode, we investigate the cases and energy dissipation comparison.

Cases Comparison

Figure (2.11) shows the variation of cases while we using different Coefficient of Friction

Models (µk and µs) based on same initial condition γ and p. The µk model is on left

hand side and µs model is on right hand side. From the comparison, sliding region

remains the same in both models but sticking region is larger in µs model than µk

model while sticking region is smaller in µs model than µk model. This is due to the

fact that static friction coefficient µs is larger than µk which makes it more difficult to
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(radian) (radian)

Figure 2.11: Influence of initial parameters γ and p on cases contour with ωz = 0,
µk = 0.4,µs = 0.48; with µsand µk models

change object into reverse sliding.

Energy Dissipation Comparison

Figure (2.12) shows the variation of energy loss while we using different coefficient of

friction models (µk and µs) based on same initial condition γ and p. The µk model

is on left hand side and µs model is on right hand side. From the comparison, sliding

region still remains the same in both models. There is a discontinuity of energy loss in

µs model. This region belongs to the transition that sliding turns into reverse sliding.

We conclude that velocity in this transition is discontinuous, as well. To investigate

this phenomenon and figure out which model has a better appoximation of ’real world’

behavior, we will conduct experiments when we discuss 3D impact in the next section

and more details can be revealed in Chapter 4.

2.8.5 Discussion on choosing en among Newton’s, Poisson’s and Stronge’s

hypothesis

Three COR hypotheses have been introduced in the previous section. To choose the one

that best fits our model, we examine the energy dissipation in extremely rare cases, in

which en = 1 and µ = 0. Figures (2.13,2.14,2.15) show that how the energy dissipation

varies while the friction coefficient µ changes from 0 to 1. In the extreme case en = 1, we

notice that Newton’s and Poisson’s hypotheses will lead to negative energy dissipation.
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Figure 2.12: Influence of initial parameters γ and p on the energy loss contour with
ωz = 0, µk = 0.4,µs = 0.48; with µsand µk models

Figure 2.13: Newton’s COR hypothesis

In other word, Newtonian and Poisson’s approaches can result in an increse of energy

in some configurations of a perfectly elastic impact. It shows that Stronge’s hypothesis

of restitution is the better of three theories.
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Figure 2.14: Poisson’s COR hypothesis

Figure 2.15: Stronge’s COR hypothesis
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2.9 Experimental Validation

In this section, we validate the use of the numerical impact model by comparing it to

experimental results. The model is applied in a manner that requires the input of the

coefficient of restitution, which is determined through experiments. The quantitative

comparison is the energy dissipation precentage, which is defined as the ratio of the

initial and final kinetic energies.

We conduct an experiment, shown schematically in Figure (2.16), for validation of

the impact analysis with friction. The motion of the system is recorded using high

speed video camera, capable of 120 frames per second with resolution 800× 450 pixels.

The elapsed time and the displacements of all vertex points of moving bodies between

those frames can be obtained. Thus, the pre-impact and the post-impact velocities and

angular velocities can be calculated using the data. More details on experimental setup

will be discussed in chapter 4, when we describe 3D experiment.

The experimental set-up, as shown in Figure (2.17), includes the following main

components:

1. Moving object: A rod in Figure (2.18) is painted black to obtain contrast during

image processing. Three reflective tape markers, one at the center and the other two

located at the top and bottom of rod, are used to capture the kinematic data.

2. The dropping device: The dropping device is designed to meet the requirement

that the pre-collision velocities and orientations of the rod should be independently

adjustable while maintaining the same impact point. Two adjustments are incorporated:

i) the initial tangential and vertical velocity of the center of mass of the rod vx and

vy.

ii) the orientation angle of the contact surface θ = π − γ.

3. The data acquisiton system: A high speed camera (Samsung S4 with a maximum

capture rate of 120 frames/sec) is used to acquire the kinematic data. Video images

of each experiment are transferred to the computer and the the center locations of the

three markers on the rod are computed. The position data is then used to calculate the

inclination angle of the rod at the instant of collision and pre and post impact velocites.
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Figure 2.19: Image with identifications and green circles to indicate detected points

Single Camera Calibration

Camera Calibration is one of the most important parts in a data acquisiton system.

Images taken from a camera can be used to determine displacement in three dimensions

of any object whose background has had a contrasting speckle pattern applied to it [57].

This non-contact optical technique can take measurements at multi-points of an object

in a single snapshot. The calibration procedure listed below estimates the parameters

of the camera.

1. Prepare images, camera, and calibration pattern.

2. Calibrate the camera.

Figure (2.19) displays image with IDs. The image displays the checkerboard image

pair with green circles to indicate detected points. The yellow square indicates the (0, 0)

origin. And X and Y arrows indicate the checkerboard axes orientation. After all sets of

position information from images were collected and calibrated. Camera 1 and pattern

positions were calculated in world coordinate as shown in Figure (2.20). In the Figure,

Camera 1 was set to be the origin as (XC , YC , ZC) = (0, 0, 0).

3. Evaluate calibration accuracy.

Calibration accuracy needs to be evaluated by examining the reprojection errors, the

camera extrinsics, and by viewing the undistorted image (Figure (2.22)). The bar graph
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Figure 2.20: Camera 1 and pattern positions calculated in world coordinate

Figure 2.21: The bar graph of reprojection errors images
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Original Undistorted

Figure 2.22: Comparison of original and undistorted images

Name Intrinsic K Extrinsic[R] Distortion Coefficient Mean Errors

Camera 1


741 0 0

0 738 0

398 239 1




0.996 0.060 −0.066

−0.058 0.998 0.0355

0.068 −0.0316 0.997

 [0.157− 0.405] 0.16 pixels

Table 2.4: Parameters of camera 1

in Figure (2.21) displays the mean reprojection error per image, along with the overall

mean error. The reprojection errors are the distances in pixels between the detected and

the reprojected points. It calculates reprojection errors by projecting the checkerboard

points from world coordinates, defined by the checkerboard, into image coordinates.

Then it compares the reprojected points to the corresponding detected points. As a

general rule, reprojection errors of less than one pixel are acceptable. The bar labels

correspond to the image pair identifications. The highlighted pair of bars corresponds

to the selected image pair.

4. Export the parameters object.

Finally, the intrinsic and extrinsic parameters of the camera, and the distortion

coefficients are listed in Table (2.4) below.

Intrinsic parameters and lens distortion parameters of cameras

The intrinsic 3 by 3 matrix K shown in Eqn (4.1), contains five intrinsic parameters.

These parameters are the focal length, image sensor format, and principal point. The
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parameters αx = f ·mx and αy = f ·my represent focal length in terms of pixels, where

mx and my are the scale factors relating pixels to distance and f is the focal length in

terms of distance [57]. γ represents the skew coefficient between the x and the y axis,

and is often 0. u0 and v0 represent the principal point, which would be ideally in the

center of the image.

K =


αx γ u0

0 αy v0

0 0 1

 (2.84)

C[x, y, 1] = [X,Y, Z, 1]

 R

t

K (2.85)

R is a 3 by 3 matrix. (X,Y, Z) are world coordinates of a point. (x, y) are coordinates

of the corresponding image point. C is dimensional scale factor.

Extrinsic parameters of cameras

3 by 3 matrix R, 1 by 3 matrix T are the extrinsic parameters which denote the co-

ordinate system transformations from 3D world coordinates to 3D camera coordinates.

Equivalently, the extrinsic parameters define the position of the camera center and the

camera’s heading in world coordinates. T is the position of the origin of the world

coordinate system expressed in coordinates of the camera-centered coordinate system.

T is often mistakenly considered the position of the camera. The position, C, of the

camera expressed in world coordinates is

C = −R−1T = −RTT

where R is a rotation matrix.
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Processing of the kinematic data

The high speed video camera records the white markers on a black background. For

each experiment, 15 frames before and 15 frames after collision were used to estimate

the kinematics of the rod. The images were transferred to the computer to be processed

by a Matlab program named ’MovingObjectTracking’ based on Kalman filter method

(developed for the motion capture) in order to digitize the position of the markers with

respect to the global reference frame x − y. Then, the data was divided into pre- and

post-collision parts. We developed an algorithm based on the free motion of the rod in

the gravitational field to interpolate both pre and post position data. The angle of the

rod at the contact point γ , the angular velocities of the rod imediately before and after

collision (γ̇−, γ̇+), and the center of mass velocities (ẋ−, ẏ−), (ẋ+, ẏ+) were estimated

from the interpolated data.

We should note that during the collision the position of the rod changes while the

rod deforms. These deformations are in the scale of micrometers and so small that

they could not be detected on the video images. Therefore, the experimentally obtained

kinematic data only reflects the general rigid body motion of the rod. It is assumed that

static friction coefficient is equal to the sliding friction coefficient during the impact.

Three examples of two-body impact are presented in Figure (2.23). For a quan-

titative comparison, three frames are selected in each event. Two frames come from

before and after an impact, and the other frame comes from the instant of impact. The

time interval between each frame is 1
120 second. Experiment A shows the sticking mode

in frictional impact and reveals the value of the restitution coefficient. Experiment B

shows the sliding mode and reveals the value of the friction coefficient during the im-

pact. Experiment C shows the reverse sliding mode in frictional impact. For all cases,

the moving rod initially has only a vertical pre-impact velocity and no angular velocity.

In Experiment A, the rod is dropped from a height h vertically and the ground has

the slope angle of 15◦. In Experiment B, the rod is dropped from a centain height h

vertically and the slope angle of the ground is 45◦. Throughout the experiment, the

friction coefficient during impact was evaluated as 0.195 and it can be verified by Eqn.



67

15°

A

 v

45°

 v

B C

45°

 v

15deg 45deg 45deg

Figure 2.23: Experiments A, B & C
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Experiments p =
vx

vy
γ en Case Comparison Energy Dissipation

EX. A 0.258 7π
12

0.395 case #3 (Sticking)

Experiment

Newton’s

Stronge’s

Poisson’s

55.6%

52.3%

52.3%

52.3%

EX.B 1 3π
4

0.395 case #0 (Sliding)

Experiment

Newton’s

Stronge’s

Poisson’s

66.5%

64.3%

65.9%

64.3%

EX.C 1 5π
4

0.264 case #2 (Reverse Sliding)

Experiment

Newton’s

Stronge’s

Poisson’s

75.4%

69.8%

77.2%

68.6%

Table 2.5: Quantitative comparison for two-body impact: µ = 0.195

(2.33). In Experiment C, the rod is is dropped from a height h vertically and the slope

angle of the gate changes to 45◦. Since the slope angle is 15◦ instead of 45◦, the COR

value en is evaluated to be 0.264 by the ratio of rebound height and the initial release

height h. Note that the difference in COR between experiments is due to change in the

slope angle, similar but different set-ups, gates, and parts. All these experimental results

were compared to analytical results assuming different cases of impact. From Table (2.5),

the simulation results agree very well with our experimental results. Moreover, between

these three hypothesis models, simulation based on Stronge’s hypothesis has the most

accurate and closest results. Also, experimental and analytical results vary the most in

reverse sliding which is expected as the physics of the impact is more complicated in

reverse sliding.
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2.10 Discussion and Conclusion

In this chapter, we have systematically analyzed the planar rigid body impact model

using different coefficient of restitution hypothesis such as Newton’s, Stronge’s and Pois-

son’s models. During impact, two stages, compression and restitution, can be identified,

because different modes of impact occur at different stages throughout the impact. The

possible modes are concluded and applied to the general system impact response anal-

ysis. It can be shown, analytically and experimentally, that seven cases of impact, such

as sliding in compression and reverse sliding in restitution, exist. All these cases of

impact are characterized and formulated into a general computational strategy. Pa-

rameter evaluation is also discussed for practicality in this chapter. Among these four

initial parameters, velocity p, orientation angle γ, the the coefficient of restitution en

and coefficient of friction µ, γ has the greatest influence on energy dissipation when

0.2 < µ < 0.6 and 0.2 < en < 0.8. Since variation of orientation angle γ causes

different modes while sliding or reverse sliding leads to more energy dissipation than

sticking. Different models of friction coefficient (µk and µs) lead to different results in

the transition area between sticking and reverse sliding. The larger differences between

µk and µs values, the bigger transition area and difference of energy dissipation. And

this difference results in a discontinuity of velocity.

Based on the comparison of our simulation and experimental data, simulation results

agree very well with the experimental results. From Table (2.5), the energy dissipation

is always positive. In sticking mode, energy dissipation holds the same value of energy

dissipation in both COR models. In sliding and reverse sliding modes, Poisson’s and

Stronge’s models dissipate more energy than Newton’s model, and the largest difference

between the models exists in the reverse sliding mode. The reason is, as we discussed

COR models in chapter 1, Newton’s and Poisson’s models are inconsistent when en = 1

and they can produce non-zero energy dissipation in the normal direction. The error

varies from 0.91% to 9.02% in different cases, and we have the minimum error, which

varies from 0.91% to 5.94%, by using simulation based on Stronge’s hypothesis. Overall,

it appears that Stronge’s hypothesis of restitution is the better of three theories so we



70

will continue to use Stronge’s coefficient of restitution model as our en in the next

chapter when we discuss three-dimensional rigid body impact.



71

Chapter 3

Three Dimensional Rigid Body Impact Mechanics

We have thus far, presented a complete analysis and solution of a planar rigid body

impact, and have considered a special case which is the impact of a falling rod to the

ground. In this chapter, we extend the formulation to three dimensional impact. The

primary difference is that we will be dealing with three components of impulsive force,

three components of velocity, and three components of angular velocity. This brings the

total number of unknowns to nine instead of five, therefore we will require at least that

many governing equations to close the system.

3.1 Description of Three Dimensional Rigid Body Impact Model

For consistency, let us define a coordinate system which is identical to what was used

for the planar analysis. The (x, z) plane is the plane of impact. The position vector

between the center of mass and the contact point will now be a three dimensional

vector, whose orientation will be defined by the angles of this vector with respect to the

coordinate axes. These direction angles from the x-axis, y-axis, and z-axis are β, γ, and

δ, respectively, as shown in Fig (3.1).

The magnitude of the position vector from the contact point to the center of mass

will be defined as
−→
R and assumed to remain constant. We can now express the position

vector in terms of its components.

~R = Rx~i+Ry~j +Rz~k (3.1)
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Figure 3.1: Falling rod colliding with ground in three dimension

Rx = R cos(β) Ry = R cos(γ) Rz = R cos(δ) (3.2)

Parallel to the formulation for planar impact in Chapter 2 we express the initial

velocity and angular velocity of the center of mass in terms of their components as

follows.

~V = Vx~i+ Vy~j + Vz~k (3.3)

~ω = ωx~i+ ωy~j + ωz~k (3.4)

The contact point velocity ~V C at the beginning of impact becomes

~V C = ~V + ~ω × ~R (3.5)
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~V C = (Vx + ωyRz − ωzRy)~i+ (Vy + ωzRx − ωxRz)~j + (Vz + ωxRy − ωyRx)~k (3.6)

Similarly, we can define the velocity, angular velocity, and contact point velocity

immediately after impact by

~V ′ = V
′
x
~i+ V

′
y
~j + V

′
z
~k (3.7)

~ω′ = ω
′
x
~i+ ω

′
y
~j + ω

′
z
~k (3.8)

~V
′C = (V

′
x + ω

′
yRz − ω

′
zRy)~i+ (V

′
y + ω

′
zRx − ω

′
xRz)~j + (V

′
z + ω

′
xRy − ω

′
yRx)~k (3.9)

Figure (3.1) illustrates the impulsive forces acting at the contact point during impact.

Note that the selected direction of the tangential impact forces, F̂x and F̂z, is somewhat

arbitrary since they both depend on the direction of the contact point velocity. Using

the general principle of linear momentum conservation we write the following equations

mvx + F̂x = mv
′
x (3.10)

mvy + F̂y = mv
′
y (3.11)

mvz + F̂z = mv
′
z (3.12)

The general expression for the angular momentum for three dimensional motion is

d

dt
~HG = ~MG = ~R× ~F (3.13)
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where ~F is the impact force. We can also express the conservation of angular momentum

as follows:

~HG − ~H
′
G =

t2ˆ

t1

(~R× ~F )dt = ~R× ~̂F (3.14)

Let us first consider the ~R× ~̂F term, which can be explained as

~R× ~̂F = (Rx~i+Ry~j +Rz~k)× ( ~Fx~i+ ~Fy~j + ~Fz~k) (3.15)

~R× ~̂F = (Ry ~Fz −Rz ~Fy)~i+ (Rz ~Fx −Rx ~Fz)~j + (Rx ~Fy −Ry ~Fx)~k (3.16)

The initial angular momentum of a rigid body in general three dimensional motion

can be shown to be

~HG = (Ixxωx−Ixyωy−Ixzωz)~i+(−Iyxωx+Iyyωy−Iyzωz)~j+(−Izxωx−Izyωy+Izzωz)~k

(3.17)

~H
′
G = (Ixxω

′
x−Ixyω

′
y−Ixzω

′
z)~i+(−Iyxω

′
x+Iyyω

′
y−Iyzω

′
z)~j+(−Izxω

′
x−Izyω

′
y+Izzω

′
z)
~k

(3.18)

where Ipq for p, q = x, y, z defines the inertia matrix for the body. Equating compo-

nents for xyz axis in Eqns. (3.16,3.17) and (3.18) and separating known and unknown

quantities, we get:

(Ixxω
′
x − Ixyω

′
y − Ixzω

′
z) + (Ry ~Fz −Rz ~Fy) = (Ixxωx − Ixyωy − Ixzωz) (3.19)
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(−Iyxω
′
x + Iyyω

′
y − Iyzω

′
z) + (Rz ~Fx −Rx ~Fz) = (−Iyxω′x + Iyyω

′
y − Iyzω′z) (3.20)

(−Izxω
′
x − Izyω

′
y + Izzω

′
z) + (Rx ~Fy −Ry ~Fx) = (−Izxωx − Izyωy + Izzωz) (3.21)

Using the basic concepts of rigid body dynamics we have derived six equations

(3.10,3.11,3.12) and (3.19,3.20,3.21). There are nine unknowns: v′
x, v

′
y, v

′
z, ω

′
x, ω

′
y, ω′z

and F̂ ′
x, F̂

′
y, F̂

′
z. Therefore we need three more equations. These equations will come

from considering restitution and friction. They will be derived in the following sections.

3.2 Compression and Restitution stages conditions in Three Dimen-

sions

As we discussed in the previous chapter, the impact can be divided into two stages,

compression and restitution. The end of compression stage condition can be expressed

as

~V C ·~j = 0 (3.22)

Substituting Eqn. (3.9) into Eqn. (3.22), we get

(V
′
y + ω

′
zRx − ω

′
xRz) = 0 (3.23)

As discussed in the conclusion of Chapter 2, Stronge’s hypothesis is the best coeffi-

cient of restitution model since it has the best simulation results among three hypotheses

and Newton’s and Poission’s hypotheses lead to negative energy dissipation in several

reverse sliding cases. Therefore, the end of restitution stage condition using Stronge’s

hypothesis can be stated as
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e2n =
Wr

−Wc
(3.24)

Once again, Wc and Wr are the work done by the normal contact force during the

compression and the restitution stages, respectively.

3.3 Calculation of rotated inertia matrix [IxyzG ]

Euler angles are a means of representing the spatial orientation of any reference frame

(coordinate system or basis) as a composition of three elemental rotations starting from

a known standard orientation, represented by another frame (sometimes referred to

as the original or fixed reference frame, or standard basis). The reference orientation

can be an initial orientation from which the frame virtually rotates to reach its actual

orientation. In the following, the axes of the original and reference frame are denoted by

x,y,z and the axes of the body frame are denoted as X,Y ,Z. In geometry and physics,

the rotated coordinate system is often imagined to be attached to the rigid body. In

this case, XY Z is referred to a "local" coordinate system, and it is meant to represent

both the position and the orientation of the body. The geometrical definition (referred

sometimes as static) of the Euler angles is based on the axes of the above-mentioned

(original and rotated) reference frames and an additional axis called the line of nodes.

The line of nodes (N) is defined as the intersection of the x− z and the X − Z planes

as shown in Figure (3.2). In other words, it is a line passing through the common origin

of both frames, and perpendicular to the y − Y plane, on which both y and Y lie. In

general, an Euler angle transformation can be accomplished in 12 different ways. We

are considering one of them here. The three Euler angles are defined as follows:

1. θ1 is the angle between the z axis and the N axis.

2. θ2 is the angle between the y axis and the Y axis.

3. θ3 is the angle between the N axis and the Z axis.

This definition implies that:
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Figure 3.2: Rotations from xyz to XY Z coordinate

1. θ1 represents a rotation around the y axis,

2. θ2 represents a rotation around the N axis,

3. θ3 represents a rotation around the Y axis.

This rotation sequence is a commonly used Euler angle sequence [9], often used to de-

scribe rotating rigid bodies. If θ2 is zero, there is no rotation aboutN . As a consequence,

Y coincides with y, θ1 and θ3 represent rotations about the same axis y, and the final

orientation can be obtained with a single rotation about y, by an angle equal to θ1 + θ3.

It is easier to get the position/motion information from a reference frame rather than

a body attached frame, we focus on how to get the rotated inertia matrix in reference

frame rather than body attached frame. We use a rotation matrix [Q] to represent

the rotation matrix from the reference frame xyz coordinate to a body frame XY Z

coordinate as the object hits the ground at contact point C. To calculate the rotated

inertia matrix, we need to define the rotation matrix first. It can be stated as

[Q]T = [R(θ3)][R(θ2)][R(θ1)] (3.25)

The inertia matrix in its principal XY Z coordinate is
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Figure 3.3: Tangential impulses in x− z plane (the impact plane)

[IXY ZG ] =


IXX −IXY −IXZ

−IY X IY Y −IY Z

−IZX −IZY IZZ

 (3.26)

The rotated inertia matrix in reference frame is calculated by

[IxyzG ] = [Q]T [IXY ZG ][Q] (3.27)

Substitute Eqn. (4.17) (3.26) into Eqn. (3.27), we will get the rotated inertia matrix

[IxyzG ] in reference frame xyz.

3.4 Tribology of Impact in Three Dimensions

We will consider contact surfaces which can be defined by a single, constant-valued,

coefficient of friction µ. For this problem, sliding will occur if the maximum tangential

impulse F̂R is large enough to overcome friction, which is defined by its components

F̂x and F̂z.

From Figure (3.3) we can show that the components, magnitude, and orientation of

the maximum tangential force impulse are

~̂FR = F̂R(sin(φ)̂i+ cos(φ)k̂) = F̂xî+ F̂zk̂ (3.28)
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F̂R =

√
F̂ 2
x + F̂ 2

z (3.29)

So if the object slides, the ratio of the maximum tangential force impulse to the

vertical impulse is equal to the coefficient of friction µ.

µ =

∣∣∣∣∣ F̂RF̂y
∣∣∣∣∣ =

µx
sin(φ)

=
µz

cos(φ)
(3.30)

F̂R =
F̂x

sin(φ)
=

F̂z
cos(φ)

(3.31)

where the angle φ has a range of 0 ≤ φ≤ 2π.

3.4.1 Sticking Mode in Three Dimensions

As discussed in previous sections, if the impacting body does not slide during impact,

the final velocity components of the contact point, tangential to the impact surface, will

be zero. For the three-dimensional case this can be stated as

~V ′C ·~i = 0 (3.32)

~V ′C · ~k = 0 (3.33)

Substituting Eqn. (3.9) into Eqn. (3.32,3.33)

(V
′
x + ω

′
yRz − ω

′
zRy) = 0 (3.34)

(V
′
z + ω

′
xRy − ω

′
yRx) = 0 (3.35)
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3.4.2 Sliding Mode in Three Dimensions

Let us consider impact when the object slides. Using the Coulomb Law of friction,

separating the tangential impulsive force F̂R into each coordinate direction, F̂x and F̂z,

and assuming the coefficient of friction µ is uniform along the tangential plane, we get

the following equations

µx =

∣∣∣∣∣ F̂RF̂y
∣∣∣∣∣ =

F̂x

F̂y · sin(φ)
· sgn(− ~V C ·~i) (3.36)

µz =

∣∣∣∣∣ F̂RF̂y
∣∣∣∣∣ =

F̂z

F̂y · cos(φ)
· sgn(− ~V C · ~k) (3.37)

µ =
µx

sin(φ)
=

µz
cos(φ)

(3.38)

Sx = −sign( ~V C ·~i) Sz = −sign( ~V C · ~k) (3.39)

Substituting Eqn. (3.6) into Eqns. (3.36,3.37) we obtain

µx =
F̂x

F̂y · sin(φ)
· sign(−(Vx + ωyRz − ωzRy)) =

F̂x

F̂y · sin(φ)
· Sx (3.40)

µz =
F̂z

F̂y · cos(φ)
· sign(−(V z + ωxRy − ωyRx)) =

F̂z

F̂y · cos(φ)
· Sz (3.41)

We have now developed the systems of equations required to analyze both the sliding,

reverse sliding and sticking cases. But we must once again determine when to use which

set of equations. As was stated earlier, if a single valued coefficient of friction µ can be

used, the sliding region will be initiated by the maximum tangential force impulse. The

sliding condition becomes

µ <

√
F̂ 2
x + F̂ 2

z

F̂y
(3.42)
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Figure 3.4: Reverse Sliding in (x, z) plane

3.4.3 Reverse Sliding Mode in Three Dimensions

In general, the governing equations for reverse sliding mode are the same as sliding

mode except the sign of impulsive forces F̂x and F̂z. However, in Figure (3.4) we notice

that there are three possibilities of the reverse sliding mode. If the object is sliding

in (x+, z+) region at the beginning of impact, it can reverse slide in either (x+, z−),

(x−, z+) or (x−, z−) region. In order to determine the region of reverse sliding, we set

up the following critirions:

1. If 0 5 δ 5 π
2 and 0 5 β 5 π

2 , reverse sliding occurs in (x−, z−) region.

2. If 0 5 δ 5 π
2 and π

2 < β < π, reverse sliding occurs in (x−, z+) region.

3. If π2 < δ < π and 0 5 β 5 π
2 , reverse sliding occurs in (x−, z+) region.

We need to consider these three possibilities during compression and restitution, as well.

The object will slide or reverse slide if the force ratio exceeds the value of the

presented coefficient of friction µ on both tangential direction x and z.
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3.5 Cases of Impact

As discussed in Chapter 2, impact can be separated into two stages: compression and

restitution. Any of modes discussed, slidng, sticking, reverse sliding, can happen dur-

ing these two stages. We recal that once the motion changes from sliding mode to

sticking or reverse sliding modes, there is no other implusive force which can change

the modes back to original mode again. As a result, we identify 11 possible cases,

0, 1, 2a, 2b, 2c, 3, 4a, 4b, 4c, 5, and 6, which are listed in Table (3.1). Since three

possible motions could take place in a friction plane, there are three possibilities in

both reverse sliding cases #2 and #4 as reverse sliding can also take place in three

different ways. The system finishes one impact at the end of restitution. Note that,

the last two cases take place only when both horizontal velocities (x, z) of the contact

point C are zero when impact begins. Figures (3.5) and (3.6) are flow charts for the

three-dimensional impact system that expands Table (3.1).

3.6 Summary of the Procedure

We have set up all equations and assumptions for different cases in three dimensional

impact. Now we can formulate the general procedure of solving a three dimensional

impact problem. Assuming the object always has an initial velocity and sliding at the

beginning of impact and the object’s orientation and physical parameters are given, we

can begin the analysis by determining the inertia matrix IxyzG in the xyz coordinate

system. In the general case, two or three rotations may be needed to perform this

rotation. The components of the position vector can be calculated by using six Eqns.

(3.10,3.11,3.12), (3.19,3.20,3.21) and three equations based on different modes and com-

pression or restitution conditions. All of these parameters as well as the initial velocities

and rotations are then substituted into matrix form. Once the solution is obtained, the

horizontal contact point velocity vcx and vcz need to be bigger than zero. Otherwise, we

must resolve the problem using the equations for the sticking then reverse sliding mode.

In the sticking mode, the components of the impact impulses should be substituted

into Eqn. (3.40,3.41) in order to check the validity of the no sliding assumption. If
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Case # Color Code Value Initial Condition Compression
Stage

Restitution
Stage

0 0 vcx 6= 0 or vcz 6= 0 Sliding Sliding

1 1 vcx 6= 0 or vcz 6= 0 Sliding ends,
Sticking begins

Sticking

2 2 vcx 6= 0 or vcz 6= 0 Sliding ends,
Reverse Sliding

begins

Reverse Sliding

2(a) 2.25 vcx > 0 and vcz < 0 (x+, z−) (x+, z−)

2(b) 2.5 vcx < 0 and vcz > 0 (x−, z+) (x−, z+)

2(c) 2.75 vcx < 0 and vcz < 0 (x−, z−) (x−, z−)

3 3 vcx 6= 0 or vcz 6= 0 Sliding Sliding ends,
Sticking begins

4 4 vcx 6= 0 or vcz 6= 0 Sliding Sliding ends,
Reverse Sliding

begins
4(a) 4.25 vcx > 0 and vcz > 0 (x+, z+) (x+, z−)

4(b) 4.5 vcx > 0 and vcz > 0 (x+, z+) (x−, z+)

4(c) 4.75 vcx > 0 and vcz > 0 (x+, z+) (x−, z−)

5 5 vcx = 0 and vcz = 0 Sticking Sticking
6 6 vcx = 0 and vcz = 0 Sticking ends,

Reverse Sliding
begins

Reverse Sliding

Table 3.1: Cases for three-dimensional impact
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Inputs:

Impact begins

Compression Stage

Case #5
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No

Yes Yes

No

Case #0
Sliding

Case #1
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IG
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 Rotation
Matrix [Q]

vcz=0?
&
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&

No
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&
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Figure 3.5: 3D Flow chart for compression impulse computation
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Figure 3.6: 3D Flow chart for restitution impulse computation
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this criterion is satisfied the solution is valid. If not, we need to update the directional

of implusive friction force. This can be done by determining the direction of orienta-

tion angles δ and β and substituting these values again into matrix. Each of the stage

affiliated with sliding, sticking or reverse sliding leads to a different set of 9 equations.
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3.7 Numerical Examples

This section applies the impact model with tangential compliance to three kinds objects

of colliding with the ground: a spherical ball, a rod and a rectangular bar. A study on

the spherical ball provides us a simplest example in 3D impact simulation study. For the

rod example, when its cap radius r 1
20L which L is the total length, the mass moment of

inertia along its length is negligible and we can focus on analyzing its velocity and two

directions angular velocity. The rectangular bar is the most complicated among these

three examples. It has six dynamic quantities, vx, vy, vz, ωx, ωy, ωz that need to be

analyzed.

Running a single impact simulation according to the summary of the procedure

in section 3.6 and the flow chart in section 3.5, we obtain the post-impact dynamic

quantities with initial inputs.

In matrix notation, the impulse relations can be expressed as

[A]
9×9

[V ′]
9×1

= [V ]
9×1

(3.43)

where the coefficient matrices [A] is a 9 × 9 matrix and the column matrices [V ] and

[V ′] contain the final and initial quantities, respectively. Therefore the solution can be

expressed as

[V ′]
9×1

= [A]−1

9×9
[V ]
9×1

(3.44)

We choose different conditions in different stages using Eqn. (3.10), (3.11), (3.12),

(3.19), (3.20), (3.21) and either (3.34), (3.35), (3.24) or (3.34), (3.35), (3.24)A list of the

parameters used and calculated is shown in Table (3.2).

Note that, µ is replaced by µs when a two-coefficient representation of friction

(µs, µk) is used.
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Initial Parameters vx, vy, vz, wx, wy, wz, γ, β, δ, µ,R, IG, en

Parameters in Compression V c
xV

c
yV

c
zω

c
xω

c
yω

c
zF̂

c
xF̂

c
yF̂

c
z

Parameters in Restitution V r
x V

r
y V

r
z ω

r
xω

r
yω

r
zF̂

r
x F̂

r
y F̂

r
z

Post-impact Dynamic Quantities V
′
xV

′
yV

′
zω

′
xω

′
yω

′
zF̂

′
xF̂

′
yF̂

′
z

Table 3.2: Parameters used in a single impact simulation

3.7.1 Impact of a Falling Ball with the Ground

Cross [42] investigated frictional impact of a ball on a cart, modeling tangential compli-

ance by allowing the cart, attached to a vertical wall via a spring at one end, to translate

horizontally. His analysis was performed in time-space in a way similar to Stronge’s [18]

with simulation results showing a range of spins of the rebounding ball. Han [44] in-

vestigated frictional impact of a ball on a table using the introduced compliance model.

His analysis extends Stronge’s spring-based planar contact structure to three dimensions

by modeling the contact point as a massless particle able to move tangentially on one

body while connected to an infinitesimal region on the other body via three orthogonal

springs.

Here we treat a ball–ground impact in impulse space using our model in Section

3.4.1. As shown in Figure (3.7), a ball with initial velocity V0 and angular velocity ω0

strikes the ground. Let R be the ball’s radius and m is its mass. Its mass moment

of inertia(in every direction) is 2
5mR

2. Denote by the tangential impulse forces F̂X

and F̂Y exerted by the ground on the ball during the impact. We place the origin at

the contact point. The (X,Y, Z) frame is identical to the (x, y, z) contact frame for

tangential impulse forces.
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Figure 3.7: A bounce of a ball colliding with ground in three dimensions

In all simulations in this section, we consider R = 1, m = 1, and set the coefficient

of friction, the coefficient of restitution, and the moment of inertia as follows:

µ = 0.4 en = 0.6 IxyzG = αmR2 =
2

5
mR2 (3.45)

The initial velocity, angular velocity and direction angles settings are as follows:

−1 5 vx 5 1 vy = 1 vz = 0 (3.46)

−1 5 ωx 5 1 ωy = 0 ωz = 0 (3.47)

Since the reference frame xyz and the body attached frame XY Z coincide with each

other, the orientation angles can be defined as follows:

β = γ = δ = 0 (3.48)
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Also, the Euler angles θ1 = θ2 = θ3 = 0.

Sticking condition

The system of equations for three dimensional impacts in sticking mode are: Eqns.

(3.10,3.11,3.12,3.19,3.20,3.21) and (3.34,3.35,3.24). We can put these equations in ma-

trix form in different stages. In the compression stage we have



m 0 0 0 0 0 1 0 0

0 m 0 0 0 0 0 1 0

0 0 m 0 0 0 0 0 1

0 0 0 Ixx −Ixy −Ixz 0 −Rz Ry

0 0 0 −Iyx Iyy −Iyz Rz 0 −Rx

0 0 0 −Izx −Izy Izz −Ry Rx 0

1 0 0 0 Rz −Ry 0 0 0

0 1 0 −Rz 0 Rx 0 0 0

0 0 1 Ry −Rx 0 0 0 0





V c
x

V c
y

V c
z

ωcx

ωcy

ωcz

F̂ cx

F̂ cy

F̂ cz



=



mV x

mV y

mV z

(Ixxωx − Ixyωy − Ixzωz)

(−Iyxωx + Iyyωy − Iyzωz)

(−Izxωx − Izyωy + Izzωz)

0

0

0


(3.49)

The impulse relations in the restitution stage can be expressed as



m 0 0 0 0 0 1 0 0

0 m 0 0 0 0 0 1 0

0 0 m 0 0 0 0 0 1

0 0 0 Ixx −Ixy −Ixz 0 −Rz Ry

0 0 0 −Iyx Iyy −Iyz Rz 0 −Rx

0 0 0 −Izx −Izy Izz −Ry Rx 0

1 0 0 0 Rz −Ry 0 0 0

0 0 0 0 0 0 0 1 0

0 0 1 Ry −Rx 0 0 0 0





V
′
x

V
′
y

V
′
z

ω
′
x

ω
′
y

ω
′
z

F̂ ′
x

F̂ ′
y

F̂ ′
z



=



mV c
x

mV c
y

mV c
z

(Ixxω
c
x − Ixyωcy − Ixzωcz)

(−Iyxωcx + Iyyω
c
y − Iyzωcz)

(−Izxωcx − Izyωcy + Izzω
c
z)

0√
2m · e2n · (−W c)

0


(3.50)
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Sliding condition

The system of equations for three dimensional impacts in sliding mode are: Eqns.

(3.10,3.11,3.12,3.19,3.20,3.21) and (3.40,3.41,3.24). We can put these equations in ma-

trix form, too. In the compression stage we have



m 0 0 0 0 0 1 0 0

0 m 0 0 0 0 0 1 0

0 0 m 0 0 0 0 0 1

0 0 0 Ixx −Ixy −Ixz 0 −Rz Ry

0 0 0 −Iyx Iyy −Iyz Rz 0 −Rx

0 0 0 −Izx −Izy Izz −Ry Rx 0

0 0 0 0 0 0 Sx −µ · sin(φ) 0

0 1 0 −Rz 0 Rx 0 0 0

0 0 0 0 0 0 0 −µ · cos(φ) Sz





V c
x

V c
y

V c
z

ωcx

ωcy

ωcz

F̂ cx

F̂ cy

F̂ cz



=



mV x

mV y

mV z

(Ixxωx − Ixyωy − Ixzωz)

(−Iyxωx + Iyyωy − Iyzωz)

(−Izxωx − Izyωy + Izzωz)

0

0

0


(3.51)

In the restitution stage, the impulse equations are



m 0 0 0 0 0 1 0 0

0 m 0 0 0 0 0 1 0

0 0 m 0 0 0 0 0 1

0 0 0 Ixx −Ixy −Ixz 0 −Rz Ry

0 0 0 −Iyx Iyy −Iyz Rz 0 −Rx

0 0 0 −Izx −Izy Izz −Ry Rx 0

0 0 0 0 0 0 Sx −µ · sin(φ) 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 −µ · cos(φ) Sz





V
′
x

V
′
y

V
′
z

ω
′
x

ω
′
y

ω
′
z

F̂ ′
x

F̂ ′
y

F̂ ′
z



=



mV c
x

mV c
y

mV c
z

(Ixxω
c
x − Ixyωcy − Ixzωcz)

(−Iyxωcx + Iyyω
c
y − Iyzωcz)

(−Izxωcx − Izyωcy + Izzω
c
z)

0√
2m · e2n · (−W c)

0


(3.52)

where
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µ =
µx

sin(φ)
=

µz
cos(φ)

Sx = −sign( ~V C ·~i) Sz = −sign( ~V C · ~k) (3.53)

Numerical simulation results

Since a spherical ball is the simplest example in 3D simulation, only two modes, sliding

and sticking, can happen during the impact as there is no reverse sliding for a 3-axis

symmetric ball. These two modes can be developed into three cases #0, #1 and #3

based on Table (3.1) during impact.

As shown in Figure (3.8), the blue region belongs to sliding mode which means

fricition can not prevent the ball from sliding. The red region belongs to sliding in

compression stage and sticking in restitution stage which means fricition can stop the

ball from sliding in the last stage. The light blue region belongs to sticking in both

stages which means friction takes less time to stop the ball from sliding.

Energy dissipation is also a good quantity to investigate. As shown in Figure (3.9),

the maximum energy dissipation happens when the ball travels along x direction with

angular velocity ωx = 0. Also, sliding region has more energy dissipation than sticking

region. This is the same conclusion we found in Chapter 2 two dimensional rigid-body

impact.
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Figure 3.8: Three cases variation with initial parameters vx, ωx, µ and en
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Figure 3.10: Falling rod colliding with ground in three dimensions

3.7.2 Impact of a Rod with the Ground

As an example of three-dimensional impact, we present the problem of a cylindrical rod

in Figure (3.10). Both ends of the rod will be assumed to be spherical in order to model

impact as point-to-line. Also, it is assumed the radius R between the contact point and

the center of mass remain constant during impact.

Note that in the figure, the XY Z coordinate system is attached to the rod and the

xyz coordinate system is inertial at the contact point C. This distinction will be required

in calculating the inertia matrix from IG to I ′G. The simulation problem becomes to

determine the post-impact quantities (v′x, v
′
y, v
′
z, w

′
x, w

′
y, w

′
z, P

′
x, P

′
y, P

′
z). Let’s start by

assuming that the rod’s mass m, length L, radius R and cap radius r are

m = 1 L = 1 R ≈ L

2
r ≈ L

30
(3.54)

and the angles between rod and xyz axes, initial velocity, and angular velocity are
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0 5 β 5 π −π
2 5 γ 5 π

2 0 5 δ 5 π (3.55)

Also the coefficient of restitution and the friction coefficient µ which is assumed to

be uniform along x− z plane are

en = 0.3 µ = µx
sin(φ) = µz

cos(φ) = 0.5 (3.56)

in which φ, mentioned in section 3.4, is the angle between frictional forces Fx and Fz.

The position vector between the contact point C and the center of mass G become

Rx = R cos(β) Ry = R cos(γ) Rz = R cos(δ) (3.57)

The inertia matrix [IG] for a x − y − z axis symmetric cylindrical rod on body

attached frame is

[IXY ZG ] =


IXX 0 0

0 IY Y 0

0 0 IZZ

 (3.58)

Substituting Eqn. (3.54) into Eqn. (3.58), we get

[IXY ZG ] =


1
4r

2 + 1
12L

2 0 0

0 1
2r

2 0

0 0 1
4r

2 + 1
12L

2

 (3.59)

In figure (3.10), Since the spherical caps on the ends of the rod are relatively small,

we are neglect their contribution to the inertia properties of the rod. Recall section 3.3,

a inertia matrix on any frame can be attained by 3 rotations followed by three Euler

angles θ1 − θ2 − θ3. Using Eqns. (3.27) and (4.17) , the rotation matrix on reference
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xyz frame is therefore

[IxyzG ] = [Q]T [IXY ZG ][Q] (3.60)

[IxyzG ] = [Q]T


1
4r

2 + 1
12L

2 0 0

0 1
2r

2 0

0 0 1
4r

2 + 1
12L

2

 [Q] =


Ixx −Ixy −Ixz

−Iyx Iyy −Iyz

−Izx −Izy Izz

 (3.61)

As deriving equations in matrix form for a ball, all different modes have the same six

equations (3.10,3.11,3.12,3.19,3.20,3.21). Last three equations are conditions depended

on different modes.

Sticking Mode

Conditions in compression stage are

V c
cx = V c

x +Rzω
c
y −Ryωcz = 0 (3.62)

V c
cy = V c

y −Rzωcx +Rxω
c
z = 0 (3.63)

V c
cz = V c

z +Ryω
c
x −Rxωcy = 0 (3.64)

And conditions in restitution stage can be expressed as

V
′
cx = V

′
x +Rzω

′
y −Ryω

′
z = 0 (3.65)

F̂ ′
y =

√
2m · e2n · (−W c) (3.66)
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V
′
cz = V

′
z +Ryω

′
x −Rxω

′
y = 0 (3.67)

Sliding Mode

Conditions in compression stage are

SxF̂ cx − µF̂ cy · sin(φ) = 0 (3.68)

V c
cy = V c

y −Rzωcx +Rxω
c
z = 0 (3.69)

SzF̂ cz − µF̂ cy · cos(φ) = 0 (3.70)

And conditions in restitution stage can be expressed as

SxF̂
′
x − µF̂

′
y · sin(φ) = 0 (3.71)

F̂ ′
y =

√
2m · e2n · (−W c) (3.72)

SzF̂
′
z − µF̂

′
y · cos(φ) = 0 (3.73)

where

µ =
µx

sin(φ)
=

µz
cos(φ)

Sx = −sign( ~Vcx) Sz = −sign( ~Vcz) (3.74)

Reverse Sliding Mode

As we assume that the cylindrical rod begins with sliding, it may change to reverse

sliding in compression or restitution stage. Let’s assume that the rod goes to reverse

sliding mode in compression stage as an example. The second condition depends on
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the initial conditions of vcx and vcz. If vcx > vcz, we will use Eqn. (3.34) as last

equation. Otherwise, we will use Eqn. (3.35) as our last equation. For instance, we

assume vcx > vcz and the conditions in compression stage for sliding at the beginning

are

SxF̂ c1x − µF̂ c1y · sin(φ) = 0 (3.75)

V c1
cx = V c1

x +Rzω
c1
y −Ryωc1z = 0 (3.76)

SzF̂ c1z − µF̂ c1y · cos(φ) = 0 (3.77)

where

µ =
µx

sin(φ)
=

µz
cos(φ)

Sx = −sign( ~Vcx) Sz = −sign( ~Vcz) (3.78)

During the transition, the sliding mode changes to reverse sliding and the implusive

force direction changes. This situation can lead to three possibilities 2(a), 2(b) and 2(c)

shown in Table (3.1). Each possibility can result in direction change of the implusive

force. Figure (3.11) shows a procedure of determining whether sliding or reverse sliding

occurs. With the updated sign of implusive force in friction plane, the reverse sliding

matrix is

SxF̂ c2x − µF̂ c2y · sin(φ) = 0 (3.79)

V c2
cy = V c2

y −Rzωc2x +Rxω
c2
z = 0 (3.80)

SzF̂ c2z − µF̂ c2y · cos(φ) = 0 (3.81)

where
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Compression Stage

Sliding
Transition

Reverse Sliding

Case #2a Case #2b Case #2c

vcx=vcz=0

Sa Sb Sc

Change force direction 
          Sx  and  Sz

   End of 
Compression 

Update Matrix
[A]

Figure 3.11: Flow Chart for Reverse Sliding in Compression
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µ =
µx

sin(φ)
=

µz
cos(φ)

Sx = −Sx Sz = −Sz (3.82)

In the restitution stage, the object remains in reverse sliding mode and conditions

can be expressed as

SxF̂ rx − µF̂ ry · sin(φ) = 0 (3.83)

F̂ ′
y =

√
2m · e2n · (−W c) (3.84)

SzF̂ rz − µF̂ ry · cos(φ) = 0 (3.85)

Numerical Simulation Results

Since three modes, sliding, sticking and reverse sliding, could happen in the compression

or restitution stage during the impact depending on the initial conditions. There are 11

cases in Table (3.1).

Influence of µ and en on cases and the energy dissipation Kdissipation It is

known that there is no energy loss when µ = 0 and en = 0. In contrast, the most energy

dissipates when µ = 1 and en = 1.

Example 1 shown in Fig (3.12) indicates that if there is no frictional force, the

angular impulse-momentum change the rod from sliding to reverse sliding in different

stages. As vx increases from −2 to −1.5, case of motion 0 indicates that the rod remains

in sliding mode during impact changes from sliding to sticking in different stages. As

vx increases from −1.5 to −0.7, the case of motion is 4b indicating that the rod turns

into reverse sliding mode in restitution stage. When vx increases from −0.7 to −0.05,

case of motion is 2b indicating that the rod turns to reverse sliding mode in an earlier

stage, compression stage. When vx equals to 0, the rod starts with reverse sliding mode

at the beginning of compression stage. The initial conditions are
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Figure 3.12: Example 1: Influence of initial velocity vx on cases of impact with µ = 0,
en = 1, vx = −2 : 0.05 : 0

β =
2π

3
γ =

5π

6
δ =

π

2
(3.86)

θ1 = θ2 = 0 θ3 =
π

6
(3.87)

µ = 0 en = 1 (3.88)

ωx = ωy = ωz = 0 (3.89)

vx = −2 : 0.05 : 0 vy = 1 vz = 0 (3.90)

Example 2 shown in Fig (3.13) indicates that in the presence of a frictional force,

the motion of the tip of the rod changes from sliding to sticking in different stages. As

vx increases from −2 to −1.55, the motion is case 3 indicating that the rod changes

from sliding to sticking mode in the restitution stage. When vx increases from −1.55

to −0.05, case 1 motion indicates that the rod changes from sliding to sticking mode in
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Figure 3.13: Example 2: Influence of initial velocity vx on cases of impact with µ = 1,
en = 1, vx = −2 : 0.05 : 0

restitution in an earlier stage, compression stage. When vx equals to 0, the rod starts

with sticking mode at the beginning of the compression stage. The initial conditions

are

β =
π

3
γ =

7π

6
δ =

π

2
(3.91)

θ1 = θ2 = 0 θ3 = −π
6

(3.92)

µ = 1 en = 1 (3.93)

ωx = ωy = ωz = 0 (3.94)

vx = −2 : 0.05 : 0 vy = 1 vz = 0 (3.95)

Examples 3A, 3B and 3C, shown in Fig (3.14), show the influence of µ and en on

cases, energy dissipation Kdissipation and post-impact velocity v′
x. In examples 3A and



104

3C, Kdissipation and v
′
x have the same trend while µ and en change from 0 to 1. In

example 3A and 3B, as µ increases from 0 to 1, the case of motion changes from 1

(sticking in compression) to 2b (reverse sliding in compression) and 2b to 4b (reverse

sliding in restitution) and 4b back to 0 (sliding in both stages). However, the energy

doesn’t dissipate much. As en increases from 0 to 1, the case describing the motion

doesn’t change, but the energy dissipation has a greater variation from 0 to 0.3 and

becomes 0 when µ = 0 and en = 1. The initial conditions are

β =
2π

3
γ =

5π

6
δ =

π

2
(3.96)

θ1 = θ2 = 0 θ3 = −π
6

(3.97)

µ = 0 : 0.025 : 1 en = 0 : 0.025 : 1 (3.98)

ωx = ωy = ωz = 0 (3.99)

vx = −1 vy = 1 vz = 0 (3.100)

Examples 4A, 4B and 4C, shown in Fig (3.15), show the influence of µ and en on

the different cases, energy dissipation Kdissipation, and post-impact velocity v
′
x, while

initial velocity vx is in opposite direction to examples 3A, 3B and 3C. In examples

4A and 4C, Kdissipation and v′
x have the opposite trend while µ and en change from 0

to 1. In example 4A and 4B, as µ increases from 0 to 1, the case of motion changes

from 1 (sticking in compression) to 3 (sticking in restitution) and 3 to 0 (sliding in both

stages), and the energy dissipation varies a lot. As en increases from 0 to 1, case of

motion doesn’t change, and the energy dissipation varies a little. Energy dissipation

becomes 0 when µ = 0 and en = 1. The initial conditions are
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A

B

C

B

Figure 3.14: Examples 3: Influence of µ and en on (A) cases of impact, (B) energy
dissipation Kdissipation, (C) post-impact velocity v′

x
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β =
2π

3
γ =

5π

6
δ =

π

2
(3.101)

θ1 = θ2 = 0 θ3 = −π
6

(3.102)

µ = 0 : 0.025 : 1 en = 0 : 0.025 : 1 (3.103)

ωx = ωy = ωz = 0 (3.104)

vx = 1 vy = 1 vz = 0 (3.105)

These examples show that en has a larger effect than µ on energy loss in reverse

sliding mode, while µ influences energy loss more than en does in a sliding mode. This

is the same as the conclusion we reached in two-dimensional impact modeling.

Influence of orientation angles β and γ on cases and the engergy dissi-

pation Kdissipation When the rod’s position is kept in the x − y plane and rotated

from 0 to π, the influence of orientation angles β and γ on cases study and engergy

dissipation Kdissipation is shown in Fig (3.16). As β increases from 0 to 0.7 radians,

the case of motion changes from 0 (sliding during both stages) to 4c (reverse sliding in

restitution). As β increases from 0.7 to 0.95, the case of motion changes from 4c to 2c

(reverse sliding in compression). As β increases from 0.95 to 1.04, the case of motion

changes from 2c to 1 (sticking in compression). As β increases from 1.04 to 1.79, the

case of motion changes from 1 to 3 (sticking in restitution). As β increases from 1.79 to

1.87, the case of motion changes from 3 back to 0. From the figure of β vs Kdissipation,

the most energy dissipation is 0.7119 when β is equal to 1.95 and the rod is in sliding

regime. This is the same as the conclusion we had in two-dimensional modeling. The

initial conditions are
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A

B

C

Figure 3.15: Examples 4: Influence of µ and en on (A) cases of impact, (B) energy
dissipation Kdissipation, (C) post-impact velocity v′

x
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(radian) (radian)

Figure 3.16: Influence of orientation angle β on energy dissipation Kdissipation and cases
of impact with µ = 0.4, en = 0.4

β = 0 : 0.01 : π γ =
3π

2
− β δ =

π

2
(3.106)

θ1 = θ2 = 0 θ3 =
π

2
− β (3.107)

µ = 0.4 en = 0.4 (3.108)

ωx = ωy = ωz = 0 (3.109)

vx = 1 vy = 1 vz = 0 (3.110)

Influence of β and µ on cases and the engergy dissipation Kdissipation

The influence of orientation angles β and coefficient of friction µ on cases study and

engergy dissipation Kdissipation is shown in Fig (3.17). As β and µ vary, the rod changes

between sliding, sticking and reverse sliding modes during both stages. Along the y (µ)

axis direction, sliding or reverse sliding trends to change to sticking mode as µ increses.

Along the x (β) axis direction, there are reverse sliding regimes when β is less than π
2

since the angular impulse-momentum in x direction component is opposite to frictional
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impulsive force. More sliding regimes exist when β is larger than π
2 since the angular

impulse-momentum in x direction component and frictional impulsive force are in the

same direction.

From the energy dissipation figure on Fig (3.17), β has more influence on Kdissipation

than µ does. The largest amount energy dissipation occurs in the regime between reverse

sliding and sliding when µ = 0.95 and β = 2.42 radians. The initial conditions are

β = 0 : 0.01 : π γ =
3π

2
− β δ =

π

2
(3.111)

θ1 = θ2 = 0 θ3 =
π

2
− β (3.112)

µ = 0 : 0.01 : 1 en = 0.4 (3.113)

ωx = ωy = ωz = 0 (3.114)

vx = 1 vy = 1 vz = 0 (3.115)

Influence of β and en on cases and the engergy dissipation Kdissipation

The influence of orientation angles β and coefficient of restitution en on cases study

and engergy dissipation Kdissipation is shown in Fig (3.18). As β decreases from 2.5 to

2.2radians, the case of motion changes from 0 (sliding during both stages) to 4b (reverse

sliding in restitution). As β decreases from 2.2 to 1.8, the case of motion changes from

4c to 3 (sticking in restitution). As β decreases from 1.8 to 0.9, the case of motion

changes from 3 to 1 (sticking in compression). As β decreases from 0.9 to 0, the case of

motion changes from 1 back to 0. The largest amount energy dissipation occurs in the

regime between sticking and sliding when β is between 2.2 and 1.8 and en is between 0

and 0.4. and the rod is in sliding regime. Along the x (en) axis direction, the influence

of en on modes is very small. Cases of motions 1 and 3 stay the same as en increases
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Figure 3.17: Influence of orientation angle β and coefficient of friction µ on energy
dissipation Kdissipation and cases of impact with en = 0.4
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from 0 to 1. So β has more influence on cases than en does.

From the energy dissipation figure on Fig (3.18), the energy dissipation changes

greatly along the x (en) axis direction campare to the y (β) axis direction. The largest

amount energy dissipation occurs in the regime between sticking and sliding when β is

between 2.2 and 1.8 and en is between 0 and 0.4. Overall, en has more influence on

Kdissipation than β does. The initial conditions are

β = 0 : 0.01 : π γ =
3π

2
− β δ =

π

2
(3.116)

θ1 = θ2 = 0 θ3 =
π

2
− β (3.117)

µ = 0.4 en = 0 : 0.01 : 1 (3.118)

ωx = ωy = ωz = 0 (3.119)

vx = 1 vy = 1 vz = 0 (3.120)
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Figure 3.18: Influence of orientation angle β and coefficient of restitution en on energy
dissipation Kdissipation and cases of impact with µ = 0.4
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Comparison of Different Friction Coefficient Models (µk and µs) The pre-

vious simulation results are based on the assumption that kinetic coefficient of friction

µk and static coefficient of friction µs have the same value. Different values of µk and µs

can be another factor affecting the results. Considering that µk changes to µs while the

object is in the transition sticking mode while turning from sliding to reverse sliding, or

from initially sticking to reverse sliding mode discussed in chapter 2, cases and energy

dissipation can be different.

Fig (3.19) shows the comparison of µs = 1.2 ∗ µk (on the top) and µs = µk (on the

bottom) models on cases study, post-impact velocity and engergy dissipationKdissipation.

The µs = 1.2 ∗ µk model has a larger sticking regime than µs = µk model does. This

difference results in different post-impact velocities. It turns out that there is no obvious

difference in energy dissipation.

The initial conditions are

β = 0 : 0.01 : π γ =
3π

2
− β δ =

π

2
(3.121)

θ1 = θ2 = 0 θ3 =
π

2
− β (3.122)

µk =
µs
1.2

= 0 : 0.01 : 1 en = 0.4 (3.123)

ωx = ωy = ωz = 0 (3.124)

vx = 1 vy = 1 vz = 0 (3.125)

3.7.3 Impact of a Rectangular Bar with the Ground

For the rod example, the mass moment of inertia along its length is negligible and

we only focus on analyzing its velocity and two directions angular velocity. In order

to analysis a rigid-body impact motion with six dynamic quantities, vx, vy, vz, ωx,
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μs=1.2μk μs=μk

Figure 3.19: Comparison of µk and µs models on energy dissipation Kdissipation, post
impact velocity v′

x and cases with en = 0.4
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Figure 3.20: Falling bar colliding with ground in three dimensions

ωy, ωz and investigate the frictional force behavior on the friction plane, we analyze

the three dimensional impact of a rectangular bar in this subsection. The bar will

impact the surface with different initial velocities and angular velocities throughout our

simulations. The solution will be obtained by following same procedure outlined in

previous subsections.

We begin our analysis by defining the dimensions and orientation of the bar. The

lengths of the bar along the (X,Y, Z) axis are (L1, L2, L3), respectively. Figure (3.20)

shows the bar, where the XY Z coordinate system is attached to the bar and the xyz

coordinate system, the reference coordinate, is at the contact point C such that the y

axis is normal to the impact plane (x, z).

The distance from the contact point to the center of gravity, R is

R =

√
L2
1 + L2

2 + L2
3

2
(3.126)

And the components of ~R can be easily attained from the orientation angles as
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Rx = R cos(β) Ry = R cos(γ) Rz = R cos(δ) (3.127)

The mass moment of inertia matrix for the bar in its principal XY Z coordinate is

[IG] =


IXX 0 0

0 IY Y 0

0 0 IZZ

 (3.128)

where

IXX =
m

12
(L2

2 + L2
3) (3.129)

IY Y =
m

12
(L2

1 + L2
3) (3.130)

IZZ =
m

12
(L2

1 + L2
2) (3.131)

To express the inertia matrix in reference xyz coordinate, we make the coordinate

transfermation matrix [Q] that relates the xyz and XY Z coordinates. Substituting

Eqn. (3.128) into Eqn. (3.27), we get

[IxyzG ] = [Q]T


m
12(L2

2 + L2
3) 0 0

0 m
12(L2

1 + L2
3) 0

0 0 m
12(L2

1 + L2
2)

 [Q] (3.132)

Sliding, sticking and reverse sliding modes

Since we have already developed different Eqns. (68-75) for different modes in the

example of rod, we can use the same conditions for the bar.
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Numerical simulation results

In the previous analysis of impact on a rod, conditions when frictional force and gravita-

tional force along x direction component are in a same line were studied. In this section,

a numerical simulation study on the influence of frictional force and the component of

gravitational force on x-axis which are not in the same line but in a tangantial x − z

plane is presented. The initial conditions are selected as

β =
2π

3
γ =

5π

6
δ =

π

2
(3.133)

θ1 = θ2 = 0 θ3 = −π
6

(3.134)

µ = 0.6 en = 0.4 (3.135)

ωx = ωy = ωz = 0 (3.136)

vx = −1 : 0.03 : 1 vy = 1 vz = −1 : 0.03 : 1 (3.137)

Influence of initial velocity vx and vz on cases study and engergy dissipa-

tion Kdissipation Fig (3.21) shows the influence of frictional force in tangantial x− z

plane on cases and engergy dissipation Kdissipation. Cases of motion on the left of the

figure indicates that the case of motion is symmetric between vz = −1 to 0 and 1 to 0

along the x (vz) axis due to the fact that only frictional force acting on this direction

which only depends on the sign of vz. However, the case of motion is asymmetric along

the y (vx) axis since frictional force and gravitational force are both acting on this axis

with same direction between 1 to 0 and opposite direction between −1 to 0. As vx

decreases from 1 to 0 and vz decreases from 0 to −1 or increases from 0 to 1, the case

of the motion changes from 3 (sticking in restitution) or 1 (sticking in restitution) to 4b

(reverse sliding in restitution) or 2b (reverse sliding in compression) and then 0 (sliding
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Figure 3.21: Influence of initial velocity vx and vz on cases study and engergy dissipation
Kdissipation

during both stages). When vz equals to zero, as vx decreases from 1 to −1, the case of

motion changes from 3 (sticking in restitution) to 1 (sticking in restitution) and finally

back to 3.

Energy dissipation on the right side of the figure shows that the largest amount

energy dissipation occurs in the region where initial velocities vx ranging from 0 to 0.8

rad/s and vz ranging from −0.3 to 0.3. This region belongs to the transition between

sliding to reverse sliding or sliding to sticking mode. The energy dissipation is symmetric

between −1 to 0 and 1 to 0 along the x (vz) axis due to the fact that only frictional

force acting on this direction. However, the energy dissipation is asymmetric along the

y (vx) axis since frictional force and gravitational force are both acting on this axis with

same direction between 1 to 0 and opposite direction between −1 to 0.

Influence of initial velocity vx and vz on post-impact dynamic quantities

v
′
x, v

′
z and ω

′
x, ω

′
z Figure (3.22) shows the influence of initial velocity vx and vz on

post-impact velocities. The figure on the left indicates that post-impact velocity v
′
x

is symmetric between −1 to 0 and 1 to 0 along the x (vz) axis due to the fact that

only frictional force acting on this direction which only depends on the sign of vz. The

figure on the right indicates that v′
z gradually change along vz axis. Since the frictional

force changes direction during this transition, there is discontinuity in regimes between

transition of sliding to reverse sliding and sticking to reverse sliding. Fig (3.23) shows
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Figure 3.22: Influence of initial velocity vx and vz on post-impact velocities v′
x, v

′
z

Figure 3.23: Influence of initial velocity vx and vz on post-impact angular velocities
ω

′
x, ω

′
z

the influence of initial velocity vx and vz on post-impact angular velocities ω′
x, ω

′
z. ω

′
x

has the same trend as v′
z and ω′

z has the same trend as v′
x. This can be proved by Eqn.

(3.138), when expresses the velocity of the contact point after impact as

~V ′C = (V
′
x + ω

′
yRz − ω

′
zRy)~i+ (V

′
y + ω

′
zRx − ω

′
xRz)~j + (V

′
z + ω

′
xRy − ω

′
yRx)~k (3.138)

When Rz is equal to zero, V ′C
x is only determined by V ′

x and ω′
z. Also V ′C

z is only

determined by V ′
z and ω′

x.
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3.8 Discussion and Conclusion

In this chapter, we have analyzed the three-dimensional rigid body impact model using

Stronge’s coefficient of restitution hypothesis.

1. The approach characterizes the possible modes and applies them to the general

system impact response analysis. It is shown that there are eleven cases of impact,

such as sliding in compression and reverse sliding in restitution stage. All these

cases of impact are characterized and formulated into a general computational

strategy.

2. Parameter evaluation is discussed for practicality in this chapter. Among these

three initial parameters, orientation angles, the coefficient of restitution en and

coefficient of friction µ, orientation angles have the greatest influence on energy

dissipation since variation of orientation angle causes different modes while sliding

or reverse sliding leads to more energy dissipation than sticking.

3. Using two parameter models of the friction coefficient (µk and µs) leads to different

results in the transition area between sticking and reverse sliding. The larger the

differences between µk and µs values, the bigger transition area and difference of

energy dissipation. This difference results in discontinuity of velocity.

Overall, the conclusions reached in this chapter follow closely to the conclusion reached

in chapter 2 when the orientation angle δ between the object and z axis equals π
2 .
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Chapter 4

Experimental Study for Three Dimensional Rigid Body
Impact

In the previous chapter, we developed a numerical algorithm for three dimensional rigid

body impact. The model is applied in a manner that requires the input of the coefficient

of restitution, which is accurately determined through experiment. In order to verify

our numerical simulation results and conclusions, an experiment, shown schematically

in Figure (4.1), was set up to study the behavior of 3D rigid body impact with friction.

The rigid body motion was captured using high speed video cameras. The elapsed time

and the displacements of all marker points of moving bodies between those frames were

obtained. The pre-impact and the post-impact velocities and angular velocities were

calculated using the data, considering the gravitational effect.

4.1 Experimental Set-up

The experimental set-up, shown in Figure (4.2), includes the following apparatus:

1. Moving objects: Two different types of moving objects, a rod and rectangular bar

were considered in this experiment. Reflective tape markers (silver) attached to these

objects, one at the center and others located along the edges, were used to capture the

kinematic data.

2. Dropping device: The dropping device was designed to meet the requirement

that the pre-collision velocities and orientations of the objects should be independently

adjustable while maintaining the same impact contact point. Two adjustments were

incorporated:

i) Initial release height and angles which determine the tangential velocities vx, vz

and vertical vy of the object.
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Figure 4.1: Schematic diagram of 3D Experiment platform
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Figure 4.2: Experiment set-up



124

Bar

Rod
Marker

Marker

Figure 4.3: Moving objects

ii) Angle θ of the slope which determine the orientation angle.

3. Data acquisiton system: Two high speed cameras (a max capture rate of 120

frames/sec) were used to acquire the kinematic data. After each impact test, videos

saved in the cameras were transfered to a computer. It is possible for the marker to

become invisible during impact because it may be blocked by the object body or other

markers at some special angles. To make sure all markers can be tracked during impact,

it is necessary to add more additional cameras in the future.

4. Image processing system: All video images of each experiment were collected and

transmitted into a computer. A Matlab program based on Kalman Filter algorithm

was used to turn videos into frames according to time length of each video and compute

displacements of all markers on the object. The position data was then used to calculate

the inclination angle of the bar at the instant of collision and pre and post impact

dynamic quantities.

4.1.1 Moving Objects

The steel rod and UHMW (ultra high molecular weight) plastic rectangular bar, shown

in Figure (4.3), were painted black and attached with silver reflective tape markers

along their surfaces. This high contrast enhancement improves the perceptibility of the

markers in the image by enhancing the brightness difference between the markers and

their backgrounds. It can also sharpen object edges and remove much of the image blur.

The kinematic and dynamic parameters of the objects are given in Table (4.1).
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Name Mass (kg) Mass moment of inertia (kgmm2) Dimensions (mm)

Steel Rod 0.169


1312 0 0

0 0.0038 0

0 0 1312


L = 304.8

R = 9.525

Rectangular bar 0.185


43.30 0 0

0 1451 0

0 0 1489


L1 = 306.5

L2 = 51.5

L3 = 12.5

Table 4.1: Kinematic and dynamic parameters of the objects used in impact tests

4.1.2 Dropping Device

Figure (4.4) shows the set-up of the dropping device. It includes an object holder with

adjustable height h, a laser level, and a stainless steel 0− 180◦ angle ruler. A cylinder,

h = 45mm and R = 45mm, is attached on the ground. It is treated as reference frame

origin point O which is (0, 0, 0) on (x, y, z) reference frame. This point is the first step

of calibration for determining the relative three dimensional positions of object in the

video.

4.1.3 Data Acquisition System

Camera Calibration

Camera calibration is one of the most important parts in a data acquisiton system.

Three-dimensional digital image correlation (DIC) techniques have significantly ad-

vanced from their counterparts in the 1980s. Images taken from a stereo pair of charge

coupled device (CCD) cameras can be used to determine displacement in three dimen-

sions of any object whose background has had a contrasting speckle pattern applied to

it [57]. This non-contact optical technique can take measurements at seceral points of

an object in a single snapshot.

In this experiment, a Huawei Honor 8 video camera, shown in Figure (4.5), is used

for video recording. It can capture a maximum of 120 frames/sec with 1280 ∗ 720 pixels
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Figure 4.4: Dropping device

resolution. Camera calibration is used to estimate the values of the intrinsic parameters,

the extrinsic parameters, and lens distortion parameters of the cameras.

Intrinsic parameters and lens distortion parameters of cameras The in-

trinsic 3 by 3 matrix, K, generated by the calibration scheme, given by

K =


αx γ u0

0 αy v0

0 0 1

 (4.1)

contains 5 intrinsic parameters. The parameters αx = f ·mx and αy = f ·my represent

focal length in terms of pixels, where mx and my are the scale factors relating pixels to

distance and f is the focal length in terms of distance [57]. The parameter γ represents

the skew coefficient between the x and the y axis, and is often 0. u0 and v0 represent

the principal point, which would be ideally in the center of the image.

C[x, y, 1] = [X,Y, Z, 1]

 R

t

K (4.2)
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The coordinate (X,Y, Z) are world coordinates of a point, while the coordinate (x, y)

are coordinates of the corresponding image point. C is dimensional scale factor.

Nonlinear intrinsic parameters such as lens distortion are also important although

they cannot be included in the linear camera model described by the intrinsic parameter

matrix. Many modern camera calibration algorithms estimate these intrinsic parameters

as well in form of non-linear optimization techniques. This is done in form of optimizing

the camera and distortion parameters in from of what is generally known as bundle

adjustment. [64]

Extrinsic parameters of cameras 3 by 3 matrix R, 1 by 3 matrix T constitute

the extrinsic parameters which denote the coordinate system transformations from 3D

world coordinates to 3D camera coordinates. Equivalently, the extrinsic parameters

define the position of the camera center and the camera’s heading in world coordinates.

T is the position of the origin of the world coordinate system expressed in coordinates

of the camera-centered coordinate system. T is often mistakenly considered the position

of the camera. The position, C, of the camera expressed in world coordinates is C =

−R−1T = −RTT (since R is a rotation matrix).

There are two steps involved in camera calibration:

1. Solve for the intrinsics and extrinsics in closed form, assuming that lens distortion

is zero [65].

2. Estimate all parameters simultaneously including the distortion coefficients using

nonlinear least-squares minimization (Levenberg–Marquardt algorithm). Use the

closed form solution from the preceding step as the initial estimate of the intrinsics

and extrinsics. Then set the initial estimate of the distortion coefficients to zero

[64].

Synchronizing Cameras

Since impact is almost instantaneous and time laspe is 1/120 sec per frame, it is nec-

essary to make sure that all cameras record synchronously. We accomplish this by
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Huawei Honor 8

Figure 4.5: Huawei Honor 8 with tripod

Before flash

After flash

Camera 2 Camera 1 

Figure 4.6: Images from 2 cameras before and after flash

generating a flash from the flashlight before object starts to fall down, as image frames

from three cameras shown in Figure (4.6). A flash signal was triggered before the object

was released. This signal helps to mark the same starting point of recording timeline

in both cameras. Also, a voice control command is used to start all cameras’ video

recording at the same time.

4.1.4 Image Processing System

Once all videos are saved into the computer, we make use of a Matlab program based

on Kalman Filter algorithm developed for motion capture to digitize the position of

markers with respect to the global reference frame x− y − z.
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120fps  800*450 pixels

240fps  640*480 pixels

Figure 4.7: Comparison 120fps with high resolution (800*450 pixels) image to 240fps
with high resolution (640*480 pixels) image

We should note that during the collision the position of the object changes while

it deforms. These deformations which are in scale of micrometers, are so small that

they could not be detected on the video images. Therefore, the experimentally obtained

kinematic data only reflects the general rigid body motion of the object.

4.2 Video Recording and Image Processing

4.2.1 Setting and Synchronizing Cameras for Video Recording

Figure (4.7) shows images from 120 fps with high resolution and 240 fps with lower

resolution. Although 240 fps can provide more detailed information, which is better to

interpolate dynamic quantities in same amount of time, it produces a blur on the marker

boundary. This disadvantage makes it more difficult to obtain the correct position of

each marker. As a result, 120 fps with higher resolution was selected as the better choice

for video setting. This property depends on the type of camera used.
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Cylinder

O

Figure 4.8: Reference point on ground

4.2.2 Setting Reference Point on the Ground and Camera Calibration

Reference Point

As shown in Figure (4.8), a white cylinder was attached on the ground. This cylinder

was set as the focus point of the camera. Since the cylinder is still during impact,

it can be used as reference point O on (x, y, z) world/reference frame and its position

(x0, y0, z0) is invariable in world frame. This invariable property can be used to estimate

errors in later sections. With a dimension of R = 45mm and h = 45mm, the cylinder

can be seen from all cameras from different angles. This point O is used to set camera

focus to a fix length.

Camera Calibration

A stereo system consists of two cameras: camera 1(left) and camera 2(right). As shown

in Figure (4.9), camera 1 and camera 2 capture point X in a reference(world) frame into

different images as point (x1, y1) and (x2, y2). If camera 1 location is set to be (0, 0, 0)

in reference frame, camera 2 location can be calculated from the rotation matrix R and

translation t that relates the camera locations to each other. The calibration procedure

given below estimates the parameters of each of the two cameras.

1. Prepare images, camera, and calibration pattern.

A checkerboard pattern is used, as shown in Figure (4.10), in the calibration. A



131

Camera 2 Camera 1

(x,y)

(x2,y2)

(x1,y1)R,t

Figure 4.9: Projective transformation between two images from stereo camera (rear view
shown)
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Figure 4.10: Checkerboard pattern

Camera 1 Camera 2

Figure 4.11: Example of checkerboard pattern placement

reference cylinder is set next to the pattern so that both of them are in focus. Since the

closed form solution for parameters of camera needs at least 8 positions (image pairs),

for best results, we used more than 10 image pairs of the calibration pattern. As shown

in Figure (4.11), the pattern needs to be visible from both cameras. The actual length

of one side of a square from the checkerboard pattern is measured as 23mm.

2. Calibrate the stereo camera.

Figure (4.12) displays one image pair. This image pair displays the checkerboard

image pair with green circles to indicate detected points. The yellow square indicates

the (0, 0) origin. The X and Y arrows indicate the orientation of the checkerboard axes.

After all sets of position information from the images were collected and calibrated,

camera 1 & 2 and pattern positions were calculated in world coordinate from Eqn

(4.3) and shown in Figure (4.13). In the Figure, Camera 1 was set to be the origin as

(XC , YC , ZC) = (0, 0, 0).
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Figure 4.12: Checkerboard pattern detected from image

Figure 4.13: 3D view of cameras and pattern positions
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Figure 4.14: Reprojection errors illustration

3. Evaluate calibration accuracy.

Calibration accuracy needs to be evaluated by examining the reprojection errors,

the camera extrinsics, and by viewing the undistorted image. Since the undistortion

treatment has been mentioned in Chapter 2 experiment, it is not discussed here again.

The reprojection errors, as shown in Fig (4.14), are the distances in pixels between

the detected and the reprojected points. This measurement calculates reprojection

errors by projecting the checkerboard points from world coordinates, defined by the

checkerboard, into image coordinates. Then it compares the reprojected points to the

corresponding detected points. As a general rule, reprojection errors of less than one

pixel are acceptable. The bar graph in Figure (4.15) displays the mean reprojection

error per image, along with the overall mean error. The bar labels correspond to the

image pair IDs. The highlighted pair of bars corresponds to the selected image pair.

4. Export the parameters.

The intrinsic and extrinsic parameters of the camera, as well as the distortion coef-

ficients, are listed in Tables (4.2) and (4.3).

4.2.3 Acquiring Displacement Information from Image Processing

The recorded videos are transfered into the computer. For each experiment, 60 frames,

which span a time period of 0.5 sec, are used to estimate the kinematics of the object.

The image processing procedure can be divided into two parts:
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Figure 4.15: Reprojection errors in images

Name Intrinsic Matrix K Extrinsic Matrix

 R

t



Camera 1


1.06e+ 03 0 0

0 1.07e+ 03 0

0.733e+ 03 0.396e+ 03 1





0.984 0.005 0.176

0.019 0.991 −0.131

−0.175 0.133 0.976

−31.1 −49.6 890



Camera 2


0.990e+ 03 0 0

0 0.989e+ 03 0

0.732e+ 03 0.380e+ 03 1





0.992 0.040 −0.117

−0.0574 0.987 −0.148

0.109 0.153 0.982

−109 −52.5 924.5


Table 4.2: Intrinsic and Extrinsic Matrix of camera 1 and 2
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Name Distortion Coefficient Mean Errors Relative Pose

 R

t



Camera 1 [0.238,−0.597] 0.4686pixels



1 0 0

0 1 0

0 0 1

0 0 0



Camera 2 [0.131,−0.157] 0.3992pixels



0.9566 0.0311 −0.2897

−0.0375 0.9992 −0.0166

0.2889 0.0267 0.9570

−338.8 −25.82 62.57


Table 4.3: Parameters of camera 1 and 2

Image Enhancement

Each video is recorded into frames. The first frame with flash signal is treated as

the starting point of the timeline if it is not the first frame of video. After that, 60

consecutive frames are selected before and after impact. As shown in Figure (4.16),

The picture A in Figure (4.16) is the original frames. These color frames are turned

into grayscale in picture B. Then they are turned into black and white pictures, shown

in picture C. And finally all markers with boundaries are outlined in the frames as

shown in picture D. The 60 new frames are constructed into a new video after the image

enhancement process.

Object Tracking using Kalman Filter

Kalman filtering, also known as linear quadratic estimation (LQE), is an algorithm

that uses a series of measurements observed over time, containing statistical noise and

other inaccuracies, and produces estimates of unknown variables that tend to be more

precise than those based on a single measurement alone, by using Bayesian inference and

estimating a joint probability distribution over the variables for each timeframe. Since

our motion capture rate in the test is 120 fps, every timeframe is 1
120 sec. As shown in
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Figure 4.16: Image enhancement

Figure (4.17), every marker attached to the object is tagged and tracked through frames.

The position information of every marker in each frame are stored in the database.

4.2.4 Converting Displacement Information into a 3D(x, y, z) Refer-

ence Frame

Because only two dimensional information can be attained through image processing

from any camera video, the database stored sets of position (xi, yi), as shown in Figure

(4.18), for each marker in a single frame. The 3D position for each marker (x, y, z) is

calculated using Eqn (4.3). After all sets of position information were collected and

calibrated, a set of position (x, y, z) was combined for each marker according to a single

frame.

C[x, y, 1] = [X,Y, Z, 1]

 R

t

K (4.3)

in which (X,Y, Z) are world coordinates of a point and (x, y) are coordinates of the
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Figure 4.17: Markers tagged in each frame

(x0,z0)

(x1,z1)

(x2,z2)

(x3,z3)

O

Figure 4.18: Position of markers and relative point O
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corresponding image point. C is dimensional scale factor. K, a 3 by 3 matrix, is camera

intrinsic matrix. R, a 3 by 3 matrix, is the matrix representing the 3-D rotation of

the camera and t , a 1 by 3 matrix is translation of the camera relative to the world

coordinate system.

Once again, the rigid body deformations in the scale of micrometers are negligible

and difficult to be be detected on the video images. Therefore, we are assuming that the

length of object won’t change, which implies the two-dimensional distance between any

markers remains the same during impact. Also, if the actual dimensions of the object

and location of reference point O are known, the position of markers in (x, y, z) reference

frame can be easily scaled in the test. In other words, this dimensionless property makes

our simulation and experiment results comparison much easier. Figure (4.19) shows an

example of three markers positions stored in database.
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Trajectories

120

marker 1 marker 2 marker 3

Frame x y z x y z x y z

1 238.245 496.256 1105.35 197.304 366.71 1123.56 362.34 365.883 1039.82

2 238.212 496.352 1105.4 197.035 366.752 1123.81 362.248 365.957 1040.02

3 238.199 496.39 1105.37 196.426 366.703 1124.75 362.262 365.995 1040.06

4 238.275 496.541 1105.32 196.853 366.867 1124.17 362.259 365.992 1040.09

5 238.255 496.547 1105.36 197.198 366.983 1123.99 362.286 365.969 1039.92

6 238.674 496.744 1105.63 196.136 366.797 1125.8 362.325 366.052 1039.94

7 238.676 496.735 1105.71 195.972 366.87 1126.56 362.276 366.075 1040.2

8 238.773 496.795 1105.58 195.999 367.001 1126.56 362.311 366.093 1040.19

9 238.832 496.913 1105.65 196.182 367.06 1126.52 362.354 366.13 1040.18

10 238.74 496.882 1105.67 196.09 367.015 1126.59 362.323 366.229 1040.23

11 238.778 496.874 1105.76 196.151 367.032 1126.58 362.366 366.227 1040.28

12 238.808 496.88 1105.72 196.216 367.14 1126.68 362.352 366.319 1040.3

13 238.802 496.884 1105.73 196.207 367.142 1126.69 362.429 366.276 1040.15

14 238.716 496.835 1105.78 196.026 366.993 1126.62 362.45 366.312 1040.33

15 238.682 496.788 1105.86 196.253 367.005 1126.76 362.513 366.302 1040.15

16 238.756 496.794 1105.91 196.252 366.991 1126.82 362.486 366.292 1040.17

17 238.708 496.779 1105.99 196.262 366.99 1126.8 362.545 366.393 1040.34

18 238.747 496.789 1105.94 196.766 367.175 1126.32 362.552 366.361 1040.42

19 238.773 496.739 1106.07 196.468 366.935 1126.78 362.579 366.389 1040.33

20 238.793 496.608 1106.09 196.816 367.071 1126.33 362.621 366.267 1040.39

21 238.839 496.596 1106.17 196.523 366.806 1126.85 362.643 366.251 1040.38

22 238.802 496.55 1106.26 196.437 366.744 1126.97 362.641 366.253 1040.39

23 238.852 496.536 1106.35 196.471 366.763 1126.93 362.629 366.233 1040.35

24 238.847 496.492 1106.42 196.751 366.71 1126.59 362.575 366.21 1040.5

25 238.8 496.474 1106.49 196.343 366.529 1127.1 362.656 366.241 1040.4

26 238.896 496.363 1106.51 196.862 366.758 1126.56 362.617 366.195 1040.43

27 238.914 496.338 1106.51 196.376 366.426 1127.07 362.635 366.101 1040.42

28 238.851 496.301 1106.53 196.283 366.361 1127.18 362.673 366.13 1040.36

29 238.837 496.32 1106.64 196.569 366.459 1127.16 362.646 366.057 1040.24

30 238.882 496.324 1106.57 196.396 366.38 1127.23 362.686 366.07 1040.54

31 238.829 496.306 1106.66 196.573 366.46 1127.16 362.709 366.185 1040.52

32 238.933 496.308 1106.63 196.614 366.482 1127.12 362.766 366.08 1040.57

33 238.936 496.32 1106.65 197.085 366.671 1126.66 362.807 366.099 1040.53

34 238.94 496.32 1106.64 196.587 366.436 1127.19 362.891 366.23 1040.09

35 238.891 496.305 1106.72 196.501 366.377 1127.3 362.741 366.102 1040.48

36 238.958 496.332 1106.6 196.543 366.405 1127.25 362.763 366.212 1040.5

37 238.935 496.306 1106.69 196.767 366.514 1127.13 362.955 366.216 1040.17

38 239.029 496.34 1106.53 196.894 366.6 1127 363.027 366.207 1040.18

39 238.617 496.275 1107.16 196.91 366.602 1126.99 362.921 366.229 1040.49

40 238.997 496.446 1106.56 196.609 366.433 1127.2 362.969 366.251 1040.48

41 239.026 496.48 1106.52 196.846 366.55 1127.08 363.103 366.339 1040.3

42 239.036 496.502 1106.58 196.892 366.693 1127.05 363.055 366.238 1040.19

43 239.099 496.529 1106.49 197.389 366.893 1126.57 363.076 366.326 1040.37

44 239.101 496.506 1106.52 197.025 366.725 1127.05 363.118 366.406 1040.44

45 239.109 496.52 1106.46 196.747 366.47 1127.22 363.166 366.247 1040.23

46 239.097 496.543 1106.45 197.016 366.72 1127.06 363.08 366.366 1040.55

47 239.063 496.517 1106.55 196.981 366.537 1126.84 363.171 366.308 1040.46

48 239.175 496.453 1106.37 197.505 366.823 1126.46 363.192 366.233 1040.24

49 239.206 496.461 1106.33 197.631 366.862 1126.47 363.212 366.315 1040.54

50 239.165 496.45 1106.4 197.204 366.642 1127.04 363.315 366.339 1040.44

Figure 4.19: Three markers positions data collected from 50 frames
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4.2.5 Calculation of Pre- and Post-impact Dynamic Quantities

As discussed before, 60 frames, which span a period of 0.5 sec, are used to estimate

the kinematics of the object in each test. Then, the data is divided into pre- and post-

collision parts. We develped an algorithm based on the free motion of the object in

the gravitational field to interpolate both pre and post position data. The orientation

angles (β, γ, δ) of the object at the contact point, the angular velocities of the object

imediately before and after collision (θ̇1
−
, θ̇1

+
) (θ̇2

−
, θ̇2

+
) (θ̇3

−
, θ̇3

+
) , and the center of

mass velocities (ẋ−, ẏ−, z−), (ẋ+, ẏ+, ż+) are calculated from the interpolated data.

Dimensional Scale Factor C

In Euclidean geometry, uniform scaling (or isotropic scaling) is a linear transformation

that enlarges (increases) or shrinks (diminishes) objects by a scale factor that is the

same in all directions. The result of uniform scaling is similar (in the geometric sense)

to the original. To scale the position from image to real geometry of object, a scale

factor C is needed. The length l of the object won’t change because of the rigid-body

assumption. This means that the two-dimensional distance between any markers will

not change during impact. The following equations (4.4,4.5) are used to calculate real

position (x, y, z) of markers.

C =
l√

(x3 − x1)2 + (y3 − y1)2 + (z3 − z1)2
(4.4)

(x, y, z) = (C · x,C · y, C · z) (4.5)

From Table (4.1), the actual length of the rod is 298.5mm and the distance between

the top and bottom markers is 248.8mm. So C = 298.5
248.8 = 1.20.

Calculation for Dynamic Quantities

Houbolt method The Houbolt method is one of several approaches to calculate a

derivative. It is based on third-order interpolation of displacementsXt and the multistep
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implicit formulae for Xt. The time derivative Ẋt is obtained in terms of Xt by using

backward differences. [66] The difference formulae are summaried in the following:

Xt = Xt+4t −4tẊt+4t +
4t2

2
Ẍt+4t −

4t3

6

...
Xt+4t (4.6)

Xt−4t = Xt+4t − (24t)Ẋt+4t + (
24t

2
)2Ẍt+4t − (

24t
6

)
...
Xt+4t (4.7)

Xt−24t = Xt+4t − (34t)Ẋt+4t + (
34t

2
)2Ẍt+4t − (

34t
6

)
...
3Xt+4t (4.8)

Solving Eqns. (4.6,4.7,4.8), we obtain an estimate of the time derivative

Ẋt+4t = (
1

64t
)(11Xt+4t − 18Xt + 9Xt−4t − 2Xt−24t) (4.9)

Note that a knowledge of Xt, Xt−4t and Xt−24t is needed to find solution for Xt+4t.

We will use this method to solve for angular velocity and velocity from displacement

information.

Angular Velocity First, as shown in Figure (4.20), the unit vectors (−→e1 ,−→e2 ,−→e3)

of the body fixed frame is bulit. By knowing (x, y, z) position of markers A1, A2, A3 in

the reference coordinate xyz, unit vectors (−→e1 ,−→e2 ,−→e3) can be attained by the following

equations. Note that point G is the centroid of triangle.

−→e1 =
(x2 − xG)

−→
i + (y2 − yG)

−→
j + (z2 − zG)

−→
k√

(x2 − xG)2 + (y2 − yG)2 + (z2 − zG)2
(4.10)

−→e3 = −→e1 ×
−−→
GA1 (4.11)

−→e2 = −→e3 ×−→e1 (4.12)
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(x3,y3,z3)

(x2,y2,z2)

(x1,y1,z1)

e1

e2

e3

(xG,yG,zG)

A3

A2

A1

G

Figure 4.20: Frame constructed using three markers

in which

xG =
1

3
(x1 + x2 + x3) yG =

1

3
(y1 + y2 + y3) zG =

1

3
(z1 + z2 + z3)(4.13)

An example of body fixed frame using triangle shape is shown in Figure (4.21). The

centroid of object is located at (xG, yG, zG). It can be used to calculate the orientation

angles β, γ and δ by

tan−1 β =
(xG − x1)√

(xG − x1)2 + (yG − y1)2 + (zG − z1)2
(4.14)

tan−1 γ =
(yG − y1)√

(xG − x1)2 + (yG − y1)2 + (zG − z1)2
(4.15)

tan−1 δ =
(zG − z1)√

(xG − x1)2 + (yG − y1)2 + (zG − z1)2
(4.16)

Euler angles are one of the most widely used parameterizations of rotations when

studying the dynamic behavior of a moving object with rotation [9]. Let {E1, E2, E3}

be a basis for a fixed reference frame, and let {e1, e2, e3} be a basis for a body at-

tached frame. The 2− 1− 3 Euler angles provide an orthogonal matrix Q which maps

{E1, E2, E3} to {e1, e2, e3}. As shown in Figure (4.22), the rotation matrix Q can be
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Figure 4.21: Examples of frame constructed using three markers positions
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Figure 4.22: Schematic of the 2-1-3 motion in terms of the Euler angles (θ1, θ2, θ3)

seperated into three rotations and described as followed.

[Q]T = [R(θ3)][R(θ2)][R(θ1)] (4.17)

The mapping from reference basis to body frame basis is

e = QTE (4.18)
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
e1

e2

e3

 =


sθ3sθ2sθ1 + cθ3cθ1 sθ3cθ2 sθ3sθ2cθ1 − cθ3sθ1

cθ3sθ2sθ1 − sθ3cθ1 cθ3cθ2 cθ3sθ2cθ1 + sθ3sθ1

cθ2sθ1 −sθ2 cθ2cθ1



E1

E2

E3

 (4.19)

The shorthand notation cθi = cosθi and sθi = sinθi are used in Eqn (4.19). Given

{E1, E2, E3},{e1, e2, e3} and specifying axis rotation sequence as 2− 1− 3, Euler angles

(θ1, θ2, θ3) can be calculated from a function in Matlab called “rotm2eul”. The Euler rate

(θ̇1, θ̇2, θ̇3) in frame kth can be solved from Eqns (4.20). Each of Euler angle sequences

has singularities at certain values of the second angle. The Euler angle sequences where

no index is repeated (3−2−1, 2−1−3, etc.) all have a singularity when the second angle,

θ2, has the value θ2 =
{
π
2 ,

3π
2

}
. In the experiment, if the singularities happened in kth

frame, the data from the frame was skipped and θ̇i was calculated between (k − 1)th

and(k+ 1)th. And the time interval becomed 2 ∗4t. By applying the Houbolt method,

we get


θ̇k1

θ̇k2

θ̇k3

 =


( 1
64t)(11θk1 − 18θk−11 + 9θk−21 − 2θk−31 )

( 1
64t)(11θk2 − 18θk−12 + 9θk−22 − 2θk−32 )

( 1
64t)(11θk3 − 18θk−13 + 9θk−23 − 2θk−33 )

 (4.20)

Finally, the angular velocity in the body and reference frame were determined from

Eqn (4.21,4.22) with a third-order approximation.


ωx

ωy

ωz


body

=


cθ2sθ3 cθ3 0

cθ2cθ3 −sθ3 0

−sθ2 0 1




θ̇1

θ̇2

θ̇3

 (4.21)


ωX

ωY

ωZ


ref

=


0 cθ1 cθ2sθ1

1 0 −sθ2

0 −sθ1 cθ2cθ1




θ̇1

θ̇2

θ̇3

 (4.22)

in which cθi = cosθi and sθi = sinθi.
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Calculation for Velocity

The time interval4t between each frame is equal to 1
120sec. And all positions (x, y, z) of

markers have been attained from image processing. By applying the Houbolt method,

we calculate velocities vx, vy, vz from the displacement between the frame kth and frame

(k − 3)th with a third-order approximation.

vkx = (
1

64t
)(11vkx − 18vk−1x + 9vk−2x − 2vk−3x ) (4.23)

vky =
(11vky − 18vk−1y + 9vk−2y − 2vk−3y ) + 6

2g(4t)2

64t
(4.24)

vkz = (
1

64t
)(11vkz − 18vk−1z + 9vk−2z − 2vk−3z ) (4.25)

in which (xG, yG, zG) is from Eqn (4.13), 4t = 1
120sec and g = 9.81m/s2. Note that

point G in Figure (4.20) is the centroid of object and vx, vy, vz are the velocities calcu-

lated at center of object.

4.2.6 Flow Chart for a Single Impact Test

The flow chart for calculating the impact paremeters is shown in Figure (4.23). The

analysis for a single impact test is completed.
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Figure 4.23: Flow chart for one impact test
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4.3 Error Analysis

Properly reporting an experimental result along with its uncertainty allows us to make

judgments about the quality of the experiment, and it facilitates meaningful comparisons

with theoretical or numerical simulation results [67].

Measurement errors can be classified as either random or systematic, depending

on how the measurement was obtained (an instrument could cause a random error

in one situation and a systematic error in another). Random errors are statistical

fluctuations (in either direction) in the measured data due to the precision limitations

of the measurement device. And systematic errors are reproducible inaccuracies that

are consistently in the same direction.

When making careful measurements, the goal is to reduce as many sources of error

as possible and to keep track of those errors that we can not eliminate. It is useful to

know the types of errors that may occur, so that we may recognize them when they

arise. The sources of error in our 3D rigid-body impact experiments include:

1. Incomplete definition (random) — Although two cameras focus at the same ref-

erence object, the focus can be changed due to the auto-focus function. This can

effect the intrinsic matrix K of the camera and the actual positions of the ob-

ject. In order to minimize this uncertainty, the focus is set onto reference point

before test started and checkerboard pattern and objects are placed no more than

400mm away from reference point.

2. Instrument resolution (random) — The angle ruler and laser level have the small-

est scale of 1 with uncertainty(±0.5). The resolution of image is 1280 ∗ 720 pix-

els and has the smallest scale of 1 pixel with uncertainty(±0.5 pixel). Ruler

used in measuring dimensions of object has the smallest scale of 1mm with

uncertainty(±0.5mm). Time interval in video recording has the smallest scale

of 1
120sec with uncertainty(± 1

240sec).

3. Calibration (systematic) — The calibration of an instrument need to be checked

before taking data. According to Table (4.3), camera 1 had a mean error of 0.4686
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off from  intersect point

Figure 4.24: Large error occurs when object placed in large angle

Figure 4.25: Example of blurry marker boundry

pixels and camera 2 had a mean error of 0.3992 pixels after image undistortion

process. However, the error became larger when objects placed at an larger angle

shown in Figure (4.24), specially when the angle is more than 45 degrees relative

to the camera plane. To avoid this type of error, more cameras maybe needed to

reduce the chance of large angles relative to the camera plane.

4. Lag time and hysteresis (systematic) — Due to the limitation of the camera for

recording images in such a short time period( 1
120sec), part of the marker boundry

may become blurry. Figure (4.25) shows blurry boundry of moving markers and

clear boundry of reference point which was still. When measuring the location of

marker boundry centroids, the uncertainty is ±1.5 pixels.

5. Repeatability (test–retest reliability) — To evaluate the reliability of our exper-

imental system, we conduct the experiment with same configurations 5, 10 and
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90deg

x
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z

Figure 4.26: Repeatability test on same experiment configurations

20 times as shown in Figure (4.26). It shows that our measurement is repeatable

since the variablity of test is less than 1.0%.

In the experiment, the cylinder (reference point) is always still during video recording.

Its actual position compared to camera 1, as shown in Figure (4.27), can be set as a

true value in the measurement. The actual position is

x = −421± 0.5mm (4.26)

y = 142± 0.5mm (4.27)

z = 912± 0.5mm (4.28)
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Figure 4.27: Relative position (x, y, z) of reference point to camera 1

Position calculated for camera is

x = −419± 2.5mm (4.29)

y = 141± 2.5mm (4.30)

z = 918± 2.5mm (4.31)

The overall error for the experiment is between 0.03% to 2.82% with uncertainty(±3mm).

4.4 Experiment Results for Coefficients of Friction and Restitution

4.4.1 Measuring Coefficients of Friction µs and µk

Dry friction is the force resisting lateral motion between two solid surfaces in contact.

It can be divided into static and kinetic friction. Static friciton is the force experienced

when there is no relative motion between the two surfaces and kinetic friction is the

force experienced when the surfaces are moving relative to each other. The commonly
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used value is the coefficient of friction (COF), which describes the ratio of the frictional

force between the surfaces of the two bodies, and the force pressing them together.

Measurement for Static Friciton Coefficient µs

As shown in Figure (4.28), the thickness of the slope is 20mm and the object is placed

on an incline with angle θ. The incline is increased and the agnle θ at which sliding

begins is recorded. The static friciton coefficient µs is measured when the test object

starts to slide down from the slope. From FBD for slidng condition, µsN−W sin(θ) = 0,

we will get µsW cos(θ)−W sin(θ) = 0. So µs is estimated as

µs = sinθ/cosθ (4.32)

Two methods are imposed to measure the angle of incline θ. The first method is to

use angle ruler to measure θ directly as shown in the top of Figure (4.28). The second

one is to use the ratio of two sides (a and c) of the right triangle to measure the sine of

θ, sin(θ) = a
c , as shown in the bottom of Figure (4.28).

For the rod, a = 69.5mm and c = 281mm. The angle of incline θ measured from

angle ruler is 14± 0.2. So the static friction coefficient for the rod is

µs = sin14.1/cos14.1 = 0.251 (4.33)

For the bar, a = 71.5mm and c = 283mm. The angle of incline θ is 14.7 ± 0.2. So

the static friction coefficient for the bar is

µs = sin14.7/cos14.7 = 0.262 (4.34)

Measurement for Kinetic Friciton Coefficient µk

As shown in Figure (4.29), the thickness of the slope is 20mm and the object is placed

on an incline with angle θ. The incline is increased and the agnle at which sliding begins

is recorded. From FBD for slidng condition, W sin(θ) − µkN = W
g a, in which a is the
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Figure 4.28: Measuring static friction coefficient µs
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Figure 4.29: Measuring kinetic friction coefficient µk

acceleration of the object, we will getg sin(θ)− µkg cos(θ) = a. So µk is estimated as

µk =
sin(θ)

cos(θ)
− a

g cos(θ)
(4.35)

For the bar, in time periods 4t1 = 6.429 − 6.345 = 0.084 secs and 4t2 = 6.578 −

6.345 = 0.233 secs, we get the displacements

S1 = v04t1 + 0.5a4t21 = 50mm (4.36)

S2 = v04t2 + 0.5a4t22 = 150mm (4.37)

The acceleration of the bar is
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a =
2(S24t1 − S14t2)
4t14t2(4t2 −4t1)

= 0.652 (4.38)

Substituting a and θ = 20 into Eqn. (4.35), the kinetic friction coefficient for the

bar is

µk = 0.243 (4.39)

By following the same proccedure, the kinetic friction coefficient for the rod is

µk = 0.229 (4.40)

4.4.2 Measuring Coefficient of Restitution en

As discussed in Chapter 2, the Stronge’s model of COR is the best model for our two-

dimensional simulation and experiments. In Stronge’s model, based on the internal

energy dissipation hypothesis, en, as shown in Eqn (4.41), is defined as the square

root of the ratio of energy released during restitution to the energy absorbed during

compression in normal direction[17, 18].

e2n =
Wr

−Wc
(4.41)

Wr = 0.5 ∗m ∗ (vry + ωrzRx − ωrxRz)2 (4.42)

Wc = −0.5 ∗m ∗ (vcy + ωczRx − ωcxRz)2 (4.43)

Where vcy and vry are the velocities at the end of compression and end of restitution

at the contact point which is marker 1 in the experiment, respectively. A simple drop

test, shown in Figure (4.30), was conducted to find out the values of COR for different

objects. In the test, ωcz = ωrz = ωrx = ωcx = 0 and the dropped object’s orientation is

vertical. For one-dimensional motion, Eqn (4.41) can be simplified as
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Figure 4.30: Drop test for measuring en
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t=13.9833s

t=13.9917s

t=14.0083s

Impact

Figure 4.31: Impact example of a bar colliding with ground

en =
−v′

y

vy
(4.44)

For the rod, the coefficient of restitution en = −(−0.562)m/s
1.923m/s = 0.292.

For the bar, the coefficient of restitution en = −(−0.881)m/s
1.923m/s = 0.458.

4.4.3 Assumptions on Experimental Results

In Chapter 2, our basic assumption is that during the small time interval the positions

and angle orientations of all bodies remain unchanged, since all velocities remain finite.

To verify this, we conducted a test illustrated in Figure (4.31) on angled drop. The

recorded images in Figure (4.30) show that impact happened in a very short time (4t =

1
120sec) and the object remained the same orientation. This indicates the assumption

that the orientation angles (β, γ, δ) and Euler angles (θ1, θ2, θ3) remain unchanged during

the impact.
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4.5 Comparison With Numerical Simulation Results

We have presented a numerical algorithm and an experiment for three dimensional rigid

body impact. Pre-impact velocity and angular velocity, dimensions and the mass of the

object are the parameters given for each impact. The coefficient of restitution en and

friction coefficient µk measured experimentally are also used as inputs in simulation.

Once these parameters are entered and the computation completed, the post-impact ve-

locities and angular velocities are determined and compared to the experimental values.

4.5.1 Rod Impact

Six examples of impact from a rod to the ground are presented in Figures (4.32-4.37).

These examples show different cases, sticking, sliding or reverse sliding, with different

initial conditions. For a quantitative comparison, three frames are selected in each event.

A frame comes from before impact and a frame comes from after impact, and the other

frame comes from the instant of impact. The pictures shown are taken from camera

2 and time interval between each frame is 1
120 second. Pre- and post-impact dynamic

quantities from centroid of object are listed in Tables (4.4,4.5).

Experiment A shows a free drop for the rod when the slope angle is set to 10. In

Figure (4.32), no sliding or reverse sliding occurred during impact. This example shows

the sticking mode in frictional impact and is used to calculate the value of the restitution

coefficient.

Experiment B shows the sliding mode when the slope angle is set to 45 during the

impact. In Figure (4.33), the rod starts from sliding and continues to slide throughout

the compression and restitution stages. And the direction of friction force remains the

same during the impact.

Experiment C shows the reverse sliding mode when the slope angle is set to 70 during

the impact. In Figure (4.34), the rod slides down the slope at the beginning of impact.

It ends sliding and begins reverse sliding during the impact. In this case, the direction

of friction force changes during the impact.

Experiment D shows the sticking mode when the rod is dropped from side with the
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Figure 4.32: Example A for rod
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Figure 4.33: Example B for rod
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Figure 4.34: Example C for rod

Experiments

Pre-impact dynamic quantities

(vx, vy , vz)(m/s)

(ωx, ωy , ωz)(rad/s)

Post-impact dynamic quantities

(v
′
x, v

′
y , v

′
z)(m/s)

(ω
′
x, ω

′
y , ω

′
z)(rad/s)

EX. A
(−0.07, 1.92, 0.08)

(0.12, 0.09, 0.07)

(−0.06,−0.56, 0.01)

(0.02, 0.02,−0.39)

EX.B
(−0.03, 1.72, 0.13)

(0.04, 0.24, 0.11)

(0.55, 0.91, 0.08)

(−0.22, 0.08,−15.1)

EX.C
(−0.07, 1.86, 0.17)

(0.02, 0.25, 0.05)

(−0.36, 0.61, 0.08)

(−0..24, 0.19, 13.4)

Table 4.4: Pre- and post-impact dynamic quantities for different tests on rod
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Experiments

Pre-impact dynamic quantities

(vx, vy , vz)(m/s)

(ωx, ωy , ωz)(rad/s)

Post-impact dynamic quantities

(v
′
x, v

′
y , v

′
z)(m/s)

(ω
′
x, ω

′
y , ω

′
z)(rad/s)

EX.D
(0.05, 1.92, 0.07)

(0.04,−0.02, 0.05)

(−0.34, 0.87, 0.21)

(−3.88,−0.33,−4.14)

EX.E
(0.02, 1.72, 0.04)

(0.13, 0.03, 0.02)

(0.37, 0.43,−0.26)

(−11.8, 0.41,−15.8)

EX.F
(−0.05, 1.55, 0.06)

(0.06, 0.11, 0.08)

(−0.28, 0.24, 0.31)

(−14.6, 1.47,−12.8)

Table 4.5: Pre- and post-impact dynamic quantities for different tests on rod

slope angle set to 10. With this setup of the slope, we have two initial velocities vx and

vzinstead of one initial velocity vx in the previous experiment A, B and C. In Figure

(4.35), no sliding or reverse sliding occurred during impact.

Experiment E shows the sliding mode when the rod is dropped from side with the

slope angle set to 45. In Figure (4.36), the rod starts from sliding and continues to slide

throughout the compression and restitution stages. The friction force is acting along

x− and z+ direction and its direction remains the same during the impact.

Experiment F shows the reverse sliding mode when the rod is dropped from side

with the slope angle set to 60. In Figure (4.37), the rod ends sliding and begins reverse

sliding during the impact. In this case, The friction force is acting along x− and z+

direction but its direction changes during the impact.

The experimental data, as well as the computational results of post-impact dynamic

quantities, cases and energy dissipation, are presented in Table (4.6). It shows that our

computation model agrees very well with experimental results.

In all cases, the experimental post-impact velocities are identical to the computa-

tional results. Larger differences exist between experimental and computation Angular

velocities. Because, in our image processing system, larger error occurs when the object

rotates at an larger angle in a short amount of time, specially when the angle is more
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Figure 4.35: Example D for rod
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Figure 4.36: Example E for rod
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Figure 4.37: Experiments F for rod
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Experiments

Post-impact Dynamic Quantities

(vx, vy , vz)(m/s)

(ωx, ωy , ωz)(rad/s)

Case Energy

Dissipation

EX. A

Experiment
(−0.06,−0.56, 0.01)
(0.02, 0.02,−0.39)

Computation
(−0.05,−0.52, 0.01)
(0.06,−0.02, 0.33)

case #5 (Sticking)
Exp 81.5%

Comp 81.1%

EX.B

Experiment
(0.55, 0.91, 0.08)

(−0.22, 0.08,−15.1)

Computation
(0.55, 0.92, 0.11)

(−0..31, 0.02,−15.1)

case #0 (Sliding)
Exp 46.2%

Comp 47.0%

EX.C

Experiment
(−0.36, 0.61, 0.08)
(−0..24, 0.19, 13.4)

Computation
(−0.35, 0.62, 0.11)
(−0.15, 0.12, 12.5)

case #2 (RSliding)
Exp 67.5%

Comp 63.7%

EX.D

Experiment
(−0.34, 0.87, 0.21)

(−3.88,−0.33,−4.14)

Computation
(−0.38, 0.87, 0.21)

(−3.65,−0.42,−4.35)

case #5 (Sticking)
Exp 65.4%

Comp 65.8%

EX.E

Experiment
(0.37, 0.43,−0.26)
(−11.8, 0.41,−15.8)

Computation
(0.37, 0.42,−0.24)
(−11.6, 0.53,−14.9)

case #0 (Sliding)
Exp 41.1%

Comp 40.9%

EX.F

Experiment
(−0.28, 0.24, 0.31)
(−14.6, 1.47,−12.8)

Computation
(−0.25, 0.22, 0.32)
(−15.1, 1.64,−13.3)

case #2a (RSliding)
Exp 43.2%

Comp 45.1%

Table 4.6: Experiment validation for the rod with µs = 0.251, en = 0.292

than 45 degrees relative to the camera plane. The error in energy dissipation varies from

0.5% to 5.6%. The largest difference occurs in reverse sliding cases which is expected

as the physics of the impact is more complicated in reverse sliding. This conclusion

is also identical to the conclusion reached in two-dimensional impact experimental and

computational results comparison.

4.5.2 Rectangle Bar Impact Experiments

Six examples of impact from a bar to the ground are presented in Figures (4.38-4.43).

These examples show different cases, sticking, sliding or reverse sliding, with different

initial conditions. Pictures were taken from camera 2 and time interval between each

frame is 1
120 second. Pre- and post-impact dynamic quantities from centroid of object



167

Experiments

Pre-impact dynamic quantities

(vx, vy , vz)(m/s)

(ωx, ωy , ωz)(rad/s)

Post-impact dynamic quantities

(v
′
x, v

′
y , v

′
z)(m/s)

(ω
′
x, ω

′
y , ω

′
z)(rad/s)

EX. A
(−0.07, 1.92, 0.08)

(0.02, 0.09, 0.07)

(−0.13,−0.88,−0.07)

(0.05,−0.05,−0.23)

EX.B
(−0.03, 1.72, 0.08)

(0.04, 0.04, 0.11)

(0.46, 0..96, 0.06)

(0.06,−0.04,−14.3)

EX.C
(−0.07, 1.86, 0.10)

(0.02, 0.12, 0.05)

(−0.11, 0.53, 0.07)

(0.08,−0.11,−17.54)

Table 4.7: Pre- and post-impact dynamic quantities for different tests on bar

are listed in Table (4.7,4.8).

Experiment A shows a free drop for the bar when the slope angle is set to 10. In

Figure (4.38), no sliding or reverse sliding occurred during impact. This example shows

the sticking mode in frictional impact and is used to calculate the value of the restitution

coefficient.

Experiment B shows the sliding mode when the slope angle is set to 45 during the

impact. In Figure (4.39), the bar starts from sliding and continues to slide throughout

the compression and restitution stages. And the direction of friction force remains the

same during the impact.

Experiment C shows the reverse sliding mode when the slope angle is set to 70 during

the impact. In Figure (4.40), the bar slides down the slope at the beginning of impact.

It ends sliding and begins reverse sliding during the impact. In this case, the direction

of friction force changes during the impact.

Experiment D shows the sticking mode when the bar is dropped from side with the

slope angle set to 10. With this setup of the slope, we have two initial velocities vx and

vzinstead of one initial velocity vx in the previous experiment A, B and C. In Figure

(4.41), no sliding or reverse sliding occurred during impact.

Experiment E shows the sliding mode when the rod is dropped from side with the
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Figure 4.38: Example A for bar
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Figure 4.39: Example B for bar
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Experiments

Pre-impact dynamic quantities

(vx, vy , vz)(m/s)

(ωx, ωy , ωz)(rad/s)

Post-impact dynamic quantities

(v
′
x, v

′
y , v

′
z)(m/s)

(ω
′
x, ω

′
y , ω

′
z)(rad/s)

EX.D
(0.05, 1.92, 0.04)

(0.04,−0.02, 0.05)

(0..19,−0.74,−0.11)

(−0.31, 0.04, 0.82)

EX.E
(0.01, 1.72, 0.04)

(0.08, 0.03, 0.02)

(0.69,−0.52,−0.37)

(−5.54, 0.50,−13.03)

EX.F
(0.08, 1.55, 0.06)

(0.06, 0.12, 0.08)

(−0.63, 0.45, 0.17)

(−6.2, 027, 13.1)

Table 4.8: Pre- and post-impact dynamic quantities for different tests on bar

x

y

z

Figure 4.40: Example C for bar
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Figure 4.41: Example D for bar
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slope angle set to 45. In Figure (4.42), the bar starts from sliding and continues to slide

throughout the compression and restitution stages. The friction force is acting along

x− and z+ direction and its direction remains the same during the impact.

Experiment F shows the reverse sliding mode when the rod is dropped from side

with the slope angle set to 60. In Figure (4.43), the bar ends sliding and begins reverse

sliding during the impact. In this case, The friction force is acting along x− and z+

direction but its direction changes during the impact.

The experimental data, as well as the computational results of these calculations for

different objects, are presented in Table (4.9).

In all cases, the experimental post-impact velocities are very close to the computa-

tional results. Larger differences exist between experimental and computation Angular

velocities. Because, in our image processing system, larger error occurs when the object

rotates at an larger angle in a short amount of time, specially when the angle is more

than 45 degrees relative to the camera plane. The error in energy dissipation varies from

0.8% to 4.4%. The largest difference occurs in reverse sliding cases which is expected

as the physics of the impact is more complicated in reverse sliding. This conclusion

is also identical to the conclusion reached in two-dimensional impact experimental and

computational results comparison.

Overall, we validate the numerical 3D rigid-body impact model introduced in chapter

3 by comparing it to experimental results in chapter 4. The model is applied in a manner

that requires the input of the coefficient of friction and restitution, which are accurately

determined through comparison. It shows that our computation model agrees very well

with experiment results and the error varies from 0.5% to 5.6%.
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Figure 4.42: Example E for bar
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Figure 4.43: Example F for bar
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Experiments

Pose-impact Dynamic Quantities

(vx, vy , vz)(m/s)

(ωx, ωy , ωz)(rad/s)

Case Energy

Dissipation

EX. A

Experiment
(−0.13,−0.88,−0.07)
(0.05,−0.05,−0.23)

Computation
(−0.15,−0.86, 0.03)
(0.06,−0.02,−0.31)

case #5 (Sticking)
Exp 76.5%

Comp 75.2%

EX.B

Experiment
(0.46, 0..96, 0.06)

(0.06,−0.04,−14.3)

Computation
(0.46, 1.02, 0.07)

(0.05,−0.12,−14.3)

case #2.75 (Sliding)
Exp 56.4%

Comp 57.7%

EX.C

Experiment
(−0.11, 0.53, 0.07)

(0.08,−0.11,−17.54)

Computation
(−0.09, 0.52, 0.11)

(0.10,−0.12,−16.32)

case #1 (RSliding)
Exp 38.5%

Comp 36.8%

EX.D

Experiment
(0..19,−0.74,−0.11)
(−0.31, 0.04, 0.82)

Computation
(0.18,−0.74,−0.12)
(−0.33, 0.05, 0.78)

case #1 (Sticking)
Exp 23.5%

Comp 23.7%

EX.E

Experiment
(0.69,−0.52,−0.37)
(−5.54, 0.50,−13.03)

Computation
(0.68,−0.55,−0.33)
(−5.60, 0.53,−12.90)

case #0 (Sliding)
Exp 68.8%

Comp 67.4%

EX.F

Experiment
(−0.63, 0.45, 0.17)
(−6.2, 027, 13.1)

Computation
(−0.63, 0.42, 0.18)
(−5.7, 0.12, 14.3)

case #4c (Rsliding)
Exp 68.2%

Comp 64.7%

Table 4.9: Experiment validation for the bar with µs = 0.416, en = 0.458
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Chapter 5

Conclusions and Future Work

A reliable computational model for analyzing three dimensional rigid-body impact with

the ground has been developed in this dissertation. The complicated structure of dif-

ferent objects and slide/stick/reverse slide modes existing on ground suggested that the

rigid body impact model should be used, because it provides a better understanding

of the dynamic quantities in instantaneous impact than do other more complicated ap-

proximations. Nevertheless, three-dimensional experiments were conducted to validate

the simulation impact model.

5.1 Summary of Key Results

We started the dissertation with a planar oblique impact by formulating the rigid-

body impact model and deriving the post-impact quantities. Dimensionless governing

equations were derived for both sliding, reverse sliding and sticking modes. Then these

three modes were classified into seven impact cases. By dividing a single impact into

compression and restitution stages with seven cases, dynamic quantities and kinetic

energy loss for axisymmetric as well as initially irrotational bodies were investigated.

We obtained the kinetic energy loss dependence on the impact orientation and the initial

angular velocity. This allowed us to specify the initial orientation and angular velocity

which would yield the lowest energy loss. Also, 2D experiments were performed to

validate our simulation results. With the comparison, a conclusion was reached that

simulation results agreed well with experimental results with less than 6% error and

Stronge’s hypothesis of restitution was the best COR model among Newton’s, Poisson’s

and Stronge’s models. Moreover, both results showed that sliding and reverse sliding

modes, as opposed to sticking at time of impact lead to more energy dissipation.
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We next extended the impact model and experiment in three dimensional rigid-

body impact by formulating the governing equations. The seven cases were extended

to eleven possible cases. Then the rigid-body impact analysis was concluded with three

examples, ball, rod and bar, which validated the use of the two dimensional model

for analyzing certain three dimensional impacts. Several examples were presented to

study the influence of input parameters such as orientation angles, coefficient of friction

and coefficient of restitution on post-impact dynamic quantities, case study and energy

dissipation. After the discussion, we concluded that the characteristics of 3D impact

follow closely those of as two-dimensional impact.

The models developed were compiled in a simulation code capable of analyzing

objects colliding with the ground in three-dimensional space. A three-dimensional ex-

periment was conducted to validated the computational impact model. The values of

friction coefficients µs and µk and coefficient of restitution en were treated as contant

values during impact and they were measured before the impact tests. For processing of

impact image, we developed Matlab programs for image enhancement and motion cap-

ture. After the positions of markers were collected and calculated into displacements.

The Houbolt method, which is generally referred to as a third-order approximation for

velocity and acceleration, was used to interpret the pre- and post-impact velocity and

angular velocity from displacement measurements. Also, an error analysis was per-

formed to study the accuracy of the experiment. Random or systematic measurement

errors were stated with uncertainty to quantify the range of errors. With the compari-

son between experiment and computational modeling, we observed that the simulation

predictions were quite close to the experimental results with less than 10% error in the

dissipation energy thereby validating our analysis.

In summary, the tasks accomplished in this work are important steps toward the

understanding of complex impact problems. The analytical tools provide quantitative

prediction capabilities, and can be further used to study the problems with in-depth

understanding. A mathematically rigorous model which can be applied in industrial

field will be the main goal of future work.
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5.2 Future Work

1. Impact mechanics needs an analytical model stemming from physical principles

capable of describing the impact of an object with the ground. Considering the

pre-impact parameters for a body that travels through air prior to impact requires

the analysis of the aerodynamic drag experienced by the object.

2. Our current computational modeling can be extended and applied in Multi-body

impacts.

3. Subsequent impacts and the trajectory of objects can be studied.

4. Instead of assuming constant values of coefficient of friction and restitution, a

further study on the influence of these two variables can be disscussed.

5. An use of computer software to aid in our analysis, such as finite element anal-

ysis (FEA) and multibody dynamics (MBD), and optimization, can be used to

quantitatively develop our numerical simulation.

6. Following the limitation angles for two camera capturing, more cameras can be

applied to get the object positions with better accuracy.

7. The motion capture program can be extended to detect multi-body motion.
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