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ABSTRACT OF THE DISSERTATION
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Dissertation Director:

Doyle Knight

In this Ph.D. dissertation, two separate phenomena have been numerically studied: flow

control using a laser discharge in a supersonic flow and laminar shock wave boundary

layer interaction in a hypersonic flow. In the first section of the study, the interaction

of a laser-generated plasma with a hemisphere cylinder at Mach 3.45 is simulated using

the Euler and Navier Stokes equations, separately and assuming a perfect gas with no

chemical reactions in the laser discharge. The instantaneous laser discharge creates a

plasma region which in this study is assumed to be spherical. From this spherical plasma

region, a blast wave and an expansion wave form which propagate radially outward and

inward, respectively. The heated region convects with the flow and interacts with the

blunt body shock in the upstream of the hemisphere and changes the flow structure and

parameters in that region. The impact of the blast wave with the hemisphere surface

momentarily raises the pressure on the hemisphere. When the heated region reaches

the blunt body shock lensing of the shock wave occurs and a toroidal vortex forms due

to the Richtmyer-Meshkov instability; as a result, the pressure on the hemisphere drops

momentarily. Later on, the flow parameters converge to their steady state condition
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as the heated region convects to the downstream of the hemisphere. The results are

compared with experimental data of a separate study to validate the numerical model

used in these simulations.

To investigate the hypersonic shock wave laminar boundary layer interaction, two

separate geometric configurations are used: axisymmetric flow over a hollow-cylinder

flare, and three-dimensional flow over a cylindrically blunted fin mounted on a flat

plate. In the first case, the capability of the chosen numerical model in predicting

the pressure and heat transfer in a hypersonic shock wave boundary layer interaction

over an axisymmetric hollow cylinder flare at a Mach 10 flow is investigated. In the

second case, the assessment of the capability of a laminar perfect gas model to predict

the heat transfer in a three-dimensional hypersonic flow with shock wave boundary

layer interaction was studied. In this study, the freestream Mach number and Reynolds

number - based on the diameter of the cylindrical fin - are 14 and 8,000, respectively.

Numerical heat transfer on the blunt fin is compared with the experimental data for

validation. Moreover, investigation of the effects of the sweep angle of the blunt fin on

the shock wave boundary layer interaction is the other objective of this research. Three

discrete sweep angles of zero, 22.5 and 45 degree have been chosen and comparison of

their results have been made.

It has been shown that the adverse pressure gradient imposed from the shock wave

to the boundary layer can separate the boundary layer. The separation shock wave

formed over the separated region can interact with the other shock waves and create a

lambda shock wave structure with a transmitted shock wave. As the separated bound-

ary layer reattaches to the surface, it increases the localized heat transfer and produces

a reattachment shock wave, which increases the pressure on the surface of the vehicle.

The localized high aerothermodynamic loads as well as the low frequency oscillations

regarding the shock wave boundary layer interaction impose design limitations on the

hypersonic aircrafts and show the importance of fully understanding the physics behind

these phenomena as well as gaining the ability to predict the flow with such interactions.
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Chapter 1

Introduction

There is a renewed interest in aerospace vehicles with speeds ranging from supersonic

to hypersonic in the past few decades [1]. From the Wright brothers who built the

first successful airplane in 1903 [2], the technology of the airplane has enhanced and

the further accomplishments have even made outerspace accessible. An example of

the growing interest in advancing high speed flight is the funding that NASA provided

to two private companies (SpaceX and Orbital Sciences Corporation) to build space

capsules in order to transmit cargo and eventually crew to the International Space

Station. Moreover, Space Exploration Technologies Corporation (SpaceX), aims to

reduce space transportation costs by manufacturing reusable spacecraft [3]. The Boeing

X-37 is another example of a reusable unmanned spacecraft, which is designed to re-

enter the Earth’s atmosphere after its launch and land as a spaceplane [4]. Moreover,

the Orion Multi-Purpose Crew Vehicle (Orion MPCV) is a spacecraft designed to carry

a crew of four to low Earth orbit (LEO) or beyond, and it intends to facilitate human

exploration of asteroids and Mars [5]. In addition, Virgin Galactic will provide access

to the public to launch from the Earth and travel at Mach number 3.5 and have several

minutes of weightlessness with multiple windowed views of our home planet. Up to

now, there have been around 700 people from all over the world who have reserved

places to fly on Virgin Galactic’s reusable space launch system [6].

This Ph.D. dissertation focuses on two critical aspects of modern high speed flights,

namely, 1) flow control and drag reduction using energy deposition, and 2) analysis of

aerothermodynamic loads due to shock wave boundary layer interaction. As the speed

of the vehicle increases, the importance of the flexibility and maneuverability of the

aircraft becomes more significant. In high speed flights a little delay in altering the
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direction of the aircraft creates a considerable difference in the resulting location of the

vehicle. Consequently, flow control in high speed flights to increase the maneuverability

of the aircraft is an important research topic of recent studies. Additionally, drag

reduction for aerodynamic vehicles is another important design objective due to the

benefit of improved fuel efficiency and increased range of flexibility in operation.

Shock wave boundary layer interaction can create very complex flow structures and

cause low frequency unsteadiness and damage the vehicle’s structure or limit its per-

formance. In addition, shock wave boundary layer interactions are the origin of severe

aero-heating problems when the shock wave is strong enough to separate the bound-

ary layer. Improving the capability of CFD models to predict the aerothermodynamic

loads on the vehicle due to shock wave boundary layer interaction and using flow control

techniques to improve high speed aircrafts are open research objectives. The numerical

simulation of these phenomena is the objective of this PhD dissertation.

There have been many studies in regard of reducing the drag on the aircraft in

order to increase the efficiency of the flight. One method of reducing drag in supersonic

flights is a physical spike in front of the vehicle to produce conical shock waves and

reduce the local Mach number in front of the vehicle. The spike creates a recirculation

region, which acts like aerodynamic streamlining of the aircraft’s body [7, 8]. However,

this method has disadvantages regarding the large pitching moment generated in the

flight and large heat transfer rate at the apex. More recent studies show the possibility

of drag reduction using energy deposition [9]. Pulsed laser or microwave discharge in

front of a blunt body changes the flow structure after the shock wave and reduces the

drag without the disadvantages of the spike.

Many studies have been performed in the past few decades to explain the physical

phenomena behind the energy discharge in a supersonic flow. Belokon et al. [10]

analytically studied the two-dimensional energy disposition using the linearized inviscid

equations and a defined energy source function. Krasnobaev and Syunyaev [11] used

a three dimensional energy source function and solved it analytically and observed the

static pressure drop due to the energy discharge. In later analytical studies, Krasnobaev

[12] and Terent’eva [13] extended the linearized supersonic solutions for a general energy
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source function in two and three dimensional spaces, respectively.

In addition to analytical studies, experimental investigations have been conducted

to understand the physics behind laser discharge in a supersonic flow. Tretyakov et al.

[14, 15] studied the drag reduction for laser discharge upstream a cone cylinder and a

hemisphere in argon and CO2 at Mach 2. They investigated the effect of the location of

the laser discharge on the drag of the model. Zaidi et al. [16] examined a single pulse

laser discharge upstream of a 10 degree half-angle wedge at Mach 2.4. They studied

the interaction of the plasma region with the oblique shock both experimentally and

numerically and observed the blast wave generated from the energy deposition and its

effects on the shock generated from the wedge surface. Adelgren et al. [17] observed

a momentary pressure drop on the sphere surface when a laser discharge is applied

upstream in a supersonic flow. Sakai et al. [18] showed that increasing instability in

the stagnation region enhances the drag reduction.

There have been many numerical studies to achieve a deeper understanding of the

flow with energy deposition in a supersonic regime. Vlasov et al. [19] solved the two

dimensional Euler equations for the cases where the energy discharge is upstream, down-

stream and interacting with the shock wave. Levin and Terent’eva [20] considered a

steady symmetric Gaussian function for the energy deposition source with zero degree

angle of attack and solved the Euler equations for a supersonic flow past a cone. They

found the most effective location of the energy discharge with the fixed energy deposited

and freestream Mach number. They further simulated a steady asymmetric Gaussian

energy source function with non-zero angle of attack [21]. They observed that adding a

positive angle of attack to the energy deposition location reduces the drag and increases

the lift on the cone. Riggins et al. [22] and Riggins and Nelson [23] used a laminar

viscous model and computed the steady energy deposition in a supersonic flow past a

hemisphere. They captured the vortices generated due to the interaction of the heated

region with the blunt body shock. Georgievskii and Levin [24] numerically solved the

Euler equations for supersonic flow past a sphere at Mach 3. They modeled the energy

deposition as an initial condition with uniform reduced density. They observed lensing

of the shock (i.e. upstream motion of the blunt body shock) with the interaction of
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the heated region. Furthermore, they captured an expansion wave generated from the

interaction of the thermal spot with the blunt body shock which propagates to the

sphere and momentarily reduces the surface pressure. They further examined the effect

of the size of the heated region on the drag reduction [25]. Kandala and Candler [26]

numerically studied the energy absorption mechanism in a laser discharge by solving

Navier-Stokes equations assuming thermochemical nonequilibrium. An 11-species ther-

mochemical model was used for the air to account for real gas effects and a radiation

model was used to simulate the laser pulse. They studied energy deposition in super-

sonic flow past a sphere and verified the pressure jump due to the interaction of the

blast wave with the sphere surface and the decrease of the static pressure on the body

associated with the expansion waves reaching the sphere. Ogino et al. [27] numerically

studied the interaction of the blast wave with the normal shock wave in a supersonic

flow past a sphere using an inviscid perfect gas model and focused on hydrodynamic

effects on drag reduction due to this interaction.

With the exception of the simulation by Kandala and Candler [26], the aforemen-

tioned numerical investigations are based on the Euler or Navier-Stokes equations for

a perfect gas. This approach assumes that the principal physical phenomena of the

interaction are thermal, i.e., attributable to the change in temperature (specifically,

translational-rotational temperature) of the gas by the laser discharge. In other words,

the laser discharge generates a volume of fluid with a lower Mach number (compared

to the freestream) which upon interaction with the shock structure of the aerodynamic

body results in movement of the shock (lensing), generation of expansion wave prop-

agating to the body and hence momentary reduction in surface pressure. There are

several reasons to assume such an approach is an accurate representation of the physics

of the interaction. A simple one-dimensional gas dynamic analysis [17] demonstrates

the aforementioned phenomena. Moreover, the cited numerical investigations display

qualitative agreement with experiment. However, the main limitation of this approach

is the requirement of an empirical model for the laser discharge consistent with the Eu-

ler (or Navier-Stokes) modeling. In other words, the complex thermochemical processes
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accompanying the laser discharge and the resultant heated plasmoid must be param-

eterized in some manner that provides an initial temperature, pressure and velocity

distribution in an assumed bounded region in space. If such an empirical model can be

found that provides accurate prediction of the interaction of the laser discharge with

an aerodynamic body, then the Euler (or Navier-Stokes) modeling would constitute

an efficient method for predicting the effect of the laser discharge on the aerodynamic

performance of a realistic vehicle.

The experiment conducted by Adelgren et al. [17] is one of the selected problems for

examination in this PhD dissertation. There have been only few numerical studies on

this case [28]. The experiment consists of an instantaneous laser discharge upstream a

sphere in a supersonic flow with Mach number 3.45. The simulation has been conducted

using the commercial code GASPex [29] and its objective is the assessment of a simple

laser discharge model to accurately predict the interaction of a laser discharge with

a simplified aerodynamic body using the Euler or Navier-Stokes equations with the

assumption of a perfect gas. The laser discharge model is based on the minimum

number of empirical parameters. A single experimental data point is used to define

the model. The resultant time-dependent flowfield is compared with the experiment to

assess the validity of the model.

Furthermore, in order to obtain a deeper understanding of high speed flows, shock

wave laminar boundary layer interaction is investigated in this Ph.D. dissertation. The

complicated structure of the shock wave boundary layer interaction is due to the ad-

verse pressure gradient that the shock wave imposes on the boundary layer and creates

a separation region, causing a strong alteration in the velocity profile [30]. This in-

teraction can change the whole structure of the flow field and create intense vortices

and complex shock patterns. Shock wave boundary layer interaction is an example

of a coupling of an inviscid phenomena (shock waves) with a viscous boundary layer,

which requires clear understanding of both regimes. The investigation of shock wave

boundary layer interaction has started since the early 1940s [31, 32, 33, 34]. Many

studies have been devoted to understanding the physics of shock wave boundary layer

interaction and the assessment of the capability of the existing numerical models in
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predicting the flow parameters and structures. Some examples of these attempts are

research conducted by Chantez [35, 36], Bur [37], Boldyrev [38] and Swantek [39]. In

their works experimental and numerical simulations have been performed to study the

fundamentals of laminar/turbulent transition, real gas effects, heat transfer distribu-

tions, the effect of ramped leading edge and many other topics related to shock wave

boundary layer interaction.

In an extensive experimental study, Holden and Wadhams [40] presented measure-

ments of heat transfer and pressure as well as Schlieren photographs for variety of

models with hollow cylinder flare and double cone configurations. The main objective

of this research was to provide detailed experimental database of surface and flow field

measurements to be used for assessment of the capabilities of the current numerical

models in prediction of surface loads. The results of a blind comparison of these exper-

imental measurements and some numerical calculations have been presented in a paper

by Harvey et.al [41]. Moreover, a series of experiments on two models of a double cone

configuration with Edney type VI and V shock interactions have been performed by

Wright et.al. [42]. The comparison of the computations with the experiment illustrates

more agreement for the results of the type IV, compared with the type V shock inter-

action. Moreover, the study showed that for the type V interaction and a laminar flow,

the separation size increases by increase in the Reynolds number; whereas the opposite

trend is observed for a turbulent flow.

Moreover, Neuenhahn and Olivier [43] experimentally investigated the two-dimensional

shock wave laminar boundary layer interaction in a blunted double wedge configuration

and studied the effect of the elevated wall temperature on the extent of the separation.

They showed that an increase in wall temperature increases the size of the separation

region for all leading edge bluntness radii. Coet et al. [44, 45] showed that the bluntness

of the plate reduces the aerothermodynamic loads due to the reduction of the speed

of the flow from hypersonic to supersonic regime at the shock wave boundary layer

interaction region. Borovoy et al. [46] obtain the same result with the effect of the

plate’s bluntness on the heat transfer rate at the interaction region due to increase in

the separation bubble size and decrease in the gas density in the high-entropy layer.



7

Moreover, they showed that as the radius of the plate’s bluntness increases, the heat

transfer rate decreases to a certain threshold value for the bluntness radius. They fur-

ther observed that by increase in freestream Mach number, the threshold value decays

and the effect of the bluntness of the plate on the heat transfer rate enhances.

In a numerical simulation, John and Kulkarni studied the effect of the leading edge

bluntness on the extent of the separation bubble size in a two-dimensional hypersonic

shock wave laminar boundary layer interaction [47]. They showed that the extent of

the separation region increases by increase in leading edge radius until a maximum

separation size is reached at a critical radius, referred to as ”inversion radius”. The

size of the separation region decreases by further increase in the bluntness leading edge

radius. The maximum separation size corresponds to the equality of the entropy and

boundary layer thicknesses. In further investigation of John and Kulkarni [48] they

numerically analyzed a two-dimensional ramp-induced shock wave laminar boundary

layer interaction and studied the extent of upstream influence, separation bubble size

and peak heat transfer.

In addition, Needham and Stollery [49] and Holden [50] investigated the parameters

that affect the location of the flow separation region, separation bubble size and the

extent of upstream influence. They found out that freestream Mach number, local

Reynolds number, specific heat ratio, temperature, etc have the most effect on the

mentioned parameters. Hankey and Holden [51] showed that the effect of the upstream

parameters increase with increase in the ramp angle and it decreases with increase in

Mach number. Katzer [52] concluded that the extent of the separation region normalized

with the displacement thickness scales with the strength of the shock wave and the

inverse of the viscous interaction parameter.

Moreover, Druguet and Candler [53] studied the effect of the numerical flux algo-

rithm and slope limiter for a hypersonic flow past a double cone. They showed that for

a realistic case, where the grid spacing is not sufficiently small, the numerical results

depend strongly on the dissipativity of the numerical flux method and limiter. In an-

other attempt of a numerical simulation, Gaitonde et.al. [54] assessed the capabilities

of a numerical model in prediction of surface loads in a hypersonic shock wave laminar



8

boundary layer interaction in a two-dimensional double cone configuration. In addition,

Grasso and Marini [55] numerically studied hypersonic shock wave laminar boundary

layer interaction over wing-flap and wing-fuselage junction configurations. They an-

alyzed the influence of Mach number, viscous interaction parameters, and geometric

parameters such as control surface deflection angle, sweep angle and the leading edge

shape. They further established scaling laws for the extent of the upstream influence.

Moreover, Olejniczak et.al. [56] numerically investigated different types of shock in-

teractions in a double wedge geometry. They observed that standard Edney types IV,

V and VI, as well as a new interaction can occur in this configuration. They further

showed that these flows are highly dependent on the grid resolution in order to simulate

the accurate interaction.

In addition, Nompelis et al. [57] investigated the high enthalpy effects on hypersonic

shock wave boundary layer interaction in a double cone flow, both experimentally and

numerically. They observed improvement of the agreement of the numerical results with

the experiment at lower total enthalpies. Further numerical investigation of hypersonic

shock wave laminar boundary layer interaction on a hollow cylinder flare by Gnoffo

[58] showed the sensitivity of the predicted location of the separation point on the grid

spacing. These numerical calculations proposed significant influence of the freestream

Reynolds number on the extent of separation. Moreover, flow unsteadiness was observed

for their calculations regarding to the double-cone geometry. Roy et al. [59] used

DSMC and Navier-Stokes simulations to study hypersonic laminar flows past a blunted

double cone model. They showed that insufficient grid refinement in the rarefied biconic

simulations create discrepancies for the DSMC simulation approach.

Marini [60] further investigated the effect of the flow and geometric parameters on

shock wave boundary layer interaction in two dimensional configurations by numerical

and experimental approaches. He studied the effect of geometric variables such as flap

deflection and leading edge shape, as well as flow characteristics including Reynolds

number and equilibrium real gas assumption. His study attempted to reach to appro-

priate scaling laws for separation characteristics and aerothermodynamic loads to be

used in design of hypersonic vehicles.
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In addition, Gai and Hayne [61] considered high enthalpy hypersonic flow behind a

step and numerically studied the heat transfer rate, showing that it is most influenced

by the viscous effects. John et al. [62] studied the ramp induced shock wave laminar

boundary layer interaction in hypersonic flows and proposed that the ratio of the wall

temperature to the freestream stagnation temperature is the critical value in this inter-

action, rather than the individual temperatures. Moreover, they showed suppression in

the upstream influence by increase in the Mach number, which results in decrease in

extent of the separation.

Although investigation of two-dimensional shock wave boundary layer interactions

provides insight and a deeper understanding of the physics of this phenomena, encounter

of three-dimensional interactions is highly more ubiquitous. A canonical configuration

associated with three-dimensional shock wave boundary layer interaction is a blunt fin-

plate junction. This configuration is a generic model that represents many geometric

areas of high speed vehicles, such as wing-body, fin-wing and wing-pylon junctions. In

an attempt to further study this three-dimensional shock wave boundary layer interac-

tion, Houwing et.al. [63] experimentally investigated a laminar hypersonic separation

at a fin-plate junction and visualized the separation point, the angle of the separa-

tion shock and the shock stand-off distance at the plane of symmetry, using Planar

Laser-Induced Fluorescence (PLIF). They showed that there may exist some extent

of unsteadiness in the separated region due to some perturbations caused by the flow

separation at Reynolds numbers below the transitional value. However, the frequencies

corresponding to these oscillations are well below the fluctuations of a fully turbulent

case.

Additionally, an experimental investigation of a separation induced by a blunt fin

in a Mach 7.8 flow has been carried out using oil flow visualization with measurements

of wall pressure and heat transfer by Wang et.al [64]. In this research, two distinct

regions of outer and inner domains have been categorized and it has been shown that

the position and the shape of the separation in the inner region is determined mainly

by the diameter of the fin, and outer flow properties depend mostly on the freestream
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Mach number and the angle of the fin. In a separate research, Dolling [65] has experi-

mentally studied the effect of bluntness of the fin on the shock wave turbulent boundary

layer interaction in a Mach 3 flow with adiabatic wall temperature. He showed that

there is a region at the vicinity of the fin, where the leading edge diameter affects the

flow parameters, and outside this ”leading-edge dominated” region, the flow field is

independent of the leading edge bluntness.

In a separate numerical study, Dolling and Bogdonoff [66] investigated on a blunt

fin-plate junction and showed that the most dominant parameters on the shock wave

boundary layer interaction in this configuration are the diameter of the fin and the

sweep angle of the fin relative to the plate. They further studied the spanwise and

vertical development of the interaction at a Mach 3 incoming flow with a turbulent

boundary layer. Moreover, in investigation by Hung and Buning [67], shock wave

boundary layer interaction induced by a blunt fin in a flow with freestream Mach number

2.95 was numerically simulated. By studying different boundary layer thickness of the

incoming flow, they showed that the size of the horseshoe vortex and the spatial extent

of the interaction are dominated by inviscid flow and only weakly dependent on the

Reynolds number. The shock wave boundary layer interaction at a fin-plate junction is

highly three-dimensional; therefore, unlike a two-dimensional interaction, there exists

an additional direction for the fluid to escape the adverse pressure gradient. As a result,

for a three-dimensional interaction, the boundary layer thickness is not the dominant

factor to affect the extent of the separation and the size of the horseshoe vortex.

Two separate experiments conducted by Chanetz [68] and Hiers et al. [69] are chosen

for simulation in this PhD dissertation. These experiments investigate the shock wave

laminar boundary layer interaction in two different geometries. The geometry used in

Chanetz’s experiment is a hollow cylinder flare, which creates an axisymmetric flow

with an Edney type IV interaction. The experiment conducted by Hiers et al. studies

a three dimensional flow over a fin mounted on a flat plate. An MPI code written

in C++ language, developed in part by the author, is used to numerically simulate

these experiments. The results of the numerical calculations of the simulation of the

Chanetz’s experiment is used for validation of the MPI code which is later used to
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simulate the experiment conducted by Hiers et al..

The objective of this PhD dissertation is the assessment of the capability of the

prediction of aerothermodynamic loads in a compressible flow using Euler or Navier-

Stokes equations assuming perfect gas. Two major types of the compressible phenomena

have been chosen to investigate: flow control and drag reduction in supersonic flows,

and shock wave laminar boundary layer interactions in hypersonic flows. Numerical

calculations -both using a commercial code and an MPI code developed in part by the

author- are performed and the numerical results are compared with experiments for

validation.
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Chapter 2

Methodology

2.1 Governing Equations

There are two models used in this Ph.D. dissertation: inviscid perfect gas and viscous

laminar perfect gas models. Unsteady Euler and unsteady Navier-Stokes equations

coupled with the Ideal Gas Equation are solved for the first and second models, respec-

tively. The difference between these two models is that in the unsteady Navier-Stokes

equations the viscous fluxes are considered in addition to the inviscid fluxes. On the

other hand, the viscous fluxes -which take account the viscous and thermal diffusion-

are neglected in the Euler equations used in the inviscid perfect gas model. The un-

steady Navier-Stokes equations, which are the equations for the conservation of mass,

momentum and energy in the laminar viscous model coupled by the Ideal Gas Equation

are presented in Equations 2.1 to 2.6.

∂ρ/∂t+∇ · (ρu) = 0 (2.1)

∂(ρu)/∂t+∇ · (u⊗ (ρu)) +∇p−∇ · τ = 0 (2.2)

∂(ρe)/∂t+∇ · (u(ρe+ p))−∇ · (τu)−∇ · (k∇T ) = 0 (2.3)

p− ρRT = 0 (2.4)

where ⊗ is the outer product, (e) is the total energy per unit mass and (τ) is the stress

tensor defined as follows

τ = −2

3
µ∇ · uI + µ(∇u + (∇u)T ) (2.5)

e = cvT +
1

2
u · u (2.6)

The unsteady Euler equations are the mathematical description of the conservation

of mass, momentum and energy, neglecting the viscous and thermal diffusion. Equations
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2.7 to 2.10 present the Euler equations as well as the Ideal Gas Equation used to solve

for the inviscid perfect gas model. The last term in the momentum equation (Equation

2.2) and the last two terms in the energy equation (Equation 2.3) implement the viscous

diffusion effects in the Navier-Stokes equations and are omitted in the Euler equations.

In addition, the last term in the energy equation (Equation 2.3) implements the effects

of thermal diffusion and it does not appear in the Euler equations as well.

∂ρ/∂t+∇ · (ρu) = 0 (2.7)

∂(ρu)/∂t+∇ · (u⊗ (ρu)) +∇p = 0 (2.8)

∂(ρe)/∂t+∇ · (u(ρe+ p)) = 0 (2.9)

p− ρRT = 0 (2.10)

The further assumptions used in both of the above models are first of all that the

fluid is calorically perfect, i.e., the specific heats are constant. Moreover, radiation

effects and chemical reactions are omitted and the fluid is assumed to be homogeneous

with uniform molecular composition [70].

2.2 Numerical Algorithm

2.2.1 Finite Volume Method

The equations for the conservation of mass, momentum and energy described in section

2.1 can be written in a matrix format presented in Equation 2.11. Arbitrary control

volumes -which are the computational cells in the computational domain- are considered

and the partial differential equations introduced in Equation 2.11 are integrated in the

control volume V with boundary surface ∂V . The divergence terms are converted to

surface integrals, using the divergence theorem. In the integral format of the equations

the Navier-Stokes equations, which are the more general format compared with the

Euler equations are being described. The integral form of the equations in a matrix

structure is presented in Equation 2.12.

∂Q
∂t

+
∂F
∂x

+
∂G
∂y

+
∂H
∂z

+
∂R
∂x

+
∂S
∂y

+
∂T
∂z

= 0 (2.11)
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d

dt

∫
V
QdV +

∫
∂V

(F î+ Gĵ +Hk̂) · n̂dA+

∫
∂V

(Rî+ S ĵ + T k̂) · n̂dA = 0 (2.12)

where

Q =



ρ

ρu

ρv

ρw

ρe


, F =



ρu

ρu2 + p

ρvu

ρwu

u(ρe+ p)


, G =



ρv

ρuv

ρv2 + p

ρwv

v(ρe+ p)


(2.13)

H =



ρw

ρuw

ρvw

ρw2 + p

w(ρe+ p)


, R = −



0

τxx

τxy

τxz

qx + τxxu+ τxyv + τxzw


(2.14)

S = −



0

τxy

τyy

τyz

qy + τxyu+ τyyv + τyzw


, T = −



0

τxz

τyz

τzz

qz + τxzu+ τyzv + τzzw


(2.15)

The first term in Equation 2.12 is the integration over time for the flow parameters

that are being updated for the next step in time (ρ, ρu, ρv, ρw and ρe). vector Q

contains all the five flow parameters in each control volume that are sufficient to obtain

all other information of the flow in that cell. These values are saved in the cell center

and they are the cell-average values. Moreover, in the finite volume approach inviscid

and viscous fluxes are calculated at each surface of each cell. The contribution of

the inviscid fluxes are presented in the second integration in Equation 2.12 with the

vectors F , G and H. The contribution of the viscous fluxes are accounted in the third

integration in Equation 2.12 with vectors R, S and T . In the Euler equations, the

Equation 2.12 is simplified to only the first two integrations.

In a general computational domain with arbitrary shapes of the control volumes the

coordinates of the cells and their edges are going to be described with a set of variables
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named as ξ(x, y, z), η(x, y, z) and ζ(x, y, z). Using these variables, we can identify the

unit vectors normal and tangent to each surface of each control volume. As a result,

the fluxes at each surface of each cell can be calculated knowing the defining vectors

of each surface. To convert the Equation 2.11 to an equation based on the ξ(x, y, z),

η(x, y, z) and ζ(x, y, z) coordinates, we can use the chain rule as follows.

∂Q
∂t

+
∂F
∂ξ

∂ξ

∂x
+
∂F
∂η

∂η

∂x
+
∂F
∂ζ

∂ζ

∂x
+
∂G
∂ξ

∂ξ

∂y
+
∂G
∂η

∂η

∂y
+
∂G
∂ζ

∂ζ

∂y
+
∂H
∂ξ

∂ξ

∂z
+

∂H
∂η

∂η

∂z
+
∂H
∂ζ

∂ζ

∂z
+
∂R
∂ξ

∂ξ

∂x
+
∂R
∂η

∂η

∂x
+
∂R
∂ζ

∂ζ

∂x
+
∂S
∂ξ

∂ξ

∂y
+
∂S
∂η

∂η

∂y
+
∂S
∂ζ

∂ζ

∂y

+
∂T
∂ξ

∂ξ

∂z
+
∂T
∂η

∂η

∂z
+
∂T
∂ζ

∂ζ

∂z
= 0 (2.16)

After some further algebraic simplifications we get to a set of equations in the

ξ(x, y, z), η(x, y, z) and ζ(x, y, z) coordinates as presented in Equation 2.17. The vectors

in this equation are functions of the variables in both sets of system of coordinates and

the Jacobian matrix is defined as ∂(ξ, η, ζ)/∂(x, y, z) with its determinate labeled as J .

We can rewrite the equation with new vectors labeled by a prime notation as follows.

∂Q′

∂t
+
∂F ′

∂ξ
+
∂G′

∂η
+
∂H′

∂ζ
+
∂R′

∂ξ
+
∂S ′

∂η
+
∂T ′

∂ζ
= 0 (2.17)

The equations are then multiplied to dξdηdζ and integrated. Note that in these

equations dξ = dη = dζ = 1. The set of final equations is presented in Equation 2.18.

In these equations i, j and k are the counters of the cell in the ξ, η and ζ directions,

respectively. Qijk is the vector presented in Equation 2.13, which consists of the key

variables in the cell ijk and the notation of νijk is assigned for the volume of the

cell ijk. For simplicity, from this point on, the notation prime is dropped from the

vectors. The subtractions (Fi+ 1
2
−Fi− 1

2
) and (Ri+ 1

2
−Ri− 1

2
) represents the net inviscid

and viscous fluxes in the ξ direction, respectively. The subtractions (Gj+ 1
2
− Gj− 1

2
)

and (Sj+ 1
2
− Sj− 1

2
) represents the net inviscid and viscous fluxes in the η direction,

respectively. The subtractions (Hk+ 1
2
− Hk− 1

2
) and (Tk+ 1

2
− Tk− 1

2
) represents the net

inviscid and viscous fluxes in the ζ direction, respectively. I should again emphasize

that except for the vector Q, the vectors introduced in Equations 2.18 through 2.21
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are not the same as the vectors presented in Equation 2.11. The same notation has

been chosen for simplicity. More detailed description of the vectors are presented in

Equations 2.19 through 2.21.

d

dt
(Qijkνijk) + (Fi+ 1

2
−Fi− 1

2
) + (Gj+ 1

2
− Gj− 1

2
) + (Hk+ 1

2
−Hk− 1

2
) + (Ri+ 1

2
−Ri− 1

2
)

+ (Sj+ 1
2
− Sj− 1

2
) + (Tk+ 1

2
− Tk− 1

2
) = 0 (2.18)

F =



ρU

ρuU + l′xp

ρvU + l′yp

ρwU + l′zp

U(ρe+ p)


, G =



ρV

ρuV +m′xp

ρvV +m′yp

ρwV +m′zp

V (ρe+ p)


, H =



ρW

ρuW + n′xp

ρvW + n′yp

ρwW + n′zp

W (ρe+ p)


(2.19)

R = −



0

l′xτxx + l′yτxy + l′zτxz

l′xτxy + l′yτyy + l′zτyz

l′xτxz + l′yτyz + l′zτzz

l′xβx + l′yβy + l′zβz


, S = −



0

m′xτxx +m′yτxy +m′zτxz

m′xτxy +m′yτyy +m′zτyz

m′xτxz +m′yτyz +m′zτzz

m′xβx +m′yβy +m′zβz


, (2.20)

T = −



0

n′xτxx + n′yτxy + n′zτxz

n′xτxy + n′yτyy + n′zτyz

n′xτxz + n′yτyz + n′zτzz

n′xβx + n′yβy + n′zβz


(2.21)

where

~l′ =
~∇ξ
J
dηdζ (2.22)

~m′ =
~∇η
J
dξdζ (2.23)

~n′ =
~∇ζ
J
dξdη (2.24)
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~l′ is defined the normal to the face vector in ξ direction with its magnitude equal

to the area of cell surface in ξ direction. The analogous definition can be made for

~m′ and ~n′ in η and ζ directions, respectively. The capital letters U , V and W are

proportional to the velocities in ξ, η and ζ directions, respectively and they are defined

in Equations 2.25 through 2.27. In these equations ~V represents the three dimensional

velocity vector.

U = (ξxu+ ξyv + ξzw)dηdζ/J = ~V · ~l′ (2.25)

V = (ηxu+ ηyv + ηzw)dξdζ/J = ~V · ~m′ (2.26)

W = (ζxu+ ζyv + ζzw)dξdη/J = ~V · ~n′ (2.27)

and

βx = qx + τxxu+ τxyv + τxzw (2.28)

βy = qy + τxyu+ τyyv + τyzw (2.29)

βz = qz + τxzu+ τyzv + τzzw (2.30)

where

τxx = µJ [
4

3
(uξl

′
x + uηm

′
x + uζn

′
x)− 2

3
(vξl

′
y + vηm

′
y + vζn

′
y + wξl

′
z + wηm

′
z

+ wζn
′
z)] (2.31)

τxy = µJ [uξl
′
y + uηm

′
y + uζn

′
y + vξl

′
x + vηm

′
x + vζn

′
x] (2.32)

τxz = µJ [uξl
′
z + uηm

′
z + uζn

′
z + wξl

′
x + wηm

′
x + wζn

′
x] (2.33)

τyy = µJ [
4

3
(vξl

′
y + vηm

′
y + vζn

′
y)−

2

3
(uξl

′
x + uηm

′
x + uζn

′
x + wξl

′
z + wηm

′
z

+ wζn
′
z)] (2.34)

τyz = µJ [vξl
′
z + vηm

′
z + vζn

′
z + wξl

′
y + wηm

′
y + wζn

′
y] (2.35)

τzz = µJ [
4

3
(wξl

′
z + wηm

′
z + wζn

′
z)−

2

3
(uξl

′
x + uηm

′
x + uζn

′
x + vξl

′
y + vηm

′
y

+ vζn
′
y)] (2.36)
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and

qx = kJ(Tξl
′
x + Tηm

′
x + Tζn

′
x) (2.37)

qy = kJ(Tξl
′
y + Tηm

′
y + Tζn

′
y) (2.38)

qz = kJ(Tξl
′
z + Tηm

′
z + Tζn

′
z) (2.39)

The viscosity is calculated using the Sutherland’s law described in the the Equation

2.40, where S = 110.40 K and µref and Tref are reference viscosity and temperature

calculated at some reference point.

µ = µref (
T

Tref
)
3
2 (
Tref + S

T + S
) (2.40)

At the end, we have a powerful and simple equation (Equation 2.18), which we need

to proceed to solve. In order to solve this set of equations, we need to calculate the

inviscid and viscous fluxes at each surface. After calculation of the fluxes, the equations

should be integrated in time to solve for the variables in the next time step. This is the

finite volume approach used in this Ph.D. dissertation.

2.2.2 Inviscid Fluxes

The inviscid fluxes contain nonlinear terms, making their calculations more challenging

compared with the viscous fluxes. Shock capturing methods have been used in cal-

culation of the inviscid fluxes to allow obtaining physical features such as shock and

expansion waves more feasible in a coarser grid spacing. To discuss the methods used

in the calculation of the inviscid fluxes, the one dimensional Euler equations will be

analyzed. For the three-dimensional case used in this Ph.D. dissertation, the same con-

cept has been used. One dimensional Euler equations can be written in vector format

as follows.

∂Q
∂t

+
∂F
∂x

= 0 (2.41)
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where

Q =


ρ

ρu

ρe

 , F =


ρu

ρuu+ p

ρeu+ pu

 (2.42)

We can further write

∂Q
∂t

+A∂Q
∂x

= 0 (2.43)

where the matrix A is the Jacobian matrix defined as follows.

A =
∂F
∂Q

=


0 1 0

(γ−3)
2 u2 (3− γ)u (γ − 1)

(γ−1)
2 u3 −Hu H − (γ − 1)u2 γu

 (2.44)

where H is the total enthalpy per unit mass defined by H = cpT + 1
2u

2. The semi-

discrete form of the Equation 2.41 is presented in Equation 2.45 and the evaluation of

the inviscid fluxes (Fi+ 1
2

and Fi− 1
2
) are discussed in this section.

dQi
dt

+
(Fi+ 1

2
−Fi− 1

2
)

∆x
= 0 (2.45)

Roe’s Method

Roe’s method [71],[72] proposes the exact solution to an approximation of the gener-

alized Riemann problem. Each surface of a cell is treated as the generalized Riemann

problem with left and right states at Qr and Ql as presented in Figure 2.1. The inviscid

fluxes are then calculated at the surfaces of each cell with a method proposed using the

concept of the generalized Riemann problem. The approximated format of the Euler

equation used in Roe’s method in presented in Equation 2.46.

∂Q
∂t

+ Ã(Qr,Ql)
∂Q
∂x

= 0 (2.46)
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Figure 2.1: Schematics of the Left and Right Sides of the Cell Surfaces

The matrix Ã(Qr,Ql) is the Roe matrix, defined in the Equation 2.47 and the

quantities ũ and H̃ defined in Equations 2.48 are the Roe-averaged velocity and Roe-

averaged total enthalpy, respectively.

Ã =


0 1 0

(γ−3)
2 ũ2 (3− γ)ũ (γ − 1)

(γ−1)
2 ũ3 − H̃ũ H̃ − (γ − 1)ũ2 γũ

 (2.47)

ũ =

√
ρlul +

√
ρrur√

ρl +
√
ρr

, H̃ =

√
ρlHl +

√
ρrHr√

ρl +
√
ρr

(2.48)

The matrix Ã(Qr,Ql) is diagonalizable with real and distinct eigenvalues and lin-

early independent eigenvectors. The Roe matrix can be diagonalized as follows.

Ã(Qr,Ql) = S̃Λ̃S̃−1 (2.49)

where

S̃ =


1 1 1

ũ ũ+ ã ũ− ã
1
2 ũ

2 H̃ + ũã H̃ − ũã

 (2.50)

S̃−1 =


1− (γ − 1)ũ2/2ã2 (γ − 1)ũ/ã2 −(γ − 1)/ã2

(γ − 1)ũ2/4ã2 − ũ/2ã −(γ − 1)ũ/2ã2 + 1/2ã (γ − 1)/2ã2

(γ − 1)ũ2/4ã2 + ũ/2ã −(γ − 1)ũ/2ã2 − 1/2ã (γ − 1)/2ã2

 (2.51)

Λ̃ ≡


λ̃1 0 0

0 λ̃2 0

0 0 λ̃3

 (2.52)
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The λ̃i are eigenvalues of the Roe matrix, where λ̃1 = ũ, λ̃2 = ũ+ ã and λ̃3 = ũ− ã.

S̃ is the matrix of right eigenvectors of the matrix Ã, and with the assumption of a

constant Ã(Qr,Ql) we can write

∂R

∂t
+ Λ̃

∂R

∂x
= 0 (2.53)

where

R ≡ S̃−1Q =


R1

R2

R3

 (2.54)

The exact solution of the Equation 2.53 -which is an approximation to the Euler

equation- is as follows. R1 is constant on the curve defined by dx
dt = λ̃1 = ũ, R2 is

constant on the curve defined by dx
dt = λ̃2 = ũ + ã, and finally, R3 is constant on the

curve defined by dx
dt = λ̃3 = ũ− ã. The curves introduced above are the characteristic

curves of the Equation 2.53.

The Equation 2.41 can be discretized in the spatial coordinate as follows.

dQi
dt

+
(Fi+ 1

2
−Fi− 1

2
)

∆x
= 0 (2.55)

The inviscid flux Fi+ 1
2

can be calculated below.

Fi+ 1
2

= ÃQ = (S̃Λ̃S̃−1)(S̃R)i+ 1
2

= S̃Λ̃Ri+ 1
2

(2.56)

Using the solution obtained for the Equation 2.53 and some further algebraic pro-

cedures we get to the Equation 2.57, which is the equation used in the Roe’s method

to calculate the inviscid flux at the surface i+ 1
2 .

Fi+ 1
2

=
1

2
[Fl + Fr + S̃|Λ̃|S̃−1(Ql

i+ 1
2

−Qr
i+ 1

2

)] (2.57)

Van Leer’s Method

The Van Leer’s method [73] is a flux splitting method based on the Mach number. The

flux vector presented in Equation 2.42 can be rewritten as follows.
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F =


ρaM

ρa2

γ (γM2 + 1)

ρa3M [ 1
(γ−1) + 1

2M
2]

 (2.58)

The terms involving the Mach number is then split into two parts and the average

Mach number M is calculated using the left and right properties (Equation 2.72). The

mass, momentum and energy fluxes can be further evaluated by a split method chosen

by Van Leer as follows.

ρu = ρlalM
+ + ρrarM

− (2.59)

ρu2 + p =
ρla

2
l

γ
(γM2 + 1)+ +

ρra
2
r

γ
(γM2 + 1)− (2.60)

(ρe+ p)u = ρla
3
lM [(γ − 1)−1 +

1

2
M2]+ + ρra

3
rM [(γ − 1)−1 +

1

2
M2]− (2.61)

where

M+ =


0 for M ≤ −1

f+1 for − 1 ≤M ≤ 1

M for M ≥ 1

, M− =


M for M ≤ −1

f−1 for − 1 ≤M ≤ 1

0 for M ≥ 1

(2.62)

(γM2 + 1)+ =


0 for M ≤ −1

f+2 for − 1 ≤M ≤ 1

γM2 + 1 for M ≥ 1

, (2.63)

(γM2 + 1)− =


γM2 + 1 for M ≤ −1

f−2 for − 1 ≤M ≤ 1

0 for M ≥ 1

(2.64)
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M [(γ − 1)−1 +
1

2
M2]+ =


0 for M ≤ −1

f+3 for − 1 ≤M ≤ 1

M [(γ − 1)−1 + 1
2M

2] for M ≥ 1

, (2.65)

M [(γ − 1)−1 +
1

2
M2]− =


M [(γ − 1)−1 + 1

2M
2] for M ≤ −1

f−3 for − 1 ≤M ≤ 1

0 for M ≥ 1

(2.66)

where

f+1 =
1

4
(M + 1)2, f−1 = −1

4
(M − 1)2 (2.67)

f+2 =
1

4
(M + 1)2[(γ − 1)M + 2] (2.68)

f−2 = −1

4
(M − 1)2[(γ − 1)M − 2] (2.69)

f+3 =
1

8
(γ + 1)−1(γ − 1)−1(M + 1)2[(γ − 1)M + 2]2 (2.70)

f−3 = −1

8
(γ + 1)−1(γ − 1)−1(M − 1)2[(γ − 1)M − 2]2 (2.71)

and

M =
ul + ur
al + ar

(2.72)

Using the Equations 2.59 to 2.72 we can calculate the mass, momentum and energy

fluxes as follows.

ρu =


ρrarM for M ≤ −1

ρlalf
+
1 + ρrarf

−
1 for − 1 ≤M ≤ 1

ρlalM for M ≥ 1

(2.73)

ρu2 + p =



ρra2r
γ (γM2 + 1) for M ≤ −1

ρra2r
γ f+2 + ρra2r

γ f−2 for − 1 ≤M ≤ 1

ρla
2
l

γ (γM2 + 1) for M ≥ 1

(2.74)
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ρeu+ pu =


ρra

3
rM [(γ − 1)−1 + 1

2M
2] for M ≤ −1

ρla
3
l f

+
3 + ρra

3
rf

+
3 for − 1 ≤M ≤ 1

ρla
3
lM [(γ − 1)−1 + 1

2M
2] for M ≥ 1

(2.75)

2.2.3 Reconstruction

As it was discussed in the section 2.2.2, the inviscid fluxes are calculated knowing the

left and right properties at the surface of the cell (Ql and Qr). However, in the finite

volume method the flow variables are stored and evaluated at the cell centers, not on

the left and right sides of each cell surfaces. The values stored at the center of the

cells are the cell averaged values. The role of the reconstruction is to calculate the flow

properties at left and right sides of the cell surfaces (Ql and Qr) using the cell averaged

values of the neighboring cells in order to calculate the inviscid fluxes.

I should add that the choice of the discretization in space has a crucial role in

stability of the code. A stable code is the one which does not produce exponentially

growing solutions that are physically implausible; on the other hand, an unstable code

due to certain spatial discretization can potentially yield to exponentially growing and

unphysical solutions. The spatial discretization must contain the physical domain of

dependency in order to be stable. As a result, the flux algorithms should be strongly

influenced by the flow physics in order to be useful.

First Order

A very simple approach to evaluate the variables at each surface of each cell is to simply

assign Qi(x) = Qi. This actually assigns the cell averaged values of the adjacent cells

to the left and right values at each surface (Equation 2.76). This approach is first order

accurate leading to excessive numerical diffusion and it is not generally acceptable to

use in numerical calculations. However, this reconstruction can be used to provide a

better initial condition for further calculations with higher order accuracy.

Qr
i+ 1

2

= Qi+1, Qli+ 1
2

= Qi (2.76)
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MUSCL

The MUSCL (Modified Upwind Scheme for Conservation Laws) algorithm [74], uses a

polynomial function to obtain a second order accurate reconstruction on the surfaces

of the cells, in order to estimate the values of Q on the left and right sides of the cell

surfaces. A primitive function I(x) is defined (Equation 2.77) and a unique third-order

polynomial that interpolates the primitive function I(x) is obtained using Newton’s

formula. From the derivative of the obtained third-order polynomial, the function

Qi(x) can be calculated.

I(x) =

∫ x

x
i− 3

4

Qdx for xi− 3
2
≤ x ≤ xi+ 3

2
(2.77)

However, this approach assumes that the function Q is continuous, which is not

the case for problems with shock waves or contact surfaces in gas dynamics. The

reconstruction scheme can be modified in a way that a directional bias is used at the

points of discontinuity. Although, since the exact function Q is unknown, recognition

of discontinuous points are challenging. A simple approach to this problem would be

to use a method in order to avoid formation of new local extrema relative to the cell

averaged values of the adjacent cells. This approach is known as No New Extrema

(NNE) and works as a limiter for the reconstruction scheme.

MUSCL is an abbreviation for Modified Upwind Scheme for Conservation Laws and

a summery of the final equations used in this scheme for a non-uniform grid is as follows.

No New Extrema approach has been used in this algorithm to avoid creating a new

extrema at the surfaces of the cells.

Ql
i+ 1

2

= Qi + ∆̂Qi+ 1
2
κl
i+ 1

2

+ ∆̂Qi− 1
2
κl
i− 1

2

(2.78)

Qr
i− 1

2

= Qi − ∆̂Qi+ 1
2
κr
i+ 1

2

− ∆̂Qi− 1
2
κr
i− 1

2

(2.79)
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where

κl
i+ 1

2

=
(∆xi + ∆xi−1)∆xi

(∆xi+1 + ∆xi)(∆xi+1 + ∆xi + ∆xi−1)
(2.80)

κl
i− 1

2

=
∆xi+1∆xi

(∆xi + ∆xi−1)(∆xi+1 + ∆xi + ∆xi−1)
(2.81)

κr
i+ 1

2

=
∆xi∆xi−1

(∆xi+1 + ∆xi)(∆xi+1 + ∆xi + ∆xi−1)
(2.82)

κr
i− 1

2

=
(∆xi + ∆xi+1)∆xi

(∆xi + ∆xi−1)(∆xi+1 + ∆xi + ∆xi−1)
(2.83)

The values ∆̂Qi+ 1
2

and ∆̂Qi− 1
2

are chosen in a way so they create no new extrema

in the reconstruction of the surface values. Four cases can be considered and different

values for ∆̂Qi+ 1
2

and ∆̂Qi− 1
2

are calculate that are within the limitations imposed by

the No New Extrema condition. The condition for No New Extrema implies that

min(Qi−1,Qi,Qi+1) ≤ Qli+ 1
2

≤ max(Qi−1,Qi,Qi+1) (2.84)

min(Qi−1,Qi,Qi+1) ≤ Qri− 1
2

≤ max(Qi−1,Qi,Qi+1) (2.85)

The four different possible cases are as follows.

case 1:

∆Qi+ 1
2

= (Qi+1 −Qi) ≥ 0, ∆Qi− 1
2

= (Qi −Qi−1) ≥ 0 (2.86)

We have

∆̂Qi− 1
2

= min(∆Qi− 1
2
, (

1− κl
i+ 1

2

κl
i− 1

2

)∆Qi+ 1
2
) (2.87)

∆̂Qi+ 1
2

= min(∆Qi+ 1
2
, (

1− κr
i− 1

2

κr
i+ 1

2

)∆Qi− 1
2
) (2.88)

case 2:

∆Qi+ 1
2
≥ 0, ∆Qi− 1

2
≤ 0 (2.89)
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We have

∆̂Qi− 1
2

= max(∆Qi− 1
2
,
κl
i+ 1

2

κl
i− 1

2

∆Qi+ 1
2
) (2.90)

∆̂Qi+ 1
2

= min(∆Qi+ 1
2
,−

κr
i− 1

2

κr
i+ 1

2

∆Qi− 1
2
) (2.91)

case 3:

∆Qi+ 1
2
≤ 0, ∆Qi− 1

2
≥ 0 (2.92)

We have

∆̂Qi− 1
2

= min(∆Qi− 1
2
,−

κl
i+ 1

2

κl
i− 1

2

∆Qi+ 1
2
) (2.93)

∆̂Qi+ 1
2

= max(∆Qi+ 1
2
,−

κr
i− 1

2

κr
i+ 1

2

∆Qi− 1
2
) (2.94)

case 4:

∆Qi+ 1
2
≤ 0, ∆Qi− 1

2
≤ 0 (2.95)

We have

∆̂Qi− 1
2

= max(∆Qi− 1
2
, (

1− κl
i+ 1

2

κl
i− 1

2

)∆Qi+ 1
2
) (2.96)

∆̂Qi+ 1
2

= max(∆Qi+ 1
2
, (

1− κr
i− 1

2

κr
i+ 1

2

)∆Qi− 1
2
) (2.97)

In some cases, instead of using the MUSCL scheme to reconstruct for the vector Q,

this scheme is used to reconstruct the primitive variables such as velocities, temperature

and pressure or density. The experience in this Ph.D. dissertation shows that the code

is more numerically stable if we reconstruct the primitive variables, instead of the vector

Q. Knowing the primitive values at the surface, the vector Q can be simply calculated

and be used in calculation of the fluxes and integration in time.
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Modified ENO

ENO is an abbreviation for Essentially Non-Oscillatory and refers to a reconstruction

which is suitable for functions with discontinuities [75],[76]. As we addressed in MUSCL

reconstruction, the use of a fixed symmetric stencil of cells to reconstruct for the flow

properties in the cell surfaces can lead to unphysical extrema in the vicinity of discon-

tinuities. ENO reconstruction method permits an asymmetric stencil of cells in order

to avoid creating new extrema in the reconstruction process. The Total Variation of

the function Q is defined as

TV (Q) =

∫ x
i+1

2

x
i− 1

2

|dQ
dx
|dx (2.98)

The function Qi(x), which is the reconstructed function of Q is defined in a way to

satisfy the Essentially Non-Oscillatory property described in Equation 2.99.

TV (Qi(x)) ≤ TV (Q) +O(∆x3) (2.99)

The derivative function can be written as follows.

dQi
dx

= α+ β(x− xi+k− 1
2
) where k = 0 or 1 (2.100)

Thus we have

TV (Qi(x)) ≤ |α|∆xi + |β|(∆xi)
2

2
(2.101)

A primitive function I(x) is defined (Equation 2.102) and the variable a is selected

from zero to two in order to minimize the Total Variation function (Equation 2.98).

When a is equal to zero the reconstruction for Qi(x) is performed using the cells i, i+ 1

and i + 2, where for a = 1 the cells i − 1, i and i + 1 are used. Finally, for a equal to

two, the cells i− 2, i− 1 and i are the cells used to reconstruct for the function Qi(x).

I(x) =

∫ x

x
i−a− 1

2

Qdx for xi−a− 1
2
≤ x ≤ xi−a+ 5

2
(2.102)
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The variables α and β are calculated for different values of a (Equations 2.103

through 2.108), and the a which leads to minimum Total Variation function is selected

to use for reconstruction. For a non-uniform grid spacing the values α and β can be

expressed as follows.

For a = 0 :

α =
2

(∆xi+2 + ∆xi+1 + ∆xi)
[
∆Qi+ 1

2
(∆xi+2 + 2∆xi+1 + 3∆xi)

(∆xi+1 + ∆xi)

−
∆Qi+ 3

2
(2∆xi + ∆xi+1)

(∆xi+2 + ∆xi+1)
] (2.103)

β =
6

(∆xi+2 + ∆xi+1 + ∆xi)
[

∆Qi+ 3
2

(∆xi+2 + ∆xi+1)
−

∆Qi+ 1
2

(∆xi+1 + ∆xi)
] (2.104)

For a = 1 :

α =
2

(∆xi+1 + ∆xi + ∆xi−1)
[
∆Qi− 1

2
(∆xi+1 + 2∆xi)

(∆xi + ∆xi−1)

+
∆Qi+ 1

2
(∆xi−1 + ∆xi)

(∆xi+1 + ∆xi)
] (2.105)

β =
6

(∆xi+1 + ∆xi + ∆xi−1)
[

∆Qi+ 1
2

(∆xi+1 + ∆xi)
−

∆Qi− 1
2

(∆xi + ∆xi−1)
] (2.106)

For a = 2 :

α =
2

(∆xi + ∆xi−1 + ∆xi−2)
[
∆Qi− 3

2
(∆xi −∆xi−1)

(∆xi−1 + ∆xi−2)

+
∆Qi− 1

2
(∆xi−2 + 2∆xi−1)

(∆xi + ∆xi−1)
] (2.107)

β =
6

(∆xi + ∆xi−1 + ∆xi−2)
[

∆Qi− 1
2

(∆xi + ∆xi−1)
−

∆Qi− 3
2

(∆xi−1 + ∆xi−2)
] (2.108)

After the selection of the variable a, the reconstruction of the function Qi(x) can

be performed by the following equations.

a1 =Qi−a (2.109)

a2 =
∆Qi−a+ 1

2

∆xi−a+1 + ∆xi−a
(2.110)

a3 =∆Qi−a+ 3
2
[∆xi−a+2 + ∆xi−a+1]

−1[∆xi−a+2 + ∆xi−a+1 + ∆xi−a]
−1

−∆Qi−a+ 1
2
[∆xi−a+1 + ∆xi−a]

−1[∆xi−a+2 + ∆xi−a+1 + ∆xi−a]
−1 (2.111)
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Finally

Qri (xi− 1
2
) = a1 + a2[∆ξ1 + ∆ξ0] + a3[∆ξ1∆ξ2 + ∆ξ0∆ξ2 + ∆ξ0∆ξ1] (2.112)

where

∆ξk ≡ xi− 1
2
− xi−a+k− 1

2
, k = 0, 1, 2 (2.113)

and

Qli(xi+ 1
2
) = a1 + a2[∆ξ1 + ∆ξ0] + a3[∆ξ1∆ξ2 + ∆ξ0∆ξ2 + ∆ξ0∆ξ1] (2.114)

where

∆ξk ≡ xi+ 1
2
− xi−a+k− 1

2
, k = 0, 1, 2 (2.115)

In the modified ENO method, the reconstruction is downgraded to first-order if the

forward and backward gradients change in sign [29].

Van Albada’s Limiter

Another limiter imposed to the reconstruction to avoid formation of new extrema is

Van Albada’s limiter [77]. In this scheme, a function R(θ) is multiplied to the change of

the vector Qi to form the limited ∆Qi. The function R(θ), which performs as a filter,

is defined based on the ratio of the forward and backward gradients (θ).

(∆Qi)limited = R(θ)∆Qi (2.116)

where

R(θ) =
2θ

θ2 + 1
, θ > 0 (2.117)

and

θ ≡ Qi+1 −Qi
Qi −Qi−1

(2.118)
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2.2.4 Viscous Fluxes

Since the viscous terms are linear, their calculation is considerably simpler compared

with the inviscid fluxes. Viscous fluxes consist of the derivative of the velocity and

temperature in each direction. Consider the function f as an arbitrary function. The

derivatives of the function f in each face can be calculated as follows.

ξ face:

∂f

∂ξ
= fi,j,k − fi−1,j,k (2.119)

∂f

∂η
=

1

4
(fi−1,j+1,k + fi,j+1,k − fi−,j−1,k − fi,j−1,k) (2.120)

∂f

∂ζ
=

1

4
(fi−1,j,k+1 + fi,j,k+1 − fi−1,j,k−1 − fi,j,k−1) (2.121)

.......
.....................................................
....

.......
.............

.....................................................................................
....................

i− 1, j + 1, k i, j + 1, k

i− 1, j, k i, j, k

i− 1, j − 1, k i, j − 1, k

η

ξ
ζ

Figure 2.2: ξ Face

η face:

∂f

∂ξ
=

1

4
(fi+1,j,k + fi+1,j−1,k − fi−1,j,k − fi−1,j−1,k) (2.122)

∂f

∂η
= fi,j,k − fi,j−1,k (2.123)

∂f

∂ζ
=

1

4
(fi,j−1,k+1 + fi,j,k+1 − fi,j−1,k−1 − fi,j,k−1) (2.124)
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.......
.....................................................
....

.......
.............

.....................................................................................
....................

η

ζ

ξ

i, j − 1, k + 1 i, j, k + 1

i, j − 1, k i, j, k

i, j − 1, k − 1 i, j, k − 1

Figure 2.3: η Face

ζ face:

∂f

∂ξ
=

1

4
(fi+1,j,k + fi+1,j,k−1 − fi−1,j,k − fi−1,j,k−1) (2.125)

∂f

∂η
=

1

4
(fi,j+1,k + fi,j+1,k−1 − fi,j−1,k − fi,j−1,k−1) (2.126)

∂f

∂ζ
= fi,j,k − fi,j,k−1 (2.127)

.......
.....................................................
....

.......
.............

.....................................................................................
....................

ξ

ζ
η

i+ 1, j, k − 1 i+ 1, j, k

i, j, k − 1 i, j, k

i− 1, j, k − 1 i− 1, j, k

Figure 2.4: ζ Face

The viscosity coefficient and thermal conductivity is calculated by averaging the

centroid values of the two adjacent cells at the face of calculation of the viscous fluxes.
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2.2.5 Time Integration

Time Step

Temporal quadrature algorithms can be categorized by explicit and implicit methods.

In the simpler approach known as explicit, the values Qi are calculated at each time

step independently; while in the implicit time integration, the equations are solved

simultaneously. In addition to the choice of the spatial discretization, the choice of

the time step influences the stability of the numerical calculations. An explicit Euler

equation is conditionally stable with the time step restriction as follows.

∆tinv ≤
∆x

|λi,max|
(2.128)

where λi presents the eigenvalues of the Jacobian matrix A in Equation 2.44. We

can define ∆tCFL and the CFL (Courant-Friedrichs-Lewy) number as described in the

Equations 2.129 and 2.130, respectively.

∆tCFL = min
i

∆x

|λi|
(2.129)

CFL =
∆t

∆tCFL
(2.130)

The restriction described in Equation 2.128 -known as Courant-Friedrichs-Lewy

restriction- can be rewritten as

CFL ≤ 1 (2.131)

As a result, inviscid time step can be written as

∆tinv = CFL×min
i

∆x

|λi|
(2.132)

The viscous time step can be calculated by the Equation 2.133, where ν = µ/ρ.

∆tvis = CFL
[min(∆x,∆y,∆z)]2

ν
(2.133)

The final time step is the minimum of the viscous and inviscid time steps to as-

sure stability in the numerical calculations. The implicit time integration methods are

typically not restricted to the Courant-Friedrichs-Lewy restriction.
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Runge-Kutta Method

The semi-discrete Navier-Stokes equations can be written as

dQi
dt

= RHSi (2.134)

where RHSi represents the Right-Hand-Side of the Navier-Stokes equations and consist

of the net inviscid and viscous fluxes. The two-stage Runge-Kutta method [78],[79] is an

explicit second order accurate time integration method and can be described as follows.

Q0
i = Qni (2.135)

Q1
i = Q0

i +
∆t

2
·RHS0

i (2.136)

Q2
i = Q0

i + ∆t ·RHS1
i (2.137)

Qn+1
i = Q2

i (2.138)

In this algorithm we have introduced three temporary vectors Q0
i , Q1

i and Q2
i , where

the final temporary vector is assigned as the solution for the next time step (Qn+1
i ).

The matrices RHS0
i and RHS1

i are evaluated using the vectors Q0
i and Q1

i , respectively.

DPLR’s Method

The Data Parallel Line Relaxation method [80] is a time integration method that is only

implicit in one direction (usually η direction) and explicit in the other two directions.

This method is used when the grid spacing is much finer in one direction compared with

the other two, and the time step is limited by the minimum spacing in that particular

direction. As a result of implicit formation of the equations in that direction, the code

is unconditionally stable in that direction and the Courant-Friedrichs-Lewy restriction

only applies to the other two directions. This allows having a larger time step, while

the calculations are still stable. However, the DPLR method is first order accurate in

time.

The fully implicit form of the Navier-Stokes equations is as follows.

Qνn+1
ijk −Qν

n
ijk

∆t
+ (Fn+1

i+ 1
2

−Fn+1
i− 1

2

) + (Gn+1
j+ 1

2

− Gn+1
j− 1

2

) + (Hn+1
k+ 1

2

−Hn+1
k− 1

2

)

+ (Rn+1
i+ 1

2

−Rn+1
i− 1

2

) + (Sn+1
j+ 1

2

− Sn+1
j− 1

2

) + (T n+1
k+ 1

2

− T n+1
k− 1

2

) = 0 (2.139)
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We can write the flux vector F in the following format.

F = D−1F̄dA (2.140)

where

D =



1 0 0 0 0

0 nx sx tx 0

0 ny sy ty 0

0 nz sz tz 0

0 0 0 0 1


, F̄ =



ρū

ρū2 + p

ρv̄ū

ρw̄ū

(ρe+ p)ū


(2.141)

and ū, v̄ and w̄ are the components of velocity in the n̂, ŝ and t̂ directions, which are

orthogonal vectors normal (n̂) and tangent (ŝ and t̂) to the surface of the cell. Moreover,

dA is the surface area of the ξ-face of the cell. We can further write

Fn+1
i+ 1

2

−Fn+1
i− 1

2

=Fn
i+ 1

2

−Fn
i− 1

2

+
∂F
∂Q

∣∣∣n
i+ 1

2

(Qn+1 −Qn)i+ 1
2

− ∂F
∂Q

∣∣∣n
i− 1

2

(Qn+1 −Qn)i− 1
2

+O(∆Q)2 (2.142)

We can further expand

∂F
∂Q

=
∂

∂Q
[D−1F̄dA] = D−1∂F̄

∂Q
dA = D−1∂F̄

∂Q̄
∂Q̄
∂Q

= D−1∂F̄
∂Q̄
DdA (2.143)

where Q̄ is based on the velocity components in the n̂, ŝ and t̂ directions (Equation

2.147), which are the normal and two tangent components of the surface unit vector.

We can simply show that the velocity components in the x, y, z coordinate can relate to

the velocity components normal (ū) and tangent (v̄ and w̄) to the surface of the control

volume by the following equations.

u = ūnx + v̄sx + w̄tx (2.144)

v = ūny + v̄sy + w̄ty (2.145)

w = ūnz + v̄sz + w̄tz (2.146)
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Q̄ =



ρ

ρū

ρv̄

ρw̄

ρē


(2.147)

We can further write

∂F̄
∂Q̄

= RΛL (2.148)

where R and L are the right and left eigenvectors of the Jacobian matrix in Equation

2.148, respectively, and Λ is the diagonal vector of the eigenvalues as follows.

Λ = diag(ū, ū, ū, ū+ a, ū− a) = diag(λ1, λ2, λ3, λ4, λ5) (2.149)

We can define

Λ+ =
1

2
diag(λ1 + |λ1|, λ2 + |λ2|, λ3 + |λ3|, λ4 + |λ4|, λ5 + |λ5|) (2.150)

Λ− =
1

2
diag(λ1 − |λ1|, λ2 − |λ2|, λ3 − |λ3|, λ4 − |λ4|, λ5 − |λ5|) (2.151)

where Λ+ and Λ− contain non-negative and non-positive eigenvalues, respectively. We

can further write

∂F
∂Q

= D−1RΛ+LDdA+D−1RΛ−LDdA = A+ + A− (2.152)

Similarly for η and ζ faces matrices analogous to A+ and A− can be formed as B+,

B− and C+, C−, respectively. Equation 2.142 can be further approximated to

Fn+1
i+ 1

2

−Fn+1
i− 1

2

= Fn
i+ 1

2

−Fn
i− 1

2

+ A−
i+ 1

2

δQni+1 + (A+
i+ 1

2

−A−
i+ 1

2

)δQni

−A+
i+ 1

2

δQni−1 (2.153)

where

δQn = Qn+1 −Qn (2.154)

Analogous algebraic methodology can be applied to the vectors G and H to expand

the inviscid fluxes. If we exclude the viscous fluxes and write for the Euler equations
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we will have

δQni,j,k +
∆t

νi,j,k
[A−

i+ 1
2

δQni+1 + (A+
i+ 1

2

−A−
i− 1

2

)δQni −A+
i− 1

2

δQni−1]

+
∆t

νi,j,k
[B−
j+ 1

2

δQnj+1 + (B+
j+ 1

2

− B−
j− 1

2

)δQnj − B+
j− 1

2

δQnj−1]

+
∆t

νi,j,k
[C−
k+ 1

2

δQnk+1 + (C+
k+ 1

2

− C−
k− 1

2

)δQnk − C+
k− 1

2

δQnk−1]

= − ∆t

νi,j,k
[Fn
i+ 1

2

−Fn
i− 1

2

+ Gn
j+ 1

2

− Gn
j− 1

2

+Hn
k+ 1

2

−Hn
k− 1

2

] (2.155)

where the absence of indices i, j and k implies the indices i, j and k, respectively. The

DPLR method assumes implicit time integration in only one direction, which is j or η

direction. As a result, the Euler equations will be further simplified to

{I +
∆t

νi,j,k
[(A+

i+ 1
2

−A−
i− 1

2

) + (B+
j+ 1

2

− B−
j− 1

2

) + (C+
k+ 1

2

− C−
k− 1

2

)]}δQni,j,k+

∆t

νi,j,k
[B−
j+ 1

2

]δQni,j+1,k +
∆t

νi,j,k
[−B+

j− 1
2

]δQni,j−1,k = − ∆t

νi,j,k
[Fn
i+ 1

2

−Fn
i− 1

2

+

Gn
j+ 1

2

− Gn
j− 1

2

+Hn
k+ 1

2

−Hn
k− 1

2

]− ∆t

νi,j,k
[A−

i+ 1
2

δQi+1 −A+
i− 1

2

δQi−1+

C−
k+ 1

2

δQk+1 − C+
k− 1

2

δQk−1] (2.156)

The Euler equations are now in a form of implicit equations with three unknown

vectors of δQni,j,k, δQni,j+1,k and δQni,j−1,k. The equations are solved simultaneously to

calculate the unknown vectors, which are later used to update the vector Q for the next

time step.

The viscous fluxes can be further expanded as

Rn+1
i+ 1

2

= Rξ
∂Q̂
∂ξ

∣∣∣n+1

i+ 1
2

+Rη
∂Q̂
∂η

∣∣∣n+1

i+ 1
2

+Rζ
∂Q̂
∂ζ

∣∣∣n+1

i+ 1
2

(2.157)

where

Q̂ =



ρ

u

v

w

T


(2.158)
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and

δQ̂ =MδQ (2.159)

where

M =



1 0 0 0 0

−u
ρ

1
ρ 0 0 0

−v
ρ 0 1

ρ 0 0

−w
ρ 0 0 1

ρ 0

−1
ρcv

[e+ (u2 + v2 + w2)] u
ρcv

v
ρcv

w
ρcv

1
ρcv


(2.160)

Further approximation can be made by neglecting the derivatives along the surface,

as follows.

Rn+1
i+ 1

2

= Rn
i+ 1

2

+Rξ
∂δQ̂
∂ξ

∣∣∣n
i+ 1

2

= Rn
i+ 1

2

+Rξ
∣∣∣n
i+ 1

2

(δQ̂i+1 − δQ̂i)
∆ξ

= Rn
i+ 1

2

+Rξ
∣∣∣n
i+ 1

2

Mn
i+ 1

2

[δQi+1 − δQi] (2.161)

analogous simplification can be made for the other two directions and the left surfaces.

Sn+1
j+ 1

2

= Sn
j+ 1

2

+ Sη
∂δQ̂
∂η

∣∣∣n
j+ 1

2

= Sn
j+ 1

2

+ Sη
∣∣∣n
j+ 1

2

(δQ̂j+1 − δQ̂j)
∆η

= Sn
j+ 1

2

+ Sη
∣∣∣n
j+ 1

2

Mn
j+ 1

2

[δQj+1 − δQj ] (2.162)

Tn+1
k+ 1

2

= Tn
k+ 1

2

+ Tζ
∂δQ̂
∂ζ

∣∣∣n
k+ 1

2

= Tn
k+ 1

2

+ Tζ
∣∣∣n
k+ 1

2

(δQ̂k+1 − δQ̂k)
∆ζ

= Tn
k+ 1

2

+ Tζ
∣∣∣n
k+ 1

2

Mn
k+ 1

2

[δQk+1 − δQk] (2.163)

The implicit time integration employs only on the j or η direction; as a result, the

final Navier-Stokes equations for the DPLR method will be simplified to the Equation

2.164.

B̂i,j,kδQni,j+1,k + Âi,j,kδQni,j,k + Ĉi,j,kδQni,j−1,k = Ri,j,k

− ∆t

νi,j,k
[(A−

i+ 1
2

−RξMi+ 1
2
)δQn−1i+1 − (A+

i− 1
2

+RξMi− 1
2
)δQn−1i−1

(C−
k+ 1

2

− TζMk+ 1
2
)δQn−1k+1 − (C+

k− 1
2

− TζMk− 1
2
)δQn−1k−1 ] (2.164)
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where

Âi,j,k =I +
∆t

νi,j,k
[(A+

i+ 1
2

−A−
i− 1

2

) +RξMi+ 1
2

+RξMi− 1
2
+

(B+
j+ 1

2

− B−
j− 1

2

) + SηMj+ 1
2

+ SηMj− 1
2

+ (C+
k+ 1

2

− C−
k− 1

2

)

TζMk+ 1
2

+ TζMk− 1
2
] (2.165)

B̂i,j,k =
∆t

νi,j,k
[B−
j+ 1

2

− SηMj+ 1
2
], Ĉi,j,k =

∆t

νi,j,k
[−B+

j− 1
2

− SηMj− 1
2
] (2.166)

Ri,j,k =− ∆t

νi,j,k
[(Fn

i+ 1
2

−Fn
i− 1

2

) + (Gn
j+ 1

2

− Gn
j− 1

2

) + (Hn
k+ 1

2

−Hn
k− 1

2

)

+ (Rn
i+ 1

2

−Rn
i− 1

2

) + (Sn
j+ 1

2

− Sn
j− 1

2

) + (T n
k+ 1

2

− T n
k− 1

2

)] (2.167)

Dual-Time Stepping Method

Dual-time stepping [81] is a higher order temporal accuracy time integration method

with an intermediate level of iterative calculations. It allows implicit calculation of the

fluxes and due to the inner iterative steps, there is no limitations on the real time step

for stability issues. In this scheme, since the time accuracy is maintained in the outer

loop, the temporal accuracy should not necessarily be maintained in the inner iterations

and time integration techniques in pseudo-time can be applied. The integral format of

the implicit governing equations with a pseudo-time derivative can be written as

∂

∂τ

∫∫∫
QdV = −(

∂

∂t

∫∫∫
V (t)
QdV +

∫∫
S(t)

F · n̂dS)m+1 (2.168)

where F is the net flux and m represents a discrete solution in pseudo-time τ . Iterative

calculations in the pseudo-time are performed to converge the solution at level m, and

assign that to the solution for the next real time step (n+1). When pseudo-time is set to

infinity, the temporal accuracy technique reduces to the Newton sub-iteration technique.

However, the physical time step restriction applies to the Newton sub-iteration scheme.

This scheme for the time integration has only been used in the numerical simulation of

the laser discharge in a supersonic flow in this Ph.D. dissertation.
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Gauss-Seidel Relaxation Method

The Gauss-Seidel Relaxation method is an iterative method for the steady state Navier-

Stokes equations [82]. In this scheme, the derivatives of the flow variables by time is

omitted and iterative calculations are performed to reach to a converged to the steady

state solution. The Gauss-Seidel Relaxation method is analogous to the traditional

Gauss-Seidel method, with an addition of a relaxation term to enhance the efficiency

of the convergence. In this Ph.D. dissertation, this method was part of the simulation

of the flow control with laser discharge in a supersonic flow, and it has not been used

in the simulations of hypersonic shock wave boundary layer interactions.

2.2.6 Message Passing Interface (MPI)

MPI or Message Passing Interface is a parallel computing architecture designed for

high-performance calculations. It is a message-passing interface which is used for com-

munication among processes that are used for parallel programming on a distributed

memory system. This powerful interface allows programmers to discretize the computa-

tional domain into zones and assign the calculations of each zone to discrete processes.

All the simulations in this Ph.D. dissertation have been performed in an MPI interface.

An MPI code in C++ language is written partially by the author and is used in most

of the simulations in this Ph.D. dissertation.

2.2.7 Boundary Condition

The boundary conditions can be implemented by some imaginary or ghost cells at each

boundary of each zone that has been discretized from the whole computational domain.

The flow variables in these imaginary cells can be assigned in a way that the desired

boundary condition be implemented at that boundary. In the calculation of the fluxes

in the cell surfaces of the real cells, the values of the ghost cells will be used and the

effect of the boundary condition will propagate in the computational domain. Some of

the boundary conditions used in this Ph.D. dissertation is described in this section.
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Fixed Boundary Condition

The fixed boundary condition is used at the inflow boundary of the computational

domain and it assigns fixed values to all the components of the vector Q. When the

freestream is supersonic this boundary condition is applicable, since all the eigenvalues

of the Jacobian matrix are positive and there is no upstream propagation of information.

As a result, all flow parameters at the inflow boundary can be fixed to the freestream

condition.

Zero Gradient Boundary Condition

Zero gradient boundary condition is used at the outflow of the computational domain

and it provides an approximation that the flow parameters are not changing in the

direction normal to the boundary. When a boundary layer appears in the flow, this

approximation can be accurate for the outflow boundary when it is orthogonal to the

solid surface and the boundary layer is well-developed. The mathematical description

of this boundary condition is as follows.

∂Q
∂n

= 0 (2.169)

Symmetry or Slip Boundary Condition

The conditions used in the symmetry or slip boundary condition is as follows.

~V · n̂ = 0 (2.170)

∂

∂n
(~V × n̂) = 0 (2.171)

∂p

∂n
= 0 (2.172)

∂T

∂n
= 0 (2.173)

where ~V is the velocity vector and n̂ is the normal unit vector to the surface of the

boundary.
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No-slip Adiabatic Boundary Condition

The conditions used in the no-slip adiabatic boundary condition is as follows.

~V · n̂ = 0 (2.174)

~V × n̂ = 0 (2.175)

∂p

∂n
= 0 (2.176)

∂T

∂n
= 0 (2.177)

No-slip Isothermal Boundary Condition

The conditions used in the no-slip isothermal boundary condition is as follows.

~V · n̂ = 0 (2.178)

~V × n̂ = 0 (2.179)

∂p

∂n
= 0 (2.180)

T
∣∣∣
wall

= Twall (2.181)

Internal Boundary Condition

The faces of the zones discretized from the computational domain are labeled by iden-

tification numbers that are recognized in the solver code. The surfaces with matching

identification numbers are considered as equivalent surfaces of the neighboring zones.

The ghost cells of the neighboring zones are updated using the information of the match-

ing real cells in the other zone by the internal boundary condition. The information in

the zones propagates to other zones in the computational domain by the application of

the internal boundary condition.

2.2.8 Challenges of High Gradients

At hypersonic speeds, the gradient of the flow parameters inside the boundary layer

-especially close to the wall- can be very large. In cases with a cold solid wall, this

large gradient can impose unphysical values for the ghost cells. As we discussed in
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section 2.2.7, the flow parameters in the ghost cells are calculated using the boundary

condition at that boundary. At a finite grid spacing and large gradients, the boundary

condition might impose the ghost cells unphysical values such as negative pressure and

temperature. This problem would have vanished if we could have had infinitely small

grid spacing at the cold solid boundaries, which is impossible to achieve. In order to

overcome this problem, the ghost cells at the cold wall should become irrelevant and

the fluxes, reconstruction and the external boundary condition should be recalculated

by methods with omission of the ghost cells in that boundary.
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Chapter 3

Description of the Experiments

To pursue one of the main objectives of this Ph.D. dissertation, the numerical results

need to be compared with the experimental data to assess the capability of the numer-

ical methods in prediction of the flow parameters in high speed flows. In this Ph.D.

dissertation three separate experiments are simulated and the results of the numerical

calculations are compared with the experiments for validation. The experiments are

conducted in separate studies in different research groups.

3.1 Adelgren et.al. Experiment

In the experiment conducted by Adelgren et.al. [17] a sphere with diameter of 25.4

mm is mounted on a sting in a Mach 3.45 supersonic wind tunnel (Figure 3.1). The

sphere is rotatable about a spanwise axis. The pressure at any selected angle in the

vertical plane is measured using an Endevco pressure transducer in a 1.32 mm × 1.78

mm deep cavity within the sphere. The uncertainty in the pressure measurements for

the Endevco transducers is 0.05 psi [83]. A pulsed Nd-YAG laser beam (532 nm) creates

a high temperature plasma for three different energy deposition levels in the upstream

of the sphere which affects the flow.

When the laser is discharged in a focused volume, the air absorbs some of that energy

and a plasma region with toroidal vortex ring forms [26]. In addition, a spherical blast

wave forms from the plasma region moving radially outward while getting weaker as

it propagates [84]. This blast wave interacts with the sphere and increases its surface

pressure momentarily. The heated plasma convects with the freestream and interacts

with the blunt body shock causing a lensing forward upstream of the shock wave and

momentary reduction of the surface pressure.
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Figure 3.1: Experimental Setup [17]

The test condition is shown in Table 3.1 and the locations where the temporal

pressure on the sphere is measured are presented in Table 3.2. In this experiment

three different levels of laser discharge energy (as measured at the laser exit) are used.

Experimental diagnostics include the distribution of pressure over time on the sphere

and schlieren images. Figure 3.2 shows schlieren images for a 283 mJ energy discharge.

The blast wave, lensing of the blunt body shock, the complex wave structure and

the formation of the streamwise vorticity are evident. Figure 3.3 shows the temporal

pressure distribution on the surface of the sphere for a discharge energy of 127 mJ. The

interaction of the blast wave with the sphere causes the first pressure jump in Figure

3.3 which occurs at t ≈ 30µs (Figure 3.2(b)).

The non-dimensional experimental pressure history on the centerline of the sphere

for laser energy discharge of Q=13, 127 and 258 mJ is presented in the Figure 3.4. In

this figure τ is the normalized time using the freestream velocity and the diameter of

the sphere and p02 is the stagnation pressure on the sphere centerline in the absence of

the laser discharge. Experimental results show a strong dependency of the first peak

pressure -which is due to the interaction of the blast wave with the sphere surface- on

the laser discharge energy. Therefore, the first peak pressure is the single experimental
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value used to define the laser energy deposition model.

Table 3.1: Experimental Conditions[17]
Property Parameter Value

Freestream Mach number 3.45
Static pressure p∞ (kPa) 13.1
Static temperature T∞ (K) 77.8

Laser Pulse energy Q (mJ) 13, 127 and 258
Q/p∞L

3 0.0606, 0.592, 1.202
Distance L (mm) 25.4
Beam focal volume (mm3) 3
Beam focal length (mm) 255
Pulse duration (ns) 10

Hemisphere-cylinder Diameter D (mm) 25.4

Table 3.2: Pressure Ports (deg)
13 mJ 127 mJ 258 mJ 13 mJ 127 mJ 258 mJ 13 mJ 127 mJ 258 mJ

56 57 57 19 19 19 -18 -19 -18
46 47 46 11 12 10 -29 -30 -32
37 39 36 1 1 0 -42 -43 -43
28 30 29 -8 -10 -9 -56 -55 -55

(a) t = 0 µs (b) t = 30 µs (c) t = 50 µs

Figure 3.2: Schlieren Images [17] (283 mJ)
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Figure 3.3: Experimental Surface Pressure vs Time [17] (127 mJ)

Figure 3.4: Experimental Centerline Pressure vs Time for Three Energy Levels [17]

3.2 Chanetz et.al. Experiment

The objective of the experiment conducted by Chanetz [85] was to qualify a laminar

shock wave boundary layer interaction in an axisymmetric flow. The model is a hollow

cylinder with a sharp leading edge, followed by a flare and a cylindrical part. The flare

angle is 300 which is sufficient to cause boundary layer separation. The R5Ch wind
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tunndel is used in this experiment and it is designed to produce a uniform Mach 10

flow in the test section. The pressure and heat transfer on the model were measured.

Variable reluctance VALIDYNE DP 45 differential transducers were used to measure

the wall pressure. The heat transfer was determined by measuring the temperature

change on the surface of the hollow cylinder in the first few seconds of the experiment.

The temperature measurements were conducted using a thermometer element which is

a platinum film on an insulating support made of MACOR ceramic.

The schematic figure of the model is shown in Figure 3.5. The length L used in the

Reynolds definition is the distance between the sharp leading edge and the beginning of

the flare and is 0.102 m. The diameter of the hollow cylinder flare at the leading edge

and at the end of the flare is 0.065 m and 0.115 m, respectively. The separation line

and the attachment lines are evident in Figure 3.6 and they are located at X/L = 0.77

and X/L = 1.31, respectively. The test conditions are presented in Table 3.3.

Figure 3.5: Schematic Figure of the Model [85]

Table 3.3: Experimental Conditions [85]
Parameter Value

Mach number 9.91
Static pressure p∞ (Pa) 6.3
Static temperature T∞ (K) 51
Density ρ∞ (kg/m3) 0.43× 10−3

Reynolds number ρ∞U∞L/µ∞ 18,375
Wall temperature Tw (K) 293
Stagnation temperature Tst (K) 1050
Stagnation pressure pst (Pa) 2.5× 105
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Figure 3.6: Visualization of the Separated Area [85]

3.3 Hiers et al. Experiment

The experiment conducted by Hiers et.al. [69] investigates the shock wave/laminar

boundary layer interaction in a hypersonic flow over a blunt fin. Specifically, it inves-

tigates the effects of the shock wave impingement on the heat transfer of the leading

edge of a blunt cylindrical fin and the flowfield characteristics at Mach 14. The model

used in this research is a cylindrical blunt fin with sweep angles Λ = 00, 22.50 and 450,

mounted on a sharp flat plate (Figure 3.7). The schematic of the model is presented in

Figure 3.8, where all the dimensions are normalized with the diameter of the blunt fin

(D = 2.54 cm (1 in)).

The experiment was conducted in the Ames 1-foot shock tunnel with reservoir stag-

nation enthalpy and stagnation pressure of 10.5 MJ/kg and 290 atm, respectively. The

Reynolds number based on the diameter of the fin at the test section is 8,000, indi-

cating that the flow is laminar. More information on the average flow parameters at

the test section is presented in Table 3.4. The non-equilibrium effects are reported

to be of negligible influence on the primarily convective phenomena of interest in this

study, and the enthalpy of the frozen degrees of freedom at the test section is reported

to be less than 10 percent of the total enthalpy. The model, which is initially at the

isothermal condition of the room temperature is almost instantly exposed to the flow.

The time average heat transfer on the blunt leading edge is measured in the experiment

and normalized with the stagnation point heat transfer rate calculated by the method
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of Fay and Riddle [86] . The total uncertainty in the measurements of the heat transfer

rate is reported less than ±20 percent and the estimated location of the heat transfer

peak in the experiment is to an accuracy of 0.2 mm.

Figure 3.7: Experimental Setup [69]
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Figure 3.8: Schematics of the Model
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Table 3.4: Experimental Condition[69]
Parameter Value

Mach number 14
Reynolds number, Red = ρ∞U∞D/µ∞ 8,000
Stagnation pressure pst (MPa) 29.38
Stagnation enthalpy h0 (MJ/kg) 10.5
Velocity U∞ (m/s) 4,270
Static temperature T∞ (0K) 195
Wall temperature Tw (0K) 293
Diameter of the fin D (cm) 2.54
Sweep angle of the fin (Λ) 00, 22.50, 450
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Chapter 4

Numerical Simulation Methods

4.1 Numerical Simulation of Adelgren et.al. Experiment

The experiment conducted by Adelgren et.al. [17] is simulated using both inviscid

and viscous models. The laser discharge is modeled as an initial condition added to

the steady state solution developed before the energy discharge (Figure 4.1). In the

simulation, the energy deposition is modeled as a spherically symmetric region with

radius r0 and uniform temperature T∞ + ∆T (Equation (4.1)). The density and the

velocity of the heated region is the same as the freestream condition at the instant of

the laser discharge due to the assumption of an instantaneous energy deposition. The

pressure is calculated using the perfect gas equation.

Figure 4.1: Schematic Domain

T =

 T∞ + ∆T ; r ≤ ro

T∞ ; r > ro

(4.1)
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Equation 4.1 describes the temperature distribution in the initial condition of the

laser discharge where r is the spherical radius measured from the laser discharge focal

point (not to be confused with the cylindrical radius rc in Figure 4.1) and r0 is the

initial radius of the spherical plasma region, which is calculated using the volume of

the plasma region in the experiment (Table 3.1). The laser is focused at the distance

of L from the sphere on the centerline. In this study L is equal to the diameter of the

hemisphere.

In the simulation, the amount of energy added to the volume V due to the laser

discharge can be determined using the following equation.

∆Es =

∫
V
ρ(cvT +

1

2
u.u)

∣∣∣∣
after

dV −
∫
V
ρ(cvT +

1

2
u.u)

∣∣∣∣
before

dV (4.2)

Since the velocity and density remains the same during the instantaneous deposition

of the energy, the added energy can be further simplified.

∆Es =

∫
V
ρcvT

∣∣∣∣
after

dV −
∫
V
ρcvT

∣∣∣∣
before

dV (4.3)

and therefore

∆Es = ρ∞cv∆TV (4.4)

Dimensional analysis provides an understanding of the pressure history on the hemi-

sphere. The first peak pressure is caused by the interaction of the blast wave with the

surface of the hemisphere. In the viscous simulation, the non-dimensional first peak

pressure (normalized using the total pressure after the blunt body shock in the absence

of the laser discharge) depends on the following parameters

ppeak
po2

= g(M∞, ε, L/D, γ, ro/D,Re, Pr) (4.5)

where M∞ is the freestream Mach number, εs = ∆Es/p∞L
3 is the dimensionless energy

deposition parameter, γ is the ratio of the specific heats, Re = ρ∞U∞D/µ∞ is the

Reynolds number and Pr in the laminar Prandtl number. The peak pressure weakly

depends on r0/D, provided that r0/D << 1 and Re and Pr numbers are viscous

phenomenon and they are only considered in the viscous simulation.

The normalized energy deposition parameter for the experiment (εe) is defined as

follows [87],[88].
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εe =
Q

p∞L3
(4.6)

where Q is the laser discharge energy measured at the laser exit. The values for the

experimental dimensionless energy deposition parameter studied in this research are

listed in Table 3.1. In the numerical simulation, this parameter is

εs =
∆Es
p∞L3

=
ρ∞cv∆TV

p∞L3
=
ρ∞cv∆T (4/3)πr30

p∞L3
=

4

3
π(
r0
L

)3
ρ∞R∆T

(γ − 1)ρ∞RT∞
(4.7)

⇒ εs =
4

3

π

(γ−1)

∆T

T∞

(ro
L

)3
(4.8)

The thermal efficiency can be defined as

η =
∆Es
Q

(4.9)

where ∆Es is the amount of the energy needed in the numerical simulation to match the

normalized first peak pressure with that of the experiment. The radius of the initial

spherical plasma region (r0/D) is calculated using the volume of the plasma in the

experiment presented in Table 3.3.

Figure 4.2: Computational Domain

The computational domain is shown in the Figure 4.2. The flow at the boundary

CD in Figure 4.2 is supersonic; therefore, the flow parameters past this point do not
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affect the upstream flow. If we are using a viscous model, a boundary layer will form

on the sphere with a subsonic sublayer. For a well-developed boundary layer, the

equations governing the flow will become parabolic and therefore, we still do not have

a propagation of the information upstream. As a result, it is reasonable to study a

hemisphere instead of a sphere due to its simplicity. The boundary AD is fixed at

the freestream condition. AB is the axis of symmetry and the computational domains

becomes three dimensional when it rotates from the axis of AB, although we still have

a two-dimensional flow. The zero normal gradient boundary condition is used in the

boundary of CD. A tangency boundary condition is used for BC in the inviscid model

and no-slip adiabatic boundary condition is considered for this surface in the viscous

model. The simulations are conducted using the commercial software GASPex [29],

and the structural grids are created by ANSYS ICEM CFD commercial code.

4.1.1 Inviscid Model

In this simulation, inviscid perfect gas model is considered for calculation of the flow.

Therefore the Euler equations and the Ideal Gas Equation are solved to simulate the

flow. The flux algorithm is second order upwind-biased Van Leer [73] with the Modified

ENO limiter [75],[76]. The steady state solution is initially obtained using Gauss-Seidel

[82] relaxation with a constant CFL number of one. Then the energy deposition is

simulated as a new initial condition added to the steady state solution and it is solved

using a second order Runge-Kutta [78] scheme.

A grid refinement study is conducted using three sequences of mesh with the spacing

half of the previous one (Table 4.1). The criteria of the grid refinement study is the

normalized first peak pressure Ppeak/P02. The relative difference of this parameter in

the fine and base grids is 0.37% and 0.40%, respectively.

Table 4.1: Details of Grid (inviscid model)
Grid ∆min,i/D ∆min,j/D No. of nodes

coarse 6.540 · 10−4 8.333 · 10−4 0.270 · 106

base 3.270 · 10−4 4.167 · 10−4 1.080 · 106

fine 1.645 · 10−4 2.083 · 10−4 4.320 · 106
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4.1.2 Viscous Model

For this part of the simulation, viscosity is added to understand its effects on the

structure of the flow. The Navier-Stokes equations and the Ideal Gas Equation are

solved to simulate the flow. In this simulation, the second order upwind-biased Van

Leer method [73] with the Modified ENO limiter [75],[76] is used for the flux algorithm.

The steady state condition prior to the energy deposition is obtained using Gauss-

Seidel [82] relaxation with the CFL number fixed at one. For the unsteady part of the

simulation second order accurate implicit dual time stepping is performed [81].

A grid refinement study is performed similar to the inviscid cases with three se-

quences of mesh with each spacing half the previous one. The information of the grids

is presented in Table 4.2. On the axis of the symmetry starting from the surface of the

hemisphere a growth ratio of 1.04 is used and continued as a uniform spacing as the

non-dimensional spacing reached to 0.001. The minimum non-dimensional spacing for

the fine grid in this direction is 1.76× 10−5. The spacing is normalized using the diam-

eter of the hemisphere. Uniform spacing is used along the surface of the hemisphere.

the grid refinement study of steady state viscous simulation is based on the skin friction

on the hemisphere surface. The relative difference of this parameter between fine and

middle grids is 7%.

Table 4.2: Details of Grid (viscous model)
Grid ∆i/D ∆min,j/D No. of nodes

coarse 13.085 · 10−4 7.041 · 10−4 0.2364 · 106

medium 6.542 · 10−4 3.520 · 10−4 0.9456 · 106

fine 3.271 · 10−4 0.176 · 10−4 3.7824 · 106

4.1.3 Determination of Laser Discharge Parameter (∆T/T∞)

The experimental results for the unsteady pressure distribution on the centerline of

the hemisphere (Figure 3.4) show that the first peak pressure -which is the result of

the interaction of the blast wave with the hemisphere surface- is the most influenced

parameter by the amount of energy deposited during the laser discharge. Therefore, in

these simulations, the first peak pressure is the single criterion to determine the energy
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of the laser discharge in the numerical calculations. The energy of the laser discharge

in the numerical simulations can be calculated using Equation (4.8). The radius of

the initial laser discharge region is fixed and determined by the volume of the plasma

reported in the experiment (Table 3.1). As a result, the only parameter to match

the experimental first peak pressure is ∆T/T∞. Iterative calculations with different

∆T/T∞ (i.e., different energies in the laser discharge for the numerical simulations)

were performed until the first peak pressure of the numerical calculations matched the

experiment within 5%. The efficiency of the laser discharge can be calculated with

Equation (4.9) where we have the ratio of the energy discharged in the numerical

simulation to the experiment.

4.2 Numerical Simulation of Chanetz et.al. Experiment

In this study the experiment of Chanetz [85] was simulated numerically with a laminar

perfect gas model. The flow is assumed to be uniform at the inflow with Mach number

equal to 9.91 and ReL = 18,375. All the numerical parameters are normalized with

freestream properties and the lengths are normalized with L which is the distance from

the leading edge of the model to the beginning of the flare (Figure 4.3). Since the fluid

is assumed to be viscous, perfect gas with no chemical reactions, the unsteady laminar

Navier-Stokes and Ideal Gas equations can be used to solve for the computational

domain.

Figure 4.3 shows the computational domain in which AG and FE boundaries have

freestream boundary condition and symmetry boundary condition is applied for AB,

GF and ED boundaries. For the wall (BC) a no-slip isothermal boundary condition is

used and CD has zero gradient boundary condition. An MPI code was developed in

part by the author for the laminar ideal gas model and has been validated using the

exact solution of the compressible Blasius problem. The computations were performed

on a 48 core machine. The second order accurate Runge Kutta [78] algorithm is used

to integrate in time to reach the steady state. In this simulation, the inviscid flux

algorithm is Roe’s [71],[72] scheme and the reconstruction is performed by second order

primitive MUSCL [89],[90] with the CFL number fixed at 0.2 and Prandtl number of
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0.72. Moreover, the powerlaw viscosity law is used to calculate the viscosity coefficient.

The grid has been created by a C++ code by the author and the details of the grids

are presented in Table 4.3. Both grids have uniform spacing in all directions.
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Figure 4.3: Computational Domain

Table 4.3: Details of the Grid in Present Study
Grid No. of cells ∆i/L ∆j/L

Fine 3,110,400 1.372×10−3 3.4391×10−4

Coarse 1,382,400 2.0576×10−3 5.0364×10−4

4.3 Numerical Simulation of Hiers et.al. Experiment

The experiment of Hiers et.al. [69] is numerically simulated with a laminar perfect gas

model. The equations used in this simulation are based on normalized properties using

the freestream conditions (Table 3.4) and the length scale is chosen to be the diameter

of the cylindrical fin. The inflow is assumed to be uniform with Mach number 14 and

the Reynolds number based on the diameter of the fin equal to 8,000. The equations

for the chosen model, which is laminar perfect gas, are the Navier-Stokes and Ideal

Gas equations. The equations are solved using an MPI code partially written by the

author in C++ language and validated before. The finite volume method is used in the

code and the unsteady equations are integrated in time by DPLR method [80] in the

beginning of the calculations and a second order Runge-Kutta method [79] for the rest

of the time integration. Second order primitive MUSCL [89],[90] is used to reconstruct

the pressure, temperature and the velocities and the inviscid fluxes are solved by Roe’s
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scheme [71],[72]. Sutherland’s law [91] is used to calculate the molecular viscosity of

the flow and the laminar Prandtl number is assumed fixed at 0.72.

4.3.1 Grid Generation

The grid is generated using a C++ code written by the author. The flow structure for

this geometry is symmetric from the center-plane of the cylindrical blunt fin. As a result,

a symmetry boundary condition is used at the mentioned boundary, and only half of the

domain is simulated in this numerical simulation. The grid consists of layers of zones

that are built over one another. Primarily, a simple computational domain, presented

in Figure 4.4 is chosen, with the left boundary fixed at the freestream condition and

front, rear and top boundaries with symmetry boundary condition. The left boundary

is the outflow boundary with zero-gradient boundary condition, and the solid walls have

no-slip isothermal boundary condition. I should add that since the height of the fin is

larger than twice the diameter of the fin, it can be considered as a semi-infinite fin [65]

and symmetry boundary condition can be used at that boundary for the zero degree

sweep angle case. Moreover, it will not be necessary to simulate for the whole height

of the fin; therefore, in the grid refinement study section of this research, the flow is

simulated upto the height of z/D = 2.36 of the fin to save the computational costs.
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Figure 4.4: Primary Computational Domain

Calculation with this initial computational domain, provides with approximate in-

formation such as the location and angle of the shock waves and the extent of the
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boundary layer thickness. This information can be used to omit some of the zones

that have the freestream condition without change throughout the whole calculations.

Having these omission of zones, we can have a finer grid with the same computational

resources. Moreover, some further examination of the results, help us decide to add

some zones where needed, which are going to be explained later in this section.

The schematics of the final computational domain for the zero degree sweep angle

case is presented in Figure 4.5, with the top view of the first layer of the grid presented

in Figure 4.6. In this final computational domain, there are 127 zones, with 15 zones

in the first layer (Figure 4.6). The process of omitting the unnecessary zones start

from the second layer, knowing the locations and angles of the physical phenomena,

approximated in previous calculations in prior computational domains. In this final

computational domain, we have one layer with 15, 5 layers with 14 and 7 layers with

6 zones. The height of each zone is the same, but stretching in the i and j direction

has been implemented by having different lengths in the zones in those directions. The

lengths in Figure 4.6 is normalized by the diameter of the fin.
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Figure 4.5: Computational Domain, 00 Sweep Angle

The zones 1-8 and 10-13 in Figure 4.6 represent the plate and have no-slip isothermal

boundary condition on the bottom; however, the zones 9, 14 and 15 have symmetry

boundary condition, and they are not presenting the zones over the plate. The reason for

addition zones 10-13 and simulating further on the plate was that the prior calculations

showed that the boundary layer at the exit was not well-developed and the zero-gradient

boundary condition was not a suitable boundary condition to use for that boundary.
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The unphysical use of the zero-gradient boundary condition at that boundary led to

entrance of the streamlines from the outflow boundary and creating unphysical results.

Therefore, a larger portion of the plate is simulated to allow the boundary layer to

become well-developed and the zero-gradient boundary condition become physically

sensible to be implemented at that boundary.
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Figure 4.6: Top View of the First Layer

Zones 9 and 14 with symmetry boundary condition on the bottom are added due to

observance of a very large separated region, which is going to be discussed in the next

chapter. Due to the effect of that large separated region, the flow further away from the

plate needed to be simulated and the zero-gradient boundary condition was not a suit-

able boundary condition to simulate the behavior of the flow at that part. Moreover,

the fixed boundary condition needed to be implemented further away from the forma-

tion of the boundary layer to avoid generation of a subsonic region at that boundary.

Therefore, zone 15 is added at the inflow with a symmetry boundary condition at the

bottom to assure the physical implementation of the fixed boundary condition at the

inflow.

Moreover, due to high Mach number in these simulations (M∞ = 14) the gradients

of the flow parameters are large, especially at the vicinity of the cold wall on the fin.

To avoid numerical instability, one of the approaches used in this study is to provide

a better initial condition for the unsteady calculations. Since the steady state solution
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is of our interest, the choice of the initial condition does not necessarily need to be

the experimental initial condition. As a result, primary calculations with first order

reconstruction and no-slip adiabatic boundary condition is used for further calculations

with second order MUSCL [89],[90] reconstruction with no-slip adiabatic boundary

condition. The results of those calculations are used as the initial condition for second

order MUSCL reconstruction and no-slip isothermal boundary condition. The solid

walls in these simulations are cold with one order of magnitude lower temperature at the

wall comparing to the adiabatic calculations. As a result, step by step reduction of the

wall temperature has been taken place by continuously reducing the wall temperature

to the experimental condition.

The analogous approach has been used for the 22.50 sweep angle case. Figure 4.7

presents the schematics of the final computational domain. The algorithm used to

create the computational domain for the 22.50 case is the same as the 00 case, with the

addition of a simple 22.50 rotation of x and z coordinates in the +y rotational direction.

The information of the final mesh for both sweep angles of zero and 22.50 is presented

in Table 4.4, where ∆min,n/D, ∆max,s/D and ∆min,t/D are the dimensionless minimum

spacing in the radial, tangent in θ direction, and tangent along the centerline of the

cylindrical fin, respectively.
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Figure 4.7: Computational Domain, 22.50 Sweep Angle

Table 4.4: Details of the Grids (Λ = 00 and 22.50)
No. of real cells ∆min,n/D ∆min,s/D ∆min,t/D

17,462,500 0.0014 0.0056 0.0108
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The generation of the grid for the 450 sweep angle case is substantially more diffi-

cult compared to the other two cases, due to high non-orthogonality it has within its

computational domain. The nonorthogonality adjacent to the solid walls and at the

outflow with zero-gradient boundary condition is important due to the sensitivity of

the solver code on this issue. As a result, 450 non-orthogonality is not acceptable and

the grid for this case cannot be created by the same method that was used for the 22.50

sweep angle case.

There are two solid walls in two directions where the attempt to make the grid

orthogonal should be made: the fin and the flat plate. Two independent continuous

rotations of the mesh have been performed to get a more orthogonal mesh on the solid

surfaces. The first rotation is relative to the fin, with centers of rotations fixed on the

surface of the fin. Each radial series of grids are rotated relative to the grid at the fin

by the criterion of the difference in the x coordinates. The angles of the rotation are

linearly increasing from one layer of grids to the other. The final angle of rotation at

each layer of each zone is editable by the user.

In this computational domain, there are 15 zones in the first layer (Figure 4.6), 14

zones (by omission of the zone number 15) in the next four layers, and 11 zones in the

last 5 layers of zones. In the top layers, the zones number 1-6 and 10-14 (Figure 4.6)

are built over the lower layers. Figure 4.8 presents the schematics of the computational

domain and the zones as blocks, forming the computational domain. The rotation of

each zone relative to the fin is apparent in the figure. The first five layers are rotated

linearly from numbers obtained from the user. Inside the zones, the grids are rotated

from the initial to the final angle of rotation linearly. In these calculations, the final

angles of the rotation in five first layers are Ω1 = 50, Ω2 = 120, Ω3 = 260, Ω4 = 370,

and finally, Ω5 = Λ = 450. The angle of rotation in top layers are constant at 450,

making an orthogonal mesh relative to the fin at the center-plane.

The other solid surface that requires orthogonal grids at its vicinity is the flat plate.

In the zones upstream the cylindrical fin, rotation of the grids has been performed

with a second order polynomial function from centers of rotations located on the flat

plate. The zones downstream the cylindrical portion of the fin are rotated by the
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same function from centers of rotations located on the top of the top layer of the

computational domain. The reason for building the zones number 10-14 (Figure 4.6) is

that at the outflow with zero-gradient boundary condition, orthogonal grid is needed

and that could not be achieved without adding more zones downstream in the upper

layers.

In this computational domain, the height of each layer is not constant and we have

three groups of layers with three separate length chosen by the user. Moreover, the

length M presented in Figure 4.6 at the top layer is 0.8. Table 4.5 presents some more

detail of the grid spacing for this grid, where ∆min,n/D, ∆min,s/D and ∆min,t/D are the

dimensionless minimum spacing in the radial, tangent in θ direction, and tangent along

the centerline of the cylindrical fin at the plate, respectively.

Figure 4.8: Computational Domain, 450 Sweep Angle

Table 4.5: Details of the Grids (Λ = 450)
No. of real cells ∆min,n/D ∆min,s/D ∆min,t/D

34,650,000 0.0014 0.0056 0.0062

Grid-Refinement Study

In order to show that the solution is independent of the grid spacing, a grid refinement

study with finer grids should be performed. A selected criteria from the results should

be compared with that of the coarser grids to show its independency on the grid spacing.

The criterion used in this grid refinement study is the averaged heat transfer on the
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centerline of the fin. The zero degree sweep angle case with the strongest shock wave

boundary layer interaction (described in the next chapter) has been chosen for the grid

refinement study. It is sufficient to perform the grid refinement study on the zero degree

sweep angle case, since it is the strongest interaction amongst all the sweep angle cases

and it has the strongest dependency on the grid spacing.

Two additional levels of medium and fine grids were chosen to perform the grid

refinement study. The schematics of the computation domains for both of the meshes

is analogous to Figure 4.5 and the top view of the first layer of the grids is presented in

Figure 4.9 with dimensions normalized by the diameter of the fin. In these computa-

tional domains we have one layer with 15, 10 layers with 14 and 8 layers with 6 zones. It

has been shown in the previous studies [65] that in the fin-plate junction configurations,

for the fin heights above twice its diameter, the fin can be considered semi-infinite. As a

result, for convenience, only 2.36D of the height of the fin is simulated for the medium

and fine levels of the grid instead of simulating the whole length of the computational

domain.

More details of the computational domains of the medium and fine grids is presented

in Table 4.6. In the medium level of the grid-refinement study, the spacing normal to

the solid walls (n and t directions) have been reduced in half, and these spacings for

the fine grid has been reduced by a factor of 2/3 from the previous level of the grid

refinement study. The initial condition of the fine level of the grid refinement study has

been estimated using first order interpolation of the results of the medium level.

Table 4.6: Details of the Grids for the Grid-Refinement Study (Λ = 00)
Grid No. of real cells ∆min,n/D ∆min,s/D ∆min,t/D

Medium 28,014,000 7.5× 10−4 0.0056 0.0051
Fine 56,385,000 5×10−4 0.0056 0.0033
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Chapter 5

Results

5.1 Numerical Simulation of Adelgren et.al. Experiment

5.1.1 Steady State

In the simulation which models the Adelgren et.al. experiment [17] a steady state

solution is achieved prior to the unsteady laser discharge. The steady state solution is

reached when the relative residual dropped eight orders of magnitude for the inviscid

model and three orders of magnitude for the viscous model. The normalized peak

pressure and the surface skin fiction are the criteria for the grid refinement study for

the inviscid and viscous models, respectively. The skin friction is normalized by the

freestream velocity and density as follows.

cf =
τw

1
2ρ∞U

2
∞

(5.1)

The relative difference of the calculations of the maximum pressure and average of

the skin friction on the surface of the hemisphere between the middle and fine grids are

less than 0.2% and 10%, respectively. The Mach contours of the steady state condition

in the viscous calculations is presented in Figure 5.1(a). The ratio of the freestream

static pressure to the total pressure after the shock measured on the centerline for

inviscid and viscous simulations and the shock stand off distance from the sphere surface

agree with experimental results [17] within 1%, 4% and 4%, respectively. Additionally,

the non-dimensional pressure in different angles on the sphere shows excellent agreement

with the experimental data as described in the Figure 5.1(b) for the inviscid calculations.
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(a) Mach Number Contours (b) Numerical and Experimental Comparison

Figure 5.1: Steady State Solution

5.1.2 Flow Structure in Unsteady Simulation

In the next step, the laser discharge is modeled as an instantaneous uniform increase

in static temperature (and pressure) in a spherical region superimposed on the steady

state solution. The velocity and density at the instant of the laser discharge in the

spherical heated region are equal to the freestream condition. The normalized radius

of the plasma r0/D is 0.05 and it is located one diameter from the hemisphere surface

on the centerline in agreement with the experiment.

Figure 5.2 shows the Schlieren images at non-dimensional time τ where τ = tU∞/D

and τ = 0 corresponds to the instant of energy deposition. From the heated region a

blast wave and expansion waves are formed and propagate radially outward and inward,

respectively. The heated region convects with the flow and the pressure on the surface

of the hemisphere rises as the blast wave reaches the surface (Figure 5.2(a)). The

reflected shock from the surface of the hemisphere can be observed in Figure 5.2(b)

and 5.2(c). Lensing forward of the blunt body shock is evident in Figure 5.2(d) where

the heated region reaches the blunt body shock and changes the speed of sound in that

region, moving the blunt body shock further to the upstream. Due to the Richtmyer-

Meshkov instability [92],[93], toroidal vortices form downstream of the blunt body shock
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(Figure 5.2(d) through 5.2(h)). These vortices and the expansion waves from the heated

region reduce the pressure on the surface of the hemisphere. A secondary shock wave

forms in the vicinity of the centerline and it impacts the centerline causing a secondary

pressure jump in the centerline of the hemisphere. This secondary pressure jump is not

captured in the experimental data (Figure 3.4), and is a physical consequence of the

models chosen in these simulations. This secondary shock wave has been captured in

numerical simulation of other research groups with the same geometric configuration

of the model. Examples of these studies are the investigations performed by Azarova

et.al. and Shulein et.al. [94],[95]. The heated region eventually convects with the flow

past the hemisphere and the flow converges to the previous steady state condition.



70

(a) τ = 0.77 (b) τ = 0.86 (c) τ = 0.96

(d) τ = 1.06 (e) τ = 1.20 (f) τ = 1.44

(g) τ = 1.68 (h) τ = 1.92

Figure 5.2: Schilieren Images for Q = 258 mJ

5.1.3 Drag Coefficient

The drag coefficient is defined as the non-dimensional force in the streamwise direction

normalized with the freestream density and velocity and the frontal area of the sphere.

cd =
F

1
2ρ∞U

2
∞A

(5.2)
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Figure 5.3 shows the history of the drag coefficient in the inviscid model for εs =

1.178 · 10−2 (∆T/ T∞ = 9 and r0/L = 0.05) where τ = tU∞/D is the non-dimensional

time. The drag coefficient increases at point B due to the interaction of the blast

wave with the hemisphere surface. When the heated region reaches the hemisphere the

drag coefficient drops considerably (point C) and later it converges to the steady state

condition (point D). The whole process occurs in approximately three characteristic

times (D/U∞).

Figure 5.3: cd vs τ

The Mach number contours and some streamlines at points A through D are pre-

sented in Figure 5.4. At point A, the blast wave starts to interact with the hemisphere

surface and the drag coefficient on the sphere increases due to this interaction. Point

B is when the blast wave has its maximum effect on the hemisphere surface and the

drag reaches its maximum. Since the static pressure relaxes rapidly, the heated region

has the equal pressure and velocity to the freestream when it reaches the hemisphere.

However, the temperature does not relax as quickly leading to a lower Mach number in

the heated region. As a result, the total pressure in the heated region is less than the

total pressure in the freestream when it reaches the hemisphere; therefore, the stagna-

tion point moves upstream of the hemisphere surface when the heated region interacts

with the blunt body shock (point B). The lower Mach number in the heated region
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causes the lensing of the shock which is apparent in point C. Due to this phenomenon

the shock wave moves to the upstream increasing the stand off distance of the blunt

body shock. The interaction of the heated region with the blunt body shock causes

toroidal vortices due to the Richtmyer-Meshkov instability [92],[93] which reduces the

pressure on the hemisphere surface (point C). Later on at point D, the heated region

convects downstream and the flow converges back to steady state condition.

(a) Point A (b) Point B

(c) Point C (d) Point D

Figure 5.4:
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5.1.4 Comparison with Experiment

As indicated in Figure 3.4, the amount of energy deposited to the flow strongly affects

the first pressure peak in the experimental pressure on the centerline of the hemisphere.

As a result, by matching the first peak pressure in the numerical simulation to that of

the experimental data we can determine the single empirical parameter ∆T/T∞ (i.e.,

the uniformly added temperature in the energy deposition region) in the laser energy

deposition model (Equation (4.1)). We performed a series of simulations to determine

∆T/T∞ to match the experimental result within 5%.

The change of the non-dimensional pressure centerline (∆P/P02 = (p− p02)/p02) vs

non-dimensional time (τ = tU∞/D) for the inviscid and viscous models and the experi-

ment for all three energy deposition cases are presented in Figures 5.5 through 5.7. The

figures show very close agreement between the inviscid and viscous simulations, which

shows that this phenomena is inviscid principally. This is due to the high Reynolds

number in the viscous model (Re = 1.7 · 106) which leads to a very thin boundary layer

compared to the hemisphere diameter. Moreover, the nature of the Richtmyer-Meshkov

instability is inviscid dominated and the location of observation of the pressure history

at the centerline is not strongly dependent on the viscous effects.

Figures 5.5 through 5.7 display a significant difference between the experimental

and numerical centerline pressure time history. The second high peak in the pressure

observed in the numerical simulation is not seen in the experiment; however, it has been

observed in numerical simulation of other research groups with hemisphere configuration

[94]. The low peak pressure and the duration of the unsteady behavior in the numerical

calculations do not match the experiment. Although qualitatively the influence of

the blast wave and the interaction of the heated region with the blunt body shock is

captured in the numerical models, the quantitative predictions lack accuracy.

The calculated thermal efficiency defined by Equation (4.4) and (4.9) is in the order

of 1%. The laser pulse energy (measured at the laser exit in the experiment) is expended

in 1) transmitted and reflected energy (i.e., not absorbed by the air), and increase in

the 2) translational-rotational temperature, 3) vibrational temperature, 4) electronic
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excitation, 5) dissociation and 6) ionization of the air in the focal volume [26]. In view

of the discrepancies between the calculated and experimental centerline pressure time

history, the calculated efficiency is not a reliable estimate.

Figure 5.5: Q = 13 mJ

Figure 5.6: Q = 127 mJ
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Figure 5.7: Q = 258 mJ

5.2 Numerical Simulation of Chanetz et.al. Experiment

In the numerical simulation of the experiment conducted by Chanetz et.al. [85] two

dimensional axisymmetric shock wave boundary layer interaction in a hollow-cylinder

configuration is studied. The results for the normalized density contours are described

in Figure 5.8. A boundary layer displacement shock forms from the beginning of the

sharp edge. The flare shock which forms over the flare imposes an adverse pressure

gradient on the flow and separates the boundary layer. At the reattachment point of the

boundary layer on the flare, a reattachment shock wave forms and meets the boundary

layer displacement shock at the reattachment point where the pressure increases. The

flare shock bends when it interacts with the expansion waves created from the edge

of the cylinder downstream of the flare. The boundary layer displacement shock, the

reattachment shock and the flare shock which coincide at the reattachment point are

evident in the figure.

Figure 5.9 shows the pressure contours and the streamlines for this computation.

The pressure in the contours is normalized using the freestream velocity and density.

The separation point and the recirculation in the separated region can be detected using

the streamlines. The figure shows that the highest pressure is at the reattachment point
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where the boundary layer displacement shock, reattachment shock and the flare shock

meet, and the distance of the separation point from the junction of the flare and the

cylinder is xsep/L = 0.16.

Figure 5.8: Normalized density Contours

Figure 5.9: Normalized Pressure Contours

The Mach contours are presented in Figure 5.10. The recirculation region is evident

with the streamlines plotted in the edge of the flare. The boundary displacement shock

coincides with the flare shock and the reattachment shock at the reattachment point

and creates a complex shock-shock interaction flow structure. Downstream of the flare
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and over the second cylinder a flow structure similar to a jet forms where the velocity

is maximum between the flare shock and the wall of the cylinder and it decreases

close to the wall and the flare shock. Figure 5.11 shows the normalized temperature

contours. The temperature reaches its maximum over the flare; however, it decreases to

the constant wall temperature at the boundary, causing a large temperature gradient

and therefore large heat transfer on the flare.

Figure 5.10: Mach Number Contours

Figure 5.11: Normalized Temprerature Contours

Figure 5.12 presents the pressure coefficient for the numerical calculations and the
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experiment. The Stanton number -which is the normalized heat transfer on the wall- for

the numerical and experimental simulations are presented in Figure 5.13. The pressure

coefficient and the Stanton number are defined by the following equations.

cp =
p− p∞

1/2ρ∞U2
∞

(5.3)

St =
qw

ρ∞U∞cp(Tust − Tw)
(5.4)

where qw and Tw are the heat transfer and temperature at the wall, ρ∞ and U∞ are

the freestream density and velocity, cp is the heat capacity and Tust is the upstream

stagnation temperature.

At the leading edge of the cylinder the pressure increases due to the existence of the

boundary layer displacement shock at that point. At the region where the shock waves

interact with the boundary layer the pressure has two major rises; the first one is at

the separation point and the other one is at the reattachment point. The pressure is

almost constant in the recirculation region. The heat transfer is almost constant on the

hollow cylinder and it increases on the flare reaching its maximum at the reattachment

point. In this study, the pressure coefficients and the Stanton numbers of the numerical

analysis are in good agreement with the experimental results.

Figure 5.12: Pressure Coefficient
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Figure 5.13: Stanton Number

5.3 Numerical Simulation of Hiers et.al. Experiment

The Mach number contours for the results of the calculations are presented in Figures

5.14 through 5.16. The complex flow structure of the shock wave boundary layer inter-

action is evident in the figures. Due to the viscous effects, a laminar boundary layer

forms on the flat plate, which interacts with the strong blunt body shock wave upstream

of the cylindrical fin. The strength of the blunt shock wave weakens as the sweep angle

increases. The blunt body shock wave imposes an adverse pressure gradient, which

separates the boundary layer and creates a lambda type shock wave structure. The

influence of the pressure gradient travels within the subsonic region, increasing the sep-

aration size, until an approximate steady state is reached. It is evident from the Mach

number contours that the separated region shrinks as the sweep angle increases, since

the strength of the blunt fin shock wave and the adverse pressure gradient subsides as

the sweep angle of the fin increases.

Figures 5.17 through 5.19 present the log(p/p∞) contours for the different sweep

angle cases. The separation point and the blunt fin shock wave are evident in the

figures. The separated boundary layer reattaches to the fin and creates a localized high

pressure at the reattachment point. It is evident from the figures that the maximum

pressure in the reattachment point on the fin surface decreases by increasing the sweep

angle of the fin.
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Figure 5.14: Mach Number Contours, Λ = 00 (Fine Grid)

Figure 5.15: Mach Number Contours, Λ = 22.50
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Figure 5.16: Mach Number Contours, Λ = 450

Figures 5.20 through 5.22 present the Mach number contours and the streamlines

in the y = 0 plane for all the sweep angles, respectively. The figures identify the shock

waves and their interactions in this study. A boundary layer displacement shock wave

builds over the laminar boundary layer on the flat plate, with its angle independent of

the separation size. The separation region for the zero degree sweep angle case takes

more than 62% of the plate, while for the 22.5 and 45 degree cases this number reduces

to 29% and 6%, respectively. This is due to the larger pressure gradient imposed by

the stronger blunt fin shock waves in smaller sweep angle fins, which results in larger

separation regions.

Figure 5.17: Pressure Logarithm Contours, Λ = 00 (Fine Grid)
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Figure 5.18: Pressure Logarithm Contours, Λ = 22.50

Figure 5.19: Pressure Logarithm Contours, Λ = 450

A separation shock wave forms over the separated region for the zero and 22.5 degree

sweep angle cases, with its location and strength depending on the separation size. The

extent of the recirculation region for the 450 sweep angle is so small, that there is no

separation shock wave detectable in this case. Due to the larger separation region in

the zero degree sweep angle case, the separation shock wave of this case intersects the

boundary layer displacement shock ahead of the blunt fin shock wave. However, in

the 22.50 sweep angle case, the separation shock wave forms below the boundary layer

displacement shock wave, leading to two separate shock/shock interactions; one of them

is the weak interaction of the boundary layer displacement shock wave and the blunt fin

shock wave, and the other is the stronger interaction of the separation and the resultant
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transmitted shock waves. However, in the zero degree case, the separation shock wave

interacts the displacement thickness shock wave prior to intersecting the blunt shock

wave.

Figure 5.20: Mach Number Contours, y = 0 Plane, Λ = 00, (Fine Grid)

Figure 5.21: Mach Number Contours, y = 0 Plane, Λ = 22.50
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Figure 5.22: Mach Number Contours, y = 0 Plane, Λ = 450

The separation of the boundary layer results in formation of a primary horseshoe

vortex with one or more secondary vortices. This phenomenon has been seen in sub-

sonic, supersonic and hypersonic flows [96] . Figures 5.23 through 5.25 present the

temperature contours and some streamlines at the center-plane of the computational

domain. The separated region in this study contains upto four vortices depending on the

sweep angle of the fin. The small secondary vortex is generated by the recompression

from the supersonic to subsonic layer near the plate.

Moreover, the sonic lines and the Mach number contours are presented in Figures

5.26 through 5.28, where there are distinct supersonic areas inside the separated region

for the zero and 22.5 degree sweep angle calculations. As the high momentum fluid

accelerates in the horseshoe vortices, it forms low pressure supersonic reversed flow

that can be detected from the Figures 5.26 and 5.27. Due to the very small extent of

the separation region in the 450 sweep angle case, there is no supersonic reversed flow

in the recirculation region in those calculations (Figure 5.28); However, there is a shear

layer separating two regions of highly rotational viscous dominated subsonic sublayer

and a supersonic inviscid dominated flow below the separation shock wave. Analogous

flow structures with such slip lines have been encountered in other studies [63].
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Figure 5.23: Static Temperature, Λ = 00 (Fine Grid)

Figure 5.24: Static Temperature, Λ = 22.50
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Figure 5.25: Static Temperature, Λ = 450

Figure 5.26: Mach Number, Λ = 00 (Fine Grid)
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Figure 5.27: Mach Number, Λ = 22.50

Figure 5.28: Mach Number, Λ = 450

Figures 5.29 through 5.31 present the shadow-graph at the center-plane for all the

sweep angle cases. The boundary layer displacement, separation, reattachment, trans-

mitted and blunt fin shock waves are evident from the figures. The faded rectangles

and parallelograms do not have a physical representation and are the separate zones in

the grid that the data visualization software (tecplot) could not blend well enough with

the neighboring zones. The complex shock wave structure inside the separated region

-especially for the zero degree sweep angle case- is evident from the figures.
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Figure 5.29: shadowgraph, Λ = 00 (Fine Grid)

Figure 5.30: shadowgraph, Λ = 22.50
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Figure 5.31: shadowgraph, Λ = 450

Figure 5.32 through 5.34 present the schlieren images on the centerline of the com-

putational domain zoomed at the interaction region. A nearly normal shock wave can

form at the interaction of two strong shock waves, which is referred to as the Mach

reflection or Mach stem [30]. This phenomenon is captured at the interaction of the

transmitted and the reattachment shock waves for the zero and 22.5 degree sweep angle

cases (Figures 5.32 and 5.33). Since the strength of the shock waves subside in the 450

sweep angle case, the Mach reflection has disappeared in those results (Figure 5.34).

A small secondary vortex forms downstream the Mach reflection in the zero degree

sweep angle case, which influences the pressure and heat transfer prior to the reattach-

ment point. This secondary vortex is detectable in Figure 5.32 by presentation of some

streamlines in the separated region.

The Mach reflection oscillates leading to change in pressure and heat transfer close

to the interaction region. Moreover, the slip-lines and the shock waves inside the sep-

arated boundary layer presented in the center-plane contours display temporal oscilla-

tions. The unsteady behavior rapidly subsides in the 22.50 and even more in the 450

sweep angle cases. Due to the large perturbation caused by the flow separation in the

zero degree sweep angle case, another characteristic of these simulations, which is the

unsteady oscillations at the interaction region arises.
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Figure 5.32: Schlieren Images, Λ = 00 (Fine Grid)

Figure 5.33: Schlieren Images, Λ = 22.50
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Figure 5.34: Schlieren Images, Λ = 450

Moreover, the supersonic jet flow downstream the blunt fin captured in Figures 5.26

through 5.28 contain compression and expansion waves. As the compression waves

interact with the sonic line, they reflect as expansion waves. These expansion waves

decrease the pressure on the fin as they interact with it. The expansion waves later

reflect from the fin and interact with the sonic line and reflect from the sonic line

as compression waves. The compression waves increase the pressure on the fin. As

a result, we have oscillation of pressure on the fin as the expansion and compression

waves interact with it. This phenomenon is evident from the plots of pressure on the

centerline, which are presented in Figures 5.35(a) through 5.35(c). The local extrema

of the pressure on the centerline of the fin have been labeled as A through C in Figures

5.32 and 5.35(a) for the zero degree sweep angle case calculations. The local minimum

pressure prior to the global maximum in the zero degree sweep angle case, corresponds

to the effect of the core of the small secondary vortex downstream the Mach reflection

(Figure 5.32). The maximum pressure in the zero degree sweep angle case corresponds

to the stagnation point of the flow at the reattachment point. On the other hand, the

reattachment shock wave interacts with the blunt fin in the 22.5 degree sweep angle

case, causing the maximum peak pressure. The strength of the reattachment shock wave
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and the peak pressure drastically decrease for the 22.5 and even more in the 45 degree

sweep angle cases, compared with the zero degree case. The maximum pressure in the

450 sweep angle calculations corresponds to the interaction of the resultant shock wave

formed from the impingement of the transmitted and the reattachment shock waves

and the slip line generated at the interaction of the blunt fin and the boundary layer

displacement shock waves. The maximum heat transfer, on the other hand, corresponds

to the location of the minimum boundary layer thickness at the reattachment point for

all the three cases calculated in these simulations (Figure 5.34).

(a) Λ = 00 (Fine Grid) (b) Λ = 22.50

(c) Λ = 450

Figure 5.35: Normalized Pressure on the Centerline of the Fin
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The shock wave boundary layer interaction in this study is highly three-dimensional.

Figures 5.36(a) through 5.36(c) present the shadowgraph of the three-dimensional shock

wave surface in the computational domain. The shock wave over the separated bound-

ary layer and the blunt fin shock wave are evident. At the exit of the computational

domain a complex structure of shock waves and slip-lines are captured (Figures 5.37(a)

through 5.37(c)). The blunt fin shock wave interacts with the boundary layer through

the three dimensional domain and a three dimensional transmitted shock wave forms

from this interaction. The transmitted shock wave is evident in the shadow-graphs at

the end of the computational domain. Moreover, some streamlines at the vicinity of

the center-plane are presented in Figures 5.38(a) through 5.39 to show the structure of

the streamlines inside the separated region in a three-dimensional perspective. It can

be seen from these figures that the extent of the separated region drastically decreases

by increase in the sweep angle of the fin.

(a) Λ = 00 (Fine Grid) (b) Λ = 22.50

(c) Λ = 450

Figure 5.36: Iso-Surface of Shadowgraph
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(a) Λ = 00 (Fine Grid) (b) Λ = 22.50

(c) Λ = 450

Figure 5.37: Shadowgraph

(a) Λ = 00 (Fine Grid) (b) Λ = 22.50

Figure 5.38: Three-Dimensional Streamlines
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Figure 5.39: Three-Dimensional Streamlines, Λ = 450

Streamlines inside the three vortices for the zero degree sweep angle case, in the

coarse level of the grid, are presented in Figure 5.40, where we can see that the core of

the vortices incline away from the flat plate due to the existence of the boundary layer,

which pushes the vortices upwards. Moreover, we can see that the area of the cross

section of the vortex tubes are shrinking as they move to the downstream due to second

Helmholtz Vortex Theorem [97], which states that the circulation at each cross section

of the vortex tube should stay constant. In this problem, the velocity, and therefore

vorticity of the fluid increases as the fluid moves away from the vertical center-plane,

leading to smaller cross section in the vortex tubes.

Figure 5.40: Three Dimensional Streamlines Inside Vortices, Λ = 00

The surface skin friction lines on the solid surfaces together with the pressure con-

tours are presented in Figures 5.41(a) through 5.3. Low pressure region in zero and

22.5 degree sweep angle cases are detected (Figures 5.41(a) and 5.41(b)), which cor-

respond to supersonic revered flow in the recirculation region. Since the shock wave
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boundary layer interaction in the zero degree sweep angle case is stronger and the ex-

tent of the separation region is larger compared with the other two cases, more vortices

are detected in this case. From the pattern of the skin friction lines we can identify

ten singular points in the zero degree sweep angle case with five nodes and five saddle

points (Figure 5.41(a)); where as in the 45 and 22.5 degree cases we have four and two

singular points presented in the Figures 5.41(b) and 5.3. Nodes are defined as singular

points with all trajectories pointed either towards or away from them. On the other

hand, saddle points have two characteristic directions; through one, the trajectories

point towards the singular point, and through the other direction they point away from

the saddle point. If the surface skin friction lines point away from the node, that point

is an attachment node [98]. We can see that all the nodes in all of the cases are attach-

ment points with surface skin friction lines pointing away from them. Moreover, the

global separation line is evident from the first saddle point, directing away from it.

The surface heat transfer on the solid surfaces with dimension of kW/m2 are pre-

sented in Figures 5.43(a) through 5.44. The adverse pressure gradient imposed by the

smaller sweep angle fins is stronger than that of the larger cases, resulting to a more

severe interaction. This results in increase in the maximum heat transfer and the size

of the separated region by decrease in the sweep angle of the fin. This effect is evident

in all of the graphs and contour plots as well as the surface skin friction lines.

(a) Λ = 00, (Fine Grid) (b) Λ = 22.50

Figure 5.41: Skin Friction and Logarithm 10 of Pressure
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Figure 5.42: Skin Friction and Logarithm 10 of Pressure, Λ = 450

(a) Λ = 00, (Fine Grid) (b) Λ = 22.50

Figure 5.43: Skin Friction and Heat Transfer
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Figure 5.44: Skin Friction and Heat Transfer, Λ = 450

Figures 5.45(a) and 5.45(b) present the non-dimensional pressure history, normal-

ized by the freestream pressure for the zero (coarse grid) and 22.5 degree sweep angle

cases at the fixed locations of z/D = 0.3016 and z/D = 0.4079 on the center-plane,

respectively. These locations are chosen where the most oscillation was captured to

study the unsteady behavior of the flow. Time is normalized by the diameter of the

blunt fin and the freestream velocity. Moreover, non-dimensional heat transfer history

for the zero (coarse grid) and 22.5 degree sweep angle cases at the fixed locations of

z/D = 0.3016 and z/D = 0.4079 on the center-plane are presented in Figures 5.46(a)

and 5.46(b), respectively. Although the heat transfer history for the 22.50 sweep angle

case is larger than that of the zero degree case, it does not necessarily represent the

maximum heat transfer on the fin. The observation of the pressure and heat transfer

was intended to study the unsteady behavior, and the location chosen to do so was not

at the exact location of the maximum aerothermodynamic loads for either of the cases.

The heat transfer is normalized by the stagnation point heat transfer calculated on

the nose of the blunt fin away from the interaction region in the zero degree sweep angle

case. Since the heat transfer calculations at hypersonic speeds are highly dependent on

the grid spacing, it is important to normalize the heat transfer at each computational

domain with the corresponding stagnation point heat transfer calculated at the same

level of the grid spacing. The stagnation point heat transfer in the coarse, medium and
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fine grids are 3.09, 3.31 and 3.35 MW/m2, respectively. The calculations of the heat

transfer for the 22.5 and 45 degree sweep angle cases are normalized by the stagnation

point heat transfer, calculated at the coarse grid for the zero degree sweep angle case.

Great decay in the unsteady behavior is observed for both pressure and heat transfer

history for the 22.50, compared with the zero degree sweep angle case. The decay in the

unsteady behavior for the 45 degree sweep angle case is even more considerable. The

relative peak to peak variations in the pressure for the 22.5 degree case has decreased

compared with the zero degree case approximately from 70% to 2%; and for the heat

transfer rate this number has decreased approximately from 25% to 3%. The relative

peak to peak variations for the 45 degree sweep angle case for both heat transfer and

pressure calculations are in the order of 0.01%. It can be concluded that the unsteady

oscillations rapidly decline by increase in the sweep angle of the fin.

(a) Λ = 00, z/D = 0.3016, Coarse Grid (b) Λ = 22.50, z/D = 0.4079

Figure 5.45: Normalized Pressure History
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(a) Λ = 00, z/D = 0.3016, Coarse Grid (b) Λ = 22.50, z/D = 0.4079

Figure 5.46: Normalized Heat Transfer History

The time-averaged heat transfer over multiple periods of the oscillation1 has been

calculated and compared with the experimental data (Figures 5.47(a) and 5.47(b)). The

averaged heat transfer calculated in different periods of oscillation are almost identical,

showing that the statistically stationary solution has been reached and one period of

oscillation is an appropriate period to average the heat transfer through. The heat

transfer in the experiment is normalized by the stagnation point heat transfer rate cal-

culated by the method of Fay and Riddle [86]. In the numerical simulations, the heat

transfer is normalized by the stagnation point heat transfer calculated at the stagnation

point on the fin away from the shock wave boundary layer interaction in the zero de-

gree sweep angle case. Good agreement with the experiment has been achieved, which

validates the choice of the model and shows that laminar perfect gas model is appro-

priate to use for simulation of this problem. Although in the zero degree sweep angle

case the computed peak heat transfer exceeds the experiment, since the heat transfer

measurements were obtained on a coarser grid than in the computations, the actual

experimental heat transfer may be higher. The spacing between the experimental mea-

surements of the heat transfer normalized by the diameter of the fin is approximately

1For the zero degree sweep angle case and the coarse level of the grid, one period of oscillation -which
is equivalent to 1.6 time scale, normalized by the freestream velocity and the diameter of the fin- is
used to average the heat transfer over the fin.
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0.1, which is one order of magnitude higher than the grid spacing in that direction for

the numerical calculations. The influence of the attachment of the separated region

on the fin at the reattachment point is evident from the increase in the localized heat

transfer for both of the sweep angle cases. The maximum peak heat transfer, as well as

the pressure, decreases with increase in the sweep angle of the fin, due to weaker shock

wave boundary layer interaction in higher sweep angles of the fin.

(a) Λ = 00 (b) Λ = 22.50

(c) Λ = 450

Figure 5.47: Heat Transfer
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A grid refinement study with two additional levels of grid has been performed in this

simulation. The grids used in this grid refinement study have been described in section

4.3.1. Since the zero degree sweep angle case has the strongest shock wave boundary

layer interaction, it is the most sensitive case to the grid spacing; as a result, this case

is chosen for the grid refinement study. Two levels of medium and fine grids are chosen

to perform the grid refinement study. The fixed point z/D = 0.5935 on the centerplane

is chosen for the medium and fine grids to observe the normalized pressure and heat

transfer history throughout several time scales, and the results are presented in the

Figures 5.48(a) through 5.49(b). The location of the observance of the pressure and

heat transfer history has been chosen approximately at the location of the maximum

heat transfer. The results for all the levels of the grid refinement study present a

statistically stationary solution for the zero degree sweep angle case. The smallest and

the most dominant Strouhal number -which is the non-dimensional frequency based on

the freestream velocity and the diameter of the fin- in the coarse, medium and fine grids

are 0.70, 0.42 and 0.41, respectively.

(a) Pressure History (b) Heat Transfer History

Figure 5.48: Grid Refinement Study (Medium Grid)
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(a) Pressure History (b) Heat Transfer History

Figure 5.49: Grid Refinement Study (Fine Grid)

The averaged normalized heat transfer for the zero degree sweep angle calculations of

all the levels of grid, in addition to the experimental measurements have been shown in

Figure 5.50. The dotted curve represents the approximate analytical solution obtained

by Hiers et.al. [69],[99]. The location of the maximum heat transfer has been accurately

predicted by all the levels of the grid refinement study. The over prediction of the heat

transfer in the numerical simulations is not necessarily a representative of an inaccurate

solution. The measurements of the heat transfer in the experiment has been conducted

in a coarser spacing compared with the extent of the maximum heat transfer rate. The

heat transfer results of the three levels of the grid refinement study match very well over

the fin, except for the maximum heat transfer, which requires considerably significant

grid resolution. The average relative difference between the heat transfer calculations of

the fine and medium grids is 8%, with the maximum relative difference of 29% focused

at the location of the maximum heat transfer.
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Figure 5.50: Heat Transfer, Grid Refinement Study
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Chapter 6

Conclusion

In this research high speed flows are studied numerically and three separate experi-

mental cases are considered to assess the capability of Euler or laminar Navier-Stokes

and Ideal Gas equations to predict aerothermodynamic loads on high speed vehicles.

The first case study is an instantaneous laser discharge in a flow at Mach 3.45 past a

hemisphere, which was numerically simulated using the Euler and Navier-Stokes equa-

tions assuming a perfect gas model. The laser discharge is modeled as an instantaneous

increase in pressure and temperature in a spherical volume and the same velocity and

density as the freestream. The Euler and Navier-Stokes equations are solved to simu-

late the interaction of the heated region with the blunt body shock and the hemisphere

surface. An initial increase in the centerline pressure is observed due to the interac-

tion with the blast wave generated from the laser discharge. This pressure jump is

matched with the experimental data [17] to determine the initial energy deposited in

the spherical region according to the model. Comparison of the calculated and exper-

imental surface centerline pressure indicates that a simple perfect gas model of laser

energy deposition combined with either the Euler or laminar Navier-Stokes equations

is incapable of accurately predicting the surface pressure time history. Therefore, a

more physically realistic, non-equilibrium thermochemistry model of laser discharge

combined with the non-equilibrium Navier-Stokes equations, is essential for accurate

prediction of the aerodynamic effects of the interaction of an laser discharge with an

aerodynamic body.

The second case study is the shock wave boundary layer interaction in a Mach 9.91

flow with Reynolds number of 18,375, which is numerically simulated and the results for

the pressure coefficient is compared with the experiment [85]. The flare shock creates a
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separated region due to the adverse pressure gradient it imposes on the boundary layer.

A separation shock wave forms over the separation zone which meets the boundary

layer displacement shock and the flare shock at the reattachment point. A viscous

perfect gas model is used to numerically simulate the complex flow structure using an

MPI code developed in part by the author and validated using the exact solution of

the compressible Blasius problem. The numerical calculations in this study agree with

the experimental results [85], which validates the calculations presented in this Ph.D.

dissertation.

The third case study is the shock wave laminar boundary layer interaction in a

three dimensional geometry with a blunt fin mounted on a flat plate. The freestream

has Mach number of 14, total enthalpy of 10.5 MJ/kg and Reynolds number, based on

the diameter of the fin equal to 8,000. The blunt fin is rotatable around the flat plate,

allowing us to study the effects of the sweep angle on the flow parameters, specifically

the heat transfer rate on the blunt fin. The average Reynolds number based on the

diameter of the cylindrical blunt fin at the test section, which is 8,000, indicates that

the shock wave boundary layer interaction is laminar. Three different sweep angles of

zero and 22.5 and 45 degree have been studied in this research.

The blunt body shock generated upstream the blunt fin interacts with the boundary

layer over the flat plate and separates the boundary layer with multiple vortices inside

the separation region. Due to the stronger blunt fin shock waves upstream the fins with

smaller sweep angles, the separated region decreases in size dramatically by increase

in the sweep angle of the fin. As the boundary layer reattaches on the solid surface

over the fin, a reattachment shock wave forms creating a peak pressure on the solid

wall. Moreover, the heat transfer rate reaches its maximum level at the reattachment

point, where the boundary layer thickness is minimum. Temporal oscillations in the

flow parameters and shock waves and slip-lines in the zero degree sweep angle case are

captured. The Discrete Fourier Transform analysis show that the statistically stationary

solution has been reached for the zero degree case, while the 22.5 and 45 degree cases

are steady. The Strouhal numbers of the oscillations in the zero degree sweep angle case

for the coarse, medium and fine grids are 0.70, 0.42 and 0.41, respectively. Moreover,
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the maximum pressure and heat transfer decreases by increase in the sweep angle of

the fin.

The numerical calculations are based on the laminar, perfect gas model with Navier-

Stokes and Ideal Gas equations, which are solved using an MPI code written in C++

language partially by the author. No-slip isothermal boundary condition is used for the

solid walls in the computational domain. Experimental results of the Hiers et.al.[69] for

the normalized heat transfer on the centerline of the blunt fin are used to compare with

the numerical calculations to assess the capability of the model chosen in this study

to predict the flow parameters in such hypersonic regimes. Good agreement with the

experimental data validates our numerical calculations and the choice of the model.

All the simulations in this Ph.D. dissertation are based on a perfect gas model.

For the future work, real gas effects should be studied in both flow control with en-

ergy discharge, as well as the shock wave/boundary layer interactions with high total

enthalpies.
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