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Among humans, estimates of the heritability of intelligence are high, although there is 

also evidence that this trait is quite malleable. However, little is known about the 

genotypes and environmental states that are relevant to intelligence, much less how they 

react together. This is in part due to limitations on work with humans, which are largely 

confined to assessing heritability and malleability using only correlational methods. In 

the past, our group has developed a battery of cognitive tasks in mice where the 

performance of individuals is correlated across all tests. Aggregate performance on this 

battery of tests predicts individuals’ performance on other cognitive abilities implicated 

in human general intelligence such as reasoning and working memory. Thus it has been 

asserted that the “general cognitive ability” (GCA) scores obtained in this battery are 

analogous to human IQ scores. Here we attempted to answer a critical question: How 

much the individual differences in mouse intelligence can be influenced by genetics and 

the environment? To make these determinations, we used a strategy analogous to classic 

human twin/adoption studies. Unlike human studies, in the present case, different 



 
 

iii 
 

environments were under experimental control and thus could be administered differently 

to different members of sibling cohorts. We used 232 outbred male mice consisting of 58 

families of 4 full siblings (fraternal twins) and provided different environments to the 

siblings from each family (analogous to “twins raised apart”). For the environmental 

manipulation, half of the sibling groups stayed in a standard colony room with little 

stimulation, while the other half of the siblings were exposed to environments that are 

prone to influence cognitive development:  physical exercise and daily exposure to novel 

experiences. Similar to our previous work, here GCA (i.e., intelligence) accounted for 

19.5% of the common variance in mice’s performance from an exploratory factor 

analysis. We found that GCA was moderately malleable, with environmental enrichment 

increasing GCA scores by 0.44 standard deviations. In humans, this increase would 

represent an increase of 6.6 IQ points. Although here we used a combination of 

environmental factors that were likely to be effective, these were admittedly limited in 

scope and strength, and so GCA can potentially be more malleable than these results 

suggest. The population of all mice combined showed a GCA heritability of 0.24, quite 

comparable to values estimated by others in rodents and non-human primates. To our 

surprise, our Enrichment group had a heritability not significantly different from zero, 

while our Control group had a moderate heritability of 0.55. This is the opposite of what 

is typically found in humans, where heritability is higher in populations drawn from 

higher SES environments. Also, unexpectedly, we did not find evidence for G×E in our 

study. The results from the current study could help laying the groundwork for future 

studies on the independent effects and interactions between environment and genes in 

shaping general intelligence in humans. 
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Introduction 

Individuals vary in their intelligence, and these differences are immediately 

apparent to even casual observers. More technically, the American Psychological 

Association (Neisser et al., 1996) described differences in intelligence as the differences 

in “the ability to understand complex ideas, to adapt effectively to the environment, to 

learn from experience, and to engage in various forms of reasoning” (p. 81). Although 

this definition is somewhat vague, the impact of intelligence on academic, career, and 

social success is empirically well established (Gottfredson, 1998). 

People who perform well in one cognitive test (e.g., mental arithmetic) tend to 

perform well in other tests (e.g., spatial rotation). This consistent pattern of correlations is 

the basis for the concept  of general intelligence, or “g”, proposed originally by Charles 

Spearman in 1904 (Spearman, 1904).  Standard methods for assessing intelligence in 

humans (e.g., the Wechsler Adult Intelligence Scale; The Stanford-Binet) reflect this 

concept, using an individual’s aggregate performance across diverse and varied cognitive 

tests to estimate his/her IQ score. These standardized methods have determined that 25-

50% of the variance among individuals’ performance in diverse cognitive tasks can be 

accounted for by the single factor of general intelligence (Plomin, 2001; Sternberg & 

Kaufman, 1998). 

There is a substantial degree of genetic influence on differences in intelligence. In 

fact, intelligence is one of the most heritable psychological phenotypes (Bouchard, 2004). 

Heritability is a statistic that captures how much of the variation on a trait is due to 

genetic differences. The most common and cost-effective approach to estimate 

heritability is by using genetic relatedness as a proxy for genes per se. (Genetic 
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relatedness is easier to measure because we typically cannot specify the genes behind a 

trait, but we can identify daughters, uncles, siblings, or other relatives.) Studies on 

heritability look for special cases where environmental effects can be somehow 

minimized or at least balanced, such as cases of adoption, families with identical twins, 

or families with siblings born at the same time. (For more on the methods for estimating 

heritability, see Tenesa & Haley, 2013). 

Heritability can be estimated for any trait, and it ranges from 0.0 (meaning that 

the trait has no genetic component) to 1.0 (meaning that the trait is completely heritable). 

For example, the heritability of breast cancer is reported to be 0.27; the heritability of 

body mass index is 0.59; and the heritability of Type 1 diabetes is 0.88 (Hyttinen, Kaprio, 

Kinnunen, Koskenvuo, & Tuomilehto, 2003; Lichtenstein et al., 2000; Silventoinen, 

Magnusson, Tynelius, Kaprio, & Rasmussen, 2008). Using similar methods, the 

heritability of general intelligence is estimated to range from 0.60 to 0.80 in adults  

(Davies et al., 2011; Deary, Penke, & Johnson, 2010). To put this value in perspective, 

note that the heritability of other psychological traits described as “highly heritable” 

rarely approach the degree of heritability of IQ (see Bouchard, 2004, for extensive 

examples). The most comparable is schizophrenia (heritability of 0.64; Lichtenstein et al., 

2009), while alcoholism (heritability of 0.50), neuroticism (heritability of 0.48; Riemann 

et al., 1997), and major depression (heritability of 0.40; Sullivan et al., 2000) are 

markedly lower. 
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The influence of genes on IQ, though undeniable, might not be as powerful and 

constrictive as many believe. There is evidence in humans suggesting that despite its high 

heritability, intelligence is also quite malleable, and that changes in the environment 

explain a great deal of IQ’s variation across families and socioeconomic status (Sauce & 

Matzel, 2017). 

In adoption studies, for example, researchers can compare an adopted child with 

his/her biological siblings who were not adopted, or with other peers who were left 

behind. Being raised by different parents changes not only a child’s family environment, 

but also all factors contributed by the neighborhood, peer, and school environments. 

These often-drastic environmental changes make adoption studies particularly useful to 

assess the malleability of intelligence in humans. A meta-analysis of 62 adoption studies 

from a multitude of countries (totaling 18,000 adopted children) found an average 

increase in IQ of 17.6 points within several years of adoption (van Ijzendoorn et al., 

2005). That is a remarkable cognitive gain over their biological, nonadopted siblings and 

their peers who stayed behind. To put that value in perspective, keep in mind that 

standard IQ tests set 100 points as the age/population average test score, and 15 points as 

the age/population standard deviation (so, an IQ of 130 is at the 97th percentile). For 

example: a successful college graduate has, on average, 15 units of IQ above the average 

of 100; and a child is considered “gifted” in the US (and goes to special schools) if he/she 

has 30 units of IQ above the average value of 100. 

Interestingly, estimates of the heritability of intelligence also seem to change 

across socio-economic status. In a seminal study, Turkheimer et al. estimated genetic and 

environmental effects on IQ in 7-year-old twins in high and low SES families 
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(Turkheimer, Haley, Waldron, D’Onofrio, & Gottesman, 2003). The authors reported that 

among affluent families, most of IQ’s variation was associated with genetic variation 

(heritability of 0.72). However, among the poorest families, the reverse was true: most of 

variation in IQ was associated with the shared familial environment, and little of the 

variation was attributable to genetic variation (heritability of 0.10). These results suggest 

that environmental differences in families across SES influence the genetic potential for 

intelligence. Differences in genes are more accentuated in favorable environments, while 

on the other extreme, differences in familial environment are strongest for IQ’s variation 

among poor families. And, regardless of the direction, changes in heritability resulting 

from changes in the environment are likely to be cases of G×E interactions and 

correlations. It’s hard to imagine how independent genetic effects alone could differently 

affect wealthy and poor communities so to create the observed heritability changes across 

SES. 

A decade prior to the report by Turkheimer et al. (2003), Bronfenbrenner and 

Ceci (1994) predicted changes in heritability in relation to SES and the importance of GE 

interplay in what is described as their bioecological model of intelligence. This same 

pattern was confirmed empirically in a recent meta-analysis by Tucker-Drob, Briley, & 

Harden (2013), where they claim GE interplay to be behind the process described as the 

“transactional model” of heritability. 

Although general intelligence is a single, abstract construct, it needn’t be a single, 

concrete property of the brain.  Instead, the higher-order construct of g may emerge from 

the interplay between a multitude of systems, including genetic networks, influences 

from psychological traits like working memory capacity, attentional capacity, motivation 



5 
 

 
 

and personality, and reciprocal relations between cognitive and environmental processes 

(as held, for example, by on the "mutualism" model of intelligence originally proposed in 

van der Maas et al., 2006).  Intelligence is a hugely complex trait, and we should expect a 

high number of moving parts behind differences in its expression across individuals. 

Independent environmental effects as well as G×E interactions (as well as 

correlations, which we don’t address here) are attributes of a trait’s “malleability”. The 

more the environment causes (directly or indirectly) the variation in a trait, the higher the 

trait’s malleability. But what exactly are these effects?  Does, for example, an 

independent genetic effect imply that a single isolated gene produces the trait? In any 

literal sense, this cannot be true. If you put a strand of DNA double helix in a tube and 

wait, no distinguishable trait will emerge from it. And what about the gene-environment 

interactions (G×E)? Does this merely refer to the evident truth that an egg needs both 

genes and environment to create an adult chicken? Again, the answer is “no”. The effects 

that we are referring to here are related to causes of variation, not causation. 

To illustrate the difference between causation and causes of variation, let us 

imagine that a building fire has resulted in dozens of casualties. An ensuing investigation 

determined that the fire was started by a dropped cigarette that ignited paper that was 

stored in the building. The cigarette and papers, therefore, are the proximal “causes” of 

the fire. Remove either the source of ignition (the cigarette) or the source of fuel (stored 

papers) from this particular fire, and the fire would not have ignited or spread. However, 

the chief firefighter of the city knows through experience that some causes are more 

important than others. The fire chief is particularly concerned about stored papers in her 

city’s extremely dry climate, and less concerned about the behavior of smokers. In most 
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instances, in that city the fires are caused by big piles of papers that get so dry that any 

trivial ignition of any type will suffice to start a fire. Reducing the piles of papers, the 

firefighter knows, is the way to save hundreds of future lives from fire, while prohibiting 

smoking in buildings would be of only minor consequence. Thus in one sense, the stored 

paper can be described as an “equal contributor”, but in another sense, could be described 

as the “principal cause” of deadly fire. 

Although a fire is necessarily a product of both ignition and fuel, a particular 

cause/factor can be more critical to the “causes of variation” of fire (differences in 

occurrence and intensity) among a particular  set of buildings (i.e., the environment is a 

critical cause of variation). In Silicon Valley, for instance, overloaded electrical systems 

may be a more relevant factor than stored paper in the variation of fires, and defective 

heaters will not be relevant at all in the tropical city of Mumbai. In other words, the 

causes of variation for some event are not the same as its causation (we used this and 

other analogous examples in Sauce & Matzel, 2013, where you can also find a more in 

depth treatment on “causes”). Heritability is a measure of causes of variation, and not a 

measure of what causes the trait. As with the fires, the analysis of causes of variation of 

intelligence can give valuable insights into how much and in which way factors interact 

in the real world to make some people brilliant while some others are cognitively 

impaired. 

In light of what causes of variation mean, we can now return to defining 

independent and interaction effects. Independence (or additivity) is conceptually 

analogous to what a statistician would describe as the “main effect”, i.e., it is how much a 

predictor/input variable (a gene) relates to a predicted/output variable (a trait) when 
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averaging across the other predictor variables (environment and other genes). A G×E 

effect is conceptually close to a statistical interaction — it is when the effect of a variable 

(gene) with another variable (an environmental factor) has multiplicative consequences, 

with the result (variation in a trait) being more than the sum of its parts. More concretely 

(and of particular importance), in G×E interactions, genetically different individuals will 

have a different subjective experience (i.e., pay attention to, absorb, or respond 

differently) to the same objective experience, and this can lead to further increases or 

reductions in intelligence. It is this role of the G×E interaction that is difficult to capture 

in estimates of heritability, and might explain why a highly heritable trait can also be 

malleable. 

Although the role of gene-environment interaction is not a new idea, even within 

the field of behavior genetics the implications of these effects for the variation of traits is 

just beginning to be appreciated. Gene-environment interplay in intelligence can be 

especially elusive, and is often disregarded or ignored, even by many in the immediate 

field. In a recent editorial (Finkel & Pedersen, 2016), the journal Behavior Genetics 

pointed to the novelty and immediate topical importance of gene-environment studies: 

“The Behavior Genetics Association has seen an increase in presentations addressing 

various forms of GE interplay, not the least at the association’s annual meetings. For 

example, in 1995 there were only two papers at the annual meeting that addressed GE 

interplay, and at that time most of the work was conducted using mouse models of 

behavior. By the 2015 conference, there were 18 papers and posters addressing GE 

interplay, using a variety of methodologies and applied to several phenotypes across the 

lifespan.” Despite its elusive nature,, the study of gene-environment interplay is starting 
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to gain momentum in our current scientific age of big data, complex networks, and 

systems biology (Chandler, Chari, & Dworkin, 2013; Geschwind & Konopka, 2009; 

Lazer et al., 2009; Philip Chen & Zhang, 2014; Rockman, 2008). Researchers have 

recently found traits in animals, plants, and microorganisms that are under strong 

influences of gene-environment interplay (Bhatia et al., 2014; El-Soda, Kruijer, 

Malosetti, Koornneef, & Aarts, 2015; E. N. Smith & Kruglyak, 2008; Volkers et al., 

2013; Wolf, Vaughn, Pletscher, & Cheverud, 2002). 

Although studies have established that a high proportion of individual variations 

in intelligence emerges from genetic influences, specific genetic determinants are 

unknown (Deary, Johnson, & Houlihan, 2009) and false positive identifications have 

been exceedingly common (Chabris et al., 2012). If gene-environment interactions play a 

substantial role in IQ differences, maybe the failure to identify specific genes associated 

with this trait (i.e., “missing heritability”) reflects the failure to account for such 

interplays. We do not know much about the genotypes and environmental states that are 

relevant to intelligence, much less how they react together (Bailey, 1997). Because of this 

ignorance (as well as limitations on direct manipulations of the environment), the effects 

of G×E are mostly beyond the reach of current (and ethically permissible) methods in 

human studies. And as pointed by Tenesa and Haley (Tenesa & Haley, 2013), these flaws 

lead to an overestimation of genetic effects. In other words, when estimating the 

heritability of IQ, those gene-environment interplays that we don't recognize or can’t 

manipulate are usually attributed to the genetic component. Consequently, that could be 

inflating the estimates of IQ’s heritability. (For a more sophisticated treatment on the 
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genetics and mathematics of this issue regarding hypothetical traits, see Templeton, 

2006.)  

The difficulties associated with tests of GE interplay are due in part to limitations 

on work with humans, including being largely confined to the assessment of heritability 

and malleability using only correlational methods. In contrast, with laboratory animals, 

we can easily control the environment, and can combine correlational and experimental 

designs. Hence, studies with animals might reveal gene-environment effects to account 

for problems such as the “missing heritability” of intelligence. Animal models could be 

of great value in understanding the malleability and G×E in cognitive abilities. However, 

most animal studies have primarily focused on the processes and mechanisms which 

underlie single domains of learning (e.g., spatial learning). While this approach has 

proven fruitful in delineating certain neurobiological substrates of these processes 

(Christian & Thompson, 2003; Eichenbaum, 2000; Phelps & LeDoux, 2005), they fail to 

capture how these systems work in conjunction with one another to create individual 

differences in general cognitive skills. 

In previous research by our group, genetically diverse mice were tested on 

batteries of five to nine cognitive tasks, each of which made unique sensory, motor, 

motivational, and information processing demands on the animals (Matzel et al., 2003, 

2006). These test batteries were analogous to the design of “classic” human intelligence 

tests, where various tasks impinged on different information processing skills. The tasks 

were designed to be rudimentary in nature (e.g., fear conditioning, passive avoidance, 

odor discrimination, and spatial navigation). As a consequence, all tested animals could 

attain comparable levels of performance, but could do so with different efficiencies. Mice 
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that perform well in one task of the battery tend to do so in the other tasks of the battery – 

revealing a positive correlation of each animal’s rate of acquisition across all tasks. 

Factor analyses have indicated that 32% to 48% of the variance across tasks was 

attributable to a single factor, which in our first studies, was described as “general 

learning ability.” 

Subsequent studies performed in our laboratory showed that general learning 

abilities in mice also co-varies with other cognitive abilities implicated in human general 

intelligence. Performance on inductive and deductive reasoning tasks was strongly 

correlated with animals’ aggregate performance in the learning battery (Wass et al., 

2012), as well as performance in working memory and attentional tasks (Kolata et al., 

2005; Kolata, Light, Grossman, Hale, & Matzel, 2007). And in a comprehensive test of 

264 mice, our group reported a hierarchical structure of this general cognitive abilities in 

mice, i.e., a general factor influenced domain-specific factors, such as spatial abilities 

(Kolata, Light, & Matzel, 2008). As described above, this hierarchy of abilities is a 

hallmark of general intelligence in humans. In fact, others described our results as 

qualitatively analogous to what is described in humans as “intelligence” (Blinkhorn, 

2003). 

Having established the existence of a general cognitive ability in genetically 

heterogeneous mice, we later asked questions about the neural and genetic factors 

regulating those individual differences. Kolata et al. (2010) characterized the general 

intelligence of 60 outbred mice, and quantified the expression of approximately 25,000 

genes in specific brain areas. In that study, our group reported a difference in expression 

of ten genes among mice classified of high intelligence (compared to mice of low 
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intelligence). Of those ten genes, three were of particular interest (Drd1a, Darp-32, and 

Rgs9) due to their ability to modulate dopaminergic signaling cascades (Kolata et al., 

2010), as well as learning and synaptic plasticity (Calabresi et al., 2000; Genoux et al., 

2002). Dopamine is well known to be involved in executive attention and working 

memory, two processes highly linked to general intelligence. Our group later assessed 

dopamine signaling in prefrontal networks of mice classified for their general intelligence 

(Wass et al., 2013). In that study, we observed a significant correlation between 

dopamine-induced activity and general intelligence in the prefrontal cortex. In other 

words, D1 receptive neurons of high intelligence mice have an enhanced sensitivity level 

compared to low intelligence mice. The genetic and neurological studies combined 

suggest that the individual differences in a mouse’s IQ have a strong biological basis, 

and, therefore, might have a moderate to high heritability. 

In a study by another group of investigators  (Galsworthy et al., 2005), a sibling 

analysis was used to estimate the heritability of intelligence in mice. Although the test 

battery administered by Galsworthy et al. included a few tasks with minimal cognitive 

requirements (e.g. marble burying), their battery also included interesting reasoning tasks, 

and they isolated a consistent single factor regulating the animals’ performance across the 

battery of tests. By looking at the correlation between sibling pairs, Galsworthy et al. 

estimated a heritability of intelligence in those mice as 0.24. Although this value is 

nominally lower than we would expect given previous studies of humans, it is still quite 

meaningful. 

In addition to evidence pointing towards genetic contributions to individual 

difference in mice’s IQ, there is also evidence for environmental effects. Recently, we 
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found that mice’s general intelligence (as well as the sensitivity of dopamine-receptor 

neurons in the prefrontal cortex) is improved through cognitive training (Wass et al., 

2013). This indicates that intelligence in mice is not a “fixed” ability. In another study, 

we found that the effects of cognitive training are greatly enhanced if combined with 

physical exercise. In other words, mice under a regimen of cognitive stimulation and 

aerobic exercise undergo greater improvements in their general intelligence than was 

observed in response to either intervention in isolation (A. M. Smith et al., 2013). These 

findings are supported by a neurobiological study that found a combination effect 

between exercise in the home cage and novel environments on neurogenesis in the 

hippocampus and retention of these new neurons (Fabel et al., 2009). There is also 

evidence that the brain of rodents get bigger from environmental experience (Walsh, 

Cummins, & Budtz-Olsen, 1973), and that cognitive performance relates to brain size 

(Anderson, 1993; Jensen & Fuller, 1978). In addition, a review by van Praag, 

Kempermann, & Gage (2000) concluded that environmental enrichment in rodents 

(defined as “a combination of complex inanimate and social stimulation”) can have 

lasting effects on learning and brain growth.  Thus, these studies seem to suggest that 

physical exercise paired with novel experiences (complex stimulation) might be the key 

to better cognitive ability. 

Building on current knowledge of intelligence in both humans and mice, here we 

attempted to answer a critical question: How much the individual differences in mouse 

intelligence can be influenced by genetics and the environment? For this, we used groups 

of full siblings (fraternal twins) mice and provided different environments to subsets of 

each sibling cohort. For the environmental manipulation, half of the sibling groups stayed 
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in a standard colony room with little stimulation, while the other half of the siblings were 

exposed to environments that are prone to affect their intelligence: physical exercise and 

daily exposure to novel experiences. At the end, we assessed all mice on a learning 

battery designed to characterize their general cognitive performance. In short, our study 

combined the design of a sibling study with an “adoption” study (where “adoption” was 

under experimental control), and that allowed us to better assess heritability, 

environmental effects, as well as G×E effects on the expression of intelligence. This type 

of study combines correlational and experimental approaches, and is extremely hard to 

perform in humans due to practical and ethical limitations. 

A specific prediction of the current study was that general cognitive ability would 

have a moderate to high heritability. And we estimated heritability not only in a standard 

population of lab mice, but also of lab mice under special environmental enrichment. In 

humans, estimates of heritability tend to be higher in wealthier relative to impoverished 

communities, and thus we expected mice raised in an enriched environment to support a 

higher estimate of heritability as well. Another specific prediction was that the enriched 

environment given to one of the groups of siblings will have a beneficial impact in mice’s 

general cognitive ability. In other words, we expected mouse intelligence to be malleable. 

We also predicted that brain weight would be higher in the environment enrichment 

group. Finally, we predicted that there would be G×E interactions for general cognitive 

ability. We believe that manipulating the environment among sibling sets was a unique 

opportunity to directly test GE interplay – especially of the G×E effects, as mice within 

families will have similar genetic background and experience different environments, 
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while mice between families will have different genetic backgrounds and experience 

similar environments.  
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Materials and Methods 

Subjects 

We used 232 CD-1 outbred male mice from Harlan Laboratories (Indianapolis, 

IN). Since this strain exhibits a robust amount of behavioral as well as genetic variability, 

they are well suited for experiments examining individual differences. Estimates of 

genetic variation in this line have indicated that despite over 50 years of breeding they are 

very similar to wild mouse populations (Aldinger, Sokoloff, Rosenberg, Palmer, & 

Millen, 2009). The mice arrived in our laboratory between 4-5 weeks of age at which 

time their weight ranged from 25-30 grams.  They were singly housed in clear standard 

shoe box cages in a temperature and humidity controlled colony room under a 12-hour 

light/dark cycle. In order to minimize any differential stress responses due to 

experimenter handling, we handled the animals for 90 seconds a day for a period of seven 

days. 

The 232 mice were comprised of 58 sets of four siblings (fraternal quadruplets), 

totaling 58 families whose parents were unrelated to each other (as guaranteed by the 

supplier Envigo). Two siblings of a set, randomly chosen, stayed in the control home 

environment (Control Group) and the two other siblings received the environmental 

“enrichment” treatment consisting of physical exercise and exposure to novel and 

engaging environments (Enrichment Group). 

Except for the food-dependent learning tasks, all mice had continuous access to 

both food and water. For the two tests requiring food deprivation, ad libitum food were 

removed from the animals’ home cages at the end of the light cycle on the day before the 

rest day that precedes the start of training. During the deprivation period, animals were 
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provided with food in their home cages for 90 min per day during the last two hours of 

the light cycle, and thus they were food deprived for 16 hours at the time of training or 

testing. Although mild, this level of deprivation was sufficient to maintain stable 

performance on these tasks. All experiments were conducted in accordance with 

protocols approved by the Rutgers University IACUC (Institutional Animal Care and Use 

Committee). 

 

Exploration 

 All mice received two tests of exploration: The Open Field at the start of the study 

(prior to differential treatments) and the Elevated plus Maze at the end of the 

environment treatment (the day before the learning battery starts).  According to past 

results, we anticipate that exposure to complex environments would promote an increase 

in exploratory behaviors (Light, Kolata, Hale, Grossman, & Matzel, 2008). 

 

Open field 

 The Open Field is a square field (46 cm × 46 cm) with 13 cm high walls, 

constructed of white Plexiglas and located in a brightly lit room (300 lx). The field is 

divided into a 6 × 6 grid comprised of 7.65 cm2 quadrants, where 20 of the quadrants are 

next to the outer walls of the field (i.e., “wall” quadrants), and 16 quadrants are located in 

the center (i.e., “open” quadrants). Mice are placed in the center of the open field, and 

their behavior monitored for five minutes. Throughout this time, the animals’ entries into 

walled and open quadrants are recorded. An entry is recorded whenever both front paws 

crossed the border of a quadrant. We recorded the time spent in unwalled (open) 
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quadrants of the field as well as the time spent in walled quadrants. This measure has 

been previously interpreted to reflect exploratory tendencies, as opposed to non-specific 

motor activity. 

 

Elevated plus maze 

 The elevated plus maze was used to assess the exploratory behaviors of mice after 

their group treatments. The maze is constructed of grey Plexiglas in the shape of a “plus.” 

Each arm of the maze is 28 cm long and 6 cm wide, and the maze is elevated 30 cm 

above a white floor. Two opposing arms of the maze are enclosed in 8 cm high, grey 

Plexiglas walls and two of the arms were open. The maze is located in a brightly lit room 

(300 lx). Animals were placed in the center of the maze facing a closed arm, and their 

behavior in the maze recorded for 3 minutes. We recorded the percent time in closed and 

open arms. Generally, open arms are considered to be stressful to animals, thus measures 

in the open arms provide indices of exploratory tendencies similar in nature to that of 

exploration of the open quadrants of the open field. 

 

Environmental enrichment 

For this study, we separated the mice into two groups: a control group and an 

environmental-enrichment group. Our enriched group was in a different colony room and 

with home cages containing a running wheel for exercise throughout the 16 days of 

treatment. These mice were exposed to one novel environment each day for 30 minutes 

outside their home cage in a large room under dim lights. There were a total of 16 novel 

environments administered at the same time each day.  
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The environments were: 1) A big, black, plastic box with two concave towers on 

each side and a platform in the center reachable by jumping. 2) A narrow Plexiglas tube 

where the ends have two small boxes where the mice would reach going through the tube. 

3) An 8-arm Radial Arm Maze with all doors left open. 4) An acoustic chamber with 

foam on the wall with a fan inside as the only sound mice would experience. 5) A black 

box with white stripe on the walls and the floor covered with soft, plastic spikes. 6) A 

white box with six different plastic toys. 7) A social box where there is always a second 

mouse inside a cylindrical cage to interact with. 8) An open rat cage with ¼ filled with 

bedding and 15 marbles on the top, which mice are prone to manipulate and then hide. 9) 

A closed rat cage with standard level of bedding containing four pieces of paper towel to 

be shredded. 10) A white box with a fixed “merry-go-round” like structure inside. 11) A 

metal pot with holes on the sides for nose poking, and a cover closing the pot. 12) A big, 

white, plastic box with the two cylindrical beams crossed in X and reaching high for the 

mice to climb. 13) A closed mouse cage put upside down with 10 strings of rope crossing 

the top of it creating a net where mice could slowly walk on. 14) A white box with a big 

white PVC tube crossing it and a mirror at one of its ends. 15) An acoustic chamber with 

foam on the wall with a metal plate inside containing jars filled with small metal jingle 

bells to produce sound whenever the mice roll the jars. 16) A big, white, plastic box with 

a large platform going up and ending with a large metal grid, and chicken wire around the 

bottom. 

 

As soon as the mice had completed their 16 days of environmental treatment, they 

were moved back to standard cages in the colony room with the control siblings. All mice 
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were then handled again for 90 seconds a day for seven days. This ensured that both 

groups were receiving similar contact with humans and with the laboratory outside the 

colony room before testing. Also, the seven days of break would function as “rest” for 

mice in the environmental group to get at metabolic levels closer to mice in the control 

group (so potential confounds such as withdrawal from intense physical activity wouldn’t 

be as salient during testing for intelligence). After this, all mice were tested in the 

Elevated plus Maze, followed by testing in the learning battery to assess their 

intelligence. 

 

Learning battery 

Lashley Maze 

 In the Lashley maze, mice were placed in a start box that leads to four 

interconnected alleys and a “goal box,” that contained a food reward. In order to 

familiarize the mice with the novel reward they were provided the specific food reward 

the day prior to acclimation. The Lashley III maze is scaled for mice, and parameters 

were developed that supported rapid acquisition. The maze is constructed of black 

Plexiglas. A 2-cm wide, 0.1 cm deep white cup was located in the rear portion of the goal 

box, and a piece of chocolate-flavored puffed rice serves as the reinforcer. Illumination 

was 80 Lux at the floor of the maze. The maze is isolated behind a shield of white 

Plexiglas to mitigate against extra-maze landmark cues. Food-deprived animals were 

acclimated and trained on 2 successive days. On the day before acclimation, all animals 

were provided with eight pieces of chocolate-flavored puffed rice in their home cages to 

familiarize them with the novel reinforcer. On the acclimation day, the mice were placed 
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in the four alleys of the maze, but the openings between the alleys were blocked so that 

the animals could not navigate the maze. Four minutes were spent in each alley, and the 

goal box contained 3 pieces of chocolate-flavored puffed rice. Once testing starts, the 

mice were placed in the start box and would have to find their way to the goal box during 

five consecutive trials. During each trial, the time it takes the mice to reach the goal box, 

and the errors made along the way were tracked. The errors are of two types: 

backtracking, which we define as the mice going from one alley opening to the prior alley 

opening, and dead end, which we define as the mice walking past an alley opening 

towards a dead end. If the mice already make a backtrack error in an alley, a dead end in 

that same alley is not considered an error. In between each trial, the mice were placed 

back in their home cage for 20 minutes, and the maze was cleaned for the next trial. 

Passive Avoidance  

 A chamber illuminated by dim (5 fc) red light was used for training and testing. 

At the rear of a 16 x 12 cm (length x width) white grid floor is an enclosed platform (70 x 

45 x 45 cm; length x width x height) constructed of black Plexiglas and closed on all 

sides except the side facing the grid floor. The platform floor is 5 cm above the grid floor, 

and a black Plexiglas sloping ramp extend 5 cm from the floor of the platform to the grid 

floor. The exit from the platform can be blocked by a remotely operated, clear Plexiglas 

sliding door. When an animal step from the platform and contact the grid floor, the 

compound aversive stimulus composed of a bright (550 Lux) white light, noise, and 

vibration is initiated. Noise and vibration are produced by a flexible nylon rod attached to 

a motor outside of an exterior wall of the chamber such that the rod strikes the wall of the 

chamber twice during each revolution (1400 rpm) of the motor, producing a noise 65 dBa 
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above a 45 dBa background and a 46 Hz vibration of the chamber surfaces. We placed 

mice on the platform and spent five minutes in confinement, where the door to the grid 

flooring was lowered. After this interval of time, the door was lifted so that the mice can 

step down. Once the mice step off the platform, the door is lowered (not allowing them 

back onto the platform at that time) and the combination of light, noise, and vibration was 

presented for four seconds. After the four second interval, the door was lifted to allow the 

mice to return to the platform, where they were confined again for five minutes. After the 

five-minute interval, the door was again lifted for the mice to step onto the grid floor and 

we recorded their latency. Those with better cognitive abilities should have a longer 

latency to step down than those with lower cognitive abilities. 

T-Maze Alternation  

The apparatus consists of one longer start arm (75 cm) and two shorter arms (31.5 

cm), with two sliding opaque doors located 0.2 cm into the short arms. The arms are all 

12-cm wide and 20 cm high. The floor of the maze is black plastic and the walls are clear 

plastic. 

During the task, the mice were tested on 12 consecutive trials to choose the 

alternate arm to find the food reward. The day before acclimation, the mice were food 

deprived and introduced to 8 pieces of the food reward to be used in this task. On the day 

of acclimation, mice are given four forced choices. A mouse was held in the start area for 

20s, and then allowed to pass through, with only the door leading to the right arm opened. 

After the food is eaten, we returned the mouse to the start area for a 20-s intertrial 

interval. We then repeated this procedure with the right door closed and the left door 
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opened instead. After the food is eaten, this sequence restarts for a total of four forced-

choice trials. 

On the day following acclimation, we administered the actual task. Mice chose 

between either open arm. On the first trial, food was available in both arms, and the 

animal was able to make one free choice. On the second trial, food was only available in 

the arm not chosen on the first trial. If an incorrect choice is made, we allowed the animal 

to correct its mistake and find the food in the other arm. After the correct choice is made, 

we placed the animal back in the start area and wait 20 s for the following trial, now with 

food only in the opposite choice arm. Accordingly, the mice have to alternate their 

choices to most efficiently obtain food. We administered two days of training with 12 

trials per day. From our previous experience, this level of training is sufficient to support 

a high level of efficacy. 

Odor Discrimination 

A black Plexiglas 60-cm-square field with 30-cm-high walls is located in a dimly 

lit (10 fc) testing room. Three 4 x 4 x 2.0 cm (length, width, height) aluminum food cups 

are placed in three corners of the field. A food reinforcer (30 mg portions of chocolate-

flavored puffed rice) is placed in a 1.6-cm-deep, 1-cm-diameter depression in the center 

of each cup. The food in two of the cups is covered (1.0 cm below the surface of the cup) 

with a wire mesh so that it is not accessible to the mice, whereas in the third cup (the 

“target” cup), the food can be retrieved and consumed. A cotton-tipped laboratory swab, 

located between the center and rear corner of each cup, extends vertically 3 cm from the 

surface of the cups. Immediately before each trial, fresh swabs were loaded with 25 µl of 

lemon, almond, or mint odorants (McCormick flavor extracts). The mint odor was always 
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associated with the target food cup. (It should be noted that in pilot studies, the odor 

associated with food was counterbalanced across animals, and no discernible differences 

in performance could be detected in response to the different odors.) 

On the acclimation day, each food-deprived mouse was placed in the field for 10 

min with no food cups present. Later, three pieces of chocolate-flavored puffed rice that 

subsequently served as the reinforcer was placed in the animals’ home cages to acquaint 

them with the reinforcer. 

On the subsequent test day, the mice received four training trials in the field with 

three food cups present. On each trial, the mouse was placed in the empty corner of the 

field. On trial 1, the reinforcing food (chocolate-flavored puffed rice) is available to the 

mice in the cup marked by mint odor. The trial continues until the mouse retrieved and 

consumed the food from the target cup, after which the mouse is then returned to its 

home cage to begin a 6 minute ITI. On trials 2–4, the location of the food cups was 

rearranged, but the baited cup remained consistently marked by the mint odor. Both the 

corner location of the mint odor and its position relative to the remaining odors changed 

on each trial. On each trial, we recorded the latency to retrieve the food and errors. An 

error is recorded any time that a mouse made contact with an incorrect cup or its nose 

crosses a plane parallel to the perimeter of an incorrect cup. Similarly, an error is 

recorded when a mouse sample (as above) the target cup but does not retrieve the 

available food. 
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Spatial Water Maze  

 In the spatial water maze, the mice were placed in a circular tub of opaque water 

and forced to find a hidden platform using extra maze cues, or “landmarks.” A round 

white pool (140 cm diameter, 56 cm deep) is filled to within 20 cm of the top with water 

made opaque by the addition of nontoxic, water soluble, black paint. A hidden 12-cm-

diameter perforated white platform is in a fixed location 1.5 cm below the surface of the 

water midway between the center and perimeter of the pool. The pool is enclosed within 

a ceiling-high black curtain on which lights and geometric shapes (landmarks) are 

positioned at heights (relative to water surface) ranging from 90 to 150 cm. A video 

camera lens extends through a 30-cm-diameter black circle 180 cm above the center of 

the water surface. The tub is divided into four quadrants, one of which includes the 

platform, making the starting point one of the other three quadrants. On the day before 

testing, the mice were confined to the platform for 300 seconds for acclimation. On the 

testing day, the mice were placed in unique locations during each of the six trials within 

the three quadrants (i.e., that do not include the platform). Once the mice have all four of 

their paws on the platform, they were left there for 5 seconds. If a mouse cannot find the 

platform after 90 seconds, we placed them on the platform and leave them there for 5 

seconds, similar to when the mice finds the platform. We recorded path lengths from the 

start position to the platform during each trial as the measure of learning. 
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Brain weight 

Two days after the end of behavioral tests, all mice were euthanized and 

decapitated. We then removed their whole brains following standard procedures and 

weighed each brain. 

 

Statistical Analyses 

For all exploration tasks as well as the tasks in the learning battery, we defined 

univariate outliers as any values above or below two interquartile ranges. We then 

applied the technique popularly known as “bring it to the fence” to modify the outliers to 

values at either the lower fence (first quartile minus twice the interquartile range) for low 

outliers, or the upper fence (third quartile plus twice the interquartile range) for high 

outliers. (The validity of this formula is shown in Hoaglin & Iglewicz, 1986. The 

advantages of this technique over the deletion of data are reviewd in DiLalla & Dollinger, 

2006.) We also tested all data for the presence of kurtosis and skewness, and when 

necessary, did relevant transformations to fit the variables to a normal distribution. These 

pre-analyses were all done in SPSS 24. Regarding any potential missing data, we 

estimated values for each case by using Multiple Imputation (MI). MI is a technique for 

calculating maximum-likelihood estimates based on the observed data, and provides less 

biased information than simpler procedures for dealing with missing data such as listwise 

deletion, pairwise deletion or imputation of means (Schafer, 1999, 2010). 

The mice’s rate of acquisition was determined for each of the cognitive tests. 

Using an exploratory factor analysis, a statistical method that is used to describe 

variability among multiple correlated variables, we assessed the individual differences 
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between acquisitions on all the tasks. From this matrix, we estimated the extent to which 

the mice’s performance in one test indicates their performance on the other tasks (Matzel 

et al., 2003). Each animal was then assigned a factor score, which represents their general 

cognitive performance, or intelligence score. (A factor score is analogous to an average z 

score of an animal’s performance on each task, where the performance on each task is 

weighted according to the degree of loading on the first factor.) 

To test our assumption that there is a single factor (general cognitive ability) 

explaining the common variance between learning tasks of the battery, we performed a 

confirmatory factor analysis. We used the maximum likelihood estimation in AMOS 24 

to acquire the solution for the model. This particular estimation is considered robust in 

comparison to other procedures like Generalized Least Squares and Asymptotically 

Distribution-Free, and allows reliable fit indices with relatively small samples (Chou & 

Bentler, 1995). We assessed model fit by using two absolute indices – Model Chi-Square 

and Root Mean Square Error of Approximation (RMSEA) – that describe how the model 

represents the observed data, and for which lower values indicate better fit. For the Model 

Chi-Square (χ2
M), the null hypothesis is the model itself, so failing to reject it (i.e., a 

small Model Chi-Square) indicates a good fit (with alpha here set at 0.05) (Kline, 2011). 

Similarly, RMSEA values of 0.06 and below are considered good (Hu & Bentler, 1999). 

In addition to these two absolute indices, we also assessed model fit with the incremental 

index called Comparative Fit Index (CFI). This describes how well the model fits in 

comparison to a baseline model in which all variables are uncorrelated and without latent 

variables, and for which higher values indicate better fit (Kline, 2011). CFI indicate an 

adequate model fit at values of 0.95 or above (Hu & Bentler, 1999). We chose these tests 
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due to their statistical relevance and frequent use (Hooper, Coughlan, & Mullen, 2008; 

Kline, 2011; Schreiber, Nora, Stage, Barlow, & King, 2006). For assessing the 

significance of individual parameters such as regression paths and correlations, we chose 

an alpha value of 0.05. 

We estimated the heritabilities of the exploration tests (Open Field and Elevated 

plus Maze), brain weight, and each of the learning tasks of the battery for all mice. We 

also estimated the heritabilities of general cognitive ability scores from both groups 

combined as well as from each group separately. We followed the full-sibling formulas 

by Falconer to obtain full-sib heritability (hFS) and its standard deviation (σhFS): 

 

 

 

Where 

hFS is the full-sibling heritability 

σhFS is the standard deviation of the full-sibling heritability 

σF
2 is the difference between the siblings of different families 

σw
2 is the difference between siblings within a family 

n is the number of individuals per family 

N is the number of families 

t is the full-sibling intraclass correlation: ½ hFS 
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We used one-way analyses of variance (ANOVA) with family as the main effect 

to test for significance of the heritabilities (Falconer 1989). 

We used t-tests in SPSS 24 to compare mice in the Enrichment group to the 

Control group in all exploratory and learning tests, as well as brain weight. We also used 

ANOVAs and mixed model linear regressions to test for the effect of the environment 

enrichment in general cognitive ability scores (i.e., intelligence), as well as the random 

effect from sibling families. Finally, we tested for gene-environment interactions using a 

GLM procedure in SPSS 24.  
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Results 

We first describe the results from each test in the chronological order of our study 

design –including the results for all mice and the differences between Control and 

Enrichment groups.  We start by describing the results from the Open Field, then the results 

from each task of the learning battery, then amount of physical exercise, then results from the 

Elevated plus Maze, and finally brain weights.  (Brain weights were obtained for two 

purposes.  First, the brain weight of mammals is known to be heritable.  Thus the heritability 

of brain weight can be expected to be heritable and can serve as a validation of our statistical 

methods.  Second, it is conceivable that environmental enrichment will promote changes in 

brain weight and might interact with heritability, a possibility that can be easily assessed.)  

After that, we describe the descriptive statistics of all relevant measures used in further 

analyses, and show their correlations. With this, we then explore the results of our factor 

analyses, which revealed the latent variable of general cognitive ability. Finally, we show 

estimates of heritability, environmental effects, and GE interactions in the model of 

confirmatory factor analyses. 

 

Exploration before group treatments: Open Field 

Results for the Open Field test can be seen in Figure 1. We used the measure of 

relative time spent in the center (the unwalled area), and found that mice in both groups 

(Enrichment and Control) had similar levels of exploration before the environmental 

enrichment was begun, t(195) = 0.66, p = 0.510. This suggests that mice in both groups had 

similar levels of anxiety/stress reactivity before the start of the start of any manipulation. 
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Figure 1. Mean relative time spent in the open quadrants (%) of the Open Field for mice 

in the Enrichment group and the Control group. Note that this data was obtained before 

differential treatment between groups. There was no significant difference in 

exploration between the two groups. Brackets indicate standard error of the mean. 
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Individual tests of the learning battery 

Lashley Maze 

In the Lashley Maze, mice started the test making 16.25 (±0.64) errors on 

average, and ended with 5.27 (±0.36) errors (Figure 2A). This reduction of errors across 

trials was significant, F(4,824) = 78.79, p < 0.001, which indicates that the mice learned 

the task. There was no difference between groups across the five trials, F(1,206) = 2.19, p 

= 0.141. However, when we consider the trials where the learning phase was most 

pronounced (Trials 2 and 3), there was a difference between groups, F(1,206) = 4.93, p = 

0.027, i.e., environmental enrichment promoted an increase in the rate of learning (see 

Figure 2B).  
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Figure 2 A. Mean number of errors in the Lashley Maze for all mice. B. Mean number 

of errors in the Lashley Maze for the mice in the Enrichment group and the Control 

group. There was a significant difference in rate of learning between the two groups. 

Brackets indicate standard error of the mean. 

A 

B 
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Passive Avoidance 

For the passive avoidance task, there was a significant difference between the 

groups for baseline step-down latencies (Figure 3A), which is the latency to step into a 

novel environment before pairing that step with aversive light and noise, t(225) = 12.93, 

p < 0.001. This latency is obtained before exposure to the aversive stimuli, and thus is 

indicative of exploration, where lower latencies represent more exploration.  Thus it 

appears that environmental enrichment promoted increases in exploration independent of 

learning. After the aversive light and noise were encountered (pursuant to stepping off the 

platform), the mean latency for all mice went from 9.25 (±0.21) seconds to 16.68 (±0.51), 

a significant increase, F(1,225) = 209.59, p < 0.001, that indicates the mice learned the 

avoidance response. Given the difference in baseline performance, we assessed learning 

in the passive avoidance by computing a ratio of the post-training step-down latency 

divided by the baseline step-down latency, where higher ratios would reflect better 

learning. Between groups, a comparison of their learning ratio showed significant 

differences, t(225) = 6.36, p < 0.001 (Fig. 3B), indicating that environmental enrichment 

improved the rate of avoidance learning. 
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Figure 3 A. Mean latency (seconds) to step down from the platform in the Passive 

Avoidance task before pairing that step with aversive light and noise for mice in the 

Enrichment group and the Control group. There was a significant difference in exploration 

between the two groups. B. Mean latency (seconds) to step down from the platform in the 

Passive Avoidance after pairing that step with aversive light and noise for mice in the 

Enrichment group and the Control group. There was a significant difference in learning 

between the two groups. Brackets indicate standard error of the mean. 

A 

B 
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T-Maze 

There are only two possible choices every trial, so random choices would yield a 

50% correct response rate. A binomial test indicated that, at the end of the first training 

day (12th trial), the proportion of correct choices (0.64) was already better than expected 

by chance (0.50), p < 0.001. For the measure of learning we used mice’s performance 

based on the previously defined learning criterion of 4 correct choices in a row. As seen 

in Figure 4, mice in the Enrichment group did not differ significantly from the Control 

group, t(222) = 0.20, p = 0.840, indicating that on this task, environmental enrichment 

did not promote improvements in learning. 
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Figure 4. Mean number of trails for the learning criterion of 4 consecutive correct 

choices in the T-Maze for mice in the Enrichment group and the Control group. There 

were no significant differences in learning between the two groups. Brackets indicate 

standard error of the mean. 
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Odor Discrimination 

In the Odor Discrimination task, mice started the test (Trial 1) making 12.40 

(±0.80) errors on average, and ended (by Trial 4) with 1.64 (±0.14) errors (Figure 5A). 

This reduction of errors across trials was significant, F(3,663) = 148.34, p < 0.001, 

indicating that the mice learned the task. There was also a difference between groups 

across the four trials, F(1,221) = 5.34, p = 0.022 (Figure 5B), indicating that 

environmental enrichment improved learning. 
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Figure 5 A. Mean number of errors in the Odor Discrimination task for all mice. B. 

Average number of errors in the Odor Discrimination task for the mice in the Enrichment 

group and the Control group. There was a significant difference in rate of learning across 

the four trials between the two groups. Brackets indicate standard error of the mean. 

A 

B 
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Spatial Water Maze 

In the Spatial Water Maze, the mean path length to reach the hidden platform 

decreased from 1328.35 (±55.29) cm at the first trial to 818.35 (±51.06) cm on the last 

trial (Figure 6A). This reduction in path length across trials was significant, F(5,1020) = 

20.22, p < 0.001, indicating that the mice learned the task. There was no difference 

between groups across the six trials, F(1,204) = 1.39, p = 0.239 (Figure 6B). And even 

when we considered only the trials where the learning phase was most pronounced 

(Trials 1 and 2), there was still no significant difference between groups, F(1,216) = 2.92, 

p = 0.089, suggesting that on this task, environmental enrichment did not promote an 

increase in the rate of learning. 
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Figure 6 A. Mean distance traveled (path length, in cm) in the Water Maze for all mice. B. 

Mean distance traveled (path length, in cm) in the Water Maze for the mice in the 

Enrichment group and the Control group. There were no significant differences in rate of 

learning or asymptotic performance between the two groups. Brackets indicate standard error 

of the mean. 

A 

B 
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Exercise in the Enrichment Group 

The environmental enrichment manipulation included providing access to running 

wheels in their home cages. We counted the revolutions of the running wheel for all mice 

in the Enrichment group for a total of 16 days. These measurements were taken at 

roughly the same time every day in order to give a measure of the number of revolutions 

per 24-h period. Throughout this period, animals exhibited a steady increase in the 

amount that they ran each day, with a significant effect of changes in revolutions across 

trials, F(15, 1425) = 47.25, p < 001. The mean revolution per day over the duration of the 

treatment was 15,774.04 (±686.46), which translates to each mouse running 6.3 Km 

every day. 

 

Exploration after group treatments: Elevated plus Maze 

Results for the Elevated plus Maze (obtained after differential treatment of the 

two groups) can be seen in Figure 7. The pattern for the Elevated plus Maze results 

contrast with results in the Open Field (obtained before differential treatment of the two 

groups). We used the measure of relative time spent in the open arms, and found that 

mice in the Enrichment group explored more than mice in the Control group after 

receiving the environment enrichment, t(222) = 3.06, p = 0.002. This result suggests that 

mice in the Enrichment group had lower levels of anxiety/stress reactivity compared to 

Control animals. 
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Figure 7. Mean relative time spent on the open arms (%) of the Elevated plus Maze for 

mice in the Enrichment group and the Control group. Note that this data was obtained 

after differential treatment between groups. There was a significant difference in 

exploration between the two groups. Brackets indicate standard error of the mean. 
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Brain weight 

At the end of the study, we euthanized all mice and weighed their brains. Results 

can be seen in Figure 8. There was no difference between Enrichment group and the 

Control group, t(223) = 0.50, p = 0.615. 

 

 

  

Figure 8. Mean brain weight (milligrams) for mice in the Enrichment group and the Control 

group. There were no significant differences in brain weight between the two groups. 

Brackets indicate standard error of the mean. 
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Descriptive Statistics of all relevant measures 

As noted above, we chose only specific trials from the learning test to represent 

the learning in that test (thus providing a sensitive measure of differences in rate of 

learning). For the Lashley Maze, we used the mean performance in trials 1, 2, and 3 as 

the greatest gains in performance occurred across those trials. For Passive Avoidance, we 

used the ratio of the post-training step-down latency divided by baseline step-down 

latency. For the T-Maze, we used the number of trials required to reach a criterion of four 

correct choices in a row. For the Odor Discrimination, we used trials 1, 2, and 3 (again, 

where the greatest gains in performance occurred). Finally, for the Spatial Water Maze 

we used trials 1 and 2. 

The means and standard deviations for all variables used in further analyses are 

shown in Table 1, while inter-correlations between these variables are shown in Table 2. 

By examining all variables for the presence of univariate outliers (defined in the Methods 

sections), we found up to eight cases of outliers in each of the variables for Lashley 

Maze, Passive Avoidance, T-Maze, and Odor Discrimination. We did not find any 

outliers for Spatial Water Maze. Instead of deleting outliers from the analyses, however, 

we “brought them to the fence” by setting their values to two interquartile ranges either 

above the 3rd quartile or below the 1st quartile – depending on the value. 

Because factor analyses, ANOVAs, and multiple regressions can be sensitive to 

non-normal distributions (just like any parametric analysis), we tested all variables for 

skewness and kurtosis. Fortunately, all variables had values of skewness and kurtosis 

well within the recommend range for normality (-2 and +2). Therefore, there was no need 

for transformations. 
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Less than 8% of the whole sample was missing, and that data were missing at 

random, Little's MCAR test: Chi-Square = 20.512, DF = 19, Sig. = .364. As described in 

Methods, we estimated values for each missing case by using Multiple Imputation (MI).  
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Table 1. Means and standard deviations of all variables used in the study. 

 

Category Measured variable Mean 
Standard 
Deviation 

Exploration 
Open Field (% of relative time in the center) 12.42 6.21 

Elevated plus Maze (% of relative time in open arms) 14.32 11.30 

Brain Weight Brain weight (milligrams) 496.67 25.90 

Learning Tasks 

Lashley Maze (Trials 1, 2, and 3. Errors) 11.73 4.78 

Passive Avoidance (learning ratio) 1.92 0.96 

T-Maze (Trials to learning criterion of 4 correct choices) 9.61 8.04 

Odor Discrimination (Trials 1, 2, and 3. Errors) 5.73 4.57 

Spatial Water Maze (Trials 1 and 2. Path length in cm) 1214.91 606.15 

  



47 
 

 
 

Table 2. Pearson correlations between all variables used in the study. 

 

  1 2 3 4 5 6 7 8 

1. Open Field — 
       

2. Elevated plus Maze .14* — 
      

3. Brain weight .06 .03 — 
     

4. Lashley Maze -.08 -.18** -.04 — 
    

5. Passive Avoidance -.01 -.11 .10 .27** — 
   

6. T-Maze .03 -.06 .03 .22** .02 — 
  

7. Odor Discrimination -.02 .04 -.06 .14* .08 -.02 — 
 

8. Spatial Water Maze -.01 .01 -.03 .13* -.10 .04 -.04 — 

* p < 0.05 
        

** p < 0.01 
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Factor Analyses of General Cognitive Ability 

An unrotated principal components factor analysis of the performance data for the 

five learning tasks that comprise the learning battery isolated a factor that accounted for a 

total of 19.5% of the variance in performance (eigenvalue = 1.00, n = 232; Table 3). This 

is equivalent to accounting for 28% of the total variance from a Principal Component 

Analysis, which is similar to what we have found in the past. Performance from all of the 

learning tasks loaded consistently on this factor, and in the same direction. We used this 

first factor then to extract factor scores to represent animals’ aggregate performance 

across all learning tasks (i.e., their general cognitive ability). 

 

 

 

Table 3. Factor loadings and variance explained by the first factor (General Cognitive 

Ability) extracted from the five learning tasks using an exploratory factor analysis. n = 

232. 

 

  
Learning Task 

      General 
Cognitive Ability 

Lashley Maze          .89 

Passive Avoidance          .33 

T-Maze          .22 

Odor Discrimination          .15 

Spatial Water Maze          .11 

Eigenvalue         1.00 

Proportion of common variance       19.5% 
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We performed a confirmatory factor analysis to ensure that the measured 

variables of learning would form a coherent latent variable. In other words, it tests how 

the variables are related in the absence of any hypothesized relationship between them, 

while still capturing only the variance shared in common between the variables (as 

opposed to techniques such as principal component analyses that capture both shared and 

non-shared variance, and are better suited for purposes of dimension reduction). The 

model from the confirmatory factory analysis (Figure 9) had a good fit to the data (χ2 = 

7.04, df = 6, p = 0.317; RMSEA = 0.027; CFI = 0.964), with all measured variables 

having significant factor loadings (p < 0.05). 

 

 

  

Figure 9. Confirmatory factor analysis of the model with a single latent factor (general 

cognitive ability) influencing all observed learning tasks in our study. The model overall 

had a good fit to the data. Small circles with an “e” represent error (i.e., leftover variance 

due to flaws in measurements and estimations). Arrows going out of the latent factors 

(big circle) represent factor loadings. All parameters shown are standardized. 
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Heritabilities of tests and general cognitive ability 

Table 4 gives the calculated heritabilities for learning and exploration tasks, brain 

weight, as well as for general learning ability from the factors scores derived from the 

exploratory factor analysis described above. The estimates for general cognitive ability 

are given for all mice combined and for the Enrichment and Control groups separated. 

ANOVA indicated significant family effects for all variables (p < 0.05). Full-sib 

heritabilities were moderate for exploration tasks, as well as for brain weight. For the 

learning tasks, only the Lashley Maze and Odor Discrimination had significant 

heritabilities, and they were both moderate-low. Regarding GCA scores, the population 

of all mice combined showed a moderate-low heritability. In contrast, the population of 

only Enrichment group had a heritability not significantly different from zero, while the 

population of only Control group had a moderate heritability.  
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Table 4. Estimates of full-sib heritabilities with their respective standard deviations (SD) and p values. The heritabilities for 

General Cognitive Ability (GCA) are shown for all mice combined and for each group (Enrichment and Control) separately. 

Significant heritabilities are marked with *. 

 

Variable Heritability SD p value 

Open Field 0.40* 0.17 0.0003 

Elevated plus Maze 0.29* 0.16 0.0057 

Brain weight 0.42* 0.18 0.0002 

Lashley Maze 0.27* 0.15 0.0086 

Passive Avoidance 0.15 0.13 0.0813 

T-Maze 0.08 0.12 0.2300 

Odor Discrimination 0.20* 0.14 0.0400 

Spatial Water Maze 0.18 0.14 0.0523 

GCA score – All mice 0.24* 0.15 0.0170 

GCA score – Enrichment group 0.15 0.29 0.2844 

GCA score – Control group 0.55* 0.34 0.0168 
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Environmental and G×E effects on General Cognitive Ability 

The mean general cognitive ability score in the Control group was -0.195 while 

the Enrichment group had a mean score of 0.195, an average increase in 0.44 standard 

deviations (Figure 10).  This result suggests that experience with the enriched 

environment had a positive influence on animals’ overall cognitive performance. 

The mixed model revealed a main of effect of group on general cognitive ability 

scores, F(1,57) = 12.67, p = 0.001. The partial eta squared was 0.18, which is considered 

a medium effect size. There was also a random effect from family, F(57,57) = 1.55, p < 

0.05, which means that genetic differences between each family of siblings mattered to 

GCA scores. The partial eta squared was 0.61, which is considered an extremely large 

effect size. However, there was no interaction between the genetic differences and the 

environmental manipulation, F(57,116) = 1.12, p < 0.319. This lack of effect suggests no 

gene-environment interaction behind the variation in GCA in our mice.  



53 
 

 
 

  

Figure 10. Mean factor scores of General Cognitive Ability for mice in the Enrichment group 

and the Control group. Factor scores were derived from the first factor of an exploratory factor 

analysis of the learning battery. There was a significant difference in General Cognitive Ability 

between the two groups. Brackets indicate standard error of the mean. 
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Discussion 

Here we found that general cognitive ability (GCA) in mice has low-moderate 

heritability and is moderately malleable, where a group receiving enriched environment 

and physical exercise expressed substantially better performance than a control group. To 

our knowledge, this is the first study to show in any non-human animal that a trait 

analogous to human’s general intelligence is both heritable and malleable. We also found 

that heritability itself changed between groups, a result similar to what is seen in humans 

across SES (though in our case the change was in the opposite direction from what these 

studies of humans might lead us to expect). Unexpectedly, however, we did not find 

evidence for G×E in our study. A closer look at the results can provide a richer picture of 

our findings, and we discuss this below. 

Similar to our previous work, there was a positive correlation of each mouse’s 

rate of acquisition across all learning tasks. A GCA (i.e., intelligence) factor accounted 

for 19.5% of the common variance in mice’s performance. This is equivalent to 

accounting for 28% of the total variance from a Principal Component Analysis. That 

result is similar to what we have found in the past, where GCA explained 32% to 48% of 

the total variance across tests in a learning battery (for review, see Matzel, Sauce, & 

Wass, 2013). In addition, the confirmatory factor analysis also revealed a good fit of the 

model with a single latent variable influencing all learning tasks of our battery, and the 

loadings were all significant. Those results suggest that the empirical measurement of the 

latent factor (GCA) is consistent with the exploratory factor analysis, and is comparable 

to results from previous studies. 



55 
 

 
 

Although expected based on previous work, it is notable that performance in tasks 

as distinct as the Lashley Maze and the Passive Avoidance share common variance. (In 

other words, a portion of the individual differences observed in those measures have the 

same cause.) One is a task that requires egocentric navigation and short-term memory, 

and uses food as motivation, while the other task requires associative learning between 

CS and US, uses fear as motivation, and passivity is the response requirement. The other 

tasks in the learning battery are also, by design, quite distinct. Even more notable is the 

fact that a single factor could explain about 20% of all the common variance in the 

battery here. In human studies, a single factor (the “g” factor) can explain around 50% of 

the common variance in performance in modern IQ batteries. At first glance, this value 

seems high relative to the present results. However, the cognitive tasks composing 

modern human IQ tests are the result of a slow and gradual intentional selection for tasks 

that load well with others (Mackintosh, 2011). Tasks that had poor correlations with other 

tasks were changed or removed over time. The mouse learning battery we used here has 

very little of that bias, and so it is remarkable that it captures a general cognitive factor 

with relatively “raw” tasks. 

It is worth noting that while we assessed intelligence in mice by using a battery of 

learning tasks, modern IQ batteries in humans barely test learning capacity at all. That 

absence, however, might be more due to pragmatism than theory. In practice, testing for 

learning takes more time and resources in humans. In theory, learning ability is at the 

core of the definition of intelligence given by experts in the field (Neisser et al., 1996), 

and seen above in the Introduction section. General intelligence and learning seem to be 

so highly related that some claim the distinction between them may be more semantic 
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than real.  Based on an extensive analysis, Arthur Jensen concluded  (Jensen, 1998, p. 

226): 

“A general factor common to all learning tasks [the RATE at which they 

are acquired]…is highly correlated with the g factor extracted from psychometric 

tests.  The general factor of both domain-learning and psychometric abilities-is 

essentially one and the same g.” 

 

In addition, we also have direct evidence that at least in mice, general cognitive 

ability and general intelligence are probably synonymous, as presented in the 

Introduction section. In contrast to the mouse heritability study by Galsworthy et al. 

(2005), the batteries of tests that we used to estimate mouse intelligence have been 

designed to more closely emulate the rationale that underlies tests of human intelligence. 

Our tasks in this test battery isolate basic learning skills that are presumed to underlie a 

broad range of more complex forms of learning, as well as reasoning, working memory, 

and attention. Therefore, we can expect less contamination of estimates of cognitive 

ability from non-cognitive influences. 

Even showing moderate heritability values (as discussed below), we found that 

mouse exploratory tendencies as well as GCA are fairly malleable via independent 

environmental effect (statistical main effects). Again, part of our study can be loosely 

described as an “adoption study”, where 2 of the siblings in a litter of 4 were removed 

from their usual environment and experienced a new, more complex environment, a 

treatment that was administered for 16 days. At first glance, this might seem a short 

period of time, but keep in mind that mice’s typical life span is less than two years, and a 

substantial part of their development occurs during the first 6 weeks of life. At birth, mice 

are hairless, blind, deaf, have minimal motor skills and are fully dependent on their 
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mother for nutrition and thermoregulation, while by the 6th week mice are already fully 

functional and approaching adolescence, with fine motor skills, showing complex social 

behavior, and a remarkable capacity for learning (Weber & Olsson, 2008). In that 

context, 16 days of environmental enrichment during pre-maturity phase is probably quite 

meaningful. 

Indicative of the effectiveness of environmental enrichment, there was a 

substantial effect of that treatment on exploration. Prior to the treatment, both groups 

showed similar levels of exploration in the Open Field. After the treatment, however, 

they differed by a substantial margin, with mice who got the environmental enrichment 

showing much higher level of exploration in the Elevated plus Maze. In addition, we 

were also able to assess mice’s exploration using the first part of the Passive Avoidance 

procedure. A prolonged baseline step-down latency has previously been interpreted as 

indicative of a reduction in exploratory behavior (Matzel et al., 2006). Given that Passive 

Avoidance was only the second task in the learning battery, these results also suggests 

that the increase in exploration is due to the enrichment itself, and not from a potential 

interaction between enrichment and the learning battery. 

Similar to our results, a study with environment enrichment in rats (Franks, 

Champagne, & Higgins, 2013) found that the enrichment group showed a significantly 

greater exploratory tendency despite having equivalent levels of motor activity. 

Interestingly, they also showed that rats with (vs. without) enriched housing conditions are 

more likely to abandon known rewards and incur risk in order to explore, indicating that 

they take exploration to be highly valuable in its own right (Franks et al., 2013). 
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It is worth taking a detour to mention the relationship between performance in 

exploration tasks and in the learning battery. It is possible that increased exploratory 

tendencies might have played a role into the mice’s capacity to learn. However, “general 

cognitive ability” is not simply “general exploratory behavior”, and increased exploratory 

behavior by itself does not causally impact an animal’s general cognitive ability. 

Anxiolytic administration, for example, promotes increases in exploration but generally 

causes a mild impairment in cognitive performance. In addition, a past study by our group 

increasing exploration in mice did not have a commensurate effect on general cognitive 

performance (Light et al., 2008). Those suggest that even if perhaps necessary, increases 

in exploration are not sufficient to promote increases in intelligence. 

Regarding individual learning tasks, the Enrichment group had improved 

performance in the Lashley Maze, Passive Avoidance, and Odor Discrimination. So, 

although the increase was not observed consistently across all tasks, it was observed in 

tasks different enough from one another to assume the change was in a latent 

psychological factor; i.e., general cognitive ability. Indeed, mice from the Enrichment 

group were substantially higher in GCA scores than mice from the Control group. 

Assuming that the groups had similar intelligence before the start of the study (an 

assumption supported by the group similarities in the Open Field, which can be predictive 

of general cognitive performance), then the environment enrichment increased the 

intelligence by 0.44 standard deviations. In humans, this increase would represent an 

increase in 6.6 IQ points. Although here we used a combination of environmental factors 

(novelty and physical exercise) that were likely to be effective, these were admittedly 

only a limited in scope and strength. A complete change in the environment, such as seen 
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in adoption from poor countries to developed countries, probably has many more 

favorable factors in play. Also, given that brain weight differences in our mice did not 

correlate with GCA, it’s not surprising that there was no effect from the environmental 

enrichment on brain weight. 

Numerous cognitive theories about how environmental enrichment affects the 

brain have been proposed. Among them, the “learning and memory” hypothesis seems to 

be favored – it claims that when animals are confronted with novelty and environmental 

complexity, there are physiological and morphological changes in the mechanisms 

underlying learning (Henriette van Praag et al., 2000). The exposure to novelty might 

have an even bigger effect if paired with physical exercise, as we believe it did here in 

our study. However, caution is need with this conclusion, as the cognitive benefits are 

still widely debated. 

There have been positive reports on the effects of exercise in a variety of tasks of 

learning and executive function (for a review, see Daugherty et al., 2017). These 

cognitive effects are plausibly conferred by changes throughout the brain, including 

synapatogenesis and neurogenesis (Erickson, Hillman, & Kramer, 2015; Gomez-Pinilla 

& Hillman, 2013). In rodents, for example, voluntary running-wheel access resulted in 

shorter path lengths in the Spatial Water Maze and increased adult hippocampal 

neurogenesis in mice  (H. van Praag, 2005) as well as in rats (Nokia et al., 2016). Despite 

the positive evidence, broad conclusions on the effects of physical exercise have been 

complicated by variations in the duration of the treatment (chronic versus acute), the 

nature of the treatment (anaerobic versus aerobic), and in particular, the transient nature 

of the beneficial effects of exercise. Besides, and more relevant to our current study, 
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physical exercise alone does not seem to bolster general intelligence (Daugherty et al., 

2017). Therefore, if physical exercise had a substantial influence on the malleability in 

GCA that we found, it is likely to have played a support role in conjunction with the 

exposure to novel and complex environments. 

A final note on physical exercise: Similar to results we obtained in a previous 

study, the voluntary physical exercise in the running wheels increased with time. 

According to our results, the exercise treatment mice received was “adaptive” (or 

motivation driven) in the sense that it increased as the animals were becoming more fit. 

Consequently, it is likely that the mice were maintaining peak physical effort. It is 

plausible that an adaptive schedule of physical exercise has a superior effect on cognition 

than the non-adaptive schedules (e.g., one hour of access per day) used in many studies.  

Of course we cannot say with certainty that our effects are specifically attributable 

to environmental enrichment as opposed to detrimental effects of environmental 

deprivation in the Control group. The control conditions in a lab cage are quite sterile, 

and might have been detrimental to intelligence as compared to normal/wild conditions of 

development. In humans, for example, a meta-analysis by van Ijzendoorn et al. (2008) 

compared the intellectual development of children living in orphanages with that of 

children living with their adoptive families (covering studies 19 different countries). On 

average, children growing up in orphanages had an IQ that was 16.5 points lower than 

their peers who were adopted. As expected, orphanages in countries with a higher Human 

Development Index (a combined measure of life expectancy, literacy, education, 

standards of living, and quality of life) showed a smaller detrimental effect in children’s 

intelligence (reduction of 11.9 IQ points) than countries with a lower Index (reduction of 
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21 IQ points). Also, children in orphanages with the most favorable caregiver-child ratio 

(maximally three children per caregiver) did not significantly differ from their adopted 

peers. These observations suggest that our Control group might have intelligence lower 

than a normally developing mouse, and so the gap between Enrichment group and 

Control group would perhaps be both due to environmental enrichment as well as 

environment impoverishment. 

Full-sib heritabilities were moderate-low for exploration tasks, similar to 

estimates found elsewhere – heritability of exploration in the Open Field, for example, 

was found by DeFries & Hegmann (1970) to range between 0.24 and 0.58. For the 

learning tasks of our battery, only the Lashley Maze and Odor Discrimination had 

significant heritabilities, and they were both moderate-low. Using a full-sibling design, 

Oliverio, Castellano, & Messeri (1972) found a similar moderate heritability in 

performance in the Lashley Maze in mice (about 0.40), while estimates for avoidance 

learning were considerably higher (though their measures were of active avoidance, and 

not passive avoidance like in our battery). 

Even though differences in brain weight were not related to differences in 

learning or GCA, the heritability of brain weight was moderate to high. In humans, whole 

brain volume is highly heritable, as are measures of volume for many cortical regions 

(Croston, Branch, Kozlovsky, Dukas, & Pravosudov, 2015). To date, there is relatively 

little information available on the heritability of brain volume in nonhuman animals, but 

the data available (mostly in primates) shows quite high heritabilities as well (see 

references in Croston et al., 2015). 
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Regarding GCA scores, the population of all mice combined showed moderate-

low heritability. When considering all mice as part of one population, our estimates of 

heritability are quite comparable to values obtained by Galsworthy (Galsworthy et al., 

2005). However, it is important to note that SES impacts the estimates of heritability in 

humans. Given that low SES populations studied so far (and in wealthy countries) have 

low heritabilities (around 0.2), it’s reasonable to expect that most of the world’s 

populations might have heritabilities of intelligences at low to moderate range. In fact, we 

did find differences in heritability depending on the environment, as discussed below. 

Estimates of general cognitive ability in other animals studied in the past, mostly in 

primates, tend to be moderate with values ranging from 0.3 to 0.6 (for a review of studies, 

see Burkart, Schubiger, & van Schaik, 2017.) 

Given the evidence for individual differences in general cognitive ability and our 

finding that these variations are heritable, one might ask why so much variation in this 

ability exists across individuals of a species. One could reasonably expect that higher 

intelligence would be broadly selected for. A candidate hypothesis proposes that animals 

of lesser physical prowess may have evolved compensatory cognitive abilities to 

facilitate their survival within the group. This idea is consistent with a general theme that 

has been advanced in recent years among evolutionary biologists and psychologist 

(Holekamp, 2007; Kamil, 2004; McNally, Brown, & Jackson, 2012). Direct experimental 

support for this hypothesis has been limited, although such a trade-off between cognitive 

abilities and fitness (larval competition) has been previously observed in Drosophila 

(Mery & Kawecki, 2003) and wild birds (Cole & Quinn, 2012).  In mice, we have 

recently reported in mice that the predisposition for social subordination was associated 
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with superior general cognitive ability mice, suggesting this can reflect a native 

predisposition that precedes exposure to social pressures (Matzel, Kolata, Light, & Sauce, 

2016). (For a deeper exploration of this and other hypotheses on the fitness value and 

persistent variation of intelligence among humans and other animals, see Burkart et al., 

2017; Thornton, Isden, & Madden, 2014.) 

To our surprise, our Enrichment group had a heritability not significantly different 

from zero, while our Control group had a moderate heritability of 0.55. As seen above, 

this is the opposite of what is typically found in humans. A possible explanation is that 

mice in the Enrichment group showed lower estimated genetic variance because of more 

environmental variance. Typical methods in quantitative genetics usually give first dibs 

to genetics, and gene-environment interactions are counted as independent genetic 

effects. So in human populations, gene-environment interactions in high SES groups 

inflate the estimates of heritability. In our study, however, there was no gene-

environment interaction, and so the environmental effects were independent for both 

groups. And because these effects were arguably stronger in the Enrichment group than 

the Control group (due their environment’s higher complexity), this has the potential of 

decreasing the estimate of heritability of the Enrichment group. 

It is also possible that our estimate of GCA’s heritability would be different if we 

measured at a different age, since here the mice were already 5-6 weeks of age (thus 

entering adolescence) at the start of the differential treatment. The study done at an 

earlier age could have resulted in a different heritability in two different ways: 

 A lower heritability in younger mice because the environmental enrichment 

would have had a greater independent effect improving GCA. In humans, an early 
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age is related to more overall malleability, including cognitive traits and skills 

(Cunha, Heckman, Lochner, & Masterov, 2006). As an example related directly 

with IQ measures, Rindermann & Thompson (2016) compared immigrants to 

natives worldwide and found that immigration was associated with a change in IQ 

toward that of the native inhabitants.  Depending on the quality of the host 

country’s educational system and economic resources, increases or decreases in 4 

IQ were typical. And the size of the changes depended not only on the quality of 

the environment, but also the age at the time of immigration – an earlier age was 

always related to bigger changes in IQ (Rindermann & Thompson, 2016). 

Therefore, if our mice were younger during the environment enrichment, their 

GCA gains could have been higher, and that could have led to a smaller 

heritability for the same reason discussed above (i.e., lower estimated genetic 

variance because of more environmental variance). 

 A lower heritability in younger mice because the heritability of IQ is known to 

increase with age (at least in humans) similar to what happens across SES (seen in 

the Introduction). In populations of age 4-5 years, the heritability of IQ is 

estimated at approximately 0.22. By 16 years of age, the heritability of IQ is 

estimated to be 0.62. Even more striking, by age, the heritability of IQ is greater 

than 0.80 (Bouchard, 1997; Haworth et al., 2009). Given that the genome is 

largely established at birth, a population is not gaining much genetic variation as 

it ages (except for age-dependent genes). This suggests that the increase in IQ’s 

heritability (or the genetic variation related to IQ variation) observed across the 

lifespan is, in large part, an interplay of the genome with the environment. It is 
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important to note that G×E does not need to be completely cumulative. The 

increase in heritability across age could, in part, be because as people age, both 

the environments as well as the genetic effects relevant to IQ get more diversified 

(due, respectively, to cognitively complexity of adult life, and to genes with late 

onset).  That, in turn, can lead to more opportunities for G×E to happen.  Hence, if 

for a 6-year-old many of the environmental and genetic effects do not interact, by 

age 18 the number and complexity of active environment and genes is such that 

there are many more opportunities for “collisions” in G×E.  This G×E would be 

interpreted as independent genetic effects and would inflate estimates of 

heritability in adulthood.  Therefore, a study with younger mice and with a longer 

time of treatment would certainly have been favorable for detecting potential G×E 

interactions (if they are occurring at all). 

Studies with animals have in the past used designs similar to ours to test for G×E 

effects on physical traits (examples in Christe, Møller, Saino, & De Lope, 2000; Dupont-

Nivet et al., 2008; Merilä, 1996; Omasaki, Charo-Karisa, Kahi, & Komen, 2016; 

Woodgate et al., 2014). However, this was the first time this type of study has been 

performed to examine a complex psychological trait such as intelligence. This 

represented the first direct test from an experimental manipulation of a gene x 

environment interaction behind individual differences in intelligence. To our surprise, 

though, there was no G×E interaction in our study. 

Even though we didn’t find evidence for G×E, it is important to note that GE 

interplay is still likely to influence intelligence in mice. Evidence from evolutionary 

genetics strongly suggests that traits related to survival and reproduction (like 
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intelligence, as seen above) have a large reservoir of hidden variance in the form of 

interactions (Merilä & Sheldon, 1999). This type of diversity comes from both gene-gene 

and gene-environment interactions, and is generally referred to as “hidden” variation 

because it has the potential to affect a trait, but is not expressed under typical/current 

conditions (Le Rouzic & Carlborg, 2008). These interactions capture genetic variation 

and accumulate mutations that stay latent for long periods of time, since natural selection 

is “blind” to anything other than additive, independent effects (Hermisson & Wagner, 

2004).  And since additive genetic variation is what fuels evolution by natural selection, 

important traits like intelligence might only continue to evolve at a fast pace because of 

constant new G×G and G×E hidden effects. Perhaps future studies should test other 

environmental factors influencing intelligence that might interact with genes. In addition, 

the change in heritability across environments that we found in mice further suggests a 

role of gene-environment interplay. Maybe this change in heritability might have been 

due to GE correlations instead. However, it might be even harder to directly measure 

correlations relative to interactions. Not only one would need to know what 

environmental factors influences intelligence, but also restrict individuals with particular 

genes to get more/less of that specific environment without correlating it with other 

(confounding) factors. Of course, this is much more plausible to be done first with non-

human animals, and perhaps future studies will be able to estimate in GE correlations. 

Lastly, it is important to emphasize why the results in the current study matter. 

Intelligence is arguably one of the most widely influential psychological traits. Not only 

is IQ a recognizably consistent measure, it also independently predicts real (and 

sometimes quite surprising) outcomes such as academic grades, income, social mobility, 
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happiness, marital stability and satisfaction, general health, longevity, reduced risk of 

accidents, reduced risk of drug addiction, and reduced likelihood of committing violence 

and crimes (Gottfredson, 1998; Mackintosh, 2011). A clear understanding of the causes 

of variation in intelligence is critical for future research in psychology, and its potential 

applications in society are self-evident. The results from the current study could help 

laying the groundwork for future studies on the independent effects and interactions 

between environment and genes in shaping general intelligence in humans.  
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