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Volcanic eruptions can have global climate impacts lasting several years. Large explosive 

eruptions can inject sulfur gases into the stratosphere, which are converted to sulfate 

aerosols. These large masses of stratospheric aerosols decrease incoming shortwave solar 

radiation, resulting in the cooling of the Earth’s surface. Sulfate aerosols injected into the 

tropical stratosphere are transported poleward with a global e-folding lifetime of about 

one year, meaning climate impacts of large volcanic eruptions can last up to several 

years. Because of the lack of observations, climate models are heavily relied upon to 

analyze the climate impact of large, explosive volcanic eruptions. 

 While current climate models can reasonably reproduce many of the typical 

climate responses to volcanic eruptions—suppressed precipitation and droughts and 

surface cooling lasting two to three years—there are other observed responses that are not 

as well reproduced in climate models. For example, the Northern Hemisphere (NH) 

winter warming response in the first 1–2 winters after tropical volcanic eruptions, which 

is well observed, is not captured in most model simulations. The surface winter warming 

response over NH landmasses is caused by a strengthened polar vortex due to the heating 

of volcanic aerosols in the tropical stratosphere. A strengthened polar vortex has been 
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associated with a positive phase of the North Atlantic Oscillation and the Arctic 

Oscillation, both indices of the wintertime variability of NH sea level pressure. In this 

thesis, I explore the model response to volcanic eruptions, focusing in particular on the 

apparent lack of a winter warming response in current climate model simulations. My 

first step is to examine the winter warming response to tropical volcanic eruptions in the 

Coupled Model Intercomparison Project 5 (CMIP5) historical simulations. Previous 

studies have analyzed the response in the historical simulations, but looked at only 13 

CMIP5 models and averaged the first two winters, finding little to no response. Here, I 

analyze all 24 CMIP5 models, include only the two largest eruptions (1883 Krakatau and 

1991 Pinatubo), and look at only the first winter after the eruptions. 

 The CMIP5 historical ensemble has the advantage of a large number of models 

and a large number of ensemble members for each model. On the other hand, the 

drawback of analyzing the historical ensemble is that there are only two very large 

eruptions over the 1850–2005 historical period. Therefore, as a second step, I analyze the 

winter warming response in the CMIP5/Paleoclimate Model Intercomparison Project 3 

past1000 ensemble and the Community Earth System Model (CESM) Last Millennium 

Ensemble. These experiments, which span 850–1850, are longer than the historical 

experiment, and therefore have fewer participating models and fewer ensemble members 

for each model. However, there were many more large volcanic eruptions over the 850–

1850 period than in the historical period, which will provide a better look at the winter 

warming response to large volcanic eruptions. 

 In contrast to the general winter warming response to tropical volcanic eruptions, 

I also focus on a specific eruption to which the response has not been well resolved by 
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climate models. The Laki eruption in Iceland, which began in June 1783, was followed 

by many of the typical climate responses to volcanic eruptions: suppressed precipitation 

and droughts, crop failure, and surface cooling lasting two to three years. In contrast to 

the observed cooling in 1784–1786, the summer of 1783 was anomalously warm in 

western Europe, with July temperatures reaching more than 3 K above the mean in some 

areas. While climate models can generally reproduce the surface cooling and decreased 

rainfall associated with volcanic eruptions, model studies have failed to reproduce the 

extreme warming in western Europe that followed the Laki eruption. As a result of the 

inability to reproduce the anomalous warming, the question remains as to whether this 

phenomenon was a response to the eruption, or merely an example of internal climate 

variability. Using CESM from the National Center for Atmospheric Research, I 

investigate the role of the aerosol indirect effect of the “Laki haze,” and propose a 

mechanism for its effect on Europe’s summer climate. Understanding the cause of this 

anomaly is important not only for historical purposes, but also for understanding and 

predicting possible climate responses to future high-latitude volcanic eruptions. 
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MY CONTRIBUTION TO THE WORK 

 I wrote three journal articles based on this dissertation work (two published, one 

in preparation). Zambri and Robock [2016] and Zambri et al. [2017] focused on the 

simulated winter warming response and summer monsoon reduction after large tropical 

volcanic eruptions in state-of-the-art climate models, and Zambri et al. [in prep] modeled 

the climate impacts of the 1783–1784 Laki fissure eruption in Iceland. 

 Zambri and Robock [2016] analyzed climate model output from the Coupled 

Model Intercomparison Project 5 (CMIP5) historical ensemble, a model experiment 

spanning 1850–2005, specifically looking at the simulated winter warming response and 

summer monsoon reduction after the two largest tropical volcanic eruptions in the 

historical period. This project was inspired by the consensus that current climate models 

are in general unable to produce the winter warming response that has been observed 

after large tropical volcanic eruptions in the real world [Charlton-Perez et al., 2013; 

Driscoll et al., 2012; Robock and Mao, 1992]. I analyzed the results, produced all of the 

graphics and conclusions, and wrote my first paper [Zambri and Robock, 2016]. Dr. 

Robock was involved in discussing results during the whole project and contributed to 

editing the manuscript.  

 My second project was motivated by my first, after noting that there were only 

two large volcanic eruptions in the 1850–2005 historical period. In contrast, the 

PMIP3/CMIP5 past1000 ensemble, spanning 850–1850, included many more large 

volcanic eruptions. Therefore, I did the same type of analysis of winter warming and 

summer monsoon response as in Zambri and Robock [2016] for this model ensemble. I 

analyzed the results, produced all of the graphics and conclusions, and wrote the 
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manuscript for Zambri et al. [2017]. The output analyzed in Zambri et al. [2017] included 

six simulations from the National Aeronautics and Space Administration Goddard 

Institute for Space Studies E2-R climate model run by physical research scientist Dr. 

Allegra N. LeGrande. Dr. LeGrande and Dr. Robock also contributed to discussions 

during the project and to editing the manuscript. Dr. Joanna Slawinska provided post-

processed output from the Community Earth System Model Last Millennium Ensemble 

(CESM-LME) simulations. 

The third paper was built on a mutual interest between Dr. Robock and Dr. Anja 

Schmidt, an interdisciplinary lecturer in climate modeling at the University of 

Cambridge, in the climate impacts of the 1783–1784 Laki eruption in Iceland. Dr. 

Schmidt’s Ph.D. dissertation focused on the climate impacts of the Laki eruption, 

including aerosol indirect effects on clouds from the Laki aerosols. However, several 

phenomena after the Laki eruption still remain unexplained, namely the warm summer in 

Europe and extremely cold winter in North America. In the summer of 2016, I went to 

NCAR to learn how to run the CESM. While there, I met with Dr. Schmidt and Dr. 

Michael Mills, a project scientist at NCAR, to discuss what type of Laki simulations I 

wanted to do. Dr. Schmidt and Dr. Mills agreed to help me with troubleshooting the 

model, as they were both experienced using this model. I performed an ensemble of 

climate model simulations of the Laki eruption, analyzed the output, and wrote the 

manuscript for Zambri et al. [in prep.]. Dr. Mills, Dr. Robock, and Dr. Schmidt, engaged 

with me in discussion about the results, and contributed to editing the manuscript. 
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CHAPTER 1: INTRODUCTION 

This dissertation consists of three studies with the objective of understanding how 

large explosive volcanic eruptions affect the climate system, and improving our 

understanding of the abilities and limitations of current climate models to simulate these 

effects. The first two studies assess the ability of current climate models to simulate the 

wintertime dynamical response to large volcanic eruptions; the third study investigates 

the peculiar climate phenomena surrounding the 1783-1784 Laki volcanic eruption in 

Iceland. Specifically, this work intends to address the following scientific questions: 

1. Can current climate models simulate the observed Northern Hemisphere (NH) 

warming response in the first winter after large tropical volcanic eruptions? 

2. What roles do model resolution and choice of volcanic forcing data set play in the 

simulated NH winter warming and NH summer monsoon responses? 

3. Were the climate changes in Europe in the summer of 1783 and the winter of 

1783-84 caused by the Laki eruption, or are they examples of natural climate variability? 

 

1.1 Volcanic eruptions and climate 

Volcanic eruptions can have global climate impacts lasting several years. Indeed, 

large explosive eruptions can inject sulfur gases into the stratosphere, which are then 

converted to sulfate aerosols over a period of weeks [Pinto et al., 1989; Zhao et al., 1995; 

Robock, 2000]. These large masses of stratospheric aerosols impact both shortwave (SW) 

and longwave (LW) radiation. The volcanic aerosol cloud decreases direct radiation and 

increases diffuse radiation as the aerosols scatter incoming SW radiation, with a net 

decrease in incoming SW radiation resulting in a cooling of Earth’s surface [Robock and 
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Mao, 1995; Robock, 2000]. Sulfate aerosols created by sulfur injected into the tropical 

stratosphere, from where they are transported poleward, are more likely to have a long-

lasting global climate impact than those originating from high-latitude eruptions, which 

tend to remain at high- and mid-latitudes [Kravitz and Robock, 2011; Timmreck, 2012; 

Toohey et al., 2016]. Other factors that have an influence on the climate response to 

volcanic eruptions include season of eruption and injection height [Toohey et al., 2011, 

2013, 2016]. 

Because of the changing composition of the stratosphere due to increased 

anthropogenic emissions of greenhouse gases, aerosols, and ozone-depleting halogens, 

volcanic aerosols also serve as surfaces for chlorine-liberating chemical reactions that 

destroy stratospheric ozone [Solomon, 1999; Muthers et al., 2014]. This stratospheric 

ozone depletion also affects the atmospheric dynamic response to volcanic eruptions 

[Robock, 2000; Stenchikov et al., 2002; Muthers et al., 2004]. In the past, when 

stratospheric chlorine levels were lower, the heterogeneous deactivation reactions of 

nitrogen oxides (NOx) on sulfate aerosols surfaces had the opposite effect, instead 

slowing down NOx-induced ozone depletion [Tie and Brasseur, 1995; Solomon et al., 

1996]. Sulfate aerosols act as a component to facilitate heterogeneous reactions, which 

deactivate nitrogen oxides, but in turn activate halogens, leading to a significant reduction 

of the ozone concentrations [Solomon, 1999; Rozanov et al., 2002].  

There are a number of reasons why a better understanding of the impacts of 

volcanic eruptions is so important. Accurate assessment of the cooling effect of volcanic 

eruptions over the past century is important for the attribution of the warming of the past 

century to anthropogenic greenhouse gases [Robock, 2000]. Understanding the indirect 
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impacts of volcanic eruptions on atmospheric and oceanic circulation will help to make 

better seasonal forecasts after the next large eruption. The impacts of volcanic eruptions 

serve as analogs to nuclear winter and geoengineering [Robock et al., 2008]. 

 

1.2 Indices of past volcanism 

To evaluate the causes of climate change during the past century and a half of 

instrumental records or during the past 1000 years, a reliable record of the volcanic 

aerosol loading of the atmosphere is necessary. Many indices have been compiled, based 

on different data sources and criteria. Here, I summarize the different indices that were 

used as model input for the CMIP5/PMIP3 simulations [Taylor et al., 2012]. 

Combinations of surface, aircraft, balloon, and satellite measurements have helped to 

quantify the optical properties, distribution, and transport of the aerosols from the 1982 

El Chichón [Robock, 1983] and 1991 Pinatubo [Stenchikov et al., 1998] eruptions 

[Robock, 2000]. Even observations of the most recent large eruptions, though, are 

imperfect [Stenchikov et al., 1998]. For example, Stenchikov et al. [1998] reported that 

observations at latitudes 20°S-20°N, the latitudes of maximum concentration for the 

Pinatubo aerosol cloud, were limited due to sparse lidar data at these latitudes and 

saturation of SAGE II measurements in the first months after the eruption. 

 For the CMIP5 historical experiment of the last 150 years, modeling groups—

who commonly represent aerosols in four latitude bands [Marshall et al., 2009]—used 

volcanic input data from Sato et al. [1993], Stenchikov et al. [1998], Ammann et al. 

[2003], and Ammann et al. [2007]. Sato et al. [1993] derived a data set of aerosol optical 

depths (AOD) for the period 1850-1990 based on different types of data from four 
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different periods. Due to a lack of measurements of optical extinction for 1850-1882, 

Sato et al. [1993] made estimates of AOD for this period based on a scaling of the 

volume of ejecta from Mitchell [1970], and assumed a globally uniform AOD for this 

period. For the period 1883-1978, the data are based on measurements of atmospheric 

optical extinction. Because all of the measurements before 1960 are from the NH, 

Southern Hemisphere (SH) optical depths are inferred based on the latitudes of the 

volcanoes for 1883-1959. For example, the 1883 Krakatau eruption occurred near the 

equator, so equal AODs were assumed for both the NH and SH. With the launch of 

instruments like Stratospheric Aerosol Monitor (SAM) II in 1978 [McCormick et al., 

1979] and Stratospheric Aerosol and Gas Experiment (SAGE) I and II in 1979, Sato et al. 

[1993] were able to use satellite data to provide more accurate estimates for El Chichón 

and Pinatubo. 

 Stenchikov et al. [1998], pointing out that microphysical parameters like aerosol 

size distribution and composition define aerosol spectral optical properties, developed a 

more detailed set of aerosol parameters for the 1991 Pinatubo eruption. Using as input 

retrievals of optical depth and effective radius from SAGE II and Upper Atmosphere 

Research Satellite [UARS; Lambert et al., 1997], respectively, they calculated a spectral-, 

space-, and time-dependent data set including aerosol extinction, single-scatter albedo, 

and asymmetry parameter. While Stenchikov et al. [1998] focused on the microphysical 

properties of the aerosols, Ammann et al. [2003, 2007] instead fixed the particle size 

distribution and used the Department of Energy Parallel Climate Model [Washington et 

al., 2000] to model the spread of volcanic aerosols, taking into account the seasonal 
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changes in stratospheric transport. This resulted in a monthly-varying data set with 64 

latitude bands, a much higher meridional resolution than in Sato et al. [1993]. 

Another issue with all the indices is missing volcanoes, which is increasingly 

important further back in time [Robock, 2000]. Volcanoes only appear in most of the 

indices if the eruption is identified by a report from the ground. For this reason, all the 

indices may miss some SH eruptions. As recently as December 1981, the eruption of 

Nyamuragira was observed with lidar but the aerosol cloud was reported as the “mystery 

cloud” until the source was identified several years later [Krueger et al., 1996; Robock, 

2000]. Before the beginning of satellite and lidar records in 1978, there may be important 

missing eruptions. This problem does not exist for individual ice core records, because 

they are objective measures of volcanic sulfuric acid. The problem, however, with ice 

cores is that fewer records exist for periods farther back in time, and each ice core record 

is extremely noisy and may have other problems [Robock, 2000]. 

Robock and Free [1995] discussed a number of issues in using ice cores as 

measures of volcanic aerosol loading. Ice core records are sometimes base on acidity, yet 

not all acidity maxima are necessarily volcanic signals. Anthropogenic emission of 

sulfate can lead to a higher background sulfate concentration in some cores, adding noise 

and making the signal extraction process more difficult. Several issues arise with regard 

to the timing of the deposit, including accuracy of dating and duration of eruption. 

Eruptions close to the ice sheet that deposit sulfate through transport in the troposphere 

can be sources of false volcanic signals. The irregularity of aerosol transport in the 

stratosphere related to the timing, latitude, and injection height of the eruption will 

change how much sulfate is deposited for a given sulfur mass erupted. The stochastic 
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nature of snowfall and dry deposition, the processes by which sulfate aerosols reach the 

surface, can lead to low correlation between ice cores in nearby regions. Mixing due to 

blowing snow is yet another source of noise in the ice cores. Testing for acidity in ice 

cores using the electrical conductivity method is sensitive to temperature, which is 

another potential source of measurement error. 

Still, ice core reconstructions have been vital tools for recording volcanism in the 

distant past [Gao et al., 2008; Crowley et al., 2008; Sigl et al., 2015]. The two ice core 

reconstructions used for the CMIP5/PMIP3 past1000 [Braconnot et al., 2012] and 

CESM-LME [Otto-Bliesner et al., 2016] experiments were Gao et al. [2008] and 

Crowley et al. [2008]. Gao et al. [2008] constructed the Ice-core Volcanic Index 2 (IVI2) 

using 36 ice cores from Greenland and Antarctica. To convert from ice core deposition to 

stratospheric sulfate loading, Gao et al. [2008] used calibration factors that were 

calculated from radioactive deposition from nuclear bomb tests, satellite observations of 

Pinatubo aerosol loading, and model simulations of volcanic sulfate transport and deposit 

from various large eruptions [Gao et al., 2007]. Then, stratospheric sulfate injections 

were converted to a volcanic forcing index using a modified stratospheric transport 

parameterization [Grieser and Shönwiese, 1999] combined with a function to describe the 

sedimentation and formation of aerosols [Gao et al., 2008]. Vertical aerosol distributions 

were interpolated based on lidar measurements after the 1991 Pinatubo eruption [Antuña 

et al., 2002]. The time evolution of the volcanic aerosols begins with a linear buildup of 

the total aerosol mass for 4 months after an eruption, followed by an exponential decrease 

of the stratospheric aerosol mass with a global mean e-folding time of 12 months [Gao et 



	

	

7	

al., 2008]. The IVI2 forcing assumes a linear relationship between total stratospheric 

aerosol load and global AOD. 

Crowley et al. [2008] based their reconstruction on 13 cores from both Greenland 

and Antarctica, and their methods are described in Crowley and Unterman [2013]. They 

calibrated mean sulfate deposition values by scaling against AOD measurements after the 

Pinatubo eruption [Sato et al., 1993]. Using a method similar to Gao et al. [2008], 

Crowley et al. [2008] assume a linear increase in AOD for five months, plateau for three 

months, and decrease with an e-folding lifetime of 1 year for tropical eruptions. Crowley 

et al. [2008] provide an estimate of AOD from a 2/3-power scaling for eruptions larger 

than the 1991 Pinatubo eruption, which leads to larger eruptions having smaller climate 

impacts in this data set than in Gao et al. [2008] [Crowley and Unterman, 2013; Metzner 

et al., 2014]. 

 

1.3 Winter warming after tropical volcanic eruptions 

In addition to reflecting incoming solar radiation, sulfate aerosols absorb solar 

near-infrared and terrestrial infrared radiation, warming the stratosphere [e.g., Lacis et 

al., 1992; Stenchikov et al., 1998]. In the 2 years after the 1982 El Chichón and 1991 

Pinatubo eruption the globally averaged stratospheric temperature rose by about 1 K and 

2 K, respectively [Robock, 2000]. For tropical volcanic eruptions, this infrared forcing 

leads to an anomalously warm equatorial lower stratosphere, increasing the equator-to-

pole temperature gradient. Volcanic aerosols are also associated with polar stratospheric 

ozone loss by activation of halogens, which results in a cooling of the polar stratosphere, 

further increasing the gradient [Solomon, 1999; Stenchikov et al., 2002; Muthers et al., 
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2014; Barnes et al., 2016]. By the thermal wind relation, the anomalous temperature 

gradient results in stronger westerly winds in the stratosphere. 

It is unclear, however, what contribution the enhanced temperature gradient from 

heating by volcanic aerosols makes to the strengthened stratospheric polar vortex at 60°N 

[Stenchikov et al., 2002; Toohey et al., 2014; Bittner et al., 2016b].  Stenchikov et al. 

[2002] turned off direct heating of volcanic aerosols in a climate model simulation using 

the Geophysical Fluid Dynamics Laboratory (GFDL) SKYHI model [Fels et al., 1980]. 

They found that, with volcanic aerosols cooling the surface but not heating the 

stratosphere, SKYHI still simulated winter warming over Eurasia and North America. 

They instead proposed that maximum surface cooling in the tropics weakens the 

meridional temperature gradient in the troposphere, leading to a decrease in upward 

planetary wave flux and causing a strengthened polar vortex. In contrast to this theory, 

though, observations of the 1963 Agung, 1982 El Chichón, and 1991 Pinatubo eruptions 

show an increased wave flux after large volcanic eruptions [Graf et al., 2007]. Consistent 

with Graf et al. [2007], using the Max Planck Institute Earth System Model [MPI-ESM; 

Giorgetta et al., 2013] Toohey et al. [2014] found increased upward planetary wave 

activity in the mid and high latitudes, which weakens the polar vortex. Recently, 

modeling studies have resulted in newly proposed mechanisms for the strengthened polar 

vortex, including increased stratospheric residual circulation and southward deflection of 

planetary waves [Toohey et al., 2014, Bittner et al., 2016b].  

Despite the uncertainty with regard to the mechanism, the strengthened polar 

vortex leads to positive temperature anomalies over northern Eurasia and sometimes parts 

of North America, a response known as “winter warming” [Robock and Mao, 1992; 
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Perlwitz and Graf, 1995]. Significant cooling has also been observed in the Middle East 

[Robock, 2000]. Though Groisman [1985] identified winter warming in Russia after large 

volcanic eruptions, Robock and Mao [1992] were the first to examine the full NH winter 

surface temperature patterns. They averaged the first or second winter—depending on the 

latitude of the eruption—of the 12 largest volcanoes since 1883, and found significant 

surface warming over Eurasia and parts of North America, with significant cooling in the 

Middle East [Robock and Mao, 1992]. 

Perlwitz and Graf [1995] and Kodera et al. [1996], among others, have associated 

a strong polar vortex with a positive phase of the North Atlantic Oscillation—an index of 

the wintertime variability of north-south Northern Hemisphere sea-level pressure 

gradients between 110°W and 70°E [Hurrell, 1995; Christiansen, 2008]—or the Arctic 

Oscillation (AO), the first empirical orthogonal function of NH winter monthly sea level 

pressure anomalies [Thompson and Wallace, 1998]. A positive AO corresponds to 

anomalously low pressure over the pole, and anomalously high pressure at midlatitudes, 

with the anomalies changing signs in the negative phase. After large volcanic eruptions a 

positive phase of the AO has been observed for the following 1 to 2 winters [Robock and 

Mao, 1992; Stenchikov et al., 2002; Shindell et al., 2004].  

 

1.4 Modeling the winter warming response 

Multiple early modeling studies reported moderate success in simulating the 

atmospheric dynamical response to volcanic eruptions [Graf et al., 1993; Kirchner et al., 

1999; Kirchner and Graf, 1995; Rozanov, 2002; Shindell et al., 2001; Stenchikov et al., 

2002]. Graf et al. [1993] and Kirchner and Graf [1995] used the MPI ECHAM2 model in 
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a perpetual-January experiment, and reported a strengthened polar vortex and surface 

warming similar in structure to the observed response to the 1991 Pinatubo eruption. 

Kirchner et al. [1999] used the updated ECHAM4 with a data ocean, based on 

climatological, El Niño, and La Niña SSTs, and found a surface winter warming pattern 

very similar, both in pattern and magnitude, to observations and reanalysis after the 

Pinatubo eruption, with significant warming over North America and Eurasia and 

significant cooling over the Middle East. Stenchikov et al. [2002] found a strengthened 

polar vortex and surface warming with the GFDL SKYHI model, and even found a 

winter warming response to volcanic surface cooling without stratospheric heating. 

In contrast to these early results, Stenchikov et al. [2006], Driscoll et al. [2012], 

and Charlton-Perez et al. [2013] showed that CMIP3 and CMIP5 models produced 

imperfect simulations of the surface winter warming response to large volcanic eruptions 

when examining an average of the first two NH winters following tropical volcanic 

eruptions. Stenchikov et al. [2006] analyzed the AO response to the nine largest volcanic 

eruptions from 1880 to 2000 between 40°S and 40°N in seven CMIP3 models. Only two 

of seven models simulated significant warming over Eurasia, and while five of the seven 

models simulated a stronger-than-normal polar vortex, the anomalies were much smaller 

than those observed. Driscoll et al. [2012] performed a similar analysis, this time with 

output from 13 CMIP5 models, and using the same nine volcanic eruptions. Results were 

similar, with the CMIP5 models producing only a slightly strengthened stratospheric 

vortex, and failing to reproduce observed NH winter temperature responses following 

volcanic eruptions.  
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The perceived inability of climate models to produce this dynamical response in 

past studies has been attributed to several weaknesses in the models, including a 

simplified treatment of volcanic aerosols and deficiencies in model implementation of the 

Brewer-Dobson circulation [Stenchikov et al., 2006; Marshall et al., 2009; Thomas et al., 

2009; Driscoll et al., 2012]. It has been suggested that the stratosphere must be 

reasonably well-resolved in order for a model to respond to volcanic forcing in a realistic 

manner, but Charlton-Perez et al. [2013] also showed that results in CMIP5 models 

remained largely unchanged whether considering low-top or high-top models. A lack of 

ozone chemistry in the models has also been thought to contribute to the lack of a 

dynamical response, though some debate exists with respect to the importance of ozone 

depletion for the surface winter warming response [Stenchikov et al., 2002; Marshall et 

al., 2009]. Still, others have suggested that the models are unable to produce an AO 

response to large-scale forcing [Otterå, 2008; Driscoll et al., 2012], though Stenchikov et 

al. [2004], Shindell et al. [2004] and Bittner et al. [2016a] showed that this might not be 

the case. 

In contrast to Driscoll et al. [2012], through analysis of zonal wind anomalies 

Barnes et al. [2016] and Bittner et al. [2016a] found a strengthened polar vortex in the 

first winter after the largest eruptions in the CMIP5 historical simulations. In addition, 

previous studies have suggested that the simulated response does not depend on the 

chosen volcanic forcing data set [Driscoll et al., 2012; Maher et al., 2015]. On the other 

hand, others argue that the choice of volcanic forcing can significantly impact model 

responses [Schmidt et al., 2011; Toohey et al., 2014]. 
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1.5 Summer monsoon reduction after tropical volcanic eruptions 

In addition to the surface warming response caused by changes in stratospheric 

temperature and density gradients, circulation changes caused by atmospheric injection of 

sulfate aerosols by large volcanic eruptions are thought to reduce summer precipitation in 

Northern Africa and Asia [e.g., Rotstayn and Lohmann, 2002; Oman et al., 2006; Iles and 

Hegerl, 2015; Colose et al., 2016; Liu et al., 2016]. This is caused by a weakening of the 

Indian and African monsoon due to inhomogeneous cooling of the land and ocean, which 

decreases the temperature gradient between Europe and Asia and the Pacific and Indian 

Oceans [Colose et al., 2016; Iles and Hegerl, 2015; Liu et al., 2011; Man et al., 2012, 

2014; Man and Zhou, 2014; Oman et al., 2006]. 

After a large, explosive volcanic eruption, the decrease in radiation at the surface 

cools land preferentially to the ocean. This causes a reduction in land-ocean temperature 

gradients between Europe and Asia and the Pacific and Indian Oceans, thereby 

decreasing monsoon circulation. Historical accounts and previous studies support the idea 

that large tropical eruptions reduce summer precipitation in northern Africa and Asia and 

may tend to strengthen droughts in the region [Oman et al., 2006; Iles and Hegerl, 2014; 

Liu et al., 2016]. For example, the lowest rainfall in the Sahel region of Africa over 1940-

1990 occurred in the summers directly following the 1982 El Chichón eruption, 

suggesting that large tropical eruptions may tend to strengthen droughts in the region 

[Robock and Liu, 1994]. Similar drought conditions were reported across India in the 

summer after the 1783-1784 Laki eruption in Iceland [Mooley and Pant, 1981].  

Several modeling studies concluded that tropical volcanic eruptions reduce 

precipitation in NH summer, specifically in the African and Asian monsoon regions 
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[Colose et al., 2016; Iles and Hegerl, 2015; Liu et al., 2011; Man et al., 2012, 2014; Man 

and Zhou, 2014]. Liu et al. [2011] found reductions in both subtropical and extratropical 

East Asian summer monsoon (EASM) rainfall in response to volcanic forcing. This 

response is distinct from the natural, unforced state, in which the subtropical and 

extratropical rains vary with opposite signs. Man et al. [2012] found a stronger EASM 

during the Little Ice Age (LIA) than during the Medieval Warm Period in MPI-ESM 

simulations. They attributed the weaker monsoon during the LIA to the land-sea thermal 

contrast change, which was forced by volcanic cooling. Similar results were found in 

Man et al. [2014] for the Agung, El Chichón and Pinatubo eruptions, and by Man and 

Zhou [2014] using output from a FGOALS-gl model simulation of the last millennium.  

In addition, Colose et al. [2016] showed that the Goddard Institute for Space Studies 

Model E2-R (GISS-E2-R) past1000 and CESM-LME ensembles show a general decrease 

in tropical precipitation after tropical volcanic eruptions.  

 

1.6 Climate impacts of the 1783-1784 Laki eruption in Iceland 

High latitude eruptions have a more limited impact on global climate than tropical 

eruptions of the same size, because the atmospheric circulation causes the aerosol plume 

to remain in the hemisphere in which the eruption occurs [e.g., Kravitz and Robock, 

2011]. One high-latitude eruption that is often studied is the 1783-1784 Laki eruption in 

Iceland, which was unique in that it injected sulfur gas into the lower troposphere as well 

as into the lower stratosphere [Highwood and Stevenson, 2003; Oman et al., 2005, 2006; 

Kravitz and Robock, 2011; Schmidt et al., 2012; Pausata et al., 2015a, 2015b, 2016]. In 

addition to a constant effusing of gas in the troposphere from June 8, 1783 to February 7, 
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1784, Laki was characterized by 10 approximately El Chichón-sized eruptions which 

injected sulfur gas into the lower stratosphere from 9-13 km [Thordarson and Self, 2003].  

In addition to its unique eruption type, Laki was followed by abrupt and unique 

regional climate change in the years following. The eruption was followed by an 

extremely warm summer in Europe, an extremely cold winter in most of the Northern 

Hemisphere [Luterbacher et al., 2004; Schmidt et al., 2012; Thordarson and Self, 2003], 

and extreme drought, crop failure, and famine in Africa and Asia for several years 

[Finnsson, 1796; Oman et al., 2006; Wood, 1992]. While surface cooling and reductions 

of tropical precipitation are expected impacts of a volcanic eruption and have been 

reproduced by model studies in the past [e.g., Oman et al., 2006; Schmidt et al., 2012], 

the European heat wave in July 1783 and the cold winter of 1783-1784 have yet to be 

explained or reproduced. Discussion remains as to whether the anomalously warm 

temperatures were due to greenhouse warming by sulfur gases in the troposphere that 

made their way to Europe from Iceland, or if the warming was merely an example of 

climate variability [Thordarson and Self, 2003]. In addition, D’Arrigo et al. [2011] argue 

that natural variability in the form of a concurrent El Niño and negative phase of the 

North Atlantic Oscillation (NAO), and not the Laki eruption, was responsible for the 

extremely cold winter of 1783. However, Pausata et al. [2015a, 2016] demonstrated that 

large, high-latitude eruptions can increase the likelihood of an El Niño in the first year 

after the eruption.  

 

1.7 Do volcanic eruptions cause El Niños? 

The impact of volcanic eruptions on the El Niño-Southern Oscillation (ENSO) 



	

	

15	

has been investigated at length, with mixed results. Some studies found a connection 

between volcanic eruptions and ENSO events [e.g., Adams et al., 2003; Mann et al., 

2005; McGregor and Timmerman, 2011; Wahl et al., 2014], while others found little to 

no correlation [Robock et al., 1995; Self et al., 1997; Ding et al., 2014]. Adams et al. 

[2003] found a preferred multi-year El Niño-like response in the first 3 years after 

tropical eruptions, with a reversal to La Niña-like conditions in years 4-6, with the El 

Niño response the stronger of the two. Mann et al. [2005] used the Zebiak-Cane model of 

the coupled tropical Pacific and found that occurrence of an El Niño after a large tropical 

volcanic eruption is approximately twice as likely as with normal conditions. On the 

other hand, McGregor and Timmerman [2011] used the NCAR Community Climate 

System Model, version 3 (CCSM3) and found a significant increase in the likelihood of a 

La Niña event in the year after an eruption. Wahl et al. [2014] found an increase in the 

likelihood of both positive and negative ENSO events in the first year after a volcanic 

eruption, depending on the set of eruptions chosen. In contrast to these results, Robock et 

al. [2015] used a modified version of NCAR Community Climate Model 1 to conclude 

that the El Niño after the 1982 El Chichón was not forced by the eruption, and that the 

concurrence of the two was rather coincidence. Similarly, Self et al. [1997] asserted that 

the timing of the Krakatau, El Chichón, and Pinatubo eruptions and the concurrent El 

Niños implies at most an amplification response to volcanic aerosols, but not a direct 

cause-and-effect relationship. Ding et al. [2014] found no link between volcanic forcing 

and ENSO amplitude in CMIP5 models. 

More recently, studies have demonstrated more conclusive results. Maher et al. 

[2015] found in CMIP5 models an increased likelihood of an El Niño event in the first 
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NH winter after an eruption with a corresponding increase in the probability of a La Niña 

event in the third post-eruption winter. Predybaylo et al. [2017] also found an increased 

probability of an El Niño in the first year after the eruption with a dependence on the 

initial condition of ENSO. Specifically, they found a strengthening of El Niño in neutral 

conditions, a lengthening of central Pacific El Niños, a weakening of Eastern Pacific El 

Niños, and no effect on La Niña conditions. Stevenson et al. [2016] found a tendency 

toward El Niño in the second winter after tropical eruptions, with a dependence on 

seasonality of the eruption [Stevenson et al., 2017]. On the other hand, Le [2017] found a 

negative ENSO response after volcanic eruptions in simulations of the last millennium. 

Khodri et al. [2017] showed that tropical volcanic eruptions trigger El Niños through a 

weakening of the West African monsoon and the resulting atmospheric Kelvin wave, 

which drive equatorial westerly wind anomalies in the western Pacific. 

Pausata et al. [2015a, 2016], using the Norwegian Earth System Model 1 

[NorESM1-M; Bentsen et al., 2013], found that NH high-latitude eruptions increase the 

likelihood of an El Niño. They hypothesized that the southward shift of the Inter-Tropical 

Convergence Zone (ITCZ) due to preferential cooling in the NH [Colose et al., 2016] 

generates anomalous westerly winds at the surface of the central and western equatorial 

Pacific and equatorial northerlies in the eastern pacific, priming the Pacific Ocean for an 

El Niño-like perturbation [Pausata et al., 2015a]. Pausata et al. [2016] examined the role 

of initial conditions, and found that the largest anomalies are simulated after an eruption 

that occurs during a developing La Niña or ENSO-neutral conditions. They attribute this 

result to the fact that the ITCZ is farther north and the equatorial trade winds stronger in 

La Niña and neutral conditions than in El Niño conditions. 
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1.8 Summary of dissertation work 

To evaluate the winter warming response in the first winter after large tropical 

volcanic eruptions in current climate models, I examined model output from the CMIP5 

historical experiment. I analyzed anomalies in surface air temperature, sea level pressure, 

and 50 hPa geopotential height in the NH winter (December-January-February, DJF) 

after the two largest tropical eruptions in the 1850-2005 historical period: Krakatau in 

1883 and Pinatubo in 1991. This work has already been completed and reported in 

Zambri and Robock [2016], and I summarize it here. I found that climate models in the 

CMIP5 ensemble are capable of producing circulation changes consistent with a positive 

AO and winter warming temperature responses for large enough eruptions. I also found 

that the models are capable of reproducing the weakening of the summer monsoon that 

has been observed after large tropical volcanic eruptions. Not all of the CMIP5 models 

produced a good winter warming or summer monsoon response following the 1883 

Krakatau and 1991 Pinatubo eruptions, but 16 of them did. Including seven other, smaller 

tropical eruptions, I found a similar but dampened response. 

 There are only two large eruptions in the historical period. Therefore, I also 

analyzed model simulations from 850-1850 CE, a period that contains 10 eruptions as 

large or larger than Pinatubo. This work has also been completed and reported in Zambri 

et al. [2017], and I summarize it here. I analyzed reflected SW radiation, 50 hPa heating 

anomalies, surface temperature, zonal-mean zonal wind, sea level pressure, and 

geopotential height in the NH winter after the eruptions, and precipitation in the NH 

summer after the eruptions for the CMIP5/PMIP3 past1000 experiment and for the 
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CESM-LME. I found here again that most models do produce a significant winter 

warming response, and that the response depends on the choice of volcanic forcing data 

set. 

 Finally, I conducted an ensemble of simulations with the CESM Whole 

Atmosphere Community Climate Model (WACCM), in order to assess the role of the 

Laki eruption in the anomalous European summer and winter of 1783. WACCM includes 

fully interactive stratospheric chemistry and includes aerosol indirect effects. By 

choosing initial conditions similar to synoptic observations in June 1783, I conducted a 

40-member ensemble of model simulations with and without the Laki eruption, in order 

to determine whether the warm summer of 1783 and extremely cold winter of 1783-1784 

was an effect of the Laki eruption or just an example of natural climate variability. 

Results indicate that the warm summer was, in fact, climate variability, rather than a Laki 

impact. Simulations with the eruption show significant cooling over Europe, while most 

of the eruptions without the eruption do show significant positive temperature anomalies 

over Europe. Some ensemble members with the eruption even show a warm-but-cooled 

anomaly, in very good agreement with observations. Results from the winter after Laki 

are less conclusive. It has been proposed that the cold winter was caused by a concurrent 

negative phase of the NAO and El Niño. The model simulations do show that the 

volcanic eruption increases the probability of an El Niño in the winter after the eruption. 

On the other hand, it is not apparent that the eruption has any significant effect on the 

winter circulation in the NH high latitudes. 
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CHAPTER 2: WINTER WARMING AND SUMMER MONSOON REDUCTION 

IN THE CMIP5 HISTORICAL ENSEMBLE 

2.1 Methods 

The model runs analyzed here are from the historical simulations (1850-2005) of 

CMIP5. Unlike some of the other external forcings (e.g., solar, greenhouse gases), which 

were standardized for the experiments, one of five volcanic forcing data sets—Ammann 

et al. [2003, 2007], Sato et al. [1993], Stenchikov et al. [1998], or Andres and Kasgnoc 

[1998]—was used by each modeling group. The volcanic forcing data set used by each 

model is given in Table 2.1.   

I chose to restrict analysis to those CMIP5 models that have at least two ensemble 

members for the historical experiment, and which had a realistic treatment of volcanic 

aerosols, that is, I excluded models which reduced the solar constant to achieve the 

radiative forcing associated with the eruption. Of the 22 models satisfying these 

requirements, I also discarded the 2 models (~10% of the set) with the lowest wintertime 

variability in 50 hPa geopotential height and zonal wind, as these models would not be 

expected to be able to produce an adequate response to the volcanic forcing. All available 

ensemble members were used for each model, with a total of 20 models and 122 

ensemble members. Individual model means were calculated before the multi-model 

mean, so that all models were given equal weight. Table 1 lists the models and some 

details regarding each model. 

 In previous studies, the nine largest volcanic eruptions between 40°N and 40°S 

over 1883 to 2005 were analyzed [Stenchikov et al., 2006; Driscoll et al., 2012]; here I 

restricted my analysis to the two largest eruptions over that same latitude band and time 
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frame, similarly to Bittner et al. [2016a]. I analyze surface air temperature, zonal mean 

zonal wind, geopotential height, and mean sea level pressure for the first NH winter 

(DJF) and precipitation for the first NH summer (June-July-August; JJA) after the two 

largest eruptions between 40°S and 40°N in the 1850-2005 CE historical period. I have 

therefore analyzed the first winters and summers after the 1883 Krakatau and 1991 

Pinatubo eruptions, with the exception of geopotential height, for which I have analyzed 

the 1982 El Chichón eruption in place of the Krakatau eruption. This distinction is made 

because of the choice of reanalysis data sets discussed below. See Table 2 for a brief 

description of the three volcanic eruptions considered. 

In addition to the low number of observed volcanic eruptions considered here, 

high variability during NH winter and influence by other natural factors such as El Niño 

and the Quasi-Biennial Oscillation (QBO) all contribute to a highly noisy volcanic signal 

with regard to the observations. However, the point of restricting the analysis to the two 

strongest volcanic eruptions, as was done by Bittner et al. [2016a], is to examine whether 

including smaller eruptions in past studies has had the effect of masking the ability of 

CMIP5 models to reproduce this NH winter dynamical response to tropical volcanic 

eruptions. In addition, previous studies have examined the role of El Niño in the winter 

warming response as well as including observations of several more eruptions [Robock 

and Mao, 1992; Stenchikov et al., 2006; Driscoll et al., 2012]; while including more 

eruptions helps to average out some of the climate variability—resulting in an average 

response that is lower in amplitude—the spatial pattern of the response remains largely 

unchanged. Therefore, for the sake of consistency with the model analysis, I present the 

observations for the same two volcanic eruptions in each case.  
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For surface air temperature, mean sea level pressure, and precipitation, the 

reanalysis of the 20th Century version 2 (20CRv2) [Compo et al., 2011] is used for 

comparison with observations. In addition, and because of the high uncertainty in the 

20CRv2 reconstructions of upper air fields [Compo et al., 2011], the ERA40 [Uppala et 

al., 2005] reanalysis fields are used to compare with lower stratosphere circulation 

changes during the winter season after the El Chichón and Pinatubo eruptions, as in 

Driscoll et al. [2012]. 

Previous studies have averaged the first two post-volcanic winters and have used 

different lengths of reference periods for each eruption [Stenchikov et al., 2006; Driscoll 

et al., 2012]. Here, post-volcanic seasonal anomalies are calculated by subtracting the 

first NH winter (DJF) and summer (JJA) after each eruption from the same seasonal 

mean of the five years before the eruption. The statistical significance of anomalies for 

individual model means and observations is evaluated with a bootstrapping method. 

Specifically, for each model, and for the reanalysis data, I computed 5000 synthetic 

anomalies for each ensemble member. I calculated the ensemble mean of each of the 

5000 synthetic data sets, and the 90% confidence interval for each model response is 

given by the 5% to 95% range of the 5000 synthetic means. Of course, statistical 

significance does not imply physical significance, i.e., high variability at high latitudes 

could cause a large anomaly to be considered insignificant, while low variability in the 

tropics could result in a small anomaly being significant there. For multi-model means, I 

quantify the level of model agreement in the sign of the response. Assessing the multi-

model mean response in this manner may prevent one from discarding a small magnitude 

response that is robust in that all of the simulations agree on the sign of the response, as 
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well as highlighting large responses that may be dominated by only a few models [Barnes 

et al., 2016]. I define a significant response as one where at least 15 of the 20 models 

agree on the sign of the response. If the data were purely random, agreement in the sign 

of the response by least 15 of the 20 would be expected 4.1% of the time, similar to a 

95% confidence limit. 

 

2.2 Results 

2.2.1 Surface Temperature 

Figure 1 shows the composite of DJF surface temperature anomalies after the 

eruptions. The reanalysis (Figure 2.1a) shows the well-documented significant surface 

warming signal over northern Europe and Asia, where anomalies are almost everywhere 

above 2 K. Significant cooling is also observed over Northern Africa and the Middle 

East. The results here are based on only two post-volcanic winters and so natural climate 

variability will contribute to the observed response. However, previous observational 

studies including more eruptions have shown that this response is typical for large 

tropical eruptions [e.g., Robock and Mao, 1992]. Consistent with Stenchikov et al. [2006] 

and Driscoll et al. [2012], there is a warming signal in the Eastern Pacific. This, along 

with at least some of the warming over North America, can be attributed to the fact that 

both eruptions were at the same time as an El Niño, and the models should therefore in 

general not be expected to show the same pattern in these regions. The positive anomaly 

in the Arctic region appears unusually large, but the reliability of temperature at high 

latitudes is low, so the anomaly in this region might not be considered highly significant 

[Compo et al., 2011]. 
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Though lower in magnitude and not reaching as far south, the multi-model mean 

of surface temperature does show significant warming over northern Eurasia, in 

agreement with observations (Figure 2.1b). This, in addition to the significant cooling 

over northern Africa and the Middle East, can be seen as a robust dynamical response to 

a large tropical volcanic eruption. Figure 2.1b shows the average response over all 

models, and Figure 2.2 shows the composites of surface temperature for the first post-

volcanic winter for the individual models. As should be expected, there is plenty of 

variability between the models in their NH response. However, the observed warming in 

northern Eurasia is simulated by most of the models, though it is in general weaker and 

over smaller areas than in the observations. Some of the models, on the other hand 

(ACCESS1-3, CESM1-FASTCHEM, NorESM1-M) show warming only in a small 

region, with a general cooling in the Asian-European area. Most of the models show 

significant cooling in the tropical latitudes, and all models but CESM1-CAM5 show 

significant cooling in both Northern Africa and the Middle East, in agreement with the 

observations.  

The analysis of surface temperature in the CMIP5 ensemble shows a better 

correspondence with observations during the first NH winter following large tropical 

eruptions than has been found previously by including smaller eruptions and averaging 

two winters [Stenchikov et al., 2006; Driscoll et al., 2012]. Figure 2.3 shows that there is 

good model agreement in the tropics (cooling) and over Northern Eurasia (warming). A 

significant improvement is seen–in comparison to the findings of Stenchikov et al. [2006] 

and Driscoll et al. [2012]—in the models’ ability to produce surface warming over 

Eurasia and cooling over the Middle East. These improvements can be attributed to the 
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difference in how the analysis was done, especially since Driscoll et al. [2012] used the 

same CMIP5 historical runs and many of the same participating models. 

2.2.2 Mean Sea-Level Pressure 

The reanalysis shows significant negative anomalies in the mean sea-level 

pressure over the Arctic region and significant positive anomalies over the North Atlantic 

(Figure 2.4a). This pattern suggests that the observed surface temperature anomalies are 

related to changes in the winter circulation caused by the volcanic eruptions. These sea-

level pressure anomalies are consistent with a positive phase of the NAO, and are in 

agreement with previous studies [Stenchikov et al., 2006, Driscoll et al., 2012]. 

The multi-model composite of mean sea-level pressure (Figure 2.4b) shows a 

similar pattern to the observations, with somewhat significant negative anomalies over 

the Arctic and more positive anomalies equatorward. On the other hand, the anomalies 

are of lesser magnitude, and the strong positive anomaly seen over the North Atlantic is 

not captured in the model mean. Instead, the maximum positive anomaly in the multi-

model mean is shifted over Europe. While some models are able to produce the observed 

positive NAO-like pattern (CanESM2, GFDL-CM3, HadCM3, GISS-E2-H, NorESM1-

M), Figure 2.3 shows much disagreement in the sign of the anomalies, and Figure 2.5 

shows large differences in sea-level pressure patterns between models. Indeed, many of 

the models do produce a dipole, though several (e.g., bcc-csm1-1, MPI-ESM-MR, 

CNRM-CM5), have the maximum positive anomaly shifted over Europe, as shown in the 

multi-model mean. Still, others show anomaly patterns of opposite sign to the 

observations (CCSM4, CESM1-FASTCHEM). 



	

	

25	

2.2.3 Geopotential Height 

Geopotential height anomalies in the stratosphere help define circulation changes 

during winters following large volcanic eruptions. Due to the high uncertainty in the 

20CRv2 reconstructions of upper air fields for the pre-radiosonde era, I analyze here the 

El Chichón and Pinatubo eruptions using the ERA40 data set. In observations the 

anomaly pattern in the stratosphere shows a cold and deep polar night vortex, as observed 

in the 50 hPa geopotential height anomalies (Figure 2.6a) showing a large statistically 

significant decrease in geopotential height over the pole and over Northern Europe, with 

positive anomalies observed at lower latitudes. This has previously been attributed to the 

direct heating of the lower tropical stratosphere by the volcanic aerosols [Stenchikov et 

al., 1998; Ramachandran et al., 2000]. The observed negative anomaly in 50 hPa 

geopotential height at high latitudes points to a colder lower stratosphere near the pole, 

which suggests a stronger and persistent polar vortex [Driscoll et al., 2012]. Previous 

studies also suggest that this might be a characteristic of the early stage of the post-

volcanic winter season [Graf et al., 2007; Mitchell et al., 2011].  

The multi-model mean 50 hPa geopotential height anomalies (Figure 2.6b) show a 

similar strengthening of the polar vortex, with a significant positive anomaly moving 

equatorward, though the magnitude of these anomalies is in some areas different from 

those in the observations. Most of the models show the same general pattern observed in 

the stratosphere (see Figure 2.7) as in the reanalysis, though the magnitude of the 

responses varies considerably. In particular, the maximum observed increase in 

geopotential height is over North America (Figure 2.6a), while the maximum positive 

anomalies are shifted toward the Pacific Ocean in many of the models (Figures 2.6b, 2.7). 
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In addition, while most models show the positive change in geopotential height in the 

tropics and midlatitudes, some models fail to reproduce the strong negative anomalies in 

the lower polar stratosphere. ACCESS1-3, CESM1-CAM5, CESM1-FASTCHEM, bcc-

csm1-1, MPI-ESM-MR show good spatial agreement with the reanalysis, with anomalies 

in ACCESS1-3 and the CESM1 models reaching above 100 m in the tropics and 

midlatitudes and below -100 m at the pole. NorESM1-M also shows similar patterns, 

though the vortex is centered over Northern Europe and North America/Greenland, 

respectively. GFDL-CM3 shows almost no change in circulation with regard to the 50 

hPa geopotential height, and both IPSL models, which were excluded because of not 

using aerosol forcing, show the opposite pattern, with positive anomalies near the pole 

and negative anomalies equatorward. However, the GFDL-CM3 and IPSL-CM5A-MR 

did produce strong winter warming patterns (Figure 2.2), showing that it is possible to get 

that pattern without stratospheric forcing, as was found for an older GFDL model 

[Stenchikov et al., 2002]. The relative strength of these different mechanisms will be 

studied in Tier 1 simulations of the upcoming Volcanic Model Intercomparison Project 

[VolMIP; Zanchettin et al., 2016], but is beyond the scope of the present work. 

2.2.4. Summer Monsoon Reduction 

Circulation changes and indirect effects of sulfate aerosols due to large volcanic 

eruptions are thought to reduce summer precipitation in Northern Africa and Asia 

[Rotstayn and Lohmann, 2002; Oman et al., 2006; Iles and Hegerl, 2014]. Robock and 

Liu [1994] pointed out that the Sahel region had its lowest rainfall over 1940-1990 in the 

summers directly following the 1982 El Chichón eruption, suggesting that large tropical 

eruptions may tend to strengthen droughts in the region. Observations of summer 
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precipitation after the 1883 Krakatau and 1991 Pinatubo eruptions are consistent with 

these findings, showing a significant reduction in summer precipitation over the Sahel 

region and over the Maritime Continent, with anomalies below -2 mm/day in some areas 

(Figure 2.8a). On the other hand, observations show a significant increase in precipitation 

over parts of India, though historical accounts and previous studies show that volcanic 

eruptions have been associated with droughts in the region [Mooley and Pant, 1981; 

Oman et al., 2006]. The multi-model mean (Figure 2.8b) shows drying in all three 

regions mentioned, agreeing with previous studies and not the observations with regard to 

changes in rainfall over India. Negative anomalies are significant over India and in some 

areas over the Maritime Continent and the Sahel.   

Over the period 1851-2012, the mean tropical (30°S-30°N) JJA precipitation in 

the 20CRv2 reanalysis is 3.6 mm/day with a standard deviation of 2.0 mm/day, about 

56% of the mean. Due to this high variance in precipitation, high variability between 

models is shown in Figures 2.3d and 2.9. Most of the models show significant drying 

over the Sahel region, though GISS-E2-H, NorESM1-M, CESM1-CAM5, and CESM1-

FASTCHEM show more positive anomalies than negative there. MPI-ESM-MR and 

GISS-E2-H are the only models that do not show significant drying over India; MPI-

ESM-MR has India wetter during the post-volcanic summers, while GISS-E2-H shows 

no change in precipitation. 

2.3 Discussion and conclusions 

Previous studies have concluded that current global climate models do a poor job 

of reproducing circulation changes and the associated NH warming response during 

winters after large tropical volcanic eruptions [Stenchikov et al., 2006, Driscoll et al., 
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2012; Charlton-Perez et al., 2013]. These studies, however, calculated anomalies by 

calculating the average of the first two post-volcanic winters while—on the average—one 

would expect winter warming to last only the first winter after the eruption for large 

tropical eruptions [Robock and Mao, 1992]. More recently, however, Bittner et al. 

[2016a] obtained more positive results by using different methods of analysis than those 

shared by the previous studies. By considering only the first winter after the eruptions, 

and by considering only the two largest eruptions, I have shown that climate models in 

the CMIP5 ensemble are capable of producing these circulation changes and temperature 

responses for large enough eruptions, in agreement with Bittner et al. [2016a], who found 

that the mean of 15 CMIP5 models did simulate a positive AO in the first NH winter after 

the 1883 Krakatau and 1991 Pinatubo eruptions. I also did my analysis with all nine 

larger tropical eruptions over the historical period and found similar, but damped 

responses (see Figure 2.10). Consistent with the results of Bittner et al. [2016a], the 

volcanic signal is somewhat lost when smaller eruptions are considered. 

CanESM2 simulates the climate that is most comparable to the observed winter 

warming response, doing a fairly good job of reproducing changes in surface 

temperature, sea-level pressure, and circulation. bcc-csm1-1 and CESM1-FASTCHEM 

both show a realistic warming pattern and a strong polar vortex through 50 hPa 

geopotential height changes, but fail to produce the positive phase of the NAO as 

illustrated by changes in sea-level pressure. GFDL-CM3 is in good agreement with 

observations in both temperature and sea-level pressure, but shows very little change in 

50 hPa geopotential height.  
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Not all of the CMIP5 models produced a good winter warming or summer 

monsoon response following the 1883 Krakatau and 1991 Pinatubo eruptions, but 16 of 

them did. They are indicated in Table 2.1, and the patterns they produced, which are 

stronger than those shown here, are shown in Fig. 2.11. As has been pointed out in 

previous studies [Driscoll et al., 2012; Maher et al., 2015], in addition to different 

forcing data sets, some of the models differ in their implementation of volcanic forcing. 

However, these differences do not have an impact on the overall results. Indeed, I 

examined the differences in forcing, model resolution, model top, and their ability to 

simulate AO, and could not find any criteria that would allow us to determine a priori 

which models did a good simulation. Of course, it may have been by chance because of 

the small number of ensemble members.  
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CHAPTER 3: WINTER WARMING AND SUMMER MONSOON REDUCTION 

IN THE PMIP3/CMIP5 PAST1000 ENSEMBLE 

3.1 Methods 

Bittner et al. [2016a] and Zambri and Robock [2016] were able to isolate the 

surface winter warming and summer monsoon signals by looking at only large (at least as 

large as 1991 Pinatubo) tropical volcanic eruptions.  However, since 1850 there have 

only been two such eruptions, 1883 Krakatau and 1991 Pinatubo.  Here I look at the 

previous 1000 years and were able to use 10 large volcanic eruptions, so as to extract a 

clearer signal of the volcanic response for the first winter and summer after large 

eruptions. I restrict my analysis to eruptions between 40°S and 40°N. I examine the 

PMIP3 last millennium (past1000) simulations and the CESM-LME for 850 to 1850. The 

past1000 simulations include six simulations of the GISS-E2-R climate model and single 

simulations from eight additional modeling groups (Table 3.1). For the LME I consider a 

14-member ensemble, including five runs with volcanic forcing only. Here I will describe 

the methods used to address this research question, which is answered in Zambri et al. 

[2017]. 

After excluding one additional available model simulation which reduced the 

solar constant to achieve the radiative forcing associated with volcanic eruptions, I 

analyzed a total of 28 simulations of the period 850-1850 CE. This includes 14 

simulations from the PMIP3 past1000 experiment and 14 from the LME. Six of the 14 

past1000 simulations come from the same model, GISS-E2-R, and so I analyze these runs 

separately. Furthermore, I separate simulations by the volcanic data set by which they 

were forced. Specifically, of the eight non-GISS past1000 simulations, four used the Gao 
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et al. [2008] (GRA) forcing data set, while the other four used the Crowley et al. [2008] 

(CEA) forcing. Of the six GISS-E2-R simulations, three were forced with about twice the 

prescribed forcing from the GRA data and three with the CEA forcing. Aside from the 

GRA forcing being doubled in the GISS-E2-R simulations, the two volcanic forcing data 

sets also differ in their conversion from sulfate ice core concentrations to aerosol optical 

depth. The GRA forcing assumes a linear relationship between total stratospheric aerosol 

load and global AOD, while CEA provide an estimate of AOD from a 2/3-power scaling 

for eruptions larger than the 1991 Pinatubo eruption [Crowley and Unterman, 2013; 

Metzner et al., 2014]. The GISS simulations also presume the same relationship between 

AOD and effective radius as in Sato et al. [1993], making the aerosol particle sizes 

proportionally larger for the larger eruptions. In addition, MRI-CGCM3 interactively 

computes the conversion from SO2 injection to stratospheric aerosols; this is the only 

model of the set that uses an interactive scheme. Different events are captured in the two 

data sets, and common events often have different amplitudes based on the different 

methods of conversion [Sigl et al., 2014]. Thus, I analyze the GRA-forced and CEA-

forced simulations separately. All 14 of the CESM-LME simulations used the GRA 

forcing. Nine of the simulations included all forcings, while the remaining five included 

only volcanic forcing. I analyze the all-forcing and the volcano-only runs separately. 

Although five of the six ensembles include all forcings, while the last includes volcanic 

forcing only, other forcings (e.g., greenhouse gases, ozone, tropospheric aerosols) were 

set to pre-industrial levels, and therefore should not have an impact on the results. 

Therefore, it is valid to compare the volcano-only simulations with those simulations that 

have all forcings implemented. Only MIROC-ESM includes an internally-generated 
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QBO. More information about the individual models can be found in Table 3.1. 

I analyze surface air temperature, zonal mean zonal wind, geopotential height, and 

mean sea level pressure for the first NH winter (DJF) and precipitation for the first NH 

summer (JJA) after the ten largest eruptions between 40°S and 40°N in the 850-1850 

C.E. period. While there are common events, there are some events that are captured in 

one forcing data set but not in the other. Therefore, the 10 volcanic eruptions analyzed 

are not the same for each set of simulations. The eruptions, the years and latitudes of 

eruption, the stratospheric sulfate aerosol mass [Gao et al., 2008], and the forcing data set 

where each eruption appears are listed in Table 3.2. The choice of restricting analysis to 

eruptions in the 40°S-40°N band is made because high-latitude eruptions should not in 

general be expected to produce a positive AO and the associated NH surface warming 

response [e.g., Oman et al., 2005]. Anomalies are calculated by subtracting the average 

of the five winters (for surface temperature, zonal mean zonal wind, sea level pressure, 

and geopotential height) or summers (for precipitation) before each eruption from the 

first winter or summer after the eruption. Because of the close proximity of the 1809 and 

1815 eruptions, I use the same reference period (1804-1808) for these two eruptions. I 

assess the statistical significance of anomalies at the 95% level using a local two-tailed 

Student’s t-test, assuming for the multi-model means that each volcano and each model 

realization represent independent samples. 

In addition, I test whether looking at the principal modes of variability yields a 

response similar to those delivered from the aforementioned analyses. Specifically, the 

AO index is computed for each ensemble member of each model, and model responses 
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are compared using a superposed epoch analysis of the winter AO for the 10 volcanic 

eruptions listed in Table 3.2. 

 

3.2 Results 

3.2.1 Radiative Effects 

I follow the convention of previous studies of using the time series of the 

anomalies in the top-of-atmosphere (TOA) reflected SW radiation (Figure 3.1) as a rough 

proxy for the global radiative effect of the volcanic aerosols [Stenchikov et al., 2006; 

Driscoll et al., 2012]. All of the models perform reasonably consistently with each other 

and reveal an increase in the reflected SW radiation corresponding to the explosive 

volcanic eruptions, though some noticeable differences do exist. Differences in reflected 

SW radiation are more dependent on model choice than on the choice of volcanic forcing. 

Specifically, the GISS-CEA ensemble simulates larger anomalies in reflected SW 

radiation than the PMIP-CEA ensemble, and the CESM-LME ensemble simulates larger 

anomalies than the PMIP-GRA ensemble. On the other hand, for most of the common 

events (e.g., 1260, 1284, 1809, 1815) the GRA and CEA forcings elicit similar responses 

in the CESM-LME and GISS-CEA ensembles. As should be expected, the largest 

anomalies overall are produced by the 2xGRA GISS-E2-R ensemble. Reflected SW 

radiation anomalies for this ensemble are approximately 4 times larger than the anomalies 

in the other single-model ensembles, and these anomalies are scaled by a factor of 0.25 in 

Figure 3.1 for comparison with the other ensembles.  

In contrast to the radiative cooling demonstrated by anomalies in TOA reflected 

SW radiation, I measured the anomalous heating forced by the volcanic aerosols in the 
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lower stratosphere by analyzing the anomalies in the de-trended 30°S-30°N, 50 hPa 

temperature. Figure 3.2 shows that unlike the radiative cooling, which exhibited higher 

dependence on the model, the variability in stratospheric temperature due to volcanic 

eruptions is more strongly influenced by the forcing data set chosen. Specifically, the 

GRA-forced ensembles show significantly larger heating anomalies than the CEA-forced 

ensembles, including for common events. In this case, the CESM-LME ensembles 

simulate the largest heating anomalies of the singly-forced ensembles. The 2xGRA GISS-

E2-R temperature anomalies are approximately one to two times as large as the other 

GRA-forced ensembles, depending on the eruption, and anomalies for this ensemble are 

scaled by a factor of 0.5 in Figure 3.2.  The results in this section indicate that one might 

expect the weakest surface winter warming response from the CEA-forced ensembles, as 

the magnitude of lower stratospheric heating in these simulations is affected by the 

aforementioned 2/3-power scaling.  

3.2.2 Surface Temperature 

Figure 3.3 illustrates the surface air temperature anomalies for the first DJF winter 

after the 10 volcanic eruptions. The CEA-forced PMIP multi-model average (Figure 3.3a) 

shows very little warming over northern Eurasia, with anomalies below 0.5 K. On the 

other hand, the GRA-forced PMIP multi-model average does simulate significant 

warming in this region (Figure 3.3b). In this case, the maximum anomaly is above 1.5 K 

in northern Europe. The CEA-forced GISS-E2-R runs (Figure 3.3c) simulate mostly 

cooling in the NH, with some warming (anomalies less than 1 K and not statistically 

significant) over northern Europe and Asia. The 2xGRA forcing runs (Figure 3.3d) 

simulate significant warming over most of northern Eurasia and northeastern North 



	

	

35	

America, with anomalies almost uniformly above 2 K and reaching above 4 K. All of the 

models show cooling over northern Africa, the Middle East, and the tropics, with 

anomalies generally being greater in magnitude in the GRA-forced runs. The all-forcing 

CESM runs reveal significant warming over almost all of northern Europe and Asia, with 

the maximum anomaly above 2 K (Figure 3.3e); similar results are seen in the volcano-

only runs (Figure 3.3f). One feature that is unique to the CESM ensemble is warming in 

the Weddell Sea. 

Figure 3.4 illustrates the individual PMIP model mean responses in the first 

winter after the eruption. HadCM3 shows warming over eastern Eurasia, although there is 

also warming over Greenland, which should not in general be expected. MIROC-ESM 

reveals no warming over Europe, and only a small patch of warming in southeast Asia. 

BCC-CSM1-1, MPI-ESM-P, CCSM4, FGOALS-s2, and MRI-CGCM3 all simulate 

surface winter warming, though only anomalies in MRI-CGCM3 are significant. The lack 

of statistical significance is due to a combination of a low number of years averaged for 

each model (10) and the high variability of NH winter [Bittner et al., 2016a]. Still, most 

of the models do simulate surface winter warming over Europe, with several models 

simulating anomalies above 2 K. Figures 3.5 and 3.6 show surface temperature anomalies 

for the second winter after the eruptions. While surface cooling from the eruptions is still 

evident, only the doubly-forced GISS-E2-R runs (Figure 3.6d) and MRI-CGCM3 (Figure 

3.7, bottom right), which uses an interactive aerosol scheme, displays significant surface 

winter warming for two years after the eruption. 

In addition to the warming response over NH landmasses, the impact of volcanic 

eruptions on the El Niño Southern Oscillation (ENSO) has been investigated at length, 
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with mixed results. Some studies found a connection between volcanic eruptions and 

ENSO events [Mann et al., 2005; McGregor and Timmerman, 2011; Wahl et al., 2014; 

Maher et al., 2015; Stevenson et al., 2016, 2017; Le, 2017; Predybaylo et al., 2017], 

while others found little or no correlation [Robock et al., 1995; Self et al., 1997; Ding et 

al., 2014]. Figure 3.3 and the first four panels in Figure 3.4 show very little ENSO 

activity in the first two post-volcanic winters, with very little, mostly insignificant, 

temperature changes in the tropical Pacific. Only in Figures 3.5e-f does significant 

warming over the tropical Pacific Ocean indicate an increased likelihood of the formation 

of an El Niño after a volcanic eruption. However, this El Niño-like signal is observed 

only in the second winter and only in the CESM-LME ensembles, in agreement with 

Stevenson et al. [2016]. These results are evidence of the model dependence of this 

phenomenon, which is further supported by the aforementioned studies, each of which 

used a different set of models. 

3.2.3 Zonal Wind 

Strengthened zonal winds in the midlatitude stratosphere result in a stronger polar 

vortex, a dynamical response that has been observed after volcanic eruptions in the past 

[e.g., Graf et al., 2007]. This strengthened polar vortex drives the surface winter warming 

response, and for this reason I first analyze the zonal wind anomalies in the different sets 

of experiments, as one may not expect a response at the surface if the zonal winds are not 

significantly strengthened. Figure 3.7 shows the winter zonal mean zonal wind responses 

to the selected 10 large volcanic eruptions.  

Though all ensembles exhibit significantly strengthened westerlies at 60°N, the 

anomalies vary considerably in magnitude and spatial extent. Specifically, the PMIP 
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CEA-forced multi-model mean (Figure 3.7a) and the CEA-forced GISS-E2-R ensemble 

(Figure 3.7c) simulate the weakest anomalies, with a maximum strengthening of less than 

5 m/s in Figure 3.7a and less than 3 m/s in Figure 3.c. On the other hand, all of the other 

analyses (Figures 3.7b, 3.7d-f) show stronger anomalies similar to those simulated in 

previous studies [e.g., Bittner et al., 2016a], that is, these simulations reveal significantly 

strengthened westerlies in the polar lower stratosphere, with the anomalies changing 

signs at lower latitudes and altitudes.  The PMIP GRA-forced runs (Figure 3.7b) reach a 

maximum strengthening above 5 m/s around 60°N in the polar stratosphere, and 

significant westerly wind anomalies extend down to about 200 hPa. Anomalies in the 

polar region reach a maximum of 17 m/s and extend to the surface in the 2xGRA-forced 

GISS simulations (Figure 3.7d). This extreme case may be expected because of the 

doubled forcing, but the contrast between Figures 3.7a and 3.7b and between Figures 3.7c 

and 3.7d show that the choice of forcing data set can significantly impact the ability of a 

model to produce a strengthened polar vortex in response to a low-latitude volcanic 

eruption, in agreement with past studies [Toohey et al., 2014; Bittner et al., 2016b]. The 

ensemble means of the CESM simulations produce almost identical results, both in 

spatial pattern and magnitude of anomalies. The maximum anomaly is 7 m/s in the polar 

stratosphere, and the westerly wind anomalies reach about 300 hPa for the all-forcing 

average (Figure 3.7e) and 500 hPa for the volcano-only average (Figure 3.7f). 

Of course, variability between models also plays a role in the differences seen in 

Figures 3.7a and 3.7b. For this reason, I present in Figure 3.8 the results for the individual 

models that make up the two PMIP ensembles. Of the eight models, all but CSIRO-

Mk3L-1-2 and BCC-CSM1-1 display significantly strengthened zonal winds in the 
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stratosphere near 60°N. CSIRO-Mk3L-1-2 is the coarsest model, with only 18 vertical 

levels, which surely contributes to the lack of a response. However, BCC-CSM1-1 has a 

vertical and horizontal resolution similar to many of the models that do simulate 

strengthened westerly winds after the eruption. MIROC-ESM and MRI-CGCM3 models, 

which have the highest vertical resolutions, simulate the largest anomalies in zonal wind. 

MPI-ESM-P, CCSM4, HadCM3, and FGOALS-s2 also produce strengthened westerlies. 

Figure 3.8 illustrates that, on the average, the two ensembles simulate similar responses; 

the difference in magnitude of response in Figures 3.7a-b is due to the exceedingly strong 

response from MRI-CGCM3. In addition, while the models with the highest resolutions 

do simulate the strongest responses, models with similar resolutions yield markedly 

different responses. Similar to the surface response, MRI-CGCM3, which handles 

aerosols interactively, shows the strongest response. 

Uncertainty in the model results is due to several sources: forcing uncertainty, 

differences in forcing and model physics, model uncertainty, and internal variability 

[Toohey et al., 2014; Bittner et al., 2016a]. The different responses between Figures 3.7a 

and 16b and between Figures 3.7c and 3.7d are examples of several of these 

uncertainties. Specifically, Figures 3.7c and 3.7d are results from different forcings in the 

same model, while Figures 3.7a and 3.7b are results from different forcings in different 

models. To further explore model dependence, Figure 3.9 shows the DJF zonal mean 

zonal wind for the period 850-1850 for the CEA-forced PMIP models, the GRA-forced 

PMIP models, GISS-E2-R, and CESM. Comparison of the zonal winds from the different 

models illustrates that the CEA-forced PMIP models (Figure 3.9a) and GISS-E2-R 

(Figure 3.9c) exhibit weaker mean zonal winds north of 60°N in the stratosphere than do 
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the other models. Results from the individual models (Figure 3.10) are consistent with 

this analysis in that the CEA-forced models tend to have weaker zonal wind 

climatologies than the GRA-forced models. This can to some extent explain why two of 

the ensembles are unable to sufficiently represent zonal wind anomalies in response to 

stratospheric heating due to volcanic aerosols, and why GISS-E2-R requires a very strong 

forcing to simulate a significant response. However, two of the CEA-forced PMIP 

models, MIROC-ESM, MPI-ESM-P, which simulate zonal wind climatologies closest to 

the reanalysis, do simulate substantial changes in zonal wind in response to the volcanic 

eruptions, as illustrated in Figure 3.8. In addition, BCC-CSM1-1, which simulates one of 

the strongest NH winter zonal wind climatologies, exhibits no changes in the polar 

stratosphere in response to volcanic eruptions. Therefore, the extent to which weaker 

mean winds can explain the discrepancy in the response between models is limited. 

3.2.4 Geopotential Height 

Several mechanisms have been proposed for the dynamical response that causes a 

stronger polar vortex after low-latitude volcanic eruptions [Stenchikov et al., 2002; 

Driscoll et al., 2012; Toohey et al., 2014; Bittner et al., 2016b]. This strengthened and 

persisting polar vortex can be observed in the 50 hPa geopotential height field, and is 

characterized by negative anomalies near the pole and positive anomalies toward the 

equator. Figure 3.11 depicts the 50 hPa geopotential height anomalies for the first winter 

after the 10 largest eruptions in the six ensembles. Similarly to the results in section 3.2.3, 

all ensembles reveal a strengthened polar vortex, but with anomalies of varying 

magnitudes. The CEA-forced PMIP runs simulate a strengthened polar vortex with 

significant negative anomalies near the pole (Figure 3.11a). The maximum positive and 
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negative anomalies are above 80 m and below -80 m, respectively. The individual PMIP 

model results (Figure 3.12) demonstrate that this apparently insignificant anomaly is 

affected by a disproportionately weak response from a single model (CSIRO-Mk3L-1-2). 

Indeed, three of the four CEA-forced PMIP models do produce a significantly 

strengthened polar vortex. The CEA-forced GISS ensemble (Figure 3.11c) exhibits 

significant positive anomalies associated with warming by sulfate aerosols. On the other 

hand, the negative anomalies at the pole are not significant and are almost everywhere 

above -30 m. The GRA-forced ensembles simulate a much stronger polar vortex, with 

anomalies exceeding 100 m in the absolute value covering most of the NH (Figure 3.11b, 

3.11d-f). Individual model results for the GRA-forced PMIP runs (Figure 3.12) are 

similar to those for the CEA-forced models; three of the four models (CCSM4, 

FGOALS-s2, MRI-CGCM3) simulate a significantly strengthened polar vortex, while 

only one model (BCC-CSM1-1) reveals no significant changes. The significant negative 

anomalies at the pole are in contrast with previous studies, which showed that models 

could simulate the increase in geopotential height at lower latitudes but largely failed to 

simulate the deep polar vortex after large tropical volcanic eruptions [Stenchikov et al., 

2006; Driscoll et al., 2012; Charlton-Perez et al., 2013; Toohey et al., 2014; Zambri and 

Robock, 2016]. 

3.2.5 Sea Level Pressure 

A strengthened polar vortex has been associated with a positive phase of the AO 

[Baldwin and Dunkerton, 2001; Gerber et al., 2012], the first empirical orthogonal 

function (EOF) of NH winter monthly sea level pressure anomalies, and a positive phase 

of the AO has been observed for 1 to 2 winters following large tropical volcanic 
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eruptions [Robock and Mao, 1992; Thompson and Wallace, 1998; Stenchikov et al., 2002; 

Christiansen, 2008]. Consistent with observations of recent large tropical volcanic 

eruptions, all six data sets simulate low pressure over the pole and high pressure at 

midlatitudes, though only the 2xGRA GISS and the two CESM-LME ensembles simulate 

a statistically significant positive phase of the AO. The CEA-forced PMIP runs show 

small changes in sea level pressure consistent with a positive phase of the AO, with a 

maximum high-pressure anomaly of 2 hPa in the north Pacific and minimum low-

pressure anomaly of -2 hPa over the pole (Figure 3.13a). However, the weak anomalies 

are not statistically significant, and therefore do not indicate a robust tendency toward a 

positive AO in these models. The individual model responses (Figure 3.14) further 

illustrate the difference in responses in the stratosphere and at the surface. Specifically, in 

contrast to zonal mean zonal wind and geopotential height anomalies, only one of the 

four CEA-forced PMIP models (MPI-ESM-P) simulates a pattern of sea level pressure 

anomalies in line with a positive AO, with anomalies above 2 hPa in the absolute value.  

The GRA-forced PMIP runs exhibit a more well-defined AO pattern, with 

positive anomalies spanning the mid-latitudes, and significant negative anomalies below -

2 hPa near the pole (Figure 3.13b).  Figure 3.14 further illustrates that three of the four 

GRA-forced PMIP models (CCSM4, FGOALS-s2, MRI-CGCM3) do show a tendency 

toward a positive AO in the winter after a large eruption, though only CCSM4 and MRI-

CGCM3 simulate a strong enough response for anomalies to be considered statistically 

significant and overcome the high variability of the winter season. The CEA-forced GISS 

runs (Figure 3.13c) show a tendency toward a positive AO, with significant positive 

anomalies over Eurasia and the North Atlantic, but the low-pressure anomalies over the 
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pole are weak and not significant, and high pressure is not simulated over North America. 

The 2xGRA forcing GISS runs (Figure 3.13d) simulate a strong positive AO the first 

winter after the eruptions, with significant negative pressure anomalies below -6 hPa over 

the pole, and anomalously high pressure at mid-latitudes, especially over the North 

Atlantic region. The CESM ensembles exhibit similar patterns, with significant anomalies 

below -2 hPa at the pole and above 2 hPa at mid-latitudes, specifically over the north 

Pacific (Figures 3.13e-f). One notable difference between these results is that the 

anomalies over the north Atlantic in the all-forcing ensemble are comparatively weaker 

than those in the volcano-only ensemble. 

I also computed the AO index, whose signature over the Atlantic is similar to that 

of the NAO [Hurrell, 1995]. The AO index is computed for each ensemble member of 

each model. I first compute the first EOF of the monthly winter (DJF) mean sea level 

pressure anomalies north of 20°N for the period 850-1850. Each data point is weighted 

by the square root of the grid area it represents, consistent with Christiansen [2008] and 

Driscoll et al. [2012]. The seasonal winter (DJF) AO index is computed from the 

monthly indices, defined as the principal component of the monthly anomalies of sea 

level pressure projected onto the first EOF and normalized to unit variance. The EOF 

pattern for each model is shown in Figure 3.15. 

I compare the model responses using a superposed epoch analysis of the winter 

AO for the 10 volcanic eruptions listed in Table 3.2. I take the winters in the ten years 

neighboring the first winter before each eruption (five years before and five years after) 

as defined in Table 3.2 and generate an “eruption matrix” whose rows represent each 

eruption event. The rows are then averaged to obtain the epoch composite of 11 years, 
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from winter in year -5 to winter in year +5 with year 1 the first winter after an eruption. 

The statistical significance of the epoch analysis is estimated using a bootstrap method, 

by which I generate a “random eruption matrix” by reshuffling with replacement the 

elements of each row and average the rows into a new epoch composite. The procedure is 

repeated 5,000 times obtaining a distribution of AO values for each lag of the epoch 

composite. I compare the level of the AO index for each year of the composite with the 

5%– 95% and 1%– 99% percentile levels of the bootstrap distribution. 

Figure 3.16 illustrates the results of the superposed epoch analysis. Among the 6 

ensembles analyzed in this study, a positive AO signal at lag 1 is observed for all 

ensembles but the CEA-forced GISS-E2-R ensemble (Figure 3.16c). However, only 

PMIP-GRA (Figure 3.16b), GISS-E2-R 2xGRA (Figure 3.16d), and CESM-LME (Figure 

3.16e) reveal a statistically significant positive AO at lag 1. Indeed, the observed positive 

AO at lag 1 in Figures 3.16a and 3.16f may be spurious, since the CEA-forced PMIP runs 

produce a significant positive AO at lag -2 (Figure 3.16a) and the CESM-LME Volc 

ensemble yields a significant positive AO at lag 4. In fact, three of the six ensembles 

show a statistically significant positive AO at lag 4; this, too, appears to be deceptive 

since none of the eruptions were separated by fewer than 6 years. 

3.2.6 Summer Monsoon 

After a large, explosive volcanic eruption, the decrease in radiation at the surface 

cools land preferentially to the ocean. This causes a reduction in land-ocean temperature 

gradients, thereby decreasing monsoon circulation [e.g., Man et al., 2012, 2014; Man and 

Zhou, 2014]. Most of these models were evaluated by Tilmes et al. [2013], who found 

that they do a good job of simulating the current regional monsoon systems.  Historical 
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accounts and previous studies support the idea that large tropical eruptions reduce 

summer precipitation in northern Africa and Asia and may tend to strengthen droughts in 

the region [Oman et al., 2006; Iles and Hegerl, 2014]. In addition, Colose et al. [2016] 

showed that the GRA-forced GISS-E2-R and CESM ensembles simulate a significant 

decrease in tropical precipitation after tropical volcanic eruptions.  

Figure 3.17 illustrates the global precipitation responses in the first summer (JJA) 

after the selected volcanic eruptions. The CEA-forced PMIP runs simulate reductions 

below -0.5 mm/d over Africa, but the response over Asia is less homogeneous, with both 

positive and negative anomalies occurring there (Figure 3.17a). In contrast, there are 

significant reductions in precipitation below -1 mm/d over much of Asia in the GRA-

forced PMIP ensemble (Figure 3.17b). In agreement with Figure 3.17a, the GRA-forced 

runs reveal a similar reduction of precipitation over the Sahel region of Africa, though 

anomalies in this case are significant and generally larger in magnitude. The CEA forced 

GISS-E2-R runs (Figure 3.17c) exhibit reductions in precipitation the Sahel and monsoon 

Asia, but the anomalies tend to be non-uniform and less than 0.5 mm/day in these 

regions. On the other hand, the 2xGRA forced GISS-E2-R runs (Figure 3.17d) simulate 

significant reductions of rainfall over the Sahel region, India, and most of the Western 

Pacific Ocean—including much of the maritime continent—with anomalies below -2 

mm/day in all three regions. The CESM ensembles (Figures 3.17e, f) indicate reductions 

in tropical precipitation similar to those in the GRA-forced PMIP ensemble. Specifically, 

both Figure 3.17e and 3.17f exhibit significant reductions in precipitation over much of 

South and East Asia. Significant reductions are also simulated in the Sahel region of 

Africa, with reductions below -1 mm/d in much of the region. 
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Five of the eight PMIP model means (Figure 3.18) exhibit significant reductions 

in precipitation over the Sahel region; MIROC-ESM, CSIRO-Mk3L-1-2, and BCC-

CSM1-1 do not reveal significant changes, with anomalies both positive and negative 

there. Responses in Asia are less homogeneous, though all models but MIROC-ESM and 

CSIRO-Mk3L-1-2 simulate significant reductions in precipitation over parts of India and 

China. 

The results presented here are consistent with previous studies that show 

reductions in tropical precipitation for the first two boreal summers after large volcanic 

eruptions [Iles and Hegerl, 2014, 2015; Colose et al., 2016; Liu et al., 2016] and, more 

specifically, reductions in precipitation in the East Asian monsoon region after large 

volcanic eruptions [Liu et al., 2011; Man et al., 2012, 2014; Man and Zhou, 2014]. 

Composite results for the second post-eruption summer (not shown) are similar to Figure 

3.17, except that several of the ensembles show a change in the sign of precipitation 

anomalies over the Sahel. 

3.3 Discussion and conclusions 

The CESM-LME runs clearly simulate a significantly strengthened polar vortex 

and a positive AO, both in the all-forcing runs and the volcano-only runs. The GISS-E2-

R model produces intense and significant surface winter warming and summer monsoon 

reduction after volcanic eruptions with the 2xGRA forcing, but produces a much weaker 

and mostly insignificant signal with the CEA forcing. While a large response might be 

expected due to the large forcing, this analysis demonstrates that differences between 

forcing data sets play a large role in the model response to volcanic eruptions, which is in 

agreement with past studies [Toohey et al., 2014; Bittner et al., 2016b]. Similarly to the 
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GISS-E2-R ensembles, the model responses vary greatly between the CEA-forced and 

GRA-forced PMIP3 ensembles. While this can certainly be attributed in part to the 

different forcing data sets used, analysis of the individual model results illustrate that 

differences between models also have a large influence. For example, the weakest 

response in all fields was simulated by CSIRO-Mk3L-1-2, a CEA-forced model. 

However, this is also the model with the lowest horizontal and vertical resolution of all 

models analyzed (Table 3.1). On the other hand, the largest response was simulated by 

MRI-CGCM3, a GRA-forced model. MRI-CGCM3 has the highest horizontal resolution 

and second-highest vertical resolution of the set, and handles volcanic aerosols 

interactively. Therefore, it should be expected that CSIRO-Mk3L-1-2 would simulate a 

weak response even to a strong volcanic forcing, and MRI-CGCM3 a strong response to 

a weaker forcing. Comparison of the MPI-ESM-P response (higher resolution, CEA 

forcing) with the BCC-CSM1-1 response (lower resolution, stronger GRA forcing) is 

further evidence of the primary importance of model resolution. 

Similarly to the results shown by Toohey et al. [2014] and Bittner et al., [2016b] 

with the MPI-ESM, I have found that climate models can produce a strengthened polar 

vortex and surface warming in the first Northern Hemisphere winter after large volcanic 

eruptions, provided that a sufficiently strong volcanic forcing is considered. While I 

would not expect climate models on average to exactly simulate the observed response, 

which includes random variability, these results reaffirm that state-of-the-art climate 

models in general can simulate realistic responses to large volcanic eruptions. 

Furthermore, these last millennium ensembles have provided a clearer look at the role of 

model and forcing dependence on the simulated climate response. These results are 
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important for diagnosing problems with and improving model simulations of volcanic 

eruptions, as well as for prescribing a single, standard volcanic forcing data set in the 

future. The upcoming VolMIP [Zanchettin et al., 2016] will use the 1815 Tambora 

eruption as a standard experiment to force new climate models as part of CMIP6, to 

continue to improve the simulation of the climate response to volcanic eruptions. 
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CHAPTER 4: MODELING THE CLIMATE IMPACT OF THE 1783-1784 LAKI 

ERUPTION IN ICELAND 

4.1 Introduction 

The 1783-1784 Laki eruption in Iceland was unique in that it injected sulfur gas 

into the lower troposphere as well as into the lower stratosphere. In addition to a constant 

effusing of gas in the troposphere from June 8, 1783 to February 7, 1784, Laki was 

characterized by 10 approximately El Chichón-sized eruptions (see Table 4.1 for a list of 

the eruption episodes) which injected sulfur gas into the lower stratosphere from 9–13 km 

[Thordarson and Self, 2003]. In addition to its unique eruption type, Laki was followed 

by abrupt and unique regional climate change in the years following. The eruption was 

followed by an extremely warm summer in Europe, an extremely cold winter in most of 

the Northern Hemisphere (NH), and extreme drought, crop failure, and famine in Africa 

and Asia for several years. 

While surface cooling and reductions of tropical precipitation are expected 

impacts of a volcanic eruption and have been reproduced by model studies in the past 

[e.g., Oman et al., 2006a], the European heat wave in summer 1783 has yet to be 

explained or reproduced. Discussion remains as to whether the anomalously warm 

temperatures were due to greenhouse warming by sulfur gases in the troposphere that 

made their way to Europe from Iceland, or if the warming was merely an example of 

climate variability. Here, using the National Center for Atmospheric Research (NCAR) 

Community Earth System Model, version 1 (CESM1) [Hurrell et al., 2013], an ensemble 

of simulations of the Laki eruption in Iceland is conducted in order to attempt to answer 

this question. 
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4.2 Model Description and Experiment Setup 

 CESM1 is composed of interactive atmosphere, ocean, land, and sea-ice 

components. The atmospheric component of CESM1 is the Community Atmosphere 

Model (CAM). For these experiments, I used the Whole Atmosphere Community 

Climate Model (WACCM) [Marsh et al., 2013], the high-top version of CAM. WACCM 

has 70 vertical levels, a model top of 5.1 x 10-6 hPa and 0.9° latitude x 1.25° longitude 

horizontal resolution, with interactive atmospheric chemistry, radiation, and dynamics. 

The version of WACCM used here has been modified to include more realistic physics, 

as introduced in CAM, version 5 [Neale et al., 2010]; this configuration includes more 

realistic formulations of radiation, cloud microphysics, and aerosols, as described in Mills 

et al. [2016]. Specifically, direct effects of aerosols are included in the radiation code, 

indirect effects of sulfur are included in the cloud microphysics [Morrison and 

Gettelman, 2008; Gettelman et al., 2010], and aerosols are represented in a prognostic 

modal aerosol model (MAM) [Liu et al., 2012], which has been modified to simulate the 

evolution of stratospheric sulfate aerosol from volcanic emissions.  

 The model employs the three-mode version of the Modal Aerosol Model 

(MAM3) [Liu et al., 2012], which represents the aerosol as Aitken, accumulation, or 

coarse mode. MAM3 is capable of representing aerosol microphysical processes, such as 

nucleation, condensation, coagulation, and sedimentation, and calculates new particle 

formation using a parameterization of sulfuric acid-water homogeneous nucleation 

[Vehkamäki et al., 2002; Mills et al., 2016]. MAM3 has been modified to include 

prognostic stratospheric aerosols [Appendix B, Mills et al., 2016].  
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 The 1783-1784 Laki flood lava eruption began on June 8th, 1783 and lasted for 8 

months, injecting a total of 122 Tg of SO2 into the atmosphere. About 94 Tg of SO2 were 

injected into the upper troposphere/lower stratosphere between 9 and 13 km, with another 

28 Tg of SO2 emitted at the surface from lava degassing. About 95% of the total SO2 

emission took place in the first 4 months of activity; the emissions in the last 4 months 

were due to the quiet emission of lava and gas.  [see Figure 2 in Thordarson and Self, 

2003]. I simulate the eruption by injecting 94 Tg of SO2 over ten eruptions from June 8th 

to October 25th; the individual explosive eruption episodes range from injections of 2.9 to 

18.7 Tg of SO2 (Table 4.1). For each explosive episode, the emissions occur over a 6-

hour period from 1200 to 1800 universal time. The SO2 gas from the explosive episodes 

are evenly distributed within 5 vertical layers from 9-13 km. I simulate SO2 emitted by 

lava degassing by injecting an additional 28 Tg of SO2 in the lower troposphere from 

June 8th, 1783 to February 7th, 1784; the surface emissions were injected constantly over 

the 8-month period. 

To initialize the model runs, I choose initial conditions that resemble the synoptic 

conditions reported over Europe around the time of the Laki eruption [Kington, 1988; 

Thordarson and Self, 2003]. I choose four sets of initial conditions from a 25-year control 

run based on this criterion (Figure 4.1). However, the background state of the global 

circulation is different for each set of initial conditions. In this way, it is possible to 

investigate the role of the background initial state in the impact of volcanic eruptions on 

climate. For example, I choose initial conditions with different El Niño/Southern 

Oscillation (ENSO) phases in order to investigate the ENSO response to high-latitude 

eruptions.  
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For each set of initial conditions, I generate 10 ensemble members by perturbing 

the temperature field. I run one ensemble member with the Laki eruption and one 

without, so that I have in the end a 40-member ensemble with the Laki eruption (Laki) 

and a 40-member ensemble without the eruption (noLaki). All ensemble members are 

initialized on June 8th, the first day of the Laki eruption. The year 1819 of the control 

simulation was selected as one of the ensemble initial conditions, and features a strong El 

Niño event, similar to the winter of 1783–1784 during the Laki eruption [Cook and 

Krusic, 2004; D’Arrigo et al., 2011]. 

Unless otherwise noted, anomalies are calculated by subtracting the mean of the 5 

years before the eruption. I analyze monthly means of model outputs, and all differences 

discussed in this study are assessed using the Student’s t-test. Significance is reported at 

the 95% confidence level unless otherwise noted. I compare temperature responses to the 

average of 30 ensemble members from the latest reanalysis, the 400-year Ensemble 

Kalman Filter reanalysis [EKF400; Franke et al. 2017]. EKF400 uses instrumental data 

series, reconstructed sea-ice and temperature indices derived from documentary records, 

and proxy temperature reconstructions from Greenland ice cores and tree rings from 

Scandinavia and Siberia. 

4.3 Evolution and Radiative effects of the Laki Aerosol Cloud 

 Figure 4.2 shows the zonal-mean and NH-mean sulfate aerosol optical depth 

(AOD) for the Laki ensemble from June 1783 to May 1784. The maximum optical depth 

perturbations in the ensemble mean occur near the pole and are above 1.3 in August. The 

peak NH-average AOD of 0.45 also occurs in August. Most of the aerosols have been 

removed by May 1783, with a NH-average AOD well below 0.1. The magnitude of the 
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AOD perturbations is in better agreement with Oman et al. [2006b] than other, more 

recent modeling studies of Laki-style volcanic eruptions. Pausata et al. [2015b] found 

much larger maximums in the optical depth, with a NH-average AOD anomaly above 1.4 

in August; they attributed this discrepancy to the fact that aerosols do not grow by self-

coagulation in their simulations.   

Figure 4.3 shows the zonally averaged top-of-atmosphere radiative forcing from 

the Laki eruption. Figure 4.3a indicates a maximum reduction of insolation—

approximately one month after the eruption onset—of about 27 W/m2 between 60°N and 

70°N. The spatial and temporal location of this maximum is consistent with the latitude 

of the eruption (64°N) and the timescale (weeks) for conversion of SO2 to sulfate 

aerosols, the dominant driver of radiative effects from volcanic eruptions [Robock, 2000]. 

The radiative effects are strongly dependent on both time and latitude, with the shortwave 

anomalies below -1 W/m2 at most latitudes by the following May, and anomalies near the 

equator much weaker than at high latitudes and lasting only a few months. A steep 

temporal gradient is also seen at high latitudes, but this is mostly due to a lack of 

insolation during boreal winter months, and is less dependent of the volcanic forcing. 

 Longwave forcing from the volcanic aerosols shows a similar spatial and 

temporal pattern (Figure 4.3a) to the shortwave forcing though, as expected, the 

anomalies are weaker and more transient. The maximum decrease of 7 W/m2 in outgoing 

LW radiation occurs at high latitudes in mid-late July and persists into August. In 

contrast to the shortwave anomalies, the longwave forcing at high latitudes persists into 

the winter months. Still, by January LW anomalies are everywhere below 1 W/m2. 
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 Figure 4.3c shows the net radiative forcing due to the volcanic eruption, which is 

simply the linear combination of Figures 4.3a and 4.3b. With the exception of a small 

positive anomaly north of 70°N during NH fall months, the net forcing from Laki is 

negative; this is consistent with the well-documented cooling of the Earth after large 

volcanic eruptions [e.g., Robock, 2000]. The spatial and temporal patterns in Figure 4.3 

are in agreement with past modeling studies of the Laki eruption [e.g., Oman et al., 

2006b]. However, the anomalies in this study are found to be lower in magnitude than 

those in Oman, et al. [2006b]. This is most likely due to different treatments of volcanic 

aerosols in the models. In Figure 4.4, the NH-average radiative forcing and near-surface 

air temperature anomalies are plotted. The NH-average net radiative forcing peaks with a 

value of -9 W/m2 in July 1873 (Figure 4.4a). This large negative forcing is accompanied 

by cooling reaching below -2 K in the NH-average in October (Figure 4.4b). While the 

radiative forcing anomaly is approximately 2.5 times smaller than found by Pausata et al. 

[2015b], the peak cooling found there is more comparable (maximum cooling of -2.8 K 

in September), implying a nonlinear and/or dynamical response. 

4.4 Summer 1783 

 Figure 4.5 shows the JJA 1783 surface temperature anomalies for the EKF400 

reanalysis and the Laki ensemble. The cooling in the EKF400 reanalysis (Figure 4.5a) is 

concentrated mostly over Northern Eurasia, Northeastern North America, and Alaska, 

and is below -3 K in some areas. Tree ring maximum latewood density data show that the 

summer of 1783 was the coldest of the last 400 years in northwestern Alaska [Jacoby et 

al., 1999]. In addition, tree ring width in the Polar Urals and Yamal Peninsula in 

northwest Siberia was the smallest in about 500-600 years [Hantemirov et al., 2004]. 
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These proxies, which are used to force the reanalysis, can help explain why the cooling in 

Figure 4.5a is strongest in these areas. In contrast to the cooling, Western Europe shows 

significant warming, most likely related to the exceedingly warm conditions in July 1783 

[Thordarson and Self, 2003]. The Laki ensemble (Figure 4.5a) simulates strong, 

significant cooling over the entire extratropics and NH high latitudes, with anomalies 

almost uniformly below -2 K for the summer, and reaching below -3 K. The magnitude 

and spatial pattern of cooling in Figure 4.5b is very similar to that found in Oman et al. 

[2006b], and the cooling is about half as intense as in Pausata et al. [2015b], who 

simulated cooling below -7 K in parts of the NH. 

In July 1783 northern, western and part of central Europe experienced an unusual 

heat wave [Figure 4.6a, Franke et al., 2017]. July 1783 was among the warmest July on 

record in England [Kington, 1978; Manley, 1974; Parker et al., 1992]. It was also very 

warm in Scandinavia [Hólm, 1784]. The occurrence of this extreme heat coincides with 

the maximum longwave radiative forcing in Figure 4.3b, and is also when the intensity of 

the Laki haze was the greatest in Western Europe. The EKF400 reanalysis shows that in 

the western part of Europe the 1783 July surface temperatures are up to 1.5 K higher than 

the 1778-1782 mean (Figure 4.6a). Figure 4.6a also shows July temperatures were near or 

below the norm in the rest of Europe. No model has been able to reproduce the observed 

warming, and it has therefore been challenging to attribute the warm July of 1783 in 

Europe to a specific response to the Laki eruption. It has been suggested that the July heat 

wave resulted from greenhouse warming caused by high SO2 concentrations in the lower 

troposphere, emissions from Laki that did not convert to sulfate aerosols [Wood, 1992; 

Rampino et al., 1995; Grattan and Saddler, 1999]. An alternative explanation is that the 
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unusually warm weather may have been caused by anomalous atmospheric circulation 

over Europe in July 1783, resulting in anomalous southerly winds [Thordarson and Self, 

2003]. That is, the warm spell in the summer after Laki happened by chance, and was 

simply an example of internal climate variability. Similar heat waves have occurred 

recently in Europe without volcanic eruptions as precursors; the summer of 2003 was 

extremely warm and cause many heat-related deaths [Stott et al., 2004]. 

The Laki ensemble mean (Figure 4.6b) shows significant cooling over all of 

Western Europe, with anomalies reaching below -2.5 K in some areas of Europe. This 

response is consistent with the results in previous studies [e.g., Oman et al., 2006a; 

Pausata et al., 2015b], and is the expected response to a large, explosive volcanic 

eruption. On the other hand, the noLaki ensemble mean (Figure 4.6c) suggests that the 

warm July may have been, in fact, due to random variability. Figure 4.6c indicates 

significant warming over Europe, similar both in magnitude and spatial pattern to the 

EKF400 reanalysis shown in Figure 4.6a. Of course, the observed “response” to the Laki 

eruption in Europe in July 1783 represents only one possible response to the volcanic 

forcing [Kay et al., 2015]. Therefore, it is important to look at the individual simulated 

responses, and not just the mean response, which averages out internal climate variability 

and may never actually be realized. For this reason, Figure 4.7 shows the July 1783 

surface temperature anomalies for each of the 40 simulations from the Laki ensemble. 

Several simulations (e.g., 1, 12, 15, 21) show large warming above 3 K over Northern 

and Western Europe in spite of the eruption. These individual simulations highlight the 

importance of the background climate state on the volcanic effects. 
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The fact that this response is not always simulated does not preclude the Laki 

eruption as the cause of the response. However, Figure 4.8 shows that this type of 

anomaly over Europe occurs even more frequently in the noLaki ensemble (e.g., 1-14, 

16-20). The high frequency observed in Figure 4.8 does imply that the anomaly might be 

a result of circulation, and not specifically caused by the Laki eruption. To further 

investigate this, I analyzed the sea-level pressure and near-surface wind patterns 

associated with this type of anomaly. In doing so, I find that the warm anomaly over 

Europe is associated with low pressure in the North Atlantic, resulting in cyclonic activity 

there, which carries warm maritime air from over the tropical Atlantic ocean northeast 

and over Europe. In Figure 4.9 I show the correlation between North Atlantic cyclonic 

activity and European surface air temperature in the simulations. The noLaki simulations 

with low pressure over the North Atlantic (Figure 4.9, top row) exhibit positive 

temperature anomalies originating in the Atlantic at around 30°N and extending northeast 

over Western and Northern Europe. The noLaki simulations without the low pressure 

over the Atlantic (Figure 4.89, row two) still do show positive anomalies over Europe, 

but they are more concentrated over Northern and Eastern Europe. The Laki simulations 

show similar patterns, where the ensemble members that simulate low pressure over the 

North Atlantic (Figure 4.9, row three) show reduced cooling over Western Europe when 

compared to the temperature response in the other Laki runs (Figure 4.9, bottom row). 

Therefore, I conclude that the warm July of 1783 in Europe was an example of natural 

variability, and was not a consequence of the Laki eruption. Furthermore, Europe may 

have experienced even more extreme heat in the absence of the eruption. 
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Other regions of the Northern Hemisphere also experienced unusual weather 

conditions in summer 1783. Severe drought was reported from India, the Yangtze region 

in China, and Egypt [Mooley and Pant, 1981; Pant et al., 1992; Volney, 1788; Wang and 

Zhao, 1981; Xu, 1988]. Large reductions in precipitation are simulated in the Laki 

ensemble, with reductions in excess of -3 mm/d over the African Sahel and parts of India 

(Figure 4.10). Precipitation reductions are also seen in China, though to a lesser extent. 

The simulations show a southward shift of the Inter-Tropical Convergence Zone, a 

response that is consistent with the expected response to the asymmetric cooling of the 

NH by aerosol injected at high latitudes [Colose et al., 2016]. 

4.5 Winter 1783-1784 

 In contrast to the warm summer of 1783, records show that winter 1783-1784 was 

cold and harsh [D’Arrigo et al., 2011; Luterbacher et al., 2004; Thordarson and Self, 

2003 and references therein]. Benjamin Franklin wrote “perhaps the winter of 1783-4, 

was more severe, than any that had happened for many years” [Franklin, 1784]. 

Thordarson and Self [2003] wrote about historical accounts of “1-m thick snow” in April 

in the Jutland Peninsula. 

 Similarly to the anomalous summer, there is discussion as to whether the 

extremely cold of winter 1783-1784 was due to the Laki eruption, or just another 

example of climate variability. D’Arrigo et al. [2011] attributed the cold season to a 

combination of a negative phase of the North Atlantic Oscillation (NAO) and a positive 

phase of the El Niño Southern Oscillation (ENSO). However, they argued the case that 

this coincidence of a negative NAO and positive ENSO was in fact random, and that 

there was no reason to believe that volcanic aerosols from the Laki eruption forced either 
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of these phenomena. On the other hand, [Pausata et al., 2015a, 2016] showed that high-

latitude eruptions can increase the likelihood of an El Niño in the winter following the 

eruption. 

Figure 4.11 shows the DJF 1783-1784 surface temperature anomalies for the 

reanalysis and the Laki ensemble. The EKF400 reanalysis shows significant cooling over 

parts of Europe and North America, though the anomalies are below 1 K in most places. 

On the other hand, the Laki ensemble (Figure 4.11b) shows extreme cooling over most of 

the NH continents, cooling which is not observed in the no-Laki ensemble (not shown). 

The EKF400 reconstruction shows extreme cooling over most of Europe, and anomalies 

below -3 K covering a large area of Central Europe (Figure 4.12a). Western to Central 

Europe is the only NH land mass that does not see significant cooling in the Laki 

ensemble (Figure 4.8b). In contrast to the rest of the NH, the Laki and noLaki ensembles 

show similar mild conditions over Europe (Figure 4.12b-c).  

 Figure 4.13 shows the sea level pressure anomalies for the winter after the Laki 

Eruption for the two ensembles. The EKF400 reanalysis (Figure 4.13a) shows a negative 

phase of the NAO, with low pressure over much of the Atlantic Ocean and Western 

Europe and high pressure over Greenland and poleward. This pattern is not seen in the 

either the Laki or noLaki ensemble (Figure 4.6b-c). Furthermore, a positive phase of the 

NAO is observed in both ensembles. Therefore, I do not find that the Laki aerosol cloud 

forced a negative phase of the NAO, in partial agreement with the conclusions of 

D’Arrigo et al. [2011].  

 I also analyzed the effect of the volcanic eruption on ENSO. To characterize 

ENSO in the simulations, I use monthly SST anomalies averaged over the Niño3.4 region 
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(5°N to 5°S, 170°W to 120°W). I applied a 5-month running mean and divide the Laki 

and noLaki ensemble members into three groups according to the incipient ENSO state. I 

follow the convention of Pausata et al. [2016] in defining the ENSO state by the 

September through February average Niño3.4 index in the no-volcano control simulation: 

El Niño (Niño3.4 index > 0.6 K), La Niña (Niño3.4 index < –0.6 K), and Neutral (–0.6 K 

< Niño3.4 index < 0.6 K) case. Figure 4.14 shows the Niño 3.4 indices for the two 

ensembles for the year after the Laki eruption. In all three cases (La Niña, neutral, and El 

Niño incipient state), the Laki ensemble simulates a positive anomaly in the ENSO state 

when compared with the noLaki ensemble. This result is in agreement with Pausata et al. 

[2016], who found that the southward-shifted ITCZ after a high-latitude volcanic eruption 

can trigger a positive ENSO anomaly. 

 

4.6 Summary and Discussion 

 I have conducted an ensemble of model simulations of the 1783-1784 Laki 

volcanic eruption in Iceland, in order to analyze its effect on regional and NH climate in 

the year following the eruption. Results indicate that the abnormally warm summer in 

Europe in 1783 was in fact due to variability of the climate system. Low pressure over 

the North Atlantic brought air to Europe from the warm Atlantic Ocean, and Europe may 

have been even warmer had the eruption not occurred. In addition to the warming in 

Europe, much of Africa and Asia was struck by crop failure and extreme famine as a 

result of severe reductions of precipitation after the eruption. These precipitation 

reductions are captured in the model runs. It has been hypothesized that the anomalously 

cold winter in 1783-1784 was caused by a negative phase of the NAO in combination 
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with a positive phase of ENSO. I find a robust increase in the ENSO phase as a result of 

the Laki eruption; however, I find no dynamic wintertime NAO response to the eruption. 
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CHAPTER 5: SUMMARY AND DISCUSSION 

The work presented in this dissertation examined the effects of volcanic eruptions 

on the climate system. Chapters 2 and 3 were motivated by studies suggesting that 

current climate models cannot produce the dynamical winter warming response that has 

been observed after large tropical volcanic eruptions [Driscoll et al., 2012]. Chapter 4 is 

motivated by the uncharacteristic climate anomalies that followed the Laki eruption in 

Iceland. 

In Chapter 2, I assessed the winter warming response in the CMIP5 historical 

ensemble. The results showed that most models can simulate a surface winter warming 

response in the first winter after a large tropical volcanic eruption. On the other hand, 

many models have difficulty simulating the strengthening of the polar vortex as identified 

in the 50 hPa geopotential height field. In Chapter 3 I assessed the winter warming 

response in the PMIP3 past1000 simulations. Most models produced a significant winter 

warming response to the past1000 forcing, which includes many more large eruptions 

than the historical period.  

In Chapter 4 I used a state-of-the-art climate model to analyze the climate impacts 

of the 1783-1784 Laki eruption in Iceland. I showed that the warm July in Europe was 

due to natural variability and was not a Laki effect. I also showed that the harsh winter of 

1783-1784 was caused partially by the eruption, which forced a positive phase of ENSO. 

On the other hand, the Laki eruption did not force a negative phase of the NAO.   
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Table 2.1  CMIP5 models used. 
Model Resolution 

(°) (lat x lon) 
Vertical 
Levels 

Forcing Data Set Number of 
Ensemble 
Members 

ACCESS1-3A 1.25 x 1.875 38 Sato et al. [1993] 3 
bcc-csm1-1B 2.8 x 2.8 26 Ammann et al. [2003] 3 
bcc-csm1-1-mB 1.11 x 1.125 26 Ammann et al. [2003] 3 
CanESM2C 2.8 x 2.8 35 Sato et al. [1993] 5 
CESM1-CAM5D 0.94 x 1.25 26 Amman et al. [2007] 3 
CESM1-
FASTCHEMD 

0.94 x 1.25 26 Amman et al. [2007] 3 

CCSM4E 0.94 x 1.25 26 Amman et al. [2007] 8 

CNRM-CM5F 1.4 x 1.4 31 Amman et al. [2007] 10 
CSIRO-Mk3-6-0G+ 1.865 x 1.875 18 Sato et al. [1993] 10 

GFDL-CM2p1H 
2 x 2.5 24 Sato et al. [1993] and 

Stenchikov et al. [1998] 
10 

GFDL-CM3I 2 x 2.5 48 Sato et al. [1993] and 
Stenchikov et al. [1998] 

5 

GISS-E2-HJ 2 x 2.5 40 Sato et al. [1993] 18 
GISS-E2-RJ 2 x 2.5 40 Sato et al. [1993] 18 
HadCM3K 2.5 x 3.75 19 Sato et al. [1993] 10 
HadGEM2-ESL* 1.25 x 1.875 38 Sato et al. [1993] 4 
IPSL-CM5A-LRM& 1.9 x 3.75 39 Sato et al. [1993] 6 
IPSL-CM5A-MRM& 1.27 x 2.5 39 Sato et al. [1993] 3 
MIROC-ESMN* 2.8 x 2.8125 80 Sato et al. [1993] 3 
MIROC5O+ 1.4 x 1.4 40 Sato et al. [1993] 5 
MPI-ESM-LRP* 1.865 x 1.875 47 Stenchikov et al. [1998] 3 
MPI-ESM-MRP 1.865 x 1.875 95 Stenchikov et al. [1998] 3 
MPI-ESM-PP* 1.865 x 1.875 47 Stenchikov et al. [1998] 2 
MRI-CGCM3Q 1.12 x 1.125 48 Interactive 5 
NorESM1-MR 1.9 x 2.5 26 Amman et al. [2007] 3 
*Models excluded from 16-model analysis. 
&Models excluded because they used insolation reduction rather than aerosols for 
volcanic forcing. 
+Models excluded due to low variability in wintertime 50 hPa geopotential height and 
zonal wind fields. 
ABi et al. [2013] 
BWu et al. [2013]  
CChylek et al. [2011]  
DHurrell et al. [2013]  
EGent et al. [2011]  
FVoldoire et al. [2012]  
GRotstayn et al. [2010]  
HDelworth et al. [2006] 
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IDonner et al. [2011] 
JSchmidt et al. [2014] 
KJohns et al. [2003]   
LCollins et al. [2011]  
MDufresne et al. [2013] 
NWatanabe et al. [2011] 
OWatanabe et al. [2010]  
PGiorgetta et al. [2013]  
QYukimoto et al. [2012]  
RBentsen et al. [2012]  
  



	

	

84	

Table 2.2  Volcanic eruptions analyzed. Aerosol mass is from Gao et al. [2008]. 
 

Volcano Eruption Date Latitude Stratospheric Sulfate 
Aerosol Mass (Tg) 

Krakatau August 27,1883 6.1°S 21.9 

El Chichón April 4, 1982 17.4°N 14.0 

Pinatubo June 15, 1991 15.1°N 30.1 
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Table 3.1 Last millennium ensemble models, volcanic forcing data set used*, and 
number of ensemble members. 
 
Model Volcanic Forcing Model Resolution 

(Lat x Lon x Lev) 
Number of 

Ensemble Members 
BCC-CSM1-1 GRA 128x64x26 1 
CESM1-CAM5 GRA 144x90x26 9 all forcing, 5 

volcanic only 
CCSM4 GRA 288x192x26 1 
CSIRO-Mk3L-1-2 CEA 64x56x18 1 
FGOALS-s2 GRA 128x108x26 1 
GISS-E2-R CEA, 2xGRA 144x90x40 3 CEA, 3 2xGRA 
HadCM3 CEA 96x73x19 1 
MIROC-ESM CEA 128x64x80 1 
MPI-ESM-P CEA 196x98x47 1 
MRI-CGCM3 GRA, interactive 320x160x48 1 
*GRA = Gao et al. [2008], CEA = Crowley et al. [2008] 
	 	



	

	

86	

Table 3.2  Volcanic eruptions analyzed from the CMIP5/PMIP3 past1000 ensemble.  
Aerosol mass is from Gao et al. [2008]. Aerosol flux is from Crowley et al. (2008). 
   
 
Eruption Year 
(C.E) 

 
Volcano 

 
Latitude 

Stratospheric 
Sulfate Aerosol 

Mass (Tg) 

Total Sulfate 
Aerosol Flux 

(kg km-2) 
  1167G Kirishima 31°N 52.12 10.9 
1227 Zaozan 38°N 67.52 51.2 
1258 Samalas 8°S 257.91 196.9 
  1275G Quilotoa 1°S 63.72 10 
1284 Unidentified ? 54.69 15.1 
1452 Kuwae 17°S 137.50 59.1 
1600 Huaynaputina 17°S 56.59 45.7 
  1641G Parker 6°N 51.60 17.6 
  1673C Gamkonora 1°N 16.13 20.1 
  1694C Unidentified ? 27.1 28.3 
1809 Unidentified ? 53.74 40.6 
1815 Tambora 8°S 109.72 84.8 
  1835C Cosigüina 13°N 40.16 22.7 
CVolcano was used only in CEA-forced runs. 
GVolcano was used only in GRA-forced runs. 
Eruptions in years without a superscript were analyzed for all runs. 
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Table 4.1 Date of eruptions and SO2 emissions for the ten stratospheric eruption episodes 
of Laki [Thordarson and Self, 2003]. 
  

Date SO2 (Tg) 
June 8, 1783 8.3 
June 11, 1783 13.5 
June 14, 1783 18.7 
June 27, 1783 10.8 
July 9, 1783 8.9 
July 29, 1783 13.2 
August 31, 1783 7.7 
September 9, 1783 5.9 
September 26, 1783 4.4 
October 25, 1783 2.9 



	

	

88	

 

 
 
Figure 2.1 Surface temperature anomalies with respect to the five years preceding each 
eruption (K) for the first winter (DJF) after the 1883 Krakatau and 1991 Pinatubo 
eruptions for (a) 20CRv2 reanalysis and (b) CMIP5 model mean. Hatching displays (a) 
areas below 90% significance and (b) areas where fewer than 15 of 20 models agree on 
the sign of the anomaly. 
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Figure 2.2 Composite surface temperature anomalies with respect to the five years 
preceding each eruption (K) for the first winter (DJF) after the 1883 Krakatau and 1991 
Pinatubo eruptions for CMIP5 individual model means and 20CRv2 reanalysis. Hatching 
displays areas below 90% significance using a bootstrapping method (n = 5000). 
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(a) DJF Surface Temperature         (b) DJF Sea-Level Pressure 

 
(c) DJF 50 hPa Geopotential Height   (d) JJA Precipitation 

 

 
 
 
Figure 2.3 CMIP5 multi-model agreement for mean of the simulations of the response to 
the 1883 Krakatau and 1991 Pinatubo eruptions for each of the 20 models listed in Table 
2.1. Purple indicates the number of models that agree on a positive anomaly; green 
indicates the number of models that agree on a negative anomaly. 
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Figure 2.4 Sea level pressure anomalies with respect to the five years preceding each 
eruption (hPa) for the first winter (DJF) after the 1883 Krakatau and 1991 Pinatubo 
eruptions for (a) 20CRv2 reanalysis and (b) CMIP5 model mean. Hatching displays (a) 
areas below 90% significance and (b) areas where fewer than 15 of 20 models agree on 
the sign of the anomaly. 
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Figure 2.5 Composite sea-level pressure anomalies with respect to the five years 
preceding each eruption (hPa) for the first winter (DJF) after the 1883 Krakatau and 1991 
Pinatubo eruptions for CMIP5 individual model means and 20CRv2 reanalysis. Hatching 
displays areas below 90% significance using a bootstrapping method (n = 5000). 
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Figure 2.6 Geopotential height anomalies with respect to the five years preceding each 
eruption at 50 hPa (m) for the first winter (DJF) after the 1982 El Chichón and 1991 
Pinatubo eruptions for (a) ERA40 reanalysis and (b) CMIP5 model mean. Hatching 
displays (a) for areas below 90% significance and (b) areas where fewer than 15 of 20 
models agree on the sign of the anomaly.  
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Figure 2.7 50 hPa geopotential height anomalies with respect to the five years preceding 
each eruption (m) for the first winter (DJF) after the 1982 El Chichón and 1991 Pinatubo 
eruptions for CMIP5 individual model means and ERA40 reanalysis. Hatching displays 
areas below 90% significance using a bootstrapping method (n = 5000). 
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Figure 2.8 Precipitation anomalies with respect to the five years preceding each eruption 
(mm/day) for the first summer (JJA) after the 1883 Krakatau and 1991 Pinatubo 
eruptions for (a) 20CRv2 reanalysis and (b) CMIP5 model mean. Hatching displays (a) 
areas below 90% significance and (b) areas where fewer than 15 of 20 models agree on 
the sign of the anomaly.  
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Figure 2.9 Composite precipitation anomalies with respect to the five years preceding 
each eruption (mm/day) for the first summer (JJA) after the 1883 Krakatau and 1991 
Pinatubo eruptions for CMIP5 individual model means and 20CRv2 reanalysis. Hatching 
displays areas below 90% significance using a bootstrapping method (n = 5000). 
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Figure 2.10 CMIP5 multi-model means of the simulations of the response to the nine 
eruptions analyzed in Driscoll et al. [2012] for each of the 20 models listed in Table 1. 
Hatching displays areas where fewer than 15 of 20 models agree on the sign of the 
anomaly. 
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Figure 2.11 CMIP5 multi-model means of the simulations of the response to (a), (b), and 
(d) the Krakatau and Pinatubo eruptions and to (c) the El Chichón and Pinatubo eruptions 
for 16 of the 20 models listed in Table 1. 
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Figure 3.1 Three-month running means of the anomalies in global-averaged reflected 
solar flux (W m-2) for selected periods. Results plotted for the six ensembles (Table 1) 
and represent averages over all the individual realizations for each ensemble. GISS-E2-R 
2xGRA anomalies are scaled by a factor of 0.25. Blue, red, and black triangles indicate 
volcanic eruptions analyzed for the GRA forcing only, the CEA forcing only, and for 
both forcings, respectively.  
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Figure 3.2 Three-month running means of the 50 hPa temperature anomalies (K) 
averaged between 30°S and 30°N. Results plotted for the six ensembles (Table 1) and 
represent averages over all the individual realizations for each ensemble. GISS-E2-R 
2xGRA anomalies are scaled by a factor of 0.5. Blue, red, and black triangles indicate 
volcanic eruptions analyzed for the GRA forcing only, the CEA forcing only, and for 
both forcings, respectively. 
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Figure 3.3 Surface temperature anomalies with respect to the five years preceding each 
eruption (K) for the first winter (DJF) after the ten largest tropical eruptions spanning 
850-1850 (Table 4) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, (c) CEA-
forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-forcing CESM-LME 
runs, and (f) volcano-only CESM-LME runs. Hatching displays areas below 95% 
significance using a two-tailed t-test.  
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Figure 3.4 Surface temperature anomalies with respect to the five years preceding each 
eruption (K) for the first winter (DJF) after the ten largest tropical eruptions spanning 
850-1850 (Table 4) for individual PMIP model means. Hatching displays areas below 
95% significance using a two-tailed t-test. Panels 1-4 are CEA-forced models; 5-8 are 
GRA-forced models. 



	

	

119	

 

 

Figure 3.5 Surface temperature anomalies with respect to the five years preceding each 
eruption (K) for the second winter (DJF) after the ten largest tropical eruptions spanning 
850-1850 (Table 4) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, (c) CEA-
forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-forcing CESM-LME 
runs, and (f) volcano-only CESM-LME runs. Hatching displays areas below 95% 
significance using a two-tailed t-test. 
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Figure 3.6 Surface temperature anomalies with respect to the five years preceding each 
eruption (K) for the second winter (DJF) after the ten largest tropical eruptions spanning 
850-1850 (Table 4) for individual PMIP model means. Hatching displays areas below 
95% significance using a two-tailed t-test. Panels 1-4 are CEA-forced models; 5-8 are 
GRA-forced models. 
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Figure 3.7 NH zonal mean zonal wind anomalies with respect to the five years preceding 
each eruption (m/s) for the first winter (DJF) after the ten largest tropical eruptions 
spanning 850-1850 (Table 4) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, 
(c) CEA-forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-forcing 
CESM-LME runs, and (f) volcano-only CESM-LME runs. Contours represent 1 m/s 
intervals; stippling displays areas below 95% significance using a two-tailed t-test.  



	

	

122	

	

Figure 3.8 NH zonal mean zonal wind anomalies with respect to the five years preceding 
each eruption (m/s) for the first winter (DJF) after the ten largest tropical eruptions 
spanning 850-1850 (Table 4) for the individual PMIP model means (Table 2). Contours 
represent 1 m/s intervals; stippling displays areas below 95% significance using a two-
tailed t-test. Panels 1-4 are CEA-forced models; 5-8 are GRA-forced models. 
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Figure 3.9 NH DJF zonal mean zonal wind climatology for the period 850-1850 for (a) 
CEA-forced PMIP ensemble, (b) GRA-forced PMIP ensemble, (c) GISS-E2-R, and (d) 
CESM-LME. Contours represent 5 m/s intervals. 
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Figure 3.10 NH DJF zonal mean zonal wind climatology for individual PMIP model 
means for the period 850-1850. Contours represent 5 m/s intervals. Panels 1-4 are CEA-
forced models; 5-8 are GRA-forced models. 
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Figure 3.11 50 hPa geopotential height anomalies with respect to the five years 
preceding each eruption (m) for the first winter (DJF) after the ten largest tropical 
eruptions spanning 850-1850 (Table 4) for (a) CEA-forced PMIP runs, (b) GRA-forced 
PMIP runs, (c) CEA-forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-
forcing CESM-LME runs, and (f) volcano-only CESM-LME runs. Hatching displays 
areas below 95% significance using a two-tailed t-test.  
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Figure 3.12 50-hPa geopotential height anomalies with respect to the five years 
preceding each eruption (m) for the first winter (DJF) after the ten largest tropical 
eruptions spanning 850-1850 (Table 4) for individual PMIP model means. Hatching 
displays areas below 95% significance using a two-tailed t-test. Panels 1-4 are CEA-
forced models; 5-8 are GRA-forced models. 



	

	

127	

 

Figure 3.13 Sea level pressure anomalies with respect to the five years preceding each 
eruption (hPa) for the first winter (DJF) after the ten largest tropical eruptions spanning 
850-1850 (Table 4) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, (c) CEA-
forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-forcing CESM-LME 
runs, and (f) volcano-only CESM-LME runs. Hatching displays areas below 95% 
significance using a two-tailed t-test. 
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Figure 3.14 Sea level pressure anomalies with respect to the five years preceding each 
eruption (hPa) for the first winter (DJF) after the ten largest tropical eruptions spanning 
850-1850 (Table 4) for individual PMIP model means. Hatching displays areas below 
95% significance using a two-tailed t-test. Panels 1-4 are CEA-forced models; 5-8 are 
GRA-forced models. 
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Figure 3.15 Leading EOF of the monthly winter (DJF) mean sea level pressure anomaly 
over the north of 20°N for each ensemble mean over the period 850-1850. EOF values 
are expressed as hPa. In the top right corner of each plot is indicated the percentage of 
variance explained by the first EOF.  
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Figure 3.16 Superposed epoch analysis for the winter (DJF) AO index for the six 
ensembles for the 10 eruptions listed in Table 4. The average over 10 volcanic eruptions 
is shown at different lag time. Lag 1 indicates the first winter after a volcanic eruption. In 
the top right corner of each plot is indicated the percentage of variance explained by the 
first EOF. Dotted horizontal lines show the 5th and 95th percentiles of the bootstrap 
distribution; solid horizontal lines show the 1st and 99th percentiles. 
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Figure 3.17 Precipitation anomalies with respect to the five years preceding each 
eruption (mm/d) for the first summer (JJA) after the ten largest tropical eruptions 
spanning 850-1850 (Table 4) for (a) CEA-forced PMIP runs, (b) GRA-forced PMIP runs, 
(c) CEA-forced GISS-E2-R runs, (d) 2xGRA-forced GISS-E2-R runs, (e) all-forcing 
CESM-LME runs, and (f) volcano-only CESM-LME runs. Hatching displays areas below 
95% significance using a two-tailed t-test. 
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Figure 3.18 Precipitation anomalies with respect to the five years preceding each 
eruption (mm/d) for the first summer (JJA) after the ten largest tropical eruptions 
spanning 850-1850 (Table 4) for individual PMIP model means. Hatching displays areas 
below 95% significance using a two-tailed t-test. Panels 1-4 are CEA-forced models; 5-8 
are GRA-forced models. 
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Figure 4.1 Sea level pressure maps for: (a) 8–12 June 1783 drawn from Kington [1988] 
(Figure 6a, Thordarson and Self [2003]) and (b)-(e) 8 June 1783 from initial conditions 
for the CESM1(WACCM) simulations, showing the circulation patterns over Europe. 
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Figure 6 . Synoptic weather maps for: (a) 10 June 1783, (b) 17 June 1783, (c) 23 June 1783, showing
the main weather and circulation patterns over Europe for the periods 8– 12 June, 15 – 19 June, and 22–
25 June, respectively. The solid lines represent isobars at 4 millibar intervals. The 1012 millibar isobar
marked because it usually separates anticyclonic from cyclonic systems. The inferred flow path of the
westerly jet stream is shown by the heavy solid lines. Maps drawn using the data of Kington [1988].
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Figure 4.2 (a) Zonal mean and (b) NH-mean sulfate aerosol optical depth for the Laki 
ensemble from June 1783 to May 1784.
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Figure 4.3 Zonal-average Northern Hemisphere top-of-atmosphere radiative forcing 
(W/m2) for the Laki ensemble for (a) shortwave, (b) longwave, and (c) net.  
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Figure 4.4 Ensemble mean change in (a) NH radiative forcing for shortwave (red), 
longwave (blue) and net (black), and (b) NH surface temperature.   
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Figure 4.5 JJA 1783 surface temperature anomalies (K) for (a) EKF400 reanalysis and 
(b) average of Laki ensemble. Anomalies are calculated with respect to the five years 
before the eruption. Hatching represents areas < 95% significance using a two-tailed 
Student’s t-test.  
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Figure 4.6 July 1783 European surface temperature anomalies (K) for (a) EKF400 
reanalysis, (b) Laki ensemble average, and (c) noLaki ensemble average. Anomalies are 
calculated with respect to the five years before the eruption. Hatching represents areas < 
95% significance using a two-tailed Student’s t-test. 
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Figure 4.7 July 1783 European surface temperature anomalies (K) for individual Laki 
simulations. Each set of 10 simulations (i.e., 1-10, 11-20, 21-30, and 31-40) is initialized 
by perturbing a different set of initial conditions. Anomalies are calculated with respect to 
the five years before the eruption.  
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Figure 4.8 July 1783 European surface temperature anomalies (K) for individual noLaki 
simulations. Each set of 10 simulations (i.e., 1-10, 11-20, 21-30, and 31-40) is initialized 
by perturbing a different set of initial conditions. Anomalies are calculated with respect to 
the five years before the eruption.  
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Figure 4.9 July 1783 sea level pressure anomalies (hPa) and surface wind anomalies 
(m/s, left) and surface air temperature anomalies (K, right) for averages of different 
simulations. From top to bottom: noLaki simulations with North Atlantic cyclone; noLaki 
simulations without North Atlantic cyclone; Laki simulations with North Atlantic 
cyclone; Laki simulations without North Atlantic cyclone.  
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Figure 4.10 JJA 1783 precipitation anomalies (mm/d) for the Laki ensemble average. 
Anomalies are calculated with respect to the five years before the eruption. Hatching 
represents areas < 95% significance using a two-tailed Student’s t-test.  
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Figure 4.11 DJF 1783-1784 surface temperature anomalies (K) for (a) EKF400 
reanalysis and (b) Laki ensemble average. Anomalies are calculated with respect to the 
five years before the eruption. Hatching represents areas < 95% significance using a two-
tailed Student’s t-test.  
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Figure 4.12 DJF 1783-1784 European surface temperature anomalies (K) for (a) EKF400 
reanalysis, (b) Laki ensemble average, and (c) noLaki ensemble average. Anomalies are 
calculated with respect to the five years before the eruption. Hatching represents areas < 
95% significance using a two-tailed Student’s t-test.  
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Figure 4.13 DJF 1783-1784 Northern Hemisphere sea level pressure anomalies (hPa) for 
(a) EKF400 reanalysis, (b) Laki ensemble average, and (c) noLaki ensemble average. 
Anomalies are calculated with respect to the five years before the eruption. Hatching 
represents areas < 95% significance using a two-tailed Student’s t-test.  
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Figure 4.14 Left: Niño3.4 indices for the noLaki (dotted lines) and Laki (solid lines) 
ensembles for La Niña (blue), neutral (green), and El Niño initial conditions. Right: Laki 
minus noLaki Nino 3.4 indices for La Niña (blue), neutral (green), and El Niño initial 
conditions. 
 


