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THESIS ABSTRACT

Molecular Dynamics Simulations of Biopolymers in Materials Science and Medicine

by JOHN W. WHITTAKER

Thesis Director:
Dr. Luca Larini

Biopolymers are the molecular building blocks of the natural world and are a focal point of many areas of active research. Despite their universality, many of their properties are still poorly understood because these properties are associated with a level of detail that is far beyond experimental characterization. Molecular dynamics (MD) simulations offer the opportunity to study these ubiquitous macromolecules with femtosecond accuracy and angstrom resolution. In this work, we examine methodologies that are crucial to accurate, representative, and meaningful results to MD simulations of biopolymers. We conduct simulations using replica-exchange molecular dynamics, implicit and explicit solvent, and umbrella sampling in order to characterize these systems. We explore methods of validating empirical potential energy functions and use the results to characterize the effects of phosphorylation and its experimental counterpart pseudophosphorylation on the conformational ensemble of the tau-derived protein PHF43
in the early stages of aggregation in Alzheimer’s disease. We then consider how MD methodologies can bolster theoretical models and be applied to the production of biomaterials from tunable biopolymer mixtures by modeling the dissolution and regeneration process of cellulose in ionic liquids.
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1 Introduction

Effective modeling of complex molecular systems like biopolymers is crucial to the development, integration, and success of a broad range of fields including nanotechnology, medicine, and biomaterials. Understanding biological systems, though, at their microscopic level is an especially complicated task that involves contributions from a diverse fusion of physical and chemical theory that is actively being modified by the day. Advances in computational power over the past few decades have profoundly impacted the researcher’s ability to both build more rigorous theoretical models and test and examine the results of these models. Today, molecular modeling techniques have become ubiquitous and their overall success hinges on the ability to translate the complex phenomena of nature into simple models and simple approaches to solve these models.

Classical molecular dynamics (MD) simulations are one particular theoretical tool that has been used extensively with great success.\textsuperscript{1-3} MD simulation offers the unique ability to observe and probe molecular systems with atomic-mesoscopic resolution that exceeds the capabilities of modern experimental techniques. These simulations are primarily based on approximations that allow for the use of classical mechanics to describe the motion of fixed-charge nuclei while ignoring electronic degrees of freedom. Approximate methods make the exploration of the dynamics of a complex system computationally feasible as even with today’s relatively massive and optimized computational resources, a purely quantum mechanical, statistically-relevant description
of a large system on a biological timescale is impossible at present. A brief introduction to classical MD and approximations used in this work is given in Chapter 2.

The purpose of the rest of this work is to demonstrate how MD methods are invaluable to aiding our understanding of molecular medicine and the development and design of novel biomaterials. For many years computational methods have been an invaluable tool for rational drug design in contexts such as elucidating electrostatic energies associated with ligand binding and closely examining the conformational ensemble of medicinally-relevant macromolecules, like proteins. Chapters 3 describes a simple methodology for selecting an appropriate empirical MD force field in order to accurately simulate a protein system while Chapter 4 uses the results from the previous chapter to perform an MD study investigating the protein tau and its role in Alzheimer’s disease.

In the scope of design and development of biomaterials, MD has been used extensively to investigate biomaterial-biomolecule interfacial interaction and the efficient production and harvesting of the abundant biopolymers that provide the building blocks for many biomaterials. The latter of which is detailed in Chapter 5 of this thesis.

In general, the methods that make research endeavors like those described above and later in this work possible are rooted in the theory of statistical mechanics. As Mark Tuckerman puts it, “…molecular simulation is the computational realization of statistical mechanics”. In this work we also delve into purely theoretical undertakings in an effort to provide simple, useful models that describe important properties of biomaterials. For example, the structural properties and synthesis of mixtures of biopolymers into novel,
naturally-derived biological materials are discussed in Chapter 5 and Appendix C, while the implications on catalytic activity of enzymes encapsulated by simple DNA origami nanocages are detailed in Appendix B.
2 Background

In order to complement results in this thesis, we believe that an introduction to fundamental tools and methods of classical MD is necessary.

2.1 Classical Molecular Dynamics

Classical MD simulation of a molecular system is based on an iterative approach to numerical solutions of Newton’s equations of motion:

\[
m\ddot{r}_i = f_i \quad f_i = -\frac{\partial}{\partial r_i} U(r^N)
\]  \hspace{1cm} (2.1)

Where \( U(r^N) \) is a potential energy function whose argument \( r^N = (r_1, r_2, \ldots, r_N) \) represents the complete set of \( 3N \) atomic coordinates. Integration of this system of differential equations yields a trajectory of the system as it evolves through time.

As mentioned in Chapter 1, classical molecular dynamics is built upon approximations of reality. Classical mechanics cannot perfectly describe the complexities associated with nature on the nanoscale, but clever methods have been developed over the past 50-60 years that show us these approximations are often good enough to tackle issues that arise in the microscopic world.
This does not mean that MD can be haphazardly applied to any microscopic system. Indeed, MD simulation should not be considered a “black box”. Great care must be taken in choosing the tools and methodologies to ensure accurate, useful results of the system under investigation.

In the most general sense, MD as a predictive tool suffers from two major limitations: inaccuracies in force fields and inadequate sampling of the system of interest’s properties.

2.2 Force Fields

Force fields are the MD realization of the potential energy function $U(r^N)$ found in Equation 2.1. A commonly used additive functional form (that has been truncated slightly) of $U(r^N)$ is given by\textsuperscript{12}:

$$U = \sum_{\text{bonds}} \frac{1}{2} K_r (r - r_0)^2$$

$$+ \sum_{\text{angles}} \frac{1}{2} K_\theta (\theta - \theta_0)^2$$

$$+ \sum_{\text{dihedrals}} K_\phi [1 - \cos(n\phi + \delta)] + \sum_{\text{non-bonded}} \left( \frac{A_{ij}}{R_{ij}^{12}} - \frac{B_{ij}}{R_{ij}^6} + \frac{1}{2} \frac{q_i q_j}{\varepsilon R_{ij}} \right) \quad (2.2)$$

This function is the sum of five contributions to the potential energy: bond stretching, bond angle opening and closing, rotation about dihedral angles, and non-bonded interactions encompassing van der Waals and electrostatic interactions.
A multitude of force fields have been developed and systematically improved since the 1960’s. These force fields, by and large, share a similar functional form and are empirically parameterized, meaning they derive parameters such as bond angles, partial charges, and atomic radii from experiments or \textit{ab initio} quantum mechanical calculations. The ultimate goal of an MD force field is to approximate the true quantum mechanical potential energy surface of a system of molecules but—as the fact that dozens of different force fields have been developed over the years suggests—there is no definite philosophy for determining and selecting force field parameters, and this goal can be accomplished in many different ways. Selecting a force field is heavily dependent upon the system under investigation. This component of choosing an effective potential is addressed in \textbf{Chapter 3} of this work.

\textbf{2.3 Sampling Methods}

Fully atomistic MD simulations—those that provide the highest level of detail—of large systems (i.e., large proteins solvated in many explicit solvent molecules) are immensely computationally expensive. Without using the enormously powerful brute-force approach of specially-designed supercomputers, “vanilla” MD methods are limited to nanosecond-microsecond time scales. Most interesting processes involving biopolymers, such as protein folding, occur on the order of many milliseconds, seconds, or even days. These processes are often characterized by multiple metastable, intermediate states separated from one another by large energetic barriers, making them exceedingly difficult to sample in full using MD.
To combat this issue, a variety of methods and approximations have been developed that aim to enhance the sampling capabilities of MD while retaining an appropriate level of accuracy with respect to a fully atomistic, continuous MD simulation.

### 2.3.1 Implicit Solvation

Atomistic MD simulations can generally be broken down into two broad categories: those that treat solvent *explicitly* and those that treat it *implicitly*.

Explicit solvation methods treat the solvent as discrete molecules whose interactions amongst themselves (solvent-solvent interactions) and with the solute (solvent-solute interactions) are computed explicitly. These methods are of course an area of major research and are rather efficient and accurate, but it still stands that the intense demands of computing the massive amount of interactions in a large explicitly-treated system is debilitating for many computational resources.

Implicit solvent methods, on the other hand, speed up MD simulations by replacing discrete solvent molecules with a dielectric continuum that provides a mean-field interaction with the solvent. Thus, implicit solvation drastically reduces the number of interactions computed with each step of an MD simulation. Furthermore, an additional speedup of the simulation occurs due to the low-viscosity nature of the implicit solvent environment, bolstering a system’s ability to explore its conformational space in a timelier manner.
Our use of implicit solvent over explicit solvent in Chapters 3 and 4 is motivated by the benefits described above. In those chapters, in order to successfully study large proteins which are particularly dynamic in nature, we must focus on utilizing a method that offers efficient and complete sampling of broad configurational spaces.

That said, despite implicit solvent models delivering a ~2-20 times\textsuperscript{16} speedup in conformational sampling, for systems such as those studied in Chapters 3 and 4, it may be necessary to introduce a second method which enhances sampling further still. One method that works additively with implicit solvent is known as replica-exchange molecular dynamics.

2.3.2 Replica-Exchange Molecular Dynamics

The replica-exchange molecular dynamics (REMD) algorithm\textsuperscript{17} is a widely used enhanced sampling method that works by applying the theory of parallel tempering\textsuperscript{18} to molecular dynamics.

In simulations that involve protein folding especially, a room temperature system tends to become trapped in one of many local minimum energy states. In short, the REMD algorithm is based upon the fact that the energy barriers that separate the aforementioned energy wells on the potential energy surface of a biopolymer are much easier to overcome at higher temperatures than at lower temperatures. It consists of running multiple, non-interacting MD simulations (called replicas) in parallel, each at their own temperature (typically a sequence of increasing temperatures from ~298 K –
600 K). After a predetermined number of MD time steps, an attempt is made to exchange the coordinates of one replica with the coordinates of the adjacent (in temperature space) replica. The proposed exchange is accepted with probability given by a Metropolis Monte Carlo criterion given by equation (17) in Sugita et al.\textsuperscript{17}

This criterion, based on the Boltzmann factors of both replicas considered, guarantees that exchanges occur only when a particular energy state of the system of interest is probable in both replicas (therefore, at both temperatures). In this way, replicas “wander” through temperature space and configurations from higher temperature simulations are made available to lower temperature simulations and vice versa. This results in a robust ensemble of conformations of your system that samples both low and high temperature configurations.
3 Validating Force Fields for Future Test Systems

A force field must perform a very sensitive balancing act in order to be applied to a wide swath of systems. In fact, the large majority of the many contemporary force fields differ by only a small number of torsional parameters. To accurately represent a system’s conformational ensemble accurately, a force field must not only deliver on the ability to predict, sample, and maintain relevant secondary structure with respect to more structured proteins and peptides, but it must also straddle the line between a tendency for α or β bias.

Force fields are notorious for biases for or against certain secondary structure elements. The Cornell et al.\textsuperscript{19} force field, ff94, was one of the first force fields to be widely adopted by researchers but was found to favor helical conformations.\textsuperscript{20-23} Further refinements and improvements of this and other force fields over the years have yielded results that vary greatly depending on factors such as the nature of the peptide involved, the use of an implicit or explicit solvent model, and the sampling techniques utilized, among many others\textsuperscript{21-27}. Thus, it is of utmost importance to carefully consider the force field that one will use to treat their system, else one may be left with results that in no way reflect reality.
In this chapter, we examine the ability of popular parameterizations of the AMBER force field family—ff96, ff99SB, and the more recent ff14SBonlysc and ff14IDPSFF, in combination with the GB-OBC (ff96, ff99SB) and GB-Neck2 (ff14SBonlysc, ff14IDPSFF) implicit solvent models—to accurately sample the conformational ensemble of the tau-derived peptide PHF43. The force field which best represents PHF43 will be used to examine it further in Chapter 4.

3.1 Methodology

The basic methodology utilized in this chapter is given schematically by Figure 1. A series of force fields are applied to a series of systems and simulations are performed utilizing these parameters. Once the simulations have concluded, they are analyzed and
results are compared with relevant experimental data. From here we simply conclude whether or not the force field is worth using based on the agreement of relevant properties with experiment. Here, the series of force fields are again, AMBER ff96, ff99SB, ff14SBonlysc, and ff14IDPSFF and the system they are applied to is the tau-derived peptide PHF43.

A variety of methods of analysis are used to characterize the system and compare simulation results to experimental properties. Namely, simulations in this chapter and the following chapter are characterized by the peptide’s radius of gyration, end-to-end distance, hydrogen bond content, and secondary structure content. These are described below.

**Radius of Gyration and End-to-End Distance**

First, in order to have a qualitative description of the entire set of conformations, we have decided to plot the radius of gyration of the molecules against its end-to-end distance. The radius of gyration provides a rough estimate of the size of the aggregate, while the end-to-end distance allows estimation of the entropy of each conformation. The radius of gyration can be thought of as the radius of a sphere that encloses the protein. However, for any given radius there can be multiple arrangements of the protein backbone. For this reason, we need a second parameter that characterizes this conformational ensemble. We chose the end-to-end distance, in agreement with the theory of ideal polymer chains. Based on these considerations, we can expect that compact conformations will appear in the lower left corner of the plot, whereas the more extended conformations will populate the upper right corner. In addition, as only one conformation is available for a fully
extended chain, we expect that the entropy will decrease as the radius of gyration of the molecule increases. This means that the number of conformations and, as a consequence, the possible values of the end-to-end distance, decreases with increasing radius of gyration.

**Cluster Analysis**

To gain a better understanding of the conformations populated by the molecule, we performed a cluster analysis using the Daura algorithm\textsuperscript{34} as implemented in the GROMACS package\textsuperscript{35-38}. The clustering algorithm compares the conformations found in our simulation and groups them according to their root mean square deviation (RMSD). The idea is that structures that are very close to one another show a smaller RMSD. The RMSD of two molecules is defined as:

\[
\text{RMSD} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (A_i - B_i)^2}
\]

Where \(N\) is the number of atoms in one molecule, \(A_i\) and \(B_i\) are the \(i\)-th atom of molecule A and B, respectively. In our study, we consider structures with a RMSD between 3 and 5 Å to belong to the same cluster, depending on the needs imparted by differences in force fields. The algorithm also takes care of ranking the clusters according to their abundance, with the first cluster being the most abundant. A major reason to use cluster analysis is that while conformations may be very close in size (and so they appear in the
same area of the radius of gyration vs end-to-end distance plot), they may show a different secondary structure.

**Hydrogen Bond Analysis**

The number of hydrogen bonds is essential in order to estimate the amount of secondary structure in a protein. A hydrogen bond is considered present if the nitrogen N and the oxygen O in two different peptide bonds are at a distance smaller than 3.5 Å and the angle N - O=C is bigger than 120°.

**3.2 Simulation Details**

All simulations were performed using the AMBER14\textsuperscript{39} software package, using the ff96\textsuperscript{28}, ff99SB\textsuperscript{24}, ff14SBonlysc\textsuperscript{29}, and ff14IDPFF force fields. In association with the force fields utilized, we also examined two different implementations of the generalized Born (GB) implicit solvent model: GB-OBC\textsuperscript{31} with both ff96 and ff99SB, and GB-Neck2\textsuperscript{32} with ff14SBonlysc and ff14IDPSFF. GB solvent models were paired with the appropriate atomic radii: mbondi2 and mbondi3 for igb5 and igb8, respectively with the exception of simulations performed using ff96—these utilized mbondi, the default AMBER atomic radii for GB-OBC.\textsuperscript{31} All peptides were generated, force fields selected, and atomic radii chosen using the tLEaP module included in the AMBER14\textsuperscript{39} package.

In order to enhance conformational sampling of our system, replica exchange molecular dynamics (REMD) was employed for all production simulations. Each REMD simulation consisted of 16 replicas at temperatures spaced between 279 and 521 K. Prior to the production runs, each replica was simulated for 400 ps without exchange in order
to generate a random sample of initial conformations, eliminating the potential for bias of the system toward a particular starting conformation. All simulations utilizing ff14IDPFF began from the final configuration of the corresponding ff14SBonlysc simulation.

Production simulations were considered converged when radius of gyration ($R_g$) versus end-to-end ($R_{ee}$) plots showed minimal change in adjacent temporal windows. The production run totaled at least 500 ns but some force fields required over 1 µs to be convincingly converged. In the case where simulation time < 1 µs, the final 150 ns of data collected at 300 K has been analyzed, whereas when simulation time > 1 µs, the final 300 ns collected at 300 K has been analyzed. Temperatures were kept constant using the Langevin thermostat with a collision frequency $\gamma$ of 1 ps$^{-1}$. The equations of motion were integrated using the LeapFrog algorithm with a time step of 1 ps. Cutoff for both effective Born radii and van der Waals interactions was set to 2 nm. Hydrogen bond length constraints were introduced using the SHAKE$^{40}$ algorithm.
3.3 Results and Conclusions

**Figure 2. Radius of Gyration/End-to-end distance and Hydrogen Bond Distribution of PHF43/FF14SBonlysc.** Hydrogen bond distribution (left). Normalized probability distribution of finding a chain with a specific end-to-end and radius of gyration value (right).

**Figure 3. Radius of Gyration/End-to-end Distance and Hydrogen Bond Distribution of PHF43/FF99SB.** Hydrogen bond distribution (left). Normalized probability distribution of finding a chain with a specific end-to-end and radius of gyration value (right)
Results from all force fields vary significantly in the case of PHF43. The most marked difference, which we will focus on, is between the performance of ff14SBonlysc and ff96 (Figure 2 and Figure 4, respectively). Ff14SBonlysc presents top clusters which are notably collapsed and relatively rich in hydrogen bonds indicating some long lived globular structures whereas ff96 yields extended and compact structures with
comparatively few hydrogen bonds. A small, but long-lived, amount of clusters produced from ff96 simulations, though, do present β-structure as indicated by cluster analysis. Besides this small subset of conformations, very little secondary structure is found and the extent to which PHF43 explores its conformational ensemble has led us to decide that ff96 is the ideal candidate for simulation of this peptide. Experimental findings indicate that extended, disordered conformations with small amounts of transient β-structure dominate the ensemble of PHF43. With these results from our simulations (of course, more can be said, but for the purposes of this thesis, we have seen enough), we can be confident that the results in the following chapter represent an accurate depiction of PHF43’s conformational ensemble.
4 Impact of Phosphorylation and Pseudophosphorylation on the Early Stages of Aggregation of the Microtubule-Associated Protein Tau

This chapter utilizes the validation of AMBER ff96 as an effective force field for MD studies of the tau-derived peptide PHF43 found in the previous chapter. Here, we apply MD methodologies that have been discussed so far to investigate how the conformational ensemble of PHF43 is affected by phosphorylation and its experimental counterpart, pseudophosphorylation. Insights into the aggregation pathway of PHF43 in Alzheimer’s disease are uncovered, as well.

The work presented in this chapter has been published.\textsuperscript{42} Figures and some passages have been partially or fully adapted from the original publication.
Figure 6. Sequence of the Microtubule Binding Region (MTBR) of Tau. The four repeats M1-M4 are highlighted. The residues numbers are reported and based upon the longest isoform of tau. The fragment used in this study is shown at the bottom. The phosphorylated (and pseudophosphorylated) residues are underlined. (Reproduced from Ref. 42 with permission from the American Chemical Society, copyright © 2017, American Chemical Society)

4.1 Introduction

The microtubule associated protein (MAP) tau is found in the central nervous system, specifically in the axon of the neuron. Tau is tasked with regulating the modifications of the cytoskeleton, namely the formation of and razing of microtubules, so neurons can form or prune connections to other neurons. Besides structural support, microtubules are also essential for the transport of molecules and organelles from their place of origin to their final destination in the axon. As a consequence, the tau protein is extremely important to the healthy function and development of the human brain. Thus, disruption of tau’s normal function (whether through mutations or sporadic dysfunction) is extremely detrimental to the central nervous system.

Tau is classified as an intrinsically disordered protein (IDP). IDPs are proteins that perform their function despite a lack of well-defined tertiary and secondary structure. IDPs are generally rich in charged residues that make these proteins extremely soluble and dynamic. They also typically contain a small amount of hydrophobic moieties, so hydrophobic collapse is normally prevented. Therefore, one would expect that IDPs
such as tau would not be prone to aggregation under normal circumstances. Surprisingly, though, aggregated tau is involved in the pathogenesis of many diseases that lead to dementia and abnormal brain development. Most notably, aggregated tau is a hallmark of Alzheimer’s disease, where it forms structures deemed neurofibrillary tangles. Tau aggregates present a “fuzzy coat” of disordered sequences that surrounds a region rich in β-sheet. The β-sheet rich region, which composes the microtubule binding region (MTBR) of the protein, shows a structure typical of amyloid fibers. The MTBR consists of four pseudo-repeats (referred to as M1-M4 in Figure 6), which share similar amino acid sequences.

To perform its function, tau undergoes extensive post-translational modifications in the form of phosphorylation. Phosphorylation consists of adding a covalently bound phosphate group to the side chain of an amino acid. The most common phosphorylation sites in the tau protein are the amino acids Serine, Threonine and Tyrosine. This corresponds to as many as 85 sites—about 20% of the total number of amino-acids—that are capable of being phosphorylated. However, only a few sites are phosphorylated at any given time. As the phosphorylation sites are turned over very quickly, it is extremely challenging to measure experimentally which sites are phosphorylated and when. It is estimated that about 18 sites are phosphorylated at a time in functional tau in a healthy cell, while this number of sites increases in cells affected by Alzheimer’s disease (an effect that is called hyperphosphorylation). In healthy cells, it is believed that multiple kinases are involved in the phosphorylation process. This suggests that the final phosphorylated state comes about as a consequence of multiple stages each encompassing further sub-events. Thus, at any
given time, multiple phosphorylated states of the same protein can exist at once. This is a formidable problem to deal with experimentally. In fact, to obtain a well-defined picture of the phosphorylated state of tau \textit{in vitro}, it is required to know not only the kinases involved, but also in what order they perform their function. As mentioned above, in the case of Alzheimer’s disease, tau is found in its hyperphosphorylated state in which the number of phosphorylated sites along the protein is found to be 3 to 4 times higher than normal.\textsuperscript{67-69}

To overcome the issues associated with studying phosphorylated tau \textit{in vitro} and in cell culture, experimentalists have turned to the method of pseudophosphorylation.\textsuperscript{70-84} Pseudophosphorylation consists of mutating amino acids that are targets of phosphorylation into the amino acids Aspartate (Asp) or Glutamate (Glu). The rationale behind this technique is that tau interactions are thought to be mostly electrostatic in nature. As a consequence, replacing a negatively charged side chain (such as a phosphorylated one) with another negatively charged side chain (such as Asp or Glu) should have a relatively small impact on the properties of the protein.

In this study, we will use MD to characterize whether phosphorylation and pseudophosphorylation are actually equivalent at a molecular level. The strongest experimental support of equivalence between the two techniques comes from measurements of electrophoretic mobility, which includes information about both the size and conformation of monomers.\textsuperscript{74, 80} These studies have shown that mobility is generally unaffected when experiments are performed using pseudophosphorylation or phosphorylation. For this reason, pseudophosphorylation is believed to be a reasonable approximation to phosphorylation that avoids the issue of being presented with a mixture
of tau phosphorylated at different sites. Of course, it must be noted that phosphorylation and pseudophosphorylation are not exactly equivalent. For instance, a phosphate group is large and bears two negatives charges, while Asp and Glu possess only one. In addition, the fact that experimental structures from both methods show a similar mobility does not necessarily conclude that in both cases the protein is adopting similar conformations. Since tau is an intrinsically disordered protein, different conformations may be adopted that have a similar size, but highly different internal structure. In this chapter we will show that this is the case.

Another reason for investigating their equivalence is to understand whether phosphorylated and pseudophosphorylated tau interact similarly during aggregation. Several studies have shown consistently that phosphorylated tau and pseudophosphorylated tau may lead to similar aggregation propensity or microtubule affinity. However, again, phosphorylated tau found in pathological aggregates is a mixture of proteins that are phosphorylated at different locations and with a different number of phosphorylated sites. As a consequence, it is often impossible to assess if the pseudophosphorylated product is actually equivalent to a phosphorylated one.

### 4.2 Methods

**4.2.1 Fragment Selection**

In this chapter, we will focus on the fragment PHF43 of the tau protein. This fragment was shown to be able to aggregate and form amyloid fiber. We will refer to the wild-type form of PHF43 as PHF43/WT. Computational and experimental studies have shown
that phosphorylation of Ser324 alone or phosphorylation of both Ser320 and Ser324 may lead to enhanced aggregation propensity. However, these studies have been performed on fragments of tau much shorter than the ones considered in our study. In this chapter, we will consider both the phosphorylated (PH43/P) and pseudophosphorylated fragment, modifying both Ser320 and Ser324 at once. For the pseudophosphorylated fragment, we will compare the mutation of Ser320 and Ser324 into glutamic acid (PH43/PGlu) and aspartic acid (PHF43/PAsp) in respective simulations.

### 4.2.2 Simulation Details

Simulations were performed in the canonical NVT ensemble using the package AMBER14. We used the AMBER ff96 force field in association with the GB-OBC implicit solvent model. This force field/implicit solvent combination was shown in the previous chapter to accurately reproduce the structure (or lack thereof) of PHF43 in solution. This model was also shown by Dill and coworkers to correctly reproduce the secondary structure of other peptides. The choice of implicit solvent, as discussed in Chapter 2, section 2.3.1, is due to the large size of our system that would otherwise prevent a proper sampling of PHF43’s ensemble of conformations. Phosphorylated amino acids used the force field developed by Homeyer et al. The cutoff for both the van der Waals interactions and the implicit solvent model is 2 nm. A Langevin thermostat kept the temperature constant. The equations of motion were integrated using the leap-frog algorithm with a time step of 1 ps. Constraints for hydrogen atoms connected to heavy atoms were computed with the SHAKE algorithm.
To investigate the prion-like behavior of the peptide, we simulated a wild-type PHF43 dimer. The backbone of one of the chains was frozen in its original position, whereas the second chain was free to sample different conformations. To avoid the case wherein the chains separate and stop interacting, we added a restraint potential. This potential was zero as long as the distance between the centers of mass of the chains was below 4nm. Beyond this distance, a parabolic restraining potential was added. If the chains separated farther than 4.5 nm, a linear potential was implemented instead.

To accurately sample the conformational space of the peptide, replica-exchange molecular dynamics was employed. This method is described in Chapter 2, section 2.3.2. The temperatures ranged from 279K to 503K using 16 replicas. Only data collected at 300K has been analyzed. The simulations were at least 1.2μs long but in any case, only the final 300ns were analyzed. For a review of methods of analysis, please see chapter 3, section 3.1.

4.3 Results

4.3.1 Wild-type

We begin by analyzing the structure of the monomer of wild-type PHF43 (PHF43/WT) in solution. Figure 7 (top left) shows that the monomer can easily populate multiple conformations ranging from compact (end-to-end distance about 10 Å) to extended structures (about 100 Å). As a comparison, a fully extended chain would be about 120 Å long. This is consistent with what we would expect of tau due to its classification as an intrinsically disordered protein. In order to understand the structure of PHF43/WT in detail, we computed the number of backbone hydrogen bonds. This analysis showed that
very little secondary structure is present, once again consistent with tau’s intrinsically disordered nature. However, this result is puzzling because it is in direct contrast with the β-rich conformations found in aggregated PHF43. As a result of this discrepancy, we decided to investigate how likely the peptide is to spontaneously adopt a β-rich structure.

We found that a small population of the conformational ensemble is indeed compact and folded (Figure 7, top left, highlighted region). A closer examination of this small population reveals that wild-type PHF43 forms a four-stranded β-sheet structure with a very high number of hydrogen bonds (not shown). This structure is additionally stabilized by two salt bridges, one between E43 and K22 and the other between E43 and K3.
Figure 7. Radius of Gyration/End-to-end Distance and Hydrogen Bond Distributions of PHF43/WT, PGLu, and PAsp. Normalized probability distribution of finding a chain with a specific end-to-end and radius of gyration value (top) and hydrogen bond distribution (bottom). Clockwise from top left: PHF43/WT, PHF43/PGLu mutation, and PHF43/PAsp mutation. (Partially reproduced from Ref.\textsuperscript{42} with permission from the American Chemical Society, copyright © 2017, American Chemical Society)
4.3.2 Pseudophosphorylation: Glutamate or Aspartate

Now, we turn to the case of pseudophosphorylated PHF43. Pseudophosphorylation is used extensively in the study of tau dynamics, so it is immensely important for us to understand how this mutation affects PHF43’s structure in solution. A comparison of both psuedophosphorylation of PHF43 with glutamate (PHF43/PGlu) and psuedophosphorylation of PHF43 with aspartate (PHF43/PAsp) with PHF43/WT indicates that the overall ensemble of conformations is not affected by the double mutation. Again, a cluster of conformations from the PHF43/PGlu ensemble was identified with a radius of gyration of about 10Å (Figure 7, top right, highlighted region). These conformations were analyzed independently and were found to be comprised of 46.6% β-rich structures that look similar to those of the wild type in the same region. A similar, less defined population in the same area could be found in the PHF43/PAsp ensemble, but the amount of long-lived secondary structure present was found to be less than that in PHF43/WT and PHF43/PGlu.

The hydrogen bond plots of both of the pseudophosphorylated peptides (Figure 7, top right (bottom panel) and bottom (bottom panel)) indicate that the most likely number of bonds is below 10. This is extremely similar to that observed in the analysis of PHF43/WT tau, once again supporting the ineffectiveness of the mutation in promoting secondary structure. Based on the above analysis, we believe that we can conclude pseudophosphorylation does not significantly enhance the presence of β-rich structures.
4.3.4 Actual Phosphorylation

The final set of simulations involving the PHF43 monomer includes the addition of a bona fide phosphate group to the serine side chains (PHF43/P). This modification causes a dramatically different conformational ensemble with respect to the wild type and pseudophosphorylated PHF43 monomers (Figure 8, top). The peptide collapses into a very compact structure and does not explore much of its conformational space outside this region. A phosphate group is larger in size and possesses a higher negative charge than the side chains of both aspartate and glutamate. Thus, each phosphate group is able to strongly interact via ionic bonds with multiple positively charged amino acids (in this case, lysines). As a consequence of these interactions, the backbone can adopt a very compact, stable conformation. These conformations are also stabilized by a large number of hydrogen bonds (Figure 8, bottom).
Figure 8. Radius of Gyration/End-to-end Distance and Hydrogen Bond Distribution of PHF43/P. Normalized probability distribution of finding a chain with a specific end-to-end and radius of gyration value (top). Hydrogen bond distribution (bottom). (Reproduced from Ref. 42 with permission from the American Chemical Society, copyright © 2017, American Chemical Society)

4.3.5 Dimerization

To study dimerization we selected a β-sheet conformation from the PHF43/WT ensemble. The structure selected is one of the most populated conformations that is rich in β-structure. It should be noted, though, that this conformation only represents about 1% of the total conformations and thus, it should be considered a rare intermediate state (although our simulations indicate that this state is long-lived). To reduce simulation time, the backbone of this compact conformation was frozen. Then, a second, fully
flexible PHF43/WT monomer was added. To prevent unwanted separation, the second was forced to lie within a sphere of radius 4 nm.

As shown in Figure 9, the flexible chain folds into a compact conformation as well. These conformations are characterized by a high number of hydrogen bonds. This indicates that the frozen chain actually acts as a template that influences the flexible chain in a way that makes it adopt a similar compact structure (Figure 9). However, the average distance between the two monomers suggests that these dimers are unstable and tend to dissociate (Figure 10, bottom). This is analogous to the behavior of a prion, suggesting that, while rare, these compact conformations can form and rapidly propagate similar to a prion infection.

![Figure 9. Normalized Distribution of the End-to-end and Radius of Gyration for the Flexible Chain of a PHF43/WT Dimer.](image)

**Figure 9.** Normalized Distribution of the End-to-end and Radius of Gyration for the Flexible Chain of a PHF43/WT Dimer. (Partially reproduced from Ref. 42 with permission from the American Chemical Society, copyright © 2017, American Chemical Society)

### 4.4 Discussion

Experimentally, it is extremely difficult to characterize the structure of a single peptide chain, in particular when a well-defined native structure is not present. Our use of MD to analyze the conformational ensemble of PHF43 monomers suggests that
pseudophosphorylation and actual phosphorylation may lead to drastically different conformations in solution. However, experiments suggest that regardless, the aggregation products of these two states do not differ too much.\textsuperscript{70-84} Consequently, we must attempt to explain how such a dramatic difference in monomer conformations can result in a similar end result.

Figure 10. Number of Hydrogen Bonds Presented in Flexible Chain and Center of Mass Distance for PHF43/WT Dimer. (top) The number of hydrogen bonds for the incoming chain. (bottom) Distance between the centers of mass of the dimer. Most of the conformations are far apart. In purple, the frozen chain. (Partially reproduced from Ref.\textsuperscript{42} with permission from the American Chemical Society, copyright © 2017, American Chemical Society)
Please see the published paper at ref.\textsuperscript{42} for a full discussion. The following will primarily discuss the proposed aggregation pathway model.

From the results of our simulations, we can assume that once a PHF43 monomer adopts a compact, β-sheet conformation, it may coax a second monomer nearby to fold into a similar conformation. This is the idea of the “dock-lock” model,\textsuperscript{90-96} where two chains first attach to each other (“dock” stage) and then a structural transition of the chains leads to a more stable aggregate (“lock” stage).

It appears that aggregation of wild-type PHF43 and pseudophosphorylated PHF43 can partially be described by this model. The monomers would exhibit prion-like behavior where very rare transitions into compact conformations trigger similar transitions in nearby peptides, which in turn propagate the structural transition to other chains. Interestingly, this prion-like behavior of tau has previously been reported in the literature.\textsuperscript{97-99} As dimers, in our case, are unstable, probably due to electrostatic repulsion, we would expect that the solution would be populated by long living compact monomers that originate from the dissociation of these unstable dimers.

On the other hand, our simulations suggest that bona fide phosphorylation of PHF43 bypasses this “dock-lock” process entirely by immediately causing monomers in solution to adopt long-lived compact, β-rich structures. Speculatively, these monomers could also influence those around them, initiating a process similar to that described above.

Concluding, both pseudophosphorylation and phosphorylation have the ability to drive the formation of a large population of compact monomers as found experimentally, but the pathway followed to this point is quite different for both processes.
As a final remark, the model proposed above does not predict a direct pathway from pseudophosphorylation or phosphorylation that leads to the formation of amyloid fibers. Our model instead hypothesizes that there exists an intermediate state composed of compact PHF43 monomers. In particular, in the case of the wild-type or pseudophosphorylated chain, we would expect that these compact conformations would form around the original folded state. As the process propagates, a spherical cloud of compact monomers would form around this initial compact structure, as there is no preferred direction for the monomers to grow in. Once this region of crowded solution develops past a certain threshold, it would collapse into a stable aggregate. This is consistent with existing experimental data. See Figure 11 for a simple representation of the entire process.
Figure 11. Schematic of Aggregation Process via Pseudophosphorylation or Phosphorylation. At left, the formation of compact monomers is shown via the dock-lock process and the more direct pathway of phosphorylation. Next, the compact monomers congregate around a central complex. Finally, once a critical threshold is reached, the buildup of monomers collapses into a stable aggregate. (Partially reproduced from Ref. 42 with permission from the American Chemical Society, copyright © 2017, American Chemical Society)

4.5 Conclusion

In this chapter, we have used MD to address the issue of phosphorylation and how it correlates with the aggregation propensity of the microtubule associated protein tau. Based on our results from simulation, we have shown that tau aggregation proceeds through multiple stages characterized by molecular rearrangements. In the wild-type and pseudophosphorylated states, these rearrangements are unlikely to take place, but may occur and drive formation of compact monomers through a prion-like propagation. Bona
fide phosphorylation on the other hand, bypasses intermediate rearrangement stages and produces compact monomers immediately. We have also shown that, while pseudophosphorylation and phosphorylation may not be exactly equivalent when considering a single chain in solution, when more chains are considered, the end product is essentially the same.
5 A Hierarchical Model for the Processing of Polysaccharides/Protein-Based Films in Ionic Liquids

In this chapter we examine the regeneration of biopolymer mixtures after dissolution in ionic liquid. Using a combination of MD simulation, theoretical modeling, and data from experiments, we propose a novel model that correlates a biomaterial’s microscopic structure to its bulk properties. This study is to be submitted for publication and some figures and passages have been adapted from the original manuscript.

5.1 Introduction

Biomaterials are an expanding class of materials that combine the unique properties of biological systems with modern materials science. There are many advantages associated with an increased use of biomaterials, one of which is the fact that they are usually composed of biopolymers readily available in nature, offering a renewable source of material. For instance, cellulose$^{101}$ can be utilized as a byproduct of the wood industry and chitin$^{102}$ is one of the most abundant proteins in nature that composes the exoskeleton of many shellfish. In addition, biopolymers are extremely versatile as they can be mixed with other biopolymers to tune their properties without the use of harmful chemicals.
Examples of application varies from skin graft treatments for burn victims\textsuperscript{103} to the detection and eventual removal of pollutants from the atmosphere and water supplies\textsuperscript{104}.

The properties of these biomaterials can easily be tuned by mixing together pure components or with other biopolymers\textsuperscript{105-106}. For instance, a protein that shows good mixing properties with polysaccharides is silk\textsuperscript{106-109}. In addition to these properties, silk has other advantages such as strong mechanical properties, oxygen and water vapor permeability, biocompatibility, and biodegradability. While in its native state, silk is quite brittle, its properties can be when modulated when mixed with other biopolymers\textsuperscript{110-112}.

While these materials can, in principle, revolutionize modern materials science, there are still many open questions regarding their processability and the predicted properties of polymer mixtures. In this chapter, we will tackle this problem by proposing a coarse-grained model of the molecular interactions involved.

We use the MD methodology of umbrella sampling\textsuperscript{113-115} to characterize the dissolution process of crystalline cellulose in ionic liquids: solvents composed of an organic cation and inorganic cation that have been shown to excellently dissolve cellulose\textsuperscript{116}. In this study we use 1-ethyl-3-methylimidazolium (EMIM\textsuperscript{+}) as cation and Cl\textsuperscript{−} as anion. This pairing has been shown to dissolve cellulose quite well\textsuperscript{117}. Our goal here is to find the most likely pathway by which cellulose dissolves.

Umbrella sampling is an especially useful technique for characterizing this process. This method involves generating a series of configurations along a reaction coordinate between two interacting macromolecules in the system. One of these macromolecules is used as a reference while the other is placed at increasing distance
away from the reference, held fixed at this distance by a harmonic potential. These configurations are deemed “sampling windows” and each window is its own independent simulation. This process produces an ensemble of independent simulations (thus, an ensemble of configurations) along the reaction coordinate (see Figure 13 for a schematic of this process). From each of these sampling windows, values of the potential of mean force (PMF) can be calculated. Then, using the weighted histogram analysis method (WHAM), a PMF curve over the entire reaction coordinate can be generated. We test two cases: one where layers of cellulose’s crystalline structure become detached at a time, and another where a single chain detaches from the crystalline structure and leaves behind a smaller crystal. In both cases, the PMF curve generated will show the free energy needed to bring the macromolecule(s) from an associated state to a fully dissociated, ionic liquid-solvated state.

The results of these simulations are then used to bolster a theoretical model that describes properties of a general regenerated solution of a biopolymer mixture after solvent has been removed. The predicted properties are then compared with experiments performed by the Salas group at Rutgers-Camden who examined numerous properties of dissolved and regenerated polysaccharide and silk blends (samples summarized in Table 1). A schematic showing the crystalline form of cellulose and the process outlined above is given in Figure 12.
Figure 12. A Schematic Summary of the Process Used to Understand the Dissolution and Degeneration of Biopolymers. MD simulations are performed to characterize the dissolution pathway of cellulose in ionic liquid. We then use these results to develop a theory that describes the subsequent regeneration of the dissolved biopolymers once the ionic liquid is removed as well as some physical properties of the regenerated material.
Table 1. Summary of Samples Prepared and Analyzed Experimentally by the Salas Group for Comparison to Theoretical Predictions.

<table>
<thead>
<tr>
<th>Polysaccharide</th>
<th>Silk</th>
<th>Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellulose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>20%</td>
<td>CES20</td>
</tr>
<tr>
<td>20%</td>
<td>80%</td>
<td>CES80</td>
</tr>
<tr>
<td>Chitin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>20%</td>
<td>CHS20</td>
</tr>
<tr>
<td>20%</td>
<td>80%</td>
<td>CHS80</td>
</tr>
<tr>
<td>Chitosan</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>20%</td>
<td>CTS20</td>
</tr>
<tr>
<td>20%</td>
<td>80%</td>
<td>CTS80</td>
</tr>
</tbody>
</table>

5.2 Methods

5.2.1 Simulation details

Cellulose molecules were built using the GAG Builder by GLYCAM\textsuperscript{121} and assembled into layers using VMD\textsuperscript{122} while imidazolium-based chloride ionic liquid ([EMIM]Cl) was built and parameterized using Antechamber\textsuperscript{123} and GAFF\textsuperscript{124}. All simulations were conducted using GROMACS 5.1.4\textsuperscript{35-38, 125-127} and parameters from the GLYCAM06\textsuperscript{128} force field and GAFF were utilized throughout all simulations. Short-range non-bonded interactions were cut off at 1.2 nm, while long-range Coulombic interactions were calculated using the Particle Mesh Ewald method.\textsuperscript{129-130} Long-range dispersion corrections were applied to energy and pressure. Periodic boundary conditions were applied in all directions for all simulations.
Starting structures of each system were first solvated with the cation and neutralized with chloride counterions, then subjected to steepest descents energy minimization. NPT and NVT ensemble equilibrations, in that order, were then carried out on each system with position restraints applied to each heavy atom making up the D-glucose units. NPT equilibration time to constant density varied depending on the system. Temperature was maintained using a Berendsen weakly coupled thermostat\textsuperscript{131} set to a reference temperature of 363.15 K with a time constant of 0.1 ps\textsuperscript{-1}. Pressure was also maintained isotropically using a weakly coupled barostat at 1 bar with a time constant of 1 ps\textsuperscript{-1} and center-of-mass position restraint reference coordinate scaling. NVT equilibration simulations were then performed with velocities generated according to a Maxwell distribution at T=363.15 K and temperatures maintained using the same method as the NPT portion for 1 ns.

Following this final equilibration, production simulations began from these conformations. These simulations follow the same protocol as before, except that the Berendsen thermostat is replaced with the Nosé-Hoover thermostat\textsuperscript{132-133}.

Umbrella sampling\textsuperscript{113-115} was performed on two separate cellulose systems: a two-layer configuration composed of 6 individual strands of cellulose (3 strands per layer) (Figure 14, inset) and a single layer of 3 cellulose strands (Figure 15, inset).

The pulling protocol was different for each system. In the case of the double layer, the goal was to separate the two layers from each other as if one was pulling two sheets of paper stacked on top of one another apart while also making an effort to keep the pieces of paper as flat as possible. To do this, we restrained the lower layer as
described for equilibration but removed restraints from the top layer. From here, the free top layer was held fixed (0.0 nm ps\(^{-1}\) pull rate, spring constant of \(10^5\) kJ mol\(^{-1}\) nm\(^{-2}\)), subject to an umbrella potential, at varying distances \(d\) (Figure 14, inset) away from the bottom layer using a combination of three-cylinder geometry groups with radii equaling about \(1/6^{th}\) of the length of the long axis of the layer. In order to further ensure the unrestrained layer remained flat with respect to the fixed reference layer, a series of fixed-distance pull groups (spring constant of \(10^6\) kJ mol\(^{-1}\) nm\(^{-2}\)) across the width of the layer were implemented. This was only to keep the layer as “taut” as possible; any information from these pulls was not used for analysis. Simulations were initially performed in increments of 0.25 Å in the y direction from the near-equilibrium center of mass (COM) separation between bottom and top layer of approx. 0.5 nm to 1.35 nm. Inspection of the resulting data revealed that in certain adjacent sampling windows, the respective COM separations along the y-coordinate did not overlap adequately and thus, halfway between these windows, an extra simulation window was added to fill this gap (e.g., if position data from 0.50 nm and 0.525 nm COM separation did not overlap, a third window fixed at 0.5125 nm was performed). Eventually, sampling windows were also added at an increment of 0.20 Å from 0.44 nm to 0.48 nm COM distance in order to emphasize the energy minimum of \(~0.50\) nm. This spacing culminated in 46 windows—each 200 ns—resulting in \(~9.2\) µs of total simulation time.
Figure 13. Schematic Representation of Umbrella Sampling in the Case of Removing a Single Chain of Cellulose from a Layer in the Presence of Ionic Liquid. Adjacent windows are separate simulations that do not interact. The reaction coordinate is given as the x direction towards the right.

In the case of the single layer, the goal was to “pluck” a chain from the edge of the layer and thus, a more routine protocol was implemented. Of the three chains that compose the layer, two were frozen (one edge chain and the middle, see Figure 15, inset) using the same position restraints mentioned previously. Five reference COM groups were assigned to oxygen atoms in closest proximity to five COM groups on the free, pulled chain which were located on glycosidic oxygens along the chain’s axis from end to end. Along the z coordinate connecting these paired groups, the edge chain was held fixed (0.0 nm ps⁻¹ pull rate, 10⁶ kJ mol⁻¹ nm⁻² spring constant) at COM separation distances ranging from 0.40 nm to 2.00 nm with a sampling window spacing of 0.125 Å. Eventually, spacing of 0.2 Å was employed from 1.5-2.0 Å as at this point, these windows were
sufficient for sampling. This spacing culminated in 114 windows, again each totaling 200 ns, resulting in ~22.8 µs of total simulation time.

Analysis was performed using the weighted histogram analysis method\textsuperscript{119} (WHAM) as implemented in GROMACS 5.1.4.
5.3 Results and Discussion

Figure 14. Free Energy to Separate Two Layers of Cellulose in Ionic Liquid.

5.3.1 Dissolution and Regeneration

As discussed in the introduction, ionic liquids are known to dissolve biopolymers, mostly by breaking the hydrogen bonds between chains. However, under normal experimental conditions, it is unlikely that the dissolution reaches completion, as the inter-layer dispersion forces would resist the dissolution. In addition, polymers are expected to adopt a random coil conformation in good solvent with a consequent increase in volume. In
order to investigate this process, we built a cellulose bilayer and we computed the free energy difference between fully associated and dissociated layers. As Figure 14 shows, the energy that is required to separate entire layers is prohibitively large. On the other hand, separating one single chain from a layer by disrupting intermolecular hydrogen bonds requires a much more reasonable energy (Figure 15). In both cases, the mobility of the layer or chain increases once detached. As a consequence, the chain or layer can adopt conformations that are forbidden within a rigid crystalline structure. Ideally, this increased freedom can be exploited to select conformations that better match the surface of other materials, such as silk, acting like a sort of glue between polysaccharide and protein surfaces.

Based on the result just discussed, we propose the following model. Starting from a macrofibril, the biomolecules at the edge linked by hydrogen bonds are the first to detach. In this model single chains are slowly released into the solution, until the macrofibril breaks down into layers. In principle, given enough time, all the crystals will be broken down and only single fibers will be left in solution. However, in practice, for a finite time, the solution will contain a mixture of small crystals and single chains. When the solvent is removed, the small crystals will act as seeds that trigger crystallization of the free chains. This process is represented schematically by Figure 16.
Figure 15. Free Energy to Separate One Chain of Cellulose from an Existing Layer in Ionic Liquid.

Figure 16. Schematic Representation of the Dissolution, Mixture, and Regeneration Process.
For brevity’s sake, the theoretical model focusing on the structural arrangement of mixtures of biopolymers and its derivation are presented in Appendix C. Given here are the major results from that portion of the study.

5.3.2 Stacking Model

If we assume that the system is a binary mixture of species A and B, this predicts that the cohesion energy $\epsilon_A$ for an A-A interface and $\epsilon_B$ for an B-B interface is much larger that the energy $\epsilon_{AB}$ for the interface A-B. Under these conditions, let’s assume that the system is composed of $N_A$ layers A, $N_B$ layers B and that $N_{AB}$ interface A-B are present. As each interface is composed of one-layer A and one-layer B, then the layers that can form contiguous A and B sections of the crystals are $N'_A = N_A - N_{AB}$ and $N'_B = N_B - N_{AB}$. Based on these considerations, we aim to find the configuration of layers that minimizes the free energy $F$ of the system.

The result of this calculation (with some generalizations, see Appendix C) yields the number of interfaces $N_{AB}$:

$$N_{AB}^2 \approx 2N_A N_B \exp \left(-\frac{2\epsilon - 2a\epsilon}{k_B T}\right)$$  \hspace{1cm} (5.1)
5.3.2 Model Predictions and Comparison with Experiment

Based on these values we can make the following predictions:

1. Even if \( a = 0 \), it is predicted that a few interfaces are formed. This is consistent with the formation of impurities even if the two materials are unlikely to blend.

2. As \( a \) increases, more and more interfaces are formed. As these interfaces have a lower cohesion energy than the A-A and B-B surfaces, it is expected that they are less stable as the temperature rises. This fact will affect the thermal stability of the crystal. For instance, it is expected that these interfaces will start decomposing at a lower temperature than the pure substance. The consequence of this fragmentation is that the crystal will break into smaller chunks. Each chunk is also easier to vaporize as the layers at the edges are the first to be dislodged.

3. The formula is symmetric for concentration. That means that 80% A and 20% B has the same number of interfaces as 80% B and 20% A. As a consequence, they will exhibit similar decomposition temperature.

These trends derived from the theory given correctly predict trends observed experimentally by the Salas group.

For example, as point number 3 above states, the model predicts that decomposition temperatures should be very similar for 80%-20% and 20%-80% compositions. To validate this prediction experimentally, we turned to thermogravimetric analysis (TGA) performed by the Salas group, the results of which are given in Table 2.
Table 2. Temperatures of Highest Decomposition Rate for Pure and Blended Biopolymer Samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure</td>
<td></td>
</tr>
<tr>
<td>Cellulose</td>
<td>363</td>
</tr>
<tr>
<td>Chitin</td>
<td>287, 396</td>
</tr>
<tr>
<td>Chitosan</td>
<td>288</td>
</tr>
<tr>
<td>Silk</td>
<td>322</td>
</tr>
<tr>
<td>20% silk</td>
<td></td>
</tr>
<tr>
<td>CES20</td>
<td>255, 268</td>
</tr>
<tr>
<td>CHS20</td>
<td>266, 386</td>
</tr>
<tr>
<td>CTS20</td>
<td>217, 254</td>
</tr>
<tr>
<td>80% silk</td>
<td></td>
</tr>
<tr>
<td>CES80</td>
<td>258</td>
</tr>
<tr>
<td>CHS80</td>
<td>276</td>
</tr>
<tr>
<td>CTS80</td>
<td>224, 256</td>
</tr>
</tbody>
</table>

Chitin reveals a two-stage decomposition process, with a first maximum at 287 °C and a second maximum at 396 °C in agreement with existing studies. Pure cellulose and chitosan, on the other hand, show a one stage degradation process, with maxima at 363 °C and 288 °C, respectively. Concerning the mixtures, we notice that the 20% silk films have two decomposition temperatures, whereas the 80% silk/chitosan film (CTS80) is the only one that shows two decomposition temperatures. In general, the decomposition temperatures of the blended films occur at lower temperatures than the corresponding pure material. Contrary to this observation, though, we note that an increase of the silk
content from 20% to 80% leads to a slight increase in the temperature of thermal degradation (below 10°C). This is in excellent agreement with our theoretical prediction that the change in decomposition temperature should be minimal.

Based on our theoretical model for the dissolution process we would predict that higher decomposition temperatures should be related to a higher crystallinity as well. Indeed, we expect that some small crystalline regions will survive the dissolution and that these regions will trigger the aggregation during regeneration. The size of these seeds would depend mostly on the strength of the dispersion forces between stacked layers, which can be indirectly estimated by the decomposition temperature. Ideally, a higher decomposition temperature is related to stronger dispersion forces, which in turn are linked to larger crystallites. Thus, we expected that material with a higher decomposition temperature will show a higher crystallinity upon regeneration. In order to compare these predictions with experimental data, the Salas group characterized the crystallinity (defined as the amount of β-sheet from the IR spectrum\textsuperscript{135}) of the regenerated films. The results of these calculations can be found in Table 3.
Table 3. The Percentage of Crystallinity of β-sheet Blended Films at 20 and 80% Silk and the Crystallinity Differences.

<table>
<thead>
<tr>
<th>Polysaccharide</th>
<th>Crystallinity of β-sheet in 20% silk film</th>
<th>Crystallinity of β-sheet in 80% silk film</th>
<th>The difference in crystallinity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellulose</td>
<td>28.4%</td>
<td>37.6%</td>
<td>9.2%</td>
</tr>
<tr>
<td>Chitin</td>
<td>22.4%</td>
<td>42.2%</td>
<td>19.8%</td>
</tr>
<tr>
<td>Chitosan</td>
<td>18.1%</td>
<td>31.3%</td>
<td>13.2%</td>
</tr>
</tbody>
</table>

This trend is respected except for blends with 80% silk. The reason is that our model assumes that each strand is a single molecule. However, proteins can fold multiple times, so that adjacent strands will generally belong to the same molecule. Thus, breaking the hydrogen bonds from one strand, will not necessarily remove an entire molecule from the crystal. As a consequence, each crystal is expected to form a “fuzzy” coat around the core of the crystal that will further slow disassembly of the crystal. Thus, samples high in silk content will generally show higher crystallinity than other samples with the same decomposition temperature.

5.4 Conclusions

We have proposed a novel model that describes the local structure of biopolymer blends composed of polysaccharides and proteins like silk. This model states that upon dissolution, layer-like materials (a common feature of crystalline biopolymers), form a
mixture of free polymers and small crystalline seeds. When the solvent is removed, these seeds would act as nuclei that grow by adding both free polymer chains and whole seeds. Our model correctly predicts trends in the material’s properties including its crystallinity and decomposition temperature.
6 Conclusion

The research discussed in this thesis emphasizes the multidisciplinary path that the CCIB has offered me during my time as a Master’s student at Rutgers—Camden. The work presented in Chapter 4 began as a stand-alone project that would examine the effect of pseudophosphorylation and phosphorylation on the conformational ensemble of the protein tau in the early pathogenesis of Alzheimer’s disease.

It became apparent to us early on, though, that due to tau’s highly dynamic, intrinsically disordered nature and the large variety of classical force fields available today, this study would benefit from validation that shows that these force fields can accurately represent the experimental behavior of tau. This notion led to the results presented in Chapter 3 of this work. This verification is important because as interest in the simulation community shifts towards MD simulations of disordered biopolymers, we must closely scrutinize results from today’s empirical force fields, many of which were developed and validated with much more structured macromolecules in mind.

We have also addressed, in Chapter 5, the complementary nature of MD simulation, pen-and-paper theory, and experiment. We showed that results from simulation of the dissolution of biopolymers in ionic liquids can reinforce predictions made by theory rooted in statistical mechanics that extends to the full dissolution and regeneration process of biopolymer mixtures. This theory predicts the trends that are observed experimentally by the Salas group.
6.1 Future Work

A natural extension of the work presented in Chapter 3 is to examine the ability of classical force fields to predict the conformational ensemble of more intrinsically disordered peptide systems. Our simulations show that many force fields cannot reproduce the unstructured ensemble of the tau-derived peptide PHF43. As the simulation community grows more and more wary of the skewed results presented by empirical force fields in the simulation of disordered peptides, a comprehensive evaluation of their ability to predict disordered structures is necessary. Results from a concerted effort to tackle this issue can be used to identify undesirable trends in popular force fields and guide the development of more accurate parameterizations that are reliable for disordered systems such as that presented in Chapter 4.

There are numerous directions that the work presented in Chapter 5 could take, as this issue of biopolymer mixtures and the model shown are relatively recent developments. Our MD simulations unfortunately characterize only a small percentage of the wide range of possible inter-biopolymer and biopolymer-solvent interactions that occur during the dissolution and regeneration phase of the mixing process. An extension of this work on a similar scale to that presented here would be to simulate free chains of cellulose (or another polysaccharide) and silk in ionic liquid simultaneously to examine the structures that do or do not develop. From here, ionic liquid molecules could be removed and replaced with explicit water molecules systematically in order to investigate what occurs on the molecular level as the IL is washed away. Of course, these
simulations would be extremely computationally demanding, and methods such as course-graining may be necessary, especially as we endeavor to characterize long-range structural characteristics of these mixtures with MD.
Appendix A

Presented here is work that has been published previously. Figures are adapted from the original publication. All experimental work was performed by the Fu group at Rutgers—Camden.

Computational and Experimental Analysis of Short Peptide Motifs for Enzyme Inhibition

Introduction

Enzymes are crucial to cellular function, being responsible for the production of molecules and the derivation of energy that is vital to metabolism and reproduction of living things. Regulation of enzyme activity is central to therapeutics and drug discovery. Experimental methods to identify ligands that can bind to proteins and modulate their functions are generally labor-intensive and costly, requiring either multiple selection cycles over large chemical libraries ($10^6$ or more) or the structural information of proteins. Recent developments of microarray technology have allowed the screening of small molecules, peptides, proteins and nucleic acids for identifying ligands that can bind to a protein target. Peptides represent a promising class of potential enzyme modulators due to the large chemical diversity, and well-established methods for library synthesis. Peptides and their derivatives are found to play critical roles in modulating enzymes and mediating cellular uptakes, which are increasingly...
valuable in therapeutics.\textsuperscript{154} In this work, we and the Fu group presented a methodology that combines molecular dynamic (MD) simulations and point-variant screening to identify short peptide motifs for inhibiting enzymes.

**Results**

The functional motifs were predicted based on the simulated conformations of lead peptides. Two 20-mer lead peptides (PEP-1: RVFKRKRWLHSRYFYGSC; PEP-2: PASMFSYFKKQGYYKLGSC) were previously selected from a microarray of 10,000 peptides for inhibiting β-Gal with IC\textsubscript{50} values \( \sim 1.6 \) μM and 13 μM\textsuperscript{150}. Both of the two peptides were stronger inhibitors than phenylethyl β-D-thiogalactoside (PETG, IC\textsubscript{50} \sim 35 μM), a known competitive inhibitor of β-Gal\textsuperscript{155}.
Figure 17. Normalized Distribution of the End-to-end and Radius of Gyration Plot for PEP-1 (A) and PEP-2 (B). PEP-1 populates three major clusters characterized by β-hairpin conformations. The N-terminus (RVFKRYKRW, labelled in purple) is usually fully exposed to the solvent. PEP-2 conformations are dominated by the repulsion of the two central lysines. The most stable conformations are characterized by the two lysines pointing in opposite direction (side chains reported in blue), so to minimize their repulsion. (Reproduced from Ref.\textsuperscript{137} under the terms of the Creative Commons Attribution License, copyright © 2017 Fu et al.)

To analyze the critical motifs for inhibiting enzymes, MD was used to simulate the conformations of two selected peptides in aqueous solution. As shown in Figure 17A, PEP-1 showed three most populated conformations, all with highly positively charged N-terminus fragments (labelled with purple) that were fully exposed to the solvent. The C-terminus of PEP-1 (labelled with green) adopted a β-hairpin conformation that was rich
in hydrophobic moieties, which induced its compact structure. In contrast, the abundance of positively charged residues in N-terminus fragments created a repulsive force that extended the linear structure. In these populated conformations, an interesting exposable N-terminal motif (RVFKRYKRW) was observed, which were suggested to be responsible for inhibiting β-Gal. As shown in Figure 17B, PEP-2 was mainly populated by two conformations: conformation I tended to adopt a β-hairpin while conformation II tended to adopt an extended structure. The transition between two conformations happened via a two-lysine portion (KK) in the middle of the sequence. The two lysine residues pointed to the opposite direction that constrained the adopted conformations of PEP-2. It was expected that the removal of these two lysines would affect the adopted conformations of PEP-2 for inhibiting β-Gal.

Since β-Gal was a negatively charged enzyme (pI ~ 4.7) at neutral pH condition, we suggested that positively charged residues of peptides (e.g. lysine, K; or arginine, R) would be more critical for interacting with the enzyme via charge interaction. Based on the sequences of two peptides, N-terminal motif of PEP-1 (RVFKRYKRW) contained most of the positively charged residues, thus, it was predicted to be critical for inhibiting β-Gal. PEP-2 was divided into two motifs by KK residues: N-terminal PASMFSYF and C-terminal KKQGYYKLY. C-terminal motif of PEP-2 was suggested to be more critical for inhibiting enzyme due to the rich K residues.

To validate the above modelling results, the Fu group performed a set of truncation and alanine-scan analysis. Their methods and results can be found in the original paper. In summary, as was predicted by our MD simulations, inhibition of β-
Gal was found not to be dependent on the full sequence of the two peptides, but was instead largely dependent on much shorter motifs. For example, truncation analysis revealed that a 12-mer “RVFKRYKRWGSC” (with “GSC” as a linker) showed similar inhibition of β-Gal with respect to the 20-mer PEP-1’s ability to inhibit the enzyme. This truncated sequence was exactly the same as the N-terminus motif that was identified in our simulations. Furthermore, this 12-mer was further reduced to a 10-mer motif “FKRYKRWGSC” as the N-terminus “RV” residues were shown to not significantly affect the inhibition of β-Gal. Point-variant screening results showed further that the inhibitory ability of the shortened motifs could be optimized more so by replacement of single residues with others that were hypothesized to be able to play a role in inhibition (charged residues, those with bulky side chains, etc…). This resulted in a fully optimized 7-mer inhibitory sequence. Again, for a more detailed description of experimental results and methods, please see ref.137.

Discussion

In summary, we and the Fu group described a method that combined MD simulations and experimental validations to rapidly identify short peptide motifs for inhibiting enzymes. Based on the simulated conformations of lead peptides, short peptide motifs were predicted for inhibiting enzymes with low μM IC₅₀ values. The point-variant screening performed by the Fu group showed that a small, 7-mer peptide motif can be optimized with these methods described here. Compared with other MD simulations of ligand-
protein interactions, our presented approach does not require the detailed structural information of the enzyme target and the ligand-protein complexes beforehand, thereby this method reduces the effort associated with selecting these structures as well as resources and time needed. The identified short peptide motifs can be easily synthesized in large scale with high purity. This approach appears to be applicable to both natural and artificial peptides. With more discovered short motifs, they can be exploited for modulating biocatalysis, and developing new medicine.

**Methods**

Experimental methods and materials utilized by the Fu group can be found in the original paper.\textsuperscript{137}

**Molecular Dynamics:** The simulations were performed using the AMBER 14 package\textsuperscript{87} with the AMBER96 force field\textsuperscript{88} in an implicit solvent model. As an implicit solvent model we chose the IGB = 5 set of parameters associated with gbsa = 1.\textsuperscript{156} Simulations were performed in pure water. A cutoff of 20Å was used for the implicit solvent model, the dispersion forces and the electrostatics. The temperature was kept constant with a Langevin bath with a characteristic time of 1 ps\textsuperscript{-1}. In order to increase the sampling of the conformations we have applied Replica Exchange Molecular Dynamics (REMD).\textsuperscript{157} Exchanges are attempted every 3 ps and we use 8 temperatures (282, 300, 325, 353, 383, 415, 448, 484 K). The equations of motion were integrated using a time step of 1 fs. The
bonds between hydrogen atoms and heavy atoms were kept constant using the SHAKE algorithm. Simulations were 600 ns long and we analyzed only the final 300 ns.
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A Theory for Designing Synthetic Compartmentalization of Enzymatic Systems

Background

The biochemical processes that govern the function of a cell typically take place within organelle—essential, compartment-like subunits that perform specific cellular duties. Organelles are just one method by which cells are able to compartmentalize chemical reactions. They provide a way for certain molecules to be chemically and spatially isolated from the cell proper, allowing for a more favorable environment in which to undergo whatever process they are intended. We often find that organelles in eukaryotic cells are encapsulated by a membrane, which acts as a barrier and a filter of sorts.

In this case, these organelles typically allow for the entrance of some molecules and the exclusion of others. Generally, proteins embedded in the membrane are selective with respect to these molecules and either actively or passively facilitate transit across the membrane (for example, ion channels). Organelles delimited by a membrane are probably the most advanced form of intracellular compartmentalization due to their extreme selectivity and their ability to alter their behavior according to external cues, repair the membrane itself, and replicate.
Cells, however, exhibit simpler systems of compartmentalization than membrane-bound organelles. Cells form many types of proteinaceous and membraneless organelles such as ribosomes, so-called “nuage granules”, and perhaps the most widely-studied, nucleoli. These “phase-separated” compartments are found throughout the cell where they remain isolated from their immediate environment as if they were oil droplets in water. The absence of a proper membrane makes these organelles highly dynamic and extremely sensitive to environmental changes, lending them the ability to rapidly appear and disappear contingent on minute cues from their surroundings.

Biochemical reactions typically produce yields that cannot be matched by today's artificial catalysts. As a consequence, many groups have made an attempt to mimic nature's behavior. In these studies it has been shown that an enzyme enclosed within a scaffold, even in one different from its natural cellular environment, increases the enzyme's activity. Thus, in the current study, we ask whether encapsulation alone may provide any advantage from both a technological and evolutionary point of view.

Collecting enzymes and other proteins into clusters of interacting units yields several advantages for a cell. The most obvious of which is that compartmentalization limits the presence of contaminants or toxic species and avoids unwanted cross-interaction among pathways. Additionally, these structures tend to exhibit enhanced activity. Thus, it would be desirable to mimic and exploit the same type of mechanism by building artificial “compartments” that perform a requested chemical reaction at maximum yield. In this study, we will focus on a particular class of such structures consisting of an enzyme encapsulated within a DNA scaffold.
From a technological point of view, another approach to the problem consists in designing novel enzymes with enhanced capabilities. This technique has shown some success\textsuperscript{166-168} and is definitely promising. However, designing novel enzymes requires knowing the primary structure, the genes involved, and which region corresponds to the active sites. In addition, it requires extensive trial and error, as some mutations may lead to misfolding and even aggregation. On the other hand, encapsulated enzymes are far easier to produce, as they can be extracted from any source and it is relatively straightforward to build a cage with the desired properties using DNA origami techniques. Of course, the optimal situations would be a combination of these two approaches. Furthermore, it should be noted that enzymes have evolved to work in an enclosed environment, so understanding how confinement works would have direct application to understanding evolution as well as improving drug discovery and delivery.

From a practical point of view, the DNA origami methodology and other techniques for building encapsulated enzymes, lack a sound theoretical framework to predict the observed trends. While, in principle, we must have accurate numerical simulations in order to have quantitative agreement with experiments, here we will prefer a more practical approach (e.g. refs.\textsuperscript{169-175}). This methodology relates observed trends to quantities that can easily be controlled during experiments. The approach is completely general and relies only on geometric properties of the nanostructure. Due to the generality of the approach, our theory proves that compartmentalization has the intrinsic advantage of enhancing the yield of a reaction, independent of the tightly regulated cellular environment at large. It is appealing to speculate that from an evolutionary point of view, single molecules that have been encapsulated within any rigid scaffold may have found a
more favorable environment for self-replication. And only later on, these structures have been collected into more complex structures such as cells.

System

To keep the theory concrete, we will consider a practical application of this framework. We will focus on the system composed of an enzyme encapsulated within a DNA cage. This nanocage is built using DNA origami techniques\textsuperscript{176}, which allow high-level control of the shape, size, and porosity of the cage. A schematic of the structure is shown in Figure 18 and the geometric variables used in the theory are defined there as well. Details about the construction and validation of the structure obtained is provided in greater detail in the paper by Zhao et al.\textsuperscript{177} Currently, no theory exists that explains the experimental behavior observed therein.

Model

We begin our modeling by noticing that, due to thermal motion, the cage will rotate about its center of mass, tracing a sphere of radius $R_{ex} = 54 \, \text{nm} / 2 = 27 \, \text{nm}$ (Figure 18A). To enter the cage, the substrate must strike one of the porous sides. These sides have a square cross-section with edge $27 \, \text{nm}$. However, only a fraction of the edge length $L_{in} = 20 \, \text{nm}$ is actually connected to the internal cavity. Thus, the probability that the substrate can actually enter the cage is:
The flux of substrate through an arbitrary surface is the same in the case of both the free and encapsulated enzyme. As a consequence, the probability $p^{(e)}$ that the substrate reaches the encapsulated enzyme is proportional to the flux of substrate through the surface of the sphere of radius $R_{ex}$ times the probability $P_a$ that it strikes one of the porous sides. For the free enzyme, the probability $p^{(f)}$ of substrate approaching the enzyme surface is proportional to the flux of ions that reaches the surface itself, assumed to be a sphere with radius $R_E$ equal to its hydrodynamic radius. Hence:

$$p^e P_a \propto P_a R_{ex}^2$$

A further aspect to keep in mind, though, is the possibility that a particle may collide with the correct surface but still bounce back into solution due to the presence of the DNA helices. However, this notion will probably not be the case here. Once a molecule of substrate is consumed by the free enzyme, other molecules can rapidly fill this void. However, the box is separated from the solvent by a thin membrane. This membrane delays the exchange of substrate and product between the cavity and the solution. As a result, every time a substrate is consumed and a molecule of product is released, the product will linger within the cavity. At the same time, as the cavity is relatively small, the substrate concentration drops considerably with respect to the free enzyme. As a consequence of an imbalance of concentration of product and substrate between the interior and the exterior of the box, an osmotic pressure is created that will push the
product out of the box while attracting substrate into the box. Thus, substrate entering the box does not do so merely according to diffusion, but according to the convective motion that is generated, as well. This is equivalent to assume that a particle is always forced inside the cavity by the osmotic pressure.  

![Figure 18. DNA Nanocage with Parameters](image)

**Figure 18. DNA Nanocage with Parameters.** The figure shows a schematic picture of the nanocage (not to scale). The scaffold is built using DNA origami techniques. Each cylinder in the picture represents a DNA double helix with a radius of about 1 nm. A) The cage is open only on two sides (left and right in the picture). B) Only a small portion of these two sides is actually connected to the internal cavity. This area has a square cross section of edge \( L_{in} = 20 \) nm. The porosity of each side is measured in helix per area \( \rho_{DNA} \). C) An enzyme with hydrodynamic radius \( R_E \) is located in the center. The internal cavity is a cube of edge 20 nm. D) Due to water strongly bound to the DNA surface, the effective area of each pore that can be actually traversed is smaller by \( W_I \). Details about the fabrication can be found in Ref. 177.

A second aspect we must add to our model is the fact that, once inside the cavity, the substrate may strike the enzyme with a probability \( P^{(0)} \). If the substrate misses the enzyme during the first passage, it may be reflected by the opposite surface of the cage.
with probability $P_r$. This ricochet effect could take place multiple times, leading to a converging geometric series:

$$P_{hit} = P^{(0)} \sum_{n=0}^{\infty} [(1 - P^{(0)})P_r]^n = P^{(0)} \frac{1}{(1 - (1 - P^{(0)})P_r)}$$  \hspace{1cm} (B.3)

Where $P_{hit}$ is the likelihood of striking the enzyme after multiple ricochets. Next, we must estimate $P^{(0)}$ and $P_r$. If we assume that the enzyme is a hard sphere of radius $R_E$ and the substrate has a radius $R_s$, then:

$$P^{(0)} = \frac{\pi (R_E + R_s)^2}{L_{in}^2}$$  \hspace{1cm} (B.4)

More aspects to keep into account, though, when considering $P^{(0)}$ are the internal volume interactions. The cage is built using DNA chains, which are highly charged polymers. As a consequence, its electric field will affect the behavior of other molecules that surround it. What we are interested in is the ability of the substrate to displace water molecules during its motion. It has been shown that the exact number of water molecules bound to DNA depends on their location along its surface\textsuperscript{178}; the minor groove affects two water layers (about 0.6 nm), while the effect of the major groove is limited to one water shell (about 0.3 nm). The extent to which water is bound to the DNA is also affected by the ionic strength of the solution (discussed further in a later section). As a consequence, it is unlikely that the substrate would approach the wall as the water next to the DNA would be very difficult to displace. Thus, we would expect that the substrate may approach the DNA somewhere around the second water layer (0.3-0.6 nm) on average. For now, we
will be assuming a minimum distance from the wall of about $W_l = 0.43 \text{ nm}$ (see Supplementary Information for details):

$$p^{(o)} = \frac{\pi (R_E + R_s)^2}{(L_{in} - 2W_l)^2} \quad (B.5)$$

Now, we evaluate $P_r$ which accounts for internal reflection with the cage walls. There are two contributions. The first relates to the substrate striking one of the helices, but in addition, we must also consider the case when the substrate misses the helix but collides with the layer of water bonded to the DNA. We start by considering the latter contribution and we will reason as follows. The openings in the porous sides of the cage are of the size of a DNA chain (Figure 18B). Thus, we can think of these channels as empty sockets for DNA chains. The effect of the water layer is then equivalent to shrinking the opening, which is assumed circular (Figure 18B, smaller dotted circle). Therefore, an empty socket, without bound water molecules, has a cross-sectional area of $A_h = \pi \text{ nm}^2$ (the radius of a DNA helix is 1 nm). Accounting for the water layer, this becomes $A_{hl} = (1 - W_l)^2 \pi \text{ nm}^2$. Hence:

$$P_r = \rho_{dna} A_h + \frac{(1 - \rho_{dna} A_h)(A_h - A_{hl})}{A_h} \quad (B.6)$$

Thus, we can evaluate the expression:

$$\frac{p^{(e)}}{p^{(f)}} \propto P_a P_{hit} \frac{R_{ex}^2}{R_E^2} \quad (B.7)$$
We will now estimate the coefficient of proportionality. The analysis so far has focused on factors involving how the substrate will approach the enzyme. However, catalytic enhancement depends on the activation barrier for binding to the enzyme, as well. Transition state theory states that the ratio between the two rates will be

\[ P_{TST} = \exp\left(\frac{F^{(e)} / RT}{F^{(f)} / RT}\right) = \exp\left(\frac{F^{(f)} - F^{(e)}}{RT}\right) \]  (B.8)

where \( R \) is the gas constant, \( T \) the temperature, and \( F^{(f)} \) and \( F^{(e)} \) are the free energy of activation of the free and encapsulated enzyme, respectively. It should be pointed out that this contribution pertains to the enzyme itself and not the geometry of the box. It is well-established that enzymes\(^{179-181}\) as well as other biomolecules\(^{182-183}\) in confined environments will behave differently. While this ratio is very difficult to measure both experimentally and computationally, Zhao et al.\(^{177}\) were able to measure a value of about 2.5 for the enzyme G6pDH with glucose-6-phosphate as substrate. Of course, this value is not expected to be the same for all enzymes. To estimate a value for the other enzymes involved we use the fixed-charge-density framework.\(^{184-185}\) This framework connects the size of the enzyme with its activation energy. The leading term of the activation energy can be written as:

\[ F = \lambda_1 + \frac{\lambda_2}{R_E} \]  (B.9)

where \( \lambda_1 \) is a parameter that depends on the dielectric properties of the active site of the enzyme, whereas \( \lambda_2 \) depends on the properties of the surface of the active site and its surrounding environment (local geometry as well as dielectric environment). It is
reasonable to assume that the value of $\lambda_1$ does not change if the enzyme is encapsulated, so that it will disappear when the difference is computed in Eq. B.8. Hence:

$$P_{TST} = \exp \left( \frac{F(f) - F(e)}{RT} \right) = \exp \left( \frac{\lambda}{R_E RT} \right)$$

where $\lambda = \lambda_2^{(f)} - \lambda_2^{(e)}$. The value of $\lambda$ can be fixed knowing that $P_{TST} = 2.5$ when $R_E$ is the radius of G6pDH.

Experimentally, the catalytic activity of an enzyme is measured by the turnover number $K_{cat}$ that represents the number of molecules of substrate converted by an enzyme into product per unit of time. The ratio of the turnover numbers of the free enzyme $K_{cat}^{(f)}$ and the encapsulated enzyme is $K_{cat}^{(e)}$:

$$\alpha = \frac{K_{cat}^{(e)}}{K_{cat}^{(f)}} = P_{TST} P_a P_{hit} \frac{R_{ex}^2}{R_E^2}$$

(B.11)
Results

Enzyme activity

Our model does not require any fitting parameters. However, the hydrodynamic radii are not available for all substrates that may be involved. Here, we have assumed that glucose and glucose-6-phosphate have the same size. For NAD+ we used the radius of gyration in solution\textsuperscript{186} and converted into the hydrodynamic radius assuming a ratio of 0.775\textsuperscript{187}. NAD+ and NADH are assumed to have similar size. All values are reported in Table 4. With respect to the original paper by Zhao et al.\textsuperscript{177}, we have omitted the enzyme β-Galactosidase (whose size is similar to the inner cavity) and the substrate hydrogen peroxide (this can replace water molecules bound to the DNA cage). In Table 4 we have compared the ratio $\alpha$ reported in the literature\textsuperscript{177} to the theoretical prediction. The agreement is generally good, with the exception of G6pDH with Glucose-6-phosphate. In this case, the negatively charged phosphate group attached to the glucose is likely repelled by the charged DNA cage. In addition, we have also compared the concentration at which the chemical reaction reaches half speed $K_m$, another commonly computed quantity. As $\alpha$ is concentration independent (the flux $J$ cancels out when the ratio in Eq. B.11 is computed), we would expect this value not to change. This prediction is not respected by the larger enzymes. This is due to the orientation of the active site of the enzyme within the cage. For small enzymes, it is reasonable to assume that the active site is generally exposed to the stream of substrate in the same way as the free enzyme during reorientation.\textsuperscript{170} However, in larger enzymes—as they cannot be modeled as easily as
perfect spheres—some orientations may position the active site either too close to the cage wall, effectively deactivating the enzyme, or may expose it directly to the porous area, so that more substrate reaches the active sites.

Table 4. List of the Hydrodynamic Radii (values with * are estimates) and Experimental and Theoretical Values for $\alpha$ and $K_m$

<table>
<thead>
<tr>
<th>Enzyme</th>
<th>Substrate</th>
<th>$R_E$ (nm)</th>
<th>$R_s$ (nm)</th>
<th>$\alpha$ (exp.)</th>
<th>$\alpha$ (th.)</th>
<th>$K_m^{f}$ (µM)</th>
<th>$K_m^{e}$ (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRP$^{188}$</td>
<td>ABTS$^{189}$</td>
<td>3</td>
<td>0.67</td>
<td>9.5 ± 0.5</td>
<td>10.3</td>
<td>2600 ± 400</td>
<td>2500 ± 200</td>
</tr>
<tr>
<td>MDH$^{190}$</td>
<td>NADH</td>
<td>3.62</td>
<td>0.65*</td>
<td>9.0 ± 1.3</td>
<td>6.9</td>
<td>180 ± 50</td>
<td>270 ± 50</td>
</tr>
<tr>
<td>G6pDH$^{191}$</td>
<td>Glucose-6-Phosphate</td>
<td>4.3</td>
<td>0.4*</td>
<td>3.5 ± 0.2</td>
<td>4.6</td>
<td>220 ± 20</td>
<td>310 ± 30</td>
</tr>
<tr>
<td>G6pDH</td>
<td>NAD+</td>
<td>4.3</td>
<td>0.65*</td>
<td>4.8 ± 0.2</td>
<td>4.9</td>
<td>510 ± 50</td>
<td>590 ± 40</td>
</tr>
<tr>
<td>LDH$^{192}$</td>
<td>NADH</td>
<td>4.3</td>
<td>0.65*</td>
<td>4.1 ± 0.3</td>
<td>4.9</td>
<td>7.2 ± 1.3</td>
<td>17 ± 1.5</td>
</tr>
<tr>
<td>GOx$^{193}$</td>
<td>Glucose$^{194}$</td>
<td>4.3</td>
<td>0.4</td>
<td>5.4 ± 0.4</td>
<td>4.6</td>
<td>6200 ± 900</td>
<td>3000 ± 600</td>
</tr>
</tbody>
</table>

**Helix Density**

Another factor that has been evaluated experimentally is the density of packing for the helices on the porous sides of the cage. The only case available experimentally is the enzyme G6pDH with either glucose-6-phosphate or NAD+ as substrate. For a density of 0.12 helices/nm (typical of a honeycomb structure), $\alpha = 4.6$ for glucose-6-phosphate and 4.9 for NAD+. If the density reaches 0.16 helices/nm, these values become 5.09 and 5.35, respectively. Thus, we predict an increase of 1.1 times, slightly smaller than the experimental 1.3.$^{177}$
NaCl Concentration

NaCl is expected to screen the electrostatic effects of DNA, so $W_i$ should decrease as the salt concentration increases. Assuming a dependence similar to the Debye length,$^{195}$ then $W_i \propto \sqrt{I}$, where $I$ is the ionic strength. Thus, if we define the value of $W'_i$ at $I = I'$ and $W_i$ at $I = I' + I_{Na}$, then

$$\frac{W_i}{W'_i} = \frac{1}{\sqrt{1 + \frac{I_{Na}}{I'}}} \quad (B.12)$$

with $I_{Na}$ being the ionic strength associated with a concentration $c_{Na}$ (Mol/Liter) of the added salt. For NaCl: $I_{Na} = 0.5c_{Na}$. A typical PBS buffer used in experiments contains about 0.1 M of Na. Thus,

$$\frac{W_i}{W'_i} = \frac{1}{\sqrt{1 + \frac{c_{Na}}{0.1}}} \quad (B.13)$$

As some of the data points are measured at very high concentrations of NaCl, it is more appropriate to write the equations in terms of the activity $a_{Na}$:
\[
\frac{W_i}{W_i'} = \frac{1}{\sqrt{1 + \frac{a_{Na}}{0.1}}}
\]  \hspace{1cm} (B.14)

**Figure 19** shows a comparison between theory and experiment. The experiments are reported (squares) as well as two sets of theoretical predictions (circles and triangles). The circles represent a direct application of Eq. B.14. These values are reasonably close to the experiments for low concentration, but they depart at higher concentration. This happens because so far we have been assuming that all of the enzymes stay active at high salt concentration. However, that is never the case. The second curve (triangle) is the prediction if the enzyme inhibition is taken into account (data from Ref.197). In this case we used the data for the free enzyme in solution. The fact that this prediction is a bit below the experimentally measured yield most likely results from the cage offering some protection from salt inhibition. This is probably a consequence of the negative charge of the DNA chains, which repel chloride ions. Indeed, it has been shown that both NaCl and KCl inhibit the enzyme in the same way, suggesting that the anion is responsible.
Figure 19. Effect of the Concentration of NaCl on the Activity of G6pDH and Glucose. The figure compares the experimental data (square), with the theoretical prediction in case enzymes are not (circles) or are inhibited (triangles) by the salt.

Implications for Evolution

As a final part of our discussion, it is worthwhile to postulate a connection between our and other's studies and the origin of life. The classic experiment by Miller and Urey\textsuperscript{200} showed that, under the proper conditions, a mixture of inorganic compounds may be converted into organic molecules. The subsequent step for life would be the development of self-replicating entities that eventually evolve to the point of the complex cells we see today. It is generally accepted that RNA would have been the best candidate to enact this
evolutionary maneuver because, in addition to its ability to self-replicate, it can also perform regulatory tasks upon itself.\textsuperscript{201-202} Our theory shows that if a molecule of RNA were to be arbitrarily encapsulated by a membrane, it would enhance its ability to secure nucleic acids as well as replicate. At this stage, as there is no mechanism to guarantee a perfect copy of the RNA strand, this process would not be free from error, therefore mutations would be very common. As encapsulated RNA replicates faster, a large pool of mutants would soon become available. Eventually, mutants that interact strongly with the membrane will appear. Following this evolutionary factor, the ability of replicating not just the RNA, but the entire RNA and membrane system, would emerge. In fact, as the RNA continues to replicate within a membrane, it would eventually reach a critical internal concentration where the electrostatic repulsion between RNA chains will lead to the rupture of the existing membrane and the formation of two smaller membranes with residual RNA molecules remaining in each. RNA molecules with higher binding affinity for the membrane molecules will rapidly be encapsulated once again and start replicating faster than free RNA. An analytical model that is consistent with this hypothesis was proposed by Amir\textsuperscript{203} that successfully modeled the replication of bacteria. The model relies on a buildup of one molecule until a critical concentration is reached before replication starts. As the model is very general in its assumptions, it applies equally well to the RNA/membrane system discussed here. In a study by Golding and Cox\textsuperscript{204} on bacteria, RNA showed subdiffusive dynamics. The authors argue that RNA’s movement is retarded by crowding of the cellular environment, an effect that would be present in our RNA/membrane system, as well. Molecules affected by subdiffusive motion will linger for longer within the cellular milieu, so the escape rate will be slower. Thus, RNA
remains within the membrane longer, leading to more replication. Taken together, this representation describes a bottom-up evolutionary concept wherein the formation of primitive replicating organelle-like structures is possible based on unsophisticated physical considerations alone, without considering the complex machinery associated with modern cells. A possible flaw that one may notice in this discussion is that the system will evolve from a disordered (fragments of RNA and membrane) into an ordered state, with an apparent net loss of entropy. In reality, however, this is not the case. A recent paper by Kachman et al.\textsuperscript{205} has shown that if a particular structure harvests energy more efficiently than other configurations composed of the same building blocks, it will be thermodynamically stabilized due to a concurrent increase in the heat dissipated, which in turn causes the total entropy to grow. In our case, as encapsulated enzymes exhibit a higher $K_{\text{cat}}$, they perform chemical work more efficiently than free enzymes, and so would be stabilized according to the same principle.

**Conclusion**

Concluding, we have proposed a model that has its roots in statistical mechanics and can correctly reproduce the trends of encapsulated enzymes. The model does not rely on any fitting parameters and all the quantities associated with it can be measured experimentally. This model has a direct application to the study of catalysis, as methods to produce structures considered herein are available today, while also giving way to implications for the formation of self-replicating organisms during the early stages of life.
Appendix C

This appendix provides a detailed explanation and derivation of the theoretical model that culminates with equation (5.1) in Chapter 5. As the paragraph that precedes the introduction to Chapter 5 states, this section is reproduced from a manuscript that is to be submitted for publication.

**Supplemental Theoretical Model for Chapter 5**

We will start by assuming that the crystalline form of the biopolymer is composed of a set of layers stacked on each other (See Figure 20). It should be noted that the term “layer” is used in a very broad sense and that we do not make any assumption about the nature of the layer itself. For instance, on the one hand, each section in the figure can be considered as a β-sheet of each biopolymer, with the interface composed of hydrogen bonds between molecules of different types. In this case, each strand in the picture would represent the backbone of one biopolymer. On the other hand, the model works equally well if we assume that each strand is actually an entire β-sheet structure, so each layer is stacked and held together by non-bonded interactions instead of hydrogen bonds. At the same time, we do not make any assumptions about the size of each strand. For instance, each strand may represent a single polymer, a section of a polymer, an entire β-sheet or even a short fibril (even if the latter is probably unlikely in many cases). Thanks to this generality the model can be employed to study mixtures of molecules that belong to different chemical groups, such as proteins and sugars. As a consequence, the model is
useful to determine whether the material under examination is composed of alternating disposition of “blocks” with uniform properties or not. While this may not necessarily represent every possible material, we will show that it is consistent with the polymer blend studied in this work. We will test this assumption in more detail in the simulations discussed later on.

![Figure 20. Schematic of an Idealized Local Crystalline Structure.](image)

We assume that locally the material is composed of crystals composed of chunks of component A and component B separated by surfaces. The model describes the entropy of this system as the number of possible way the interfaces can be arranged.

**Stacking model**

We expect that the cohesion energy will depend on the ability of each layer to properly adhere to the next layer. It is reasonable to expect that naturally occurring materials have
been selected to maximize this property. If we assume that the system is a binary mixture of species A and B, this predicts that the cohesion energy $\epsilon_A$ for an A-A interface and $\epsilon_B$ for an B-B interface is much larger that the energy $\epsilon_{AB}$ for the interface A-B. Under these conditions, let’s assume that the system is composed of $N_A$ layers A, $N_B$ layers B and that $N_{AB}$ interface A-B are present. As each interface is composed of one-layer A and one-layer B, then the layers that can form contiguous A and B sections of the crystals are $N_A' = N_A - N_{AB}$ and $N_B' = N_B - N_{AB}$. Based on these considerations, we aim to find the configuration of layers that minimizes the free energy $F$ of the system. The free energy $F$ is defined as:

$$F = E - TS$$

(C.1)

Where $E$ is the internal energy, $T$ the temperature and $S$ the entropy. The energy of the system is written as:

$$E = \left( N_A' + \frac{N_{AB}}{2} \right) \epsilon_A + \left( N_B' + \frac{N_{AB}}{2} \right) \epsilon_B + N_{AB} \epsilon_{AB}$$

(C.2)

$$E = \left( N_A - \frac{N_{AB}}{2} \right) \epsilon_A + \left( N_A - \frac{N_{AB}}{2} \right) \epsilon_B + N_{AB} \epsilon_{AB}$$

(C.3)

To compute the entropy, we will use the same strategy adopted for computing the specific heat of a group of harmonic oscillators (namely the Einstein model for the specific heat of a crystal). In this approach, we think of these interfaces as the delimiter of each energy level. The number of “quanta of energy” in each level is now replaced by the number of layers. In addition, each species can only occupy half of the available levels. With this in mind, we can write the entropy as:
\[
S_x/k_B = \left( N_x' + \frac{N_{AB}}{2} \right) \ln \left( N_x' + \frac{N_{AB}}{2} \right) - N_x' \ln N_x' - \frac{N_{AB}}{2} \ln \frac{N_{AB}}{2} \quad \text{(C.4)}
\]

\[
S_x/k_B = \left( N_x - \frac{N_{AB}}{2} \right) \ln \left( N_x - \frac{N_{AB}}{2} \right) - (N_x - N_{AB}) \ln (N_x - N_{AB}) - \frac{N_{AB}}{2} \ln \frac{N_{AB}}{2} \quad \text{(C.5)}
\]

Where x stands for either A or B and \( k_B \) is the Boltzmann constant. Finally

\[
F = \left( N_A - \frac{N_{AB}}{2} \right) \epsilon_A + \left( N_B - \frac{N_{AB}}{2} \right) \epsilon_B + N_{AB} \epsilon_{AB} - k_B T [ S_A + S_B ] \quad \text{(C.6)}
\]

To find the equilibrium structure, we need the minimum of the free energy:

\[
\frac{\partial F}{\partial N_{AB}} = -\frac{1}{2} (\epsilon_A + \epsilon_B - 2 \epsilon_{AB}) - k_B T \left[ -\frac{1}{2} \ln (N_A - \frac{N_{AB}}{2}) - \frac{1}{2} \ln (N_B - \frac{N_{AB}}{2}) + \ln (N_A - N_{AB}) + \ln (N_B - N_{AB}) - \ln \frac{N_{AB}}{2} \right] \quad \text{(C.7)}
\]

Assuming that \( N_{AB} \) is smaller than \( N_A \) and \( N_B \):

\[
\frac{\partial F}{\partial N_{AB}} \approx -\frac{1}{2} (\epsilon_A + \epsilon_B - 2 \epsilon_{AB}) - k_B T \left[ -\frac{1}{2} \ln (N_A) - \frac{1}{2} \ln (N_B) + \ln (N_A) + \ln (N_B) - \ln \frac{N_{AB}}{2} \right] \quad \text{(C.8)}
\]

\[
\frac{\partial F}{\partial N_{AB}} \approx -\frac{1}{2} (\epsilon_A + \epsilon_B - 2 \epsilon_{AB}) - k_B T \left[ \frac{1}{2} \ln (N_A) + \frac{1}{2} \ln (N_B) - \ln \frac{N_{AB}}{2} \right] \quad \text{(C.9)}
\]

\[
\frac{\partial F}{\partial N_{AB}} \approx -\frac{1}{2} (\epsilon_A + \epsilon_B - 2 \epsilon_{AB}) - \frac{1}{2} k_B T \left[ \ln \left( 2 \frac{N_A N_B}{N_{AB}^2} \right) \right] \quad \text{(C.10)}
\]

The minimum is found for

\[
\frac{\partial F}{\partial N_{AB}} \approx -\frac{1}{2} (\epsilon_A + \epsilon_B - 2 \epsilon_{AB}) - \frac{1}{2} k_B T \left[ \ln \left( 2 \frac{N_A N_B}{N_{AB}^2} \right) \right] = 0 \quad \text{(C.11)}
\]

\[
\frac{N_A N_B}{N_{AB}^2} = \frac{1}{2} \exp \left( -\frac{\epsilon_A + \epsilon_B - 2 \epsilon_{AB}}{k_B T} \right) \quad \text{(C.12)}
\]
To assess the validity of the model, we can make some reasonable guesses about the values of the parameters needed. We know that species A and B form crystals. Thus, their energies $\epsilon_A$ and $\epsilon_B$ must be negative. In addition, we can guess that $\epsilon_{AB}$ is negative (otherwise the surface will not form) and smaller than the other energies because an A-B layer does not come together as favorably as an A-A or B-B layer. Thus:

$$\epsilon_A = \epsilon_B = -\varepsilon$$  \hspace{1cm} (C.13)

$$\epsilon_{AB} = -a\varepsilon$$  \hspace{1cm} (C.14)

The reasoning here is that the only factor that matters is that $\epsilon_A$ and $\epsilon_B$ are bigger than $\epsilon_{AB}$—their exact values are uninfluential. The factor $a$ expresses $\epsilon_{AB}$ as a fraction of $\varepsilon$.

Hence:

$$\frac{N_A N_B}{N_{AB}^2} \approx \frac{1}{2} \exp \left( \frac{2\varepsilon - 2a\varepsilon}{k_B T} \right)$$  \hspace{1cm} (C.15)

$$N_{AB}^2 \approx 2N_A N_B \exp \left( -\frac{2\varepsilon - 2a\varepsilon}{k_B T} \right)$$  \hspace{1cm} (C.16)

Based on these values we can make the following predictions:

1. Even if $a=0$, it is predicted that a few interfaces are formed. This is consistent with the formation of impurities even if the two materials are unlikely to blend.

2. As $a$ increases, more and more interfaces are formed. As these interfaces have a lower cohesion energy than the A-A and B-B surfaces, it is expected that they are less stable as the temperature rises. This fact will affect the thermal stability of the crystal. For instance, it is expected that these interfaces will start decomposing at a lower temperature than the pure substance. The consequence of this
fragmentation is that the crystal will break into smaller chunks. Each chunk is also easier to vaporize as the layers at the edges are the first to be dislodged.

3. The formula is symmetric for concentration. That means that 80% A and 20% B has the same number of interfaces as 80% B and 20% A. As a consequence, they will exhibit similar decomposition temperature.
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