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The dissertation consists of two projects: electron transfer dynamics in pyrene-viologen donor-acceptor dendritic systems and vibrational cooling of the photoexcited methyl viologen radical cation. Two projects are closely related and involve same experimental techniques.

In the first project, the ability of a dendritic network to intercept electrons and extend the lifetime of a short-lived photoinduced charge separated (CS) state was investigated in a homologous family of a pyrene-methylene-viologen dendron family in which the number of viologen subunits grows exponentially from P−C1−G0 to P−C1−G3. The CS state in the parent diad P−C1−G0 with a single acceptor exhibits an extremely short lifetime of \( \tau = 0.72 \text{ ps} \). The expansion of the viologen network introduces slower components to the recombination kinetics by allowing the injected electron to migrate further away from the donor. As a result, the fraction of long-lived population increases with 10-fold or greater lifetime extension in the order of P−C1−G3 > P−C1−G2 > P−C1−G1 > P−C1−G0, which can be interpreted in terms of the electron hopping between two viologen sites and long-range electron tunneling across multiple viologen units.
Additionally, the influences of donor-acceptor separation, connectivity, and solvent on electron transfer rates were studied applying different pyrene-viologen donor-acceptor systems.

In the second project, the vibrational cooling of hot ground state methyl viologen radical cation (MV\textsuperscript{+•}) was studied using femtosecond pump-probe spectroscopy. The photoexcitation of the D\textsubscript{1}←D\textsubscript{0} transition led to very rapid internal conversion within 460 fs, generating a vibrationally excited ground state of MV\textsuperscript{+•} which thermalized on 1.6~16 ps time scale. The initial stage of vibrational excess energy loss corresponds to the intermolecular energy transfer to vibrational modes of the surrounding medium molecules, and the latter stage involves energy dissipation into relatively low-frequency librational and translational modes of the solvent. The effect of solvent and host-guest complexation on cooling dynamics of MV\textsuperscript{+•} was also investigated, and the results suggested that a good match between the density of vibrational states in MV\textsuperscript{+•} and surrounding medium could efficiently accelerate the vibrational cooling.
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Chapter 1. Introduction of Photoinduced Electron Transfer

This chapter provides a brief review on the development of the field of photoinduced electron transfer and an introduction to basic electron transfer theory. The differences between adiabatic and nonadiabatic electron transfer reactions are distinguished. The essential equations and predictions of the classical Marcus theory are included as well as the concepts of inner-sphere and outer-sphere reorganization energy. An application of quantum mechanical theories on nonadiabatic electron transfer processes is also described. Finally, the more enhanced semiclassical Marcus-Jortner rate equation is expressed.

1.1 Scope of photoinduced electron transfer

Photoinduced electron transfer (PET) is the process of transferring an electron from an excited-state donor to a ground-state acceptor [1]. In the past few decades, the phenomenon of PET has attracted considerable interest among chemists in various areas of research. In organic chemistry, PET has been the subject of synthetic development in solar cells. For instance, the discovery of PET in the composite of conducting polymers as donors and fullerene derivatives as acceptors provides a novel approach to design efficient photovoltaics [2, 3]. The other crucial organic aspect of PET application appears in the synthesis of fluorescent sensors and switches through a photoinduced metal-to-fluorophore electron transfer mechanism [4, 5]. For inorganic chemists, studying the photoinduced electron transfer from quantum dots to metal oxides or metal complexes is the key to the development of energy conversion and light-harvesting devices [6-8]. Biologists are
mainly focusing on photosynthesis and electron transport in biological structures. The investigation of PET reactions and the solution of the crystal structure of the photosynthetic reaction center in purple bacteria contributed to understanding the primary processes involved in photosynthesis [9]. In addition, the π-stacked bases of DNA double-helix could provide a better intervening medium to examine the distance dependence of PET reactions [10-12].

Theoretical study is also an important aspect in the field of PET. The most successful theory of electron transfer was introduced and developed by Marcus, Levich, Dogonadze, and later elaborated by Jortner (See 1.4.2). The theoretical predictions were validated thanks to the ultrafast laser technology and spectroscopy which permits the direct observations and measurements of radical ion intermediates in rapid chemical reactions while the theory predicts the electron transfer pathway [6-8, 14-16].

1.2 The electron exchange interaction for electron and energy transfer

In an electron transfer reaction between two ground states from an electron donor \((D)\) to an acceptor \((A)\): \(D + A \rightarrow D^{++} + A^{-}\), both \(D\) and \(A\) are molecular entities either brought together in a collision complex or chemically linked by a covalent bond. PET is an electron transfer process which involves an electronically excited state.

Generally, there are four kinds of photoinduced electron and energy transfer processes (Scheme 1). Energy transfer occurs either through an electron exchange interaction which requires orbital overlap or through a dipole-dipole interaction. Specifically, dipole-dipole electronic energy transfer occurs when two oscillating electric dipole fields interact through space occupied with molecules or empty space, therefore,
orbital overlap and electron exchange are not required [17]. Whereas, photoinduced electron or hole transfer only occurs through an electron exchange interaction (Figure 1).

1) **Electron transfer:** \( R_1^*(D) + R_2(A) \rightarrow I(R_1^{**}, R_2^{*-}) \)

2) **Hole transfer:** \( R_1(D) + R_2^*(A) \rightarrow I(R_1^{**}, R_2^{*-}) \)

3) **Exchange electronic energy transfer:** \( R_1^* + R_2 \rightarrow R_1 + R_2^* \)

4) **Dipole-dipole electronic energy transfer:** \( R_1^* + R_2 \rightarrow R_1 + R_2^* \)

**Scheme 1.** Four kinds of electronic electron and energy transfer processes [18]. \( R \) and \( R^* \) are the ground-state and excited-state reactant respectively, and \( I \) stands for intermediate generated in the reaction.

**Figure 1.** Frontier orbital representation of electron exchange in photoinduced (a) electron transfer from an excited-state donor \((D^*)\) to a ground-state acceptor \((A)\), (b) hole transfer
from an excited-state acceptor ($A^*$) to a ground-state donor ($D$), and (c) electron exchange energy transfer from $D^*$ to $A$ by the Dexter mechanism [1, 18-20].

1.3 Energetics

The feasibility of electron transfer between an excited-state donor ($D^*$) and ground-state acceptor ($A$) is dictated by the overall free energy change $\Delta G$ [14]. From the point of view of thermodynamics, the condition of exothermicity ($\Delta G < 0$) is favored so that the electron transfer process is able to compete with other pathways such as internal conversion and inter system crossing.

For electron transfer between two ground-state molecules in the gas phrase, the standard free energy change is given by

$$\Delta G_g (ET) = (IP)_D - (EA)_A$$

where $(IP)_D$ is the ionization potential of the ground-state donor and $(EA)_A$ is the electron affinity of the ground-state acceptor.

For photoinduced electron and hole-transfer reactions involving an excited-state, the value of the free energy $\Delta G^*$ changes by the magnitude of $E_D^*$ and $E_A^*$ respectively as shown in Figure 2.

Thus, if the donor is electronically excited,

$$\Delta G^* (PET) = (IP)_D - (EA)_A - E_D^*$$

If the acceptor is electronically excited and hole transfer occurs,

$$\Delta G^* (PHT) = (IP)_D - (EA)_A - E_A^*$$

Where $E_D^*$ and $E_A^*$ are electronic excitation energy of donor and acceptor, respectively.
To derive a more realistic equation of free energy change for electron transfer reactions taking place in liquid solution, both Coulombic interactions and solvent stabilization of all participants must be accounted for [21].

Considering the solvent stabilization effect, the standard free energy change in solution $\Delta G_{sol} (ET)$ can be translated from gas-phase value of $\Delta G_g (ET)$ by directly employing the experimental electrochemical potentials for the oxidation $E_{D^+/D}^\circ$ and reduction $E_{A/A^-}^\circ$ in solution which can be determined using experimental techniques such as cyclic voltammetry [18].

Therefore, the free energy change in solution can be obtained by

$$\Delta G_{sol}^* (PET) = E_{D^+/D}^\circ - E_{A/A^-}^\circ - E_D^*$$

The Coulombic term for interaction between two oppositely charged ions ($-e^2/\varepsilon r$) can be introduced in $\Delta G_{sol}^* (PET)$, which finally gives rise to the Rehm-Weller equation [22]:

![Figure 2. Energetics of electron and hole transfer [14, 18].](image)
\[
\Delta G^*_{\text{sol}} (PET) = E^*_{D^+/D} - E^*_{A^-/A^+} - E_D - \frac{e}{4\pi \varepsilon_0 \varepsilon_s r_{D^+/A^-}}
\]

where \( r_{D^+/A^-} \) is the center-to-center distance between oxidized donor (\( D^+ \)) and reduced acceptor (\( A^- \)), \( \varepsilon_s \) is the dielectric constant of the solvent, and \( \varepsilon_0 \) is the vacuum permittivity.

1.4 Dynamics of electron transfer

1.4.1 Adiabatic and nonadiabatic electron transfer processes

The rate of most electron transfer reactions, as with other chemical reactions, can be originally expressed by the Arrhenius equation:

\[
k_{et} = A \cdot \exp\left(-\frac{E_a}{k_B T}\right)
\]

where \( A \) is the preexponential factor, \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, and \( E_a \) is the activation energy.

According to the classical transition state theory, the first-order rate constant is given by

\[
k_{et} = \kappa \nu_n \cdot \exp\left(-\frac{\Delta G^\ne}{k_B T}\right)
\]

where \( \kappa \) is the transmission coefficient, \( \nu_n \) is the average low-frequency of nuclear motions that takes the system through the transition state, and the activation energy is replaced by activation free energy \( \Delta G^\ne \).

The preexponential factor \( \kappa \), which is described by the Landau-Zener theory [23, 24], is a product of two factors, nuclear and electronic [25]. Nuclear factor determines the probability of nuclear tunneling leading from reactants to products without activation to the transition state (TS). Electronic factor is related to the interaction energy \(|V|\) between the initial and final states (the resonance integral). If this value is sufficiently high, the
mixing between these two states is strong, which results in the splitting of electronic energy levels at the intersection region and a decrease in energy barrier (Figure 3). This is described as an adiabatic behavior [26]. However, for an electron transfer process where no bond is made or broken, the electronic interaction is relatively weak, and the system continues on the initial surface and gets reflected back many times before it finally jumps to the other surface, which is defined as a nonadiabatic process [27].

![Figure 3](image)

**Figure 3.** Schematic representation of free energy cross sections of initial (i) and final (f) states. The intersection region is addressed in black circles showing the adiabatic and nonadiabatic processes which can be distinguished depending on the magnitude of $V$. $V$ is matrix element for the electronic coupling between initial and final states.

In fact, the adiabatic and nonadiabatic processes are distinguished as two limiting cases of a transition-state formalism depending on the magnitude of electronic coupling. In an adiabatic electron transfer process ($|V| \gg k_B T$), the reacting system always stays on the lowest energy surface while proceeding to the product, which gives $\kappa \approx 1$. Therefore,
\[ k_{et} = \nu_n \cdot \exp\left(-\frac{\Delta G^\pi}{k_B T}\right) \]

where \( \nu_n \) is likely to be dominated by a solvent relaxation or an inner-shell vibrational mode.

At the other extreme, when \( V \) is very small, the probability of crossing from initial to final state at the intersection region is much lower, which corresponds to \( \kappa \ll 1 \). In this case, the electron transfer rate is significantly decreased and not merely controlled by the nuclear motion. As a result, the calculation should be approached by a quantum mechanical method such as Fermi’s “golden rule” [28] which is also a good starting point for a rate constant expression of the nonadiabatic electron transfer reaction:

\[ k_{et} = \frac{2\pi}{\hbar} |V|^2 FCWD \]

where \( \hbar = \frac{\hbar}{2\pi} \), \( \hbar \) is Planck constant;

\( FCWD \) stands for Franck-Condon weighted density-of-states which is a sum of the overlap integrals of the nuclear wavefunctions of the reactants and products [29]:

\[ FCWD = \sum_j \sum_i \langle \chi_{Pj} | \chi_{Ri} \rangle^2 p(\epsilon_{Ri}) \delta(\epsilon_{Pj} - \epsilon_{Ri}) \]

where \( \chi_{Ri} \) and \( \chi_{Pj} \) are the vibrational wave functions for the equilibrium reactant state at level \( i \) and the equilibrium product state at level \( j \) respectively; \( \epsilon_{Ri} \) and \( \epsilon_{Pj} \) are the vibrational energies of level \( i \) in the reactant state and levels \( j \) in the product state separately; \( \langle \chi_{Pj} | \chi_{Ri} \rangle^2 \) is called the Franck-Condon (FC) factor for levels \( i \) and \( j \) which incorporates both internal and solvent modes; \( p(\epsilon_{Ri}) \) is the Boltzmann probability of finding the reactant state in the level \( i \) with energy \( \epsilon_{Ri} \); the sum is taken over all vibronic
sates (including solvent oscillators) in both reactant and product state; \( \delta \) is the Dirac delta function \((\delta = 0 \text{ if } \epsilon_{Pj} \neq \epsilon_{Ri}; \delta = 1 \text{ if } \epsilon_{Pj} = \epsilon_{Ri})\);

\( V \) is the electronic coupling between donor and acceptor which decreases exponentially with increasing the donor-acceptor separation distance \( r_{DA} \) [30]:

\[
V = V_{DA}^0 \cdot \exp \left[ -\frac{1}{2} \beta (r_{DA} - r_0) \right]
\]

where \( V_{DA}^0 \) is the electronic coupling when donor and acceptor are in contact at van der Waals separation \( r_0 \), and \( \beta \) is an attenuation parameter which reflects the sensitivity of the electronic coupling to distance.

It should be noted that this relationship was derived using McConnell's superexchange model for electron tunneling through a single potential barrier [30]. In order to connect with the Arrhenius equation, \( V \) is included into the preexponential factor \( A \).

1.4.2 Classical Marcus theory

The development of electron transfer theory in the condensed phrase was initiated by Libby who qualitatively explained the electron transfer behavior on the basis of related ideas of FC principle. Libby [31] claimed that the electron transfer from one reacting ion or molecule to another, which was through a vertical transition and governed by FC principle (Figure 4), would be a much faster process than structural rearrangement of surrounding solvent stimulated by the creation of charged ion pair. However, Libby’s model failed to satisfy the energy conservation law while considering the electron transfer reactions taking place in the dark. Based on his work, Marcus developed a more successful and sophisticated model [32-37].
Figure 4. The comparison of Libby and Marcus model in terms of potential energy surfaces for a self-exchange reaction [18]. R and P indicate the initial reactant and final product, and TS stands for the transition state intermediate.

According to the Marcus model, the potential energy (PE) of the initial reactants, which is a function of all nuclear coordinates (including the orientational coordinates of the surrounding solvent molecules), can define a multidimensional parabolic PE surface and can be further simplified to a harmonic free energy curve that is a function of a single reaction coordinate [34-36]. In this way, Marcus connected the transition state theory with the electron transfer process by incorporating the nuclear motion and solvent motion into the activation free energy $\Delta G^\neq$ as the reorganization energy $\lambda$. The standard free energy change of the reaction, $\Delta G^\circ$, is defined as a difference between minimum of PE curves of reactants and products (Figure 5). The reorganization energy $\lambda$ is defined as energy for the vertical transition without replacement of the nuclear frame and solvent coordinates, namely, from the minimum of the ground-state parabola of the reactants to the intersection with the parabola of the products. Marcus pointed out that, instead of “vertical transition” pathway, there is another energetically less expensive pathway to move the system from reactant state to product state through a transition state where the geometry of the system
remains unchanged (Figure 4) [27].

Figure 5. One-dimensional representation of PE curves of an electron transfer reaction according to Marcus model.

Based on the Marcus quadratic relationship, the activation free energy of the reaction can be derived [34-36]:

$$\Delta G^\neq = \frac{(\Delta G^\circ + \lambda)^2}{4\lambda}$$

Then, Marcus firstly presented that the first-order rate constant \(k_{et}\) for outer-sphere electron transfer reactions would be related to the free activation energy on the basis of transition state theory [32, 33] and expressed by

$$k_{et} = \kappa \nu_n \cdot \exp \left[ -\frac{(\Delta G^\circ + \lambda)^2}{4\lambda k_B T} \right]$$

This pioneering Marcus equation predicts the exponential dependence for the rate constant on relative magnitudes of the driving force \(-\Delta G^\circ\) and the reorganization energy \(\lambda\). Particularly, for an isoenergetic reaction where \(-\Delta G^\circ = 0\) (Figure 6a),

$$\Delta G^\neq = \frac{\lambda}{4}$$
Pulling vertically the parabola representing PE surface of products down makes the reaction more and more exothermic with increasing the value of $-\Delta G^\circ$. During this process, the free activation energy firstly decreases, then become zero, and finally increases again, which gives rise to three regimes (Figure 6b):

1) Normal Marcus region for a small driving force ($0 < -\Delta G^\circ < \lambda$) in which the rate constant increases with increasing driving force;

2) Activationless region ($\lambda \approx -\Delta G^\circ$) in which there is no barrier for the reaction and the electron transfer rate reaches the maximum;

3) Inverted region ($\lambda < -\Delta G^\circ$) in which the rate constant decreases when driving force increases. The best experimental evidence for the existence of the inverted region was provided by Miller and Closs [38].

![Figure 6](image)

**Figure 6.** (a) Three regimes of Marcus parabola; (b) Marcus parabola showing the dependence of electron transfer rate on the reaction driving force.
The other important aspect of Marcus’s work was his treatment of reorganization energy $\lambda$ as the sum of a solvent independent internal term, $\lambda_{inner}$, and a solvent reorganization energy term, $\lambda_{sol}$. Thus,

$$\lambda = \lambda_{sol} + \lambda_{inner}$$

The inner-sphere reorganization comes from vibrations within the reactants which involves bond stretching and bending. It can be estimated from

$$\lambda_{inner} = \sum_i \left[ \frac{f_i(R) f_i(P)}{f_i(R) + f_i(P)} \right] [\Delta q_i]^2$$

where $\Delta q_i$ is the change of equilibrium bond distance from reactant state (R) to product state (P) for the $i$th vibration, and $f_i$ is the force constant for the same vibration.

The modern development of computational chemistry allows scientists to calculate $\lambda_{inner}$ for any donor-acceptor pair in a much easier way.

The solvation component is due to the reorganization of surrounding solvent which is regarded as a dielectric continuum, and it can be approximately calculated through the framework of a two-sphere model [35].

$$\lambda_{sol} = \frac{e}{4\pi \varepsilon_0} \left( \frac{1}{2r_{D^+}} + \frac{1}{2r_{A^-}} - \frac{1}{r_{D^+A^-}} \right) \left( \frac{1}{n_s^2} - \frac{1}{\varepsilon_s} \right)$$

where oxidized donor ($D^+$) and reduced acceptor ($A^-$) with radii $r_{D^+}$ and $r_{A^-}$ respectively are separated by the distance $r_{D^+A^-}$ in the solvent with a dielectric constant $\varepsilon_s$ and a refractive index $n_s$.

However, the basic Marcus equation has its limitations. Since all internal and solvational vibrations modes are treated purely classically at low frequencies, it is only valid for the reactions where the potential surfaces are nonadiabatic with insignificant splitting at the intersection area; namely, the reactants are weakly coupled.
1.4.3 Semi-Classical Marcus-Jortner equation

In parallel with the development of the classical electron transfer theories, Levich and Dogonadze developed a treatment of solvent reorganization in a quantum mechanical approach based on Fermi’s “golden rule” and Marcus equation [39-41].

Under the condition of high temperature \( (h\nu < k_BT) \), \( FCWD \) can be approximated by

\[
FCWD = \left( \frac{1}{4\pi\lambda k_BT} \right)^{1/2} \cdot \exp \left[ -\frac{(\Delta G^\circ + \lambda)^2}{4\lambda k_BT} \right]
\]

Therefore, the rate of nonadiabatic electron transfer between a donor and an acceptor can be described giving the explicit dependence of the prefactor on \( V, \lambda, \) and \( T \):

\[
k_{et} = \left( \frac{\pi}{\hbar^2\lambda k_BT} \right)^{1/2} \cdot |V|^2 \cdot \exp \left[ -\frac{(\Delta G^\circ + \lambda)^2}{4\lambda k_BT} \right]
\]

This “high-temperature limit” of semiclassical Marcus expression is mostly accurate for many room temperature electron transfer processes and has shown great success in modeling a wide range of experimental data. However, only low-frequency modes are taken into account in the term \( \lambda \).

Later, Jortner and co-workers introduced a treatment of internal reorganization energy [42, 43]. In this theory, all high-frequency vibrations \( (h\nu > k_BT) \) involved in the initial state can be mixed and represented by a single averaged vibration with a frequency \( \nu \) and the low-frequency medium vibrations \( (h\nu_s \ll k_BT) \) are still treated classically. Accordingly, the term reorganization energy \( \lambda \) can be divided into the reorganization energy of low-frequency motion of the solvent \( \lambda_{sol} \) and high-frequency vibrations of donor and acceptor \( \lambda_{inner} \):

\[
\lambda = \lambda_{inner} + \lambda_{sol}
\]
The rate constant equation is given by

\[
k_{et} = \left( \frac{\pi}{\hbar^2 \lambda_{sol} k_B T} \right)^{1/2} \cdot |V|^2 \cdot \sum_{w=0}^{\infty} \frac{S^w}{w!} \exp(-S) \cdot \exp \left[ - \frac{(whv + \Delta G^0 + \lambda_{sol})^2}{4\lambda_{sol} k_B T} \right]
\]

where the summation is over the activation free energies leading into all the vibrational states, \(w\), in the final state, and \(S = \lambda_{inner}/\hbar v\) is the Huang-Rhys factor which is the coupling of the high frequency mode to the electron transfer coordinate.

The Marcus-Jortner equation exhibits a maximum at \(\Delta G^0 \approx \lambda\). In the normal region \((-\Delta G^0 < \lambda\), the equation above is represented very well by the “high-temperature limit” of semiclassical Marcus expression.

While considering the participation of intramolecular high-frequency vibrational modes in both initial and final states, Marcus and Sutin developed a semiclassical theory in which they also treated the solvent modes classically and the internal modes quantum mechanically (Figure 7) [36]. Thus, the Fermi’s “golden rule” can be rewritten as the semiclassical Marcus equation:

\[
k_{et} = \left( \frac{\pi}{\hbar^2 \lambda_{sol} k_B T} \right)^{1/2} \cdot |V|^2 \cdot \sum_{j} \sum_{i} \left( \chi_{Pj} | \chi_{Ri} \right)^2 \rho(\epsilon_{Ri}) \cdot \exp \left[ - \frac{(\epsilon_{Pj} - \epsilon_{Ri} + \Delta G^0 + \lambda_{sol})^2}{4\lambda_{sol} k_B T} \right]
\]

Figure 7. Potential energy diagram to describe radiationless transitions for electron transfer.
process from a set of initial levels $i$ in the reactant state to a set of levels $j$ in the product state (not all transitions are included).
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Chapter 2. Experimental Methods

This chapter outlines the main experimental methods which were utilized to characterize the electron transfer reactions in the dendron/linear pyrene-viologen systems and siderite and also the vibrational relaxation in the reduced methyl viologen. A detailed description of pump-probe techniques and spectroscopy is included.

2.1 Techniques and instruments

2.1.1 Steady-state absorption spectroscopy

All absorption spectra were collected at room temperature on a Cary 5000 UV–Vis–NIR spectrophotometer using a 10-mm quartz cuvette containing the sample. Absorption of pure solvent was recorded for baseline correction.

2.1.2 Fluorescence spectroscopy

Steady-state fluorescence spectra were measured on a Varian Cary Eclipse fluorimeter with the excitation and emission spectral slit widths of 5 nm. Fluorescence measurements of all pyrene-viologen dendrons were performed at the excitation wavelength of 325 nm. For reduced methyl viologen, the excitation spectrum was measured at the wavelength range of 300–400 nm.

2.1.3 Pump-probe spectroscopy

The electron transfer dynamics was measured by applying ultrafast pump-probe laser spectroscopy. The mode-locked Ti-sapphire oscillator (Spectra-Physics Tsunami),
which was pumped by a frequency-doubled CW Nd:VO₄ diode laser at 532 nm with 4.5 W of average power, produced 50 fs pulses centered at 795 nm. The pulses were stretched in time using dispersion so that the peak intensity was reduced in the process [1], which was followed by amplification in a home-built 1.25 kHz multipass amplifier (Figure 1). The output (500 mW) of the amplifier was split into two pulses: pump and probe. The pump pulses were directed into a noncollinear optical parametric amplifier (NOPA, Topas White, Light Conversion) and frequency doubled in a $\beta$-BBO crystal positioned in a second harmonic generator (SHG, Topas White, Light Conversion) to produce the pump beam which was used to excite the sample and initiate a chemical reaction of interest. During the measurements, the pump beam was delayed in time using a computer-controlled delay stage and modulated at 17 Hz with a mechanical chopper. The probe pulses passed through a 2-mm sapphire plate and generated white light continuum. The excitation beam and the white light continuum were focused with the help of a parabolic mirror and spatially overlapped in a 10-mm quartz cuvette containing the sample. The probe beam through the sample was dispersed with a monochromator (Oriel MS257) and detected by a Si photodiode (Thorlabs, DRT 110) (Figure 2).

The transient absorption spectra were recorded using a digital lock-in amplifier (Stanford Research, SR810) with the monochromator scanning the wavelength range and delay stage being fixed at a specific position. As for the measurements of kinetic profiles, the pump-probe delay time was scanned with the probe being fixed at a desired value. In most cases, 8 scans were averaged to improve the signal-to-noise ratio. The relative polarization of the probe and pump beams was set at the “magic angle”.
2.1.4 Theoretical calculations

2.1.4.1 Molecular orbital (MO) calculations

The calculations were carried out at the DFT B3LYP/6-31G* and AM1 semi-empirical levels using the Spartan’14 software package (Wavefunction, Inc.).

2.1.4.2 Molecular dynamics (MD) simulation calculation

The structure of P–C1–G0 together with two PF$_6^-$ counter ions was optimized at the B3LYP/6-311+G* level of theory using Gaussian 03 program [2]. The minimized
P–C1–G0 was soaked into a cubic box with sizes of 45 Å filled with acetonitrile molecules. Subsequently, a 500-ps MD simulation was performed utilizing the TINKER package [3] with relaxing the solute and surrounding solvent molecules to obtain a well-solvated equilibrium system. All Lennard-Jones $\sigma$ and $\varepsilon$ parameters and electrostatic charges were taken from the OPLS-AA force field [4-7]. VMD [8] was used as a visualization program to make the MD video.

2.2 References


Chapter 3. Generation Dependent Ultrafast Charge Separation and Recombination in a Pyrene-methylene-viologen Family of Dendrons

This chapter gives an introduction of a pyrene-methylene-viologen dendron family in which the number of viologen subunits grows exponentially from P−C1−G0 to P−C1−G3. Their ability to intercept electrons and prolong the lifetime of a short-lived photoinduced charge-separated (CS) state was investigated by applying the femtosecond pump-probe spectroscopy. In this homologous family of donor-acceptor dendrons, the expansion of the viologen subunits introduces slower components to the recombination kinetics by allowing the injected electron to migrate further away from the donor. As a result, the fraction of long-lived population increases with 10-fold or greater lifetime extension in the order of P−C1−G3 > P−C1−G2 > P−C1−G1 > P−C1−G0, which can be interpreted in terms of the electron hopping between two viologen sites and long-range electron tunneling across multiple viologen units (Scheme 1).

**Scheme 1.** Scheme of charge-transfer dynamics in pyrene-methylene-viologen dendrons. The bold red arrow represents the long-distance superexchange pathway, and the bold green arrows indicate sequential site-to-site electron hops.
3.1 Introduction

3.1.1 Dendrimers and dendrons

Dendrimers are cauliflower-shaped synthetic macromolecules which comprise of numerous layers of branched repeat units emanating from a single central core, in either a divergent or a convergent way. Dendrons, the simplified form of dendrimers, usually contain one chemically addressable group located at the focal point of the wedge-shaped dendritic fragment [1, 2] (Figure 1). Due to the uniqueness of tunable sizes and topologies via varying the number of generations and the chemistry of repeat units, dendrimers and dendrons are expected to exhibit adjustable electronic and optical properties, giving rise to potential applications in catalysis [3-6], nanotechnology [7-10], light harvesting [11-13] and drug or gene delivery [14-21].

![Figure 1](image)

Figure 1. Representations of the general structure of a third-generation dendrimer and corresponding dendron formation with 1→2 connectivity.

3.1.2 Electron-transfer processes in dendrimers and dendrons

In dendrimer and dendron chemistry, the donor-acceptor dendritic systems, which usually consist of fully organic or mixed organic/metalorganic assemblies bearing photo-
active or redox-active functionalities, provide a powerful tool for detailed studies of
electron-transfer reactions in versatile macromolecules and therefore play an important role
in the promising research fields [2].

On the one hand, the synthetic approaches to dendrimers and dendrons have been
very well developed, which allows scientists to accurately position the active groups at
their central cores, branching points, termini and even cavities. Thus, the flow of excitons
and electrons in the system can be controlled in a way that is not possible in corresponding
linear polymers. On the other hand, experimental and theoretical chemists are dedicated to
determining the electrochemical and electron-transfer kinetic parameters in order to
investigate the influences of connectivity configuration [22], branching generation [23, 24],
directions and rates in dendritic networks. Such synergy of the experimental and theoretical
efforts leads to interesting and valuable insights.

3.1.3 Introduction of pyrene-methylene-viologen dendrons

Functionalization of dendrimers and dendrons with redox-active sites has been the
subject of considerable researches since the resulting dendritic systems exhibit interesting
properties in electron-transfer processes. Viologen (4,4’-bipyridinium salts) subunits are
frequently involved in the synthesis of dendrimers and dendrons because of their well-
known electrochromic properties [29] and their pronounced ability to accept electrons [30].
Walder et al. adopted both convergent and divergent approaches to prepare benzylic
viologen dendrimers whose charge-transfer complexation with anionic dye molecules was
guided through molecular recognition [31-33]. Kaifer et al. synthesized a series of
dendrimers containing a single redox-active viologen unit covalently attached to the apical position of a Newkome-type or Fréchet-type dendron, and the electrochemical results showed a decreasing trend of heterogeneous electron-transfer rates as the dendrimer size grows [28, 34-36]. Recently, Iyoda et al. fabricated the gold electrode with the dendritic viologen-arranged molecular arrays, which improved the electron transporting behavior on the metal surfaces and may lead to the application in molecular devices with tunable electric properties [37].

Pyrene, whose fluorescence properties are characterized by long excited-state lifetime and distinct solvatochromic shifts [38], is another popular functional subunit incorporated in the dendrimers and dendrons [39]. A series of dendrimers in which pyrene units are grafted at peripheries was prepared to afford light-harvesting antennae through the formation of intramolecular excimers [13, 40]. Moreover, the size-controlled pyrene-centered dendrimers showed adjustable photo- and electroluminescence properties, resulting in possible applications in organic light-emitting diode (OLED) devices [41-43].

In this project, a family of pyrene-methylene-viologen dendrons (up to third generation, Scheme 2) was successfully synthesized and characterized by mass spectroscopy, NMR, and electrochemistry. In these dendritic structures, the pyrene head group (Py) is attached to the apical viologen (V$^{2+}$) through a single methylene link (−C1−) and the number of viologen subunits continues to increase exponentially from P−C1−G0 to P−C1−G3 along with a growing number of hexafluorophosphate counterions (PF$_6^−$) which are used to minimize ion pairing effect and to promote solubility in most organic solvents. The studied pyrene-methylene-viologen dendrons are all donor-acceptor systems where the pyrene always serves as a light-absorbing electron donor and the branched
network of viologens acts as a hierarchical array of electron acceptors. The fanning out of the viologens makes it possible to build a unique system in which one electron donor and more than one acceptor are connected in a well-defined topology.

The main purpose of this project is to investigate the generation dependent capture of electrons produced by a short-lived photoinduced charge separated state formed at the apex of each dendron.

Scheme 2. Chemical structures of the pyrene-methylene-viologen dendron family. The number of viologen \( (V^{2+}) \) units grows exponentially from P–C1–G0 to P–C1–G3 and is indicated in parentheses.
3.1.4 Electron propagation in pyrene-methylene-viologen dendrons

The theoretical calculation of molecular orbital contributions of each subunit involved in the systems (Scheme 3) suggests the electron transfer from the photoexcited pyrene donor to the LUMO of the viologen acceptor and the subsequent electron migration across the dendritic network through a series of hops between adjacent viologen sites which are mediated and facilitated by mesitylene bridging units with low lying π-orbitals.

Scheme 3. A simplified energy level diagram of the components of the P–C1–(V\(^{2+}\))\(_n\) dendrons. Note that several empty low-lying LUMO orbitals of each MV\(^{2+}\) lie below the LUMO of the pyrene.

For the P–C1–(V\(^{2+}\))\(_{n=0,1,2,3}\) dendrons, the number of their branches is doubled each time it increases by a generation because of 1→2 connectivity. Thus, the probability of a forward electron hopping from any viologen site is \(P_{fr} = \frac{1}{2}\). Whereas, the probability of a return hop is only \(P_{back} = \frac{1}{4}\) because of the possibility of lateral hopping within the same shell of viologens. \(P_{back}\) grows to \(\frac{1}{2}\) when the injected electron reaches a terminal viologen site. As a result, overall probability for the electron migration from periphery to the apex in the minimum possible number of moves decreases with increasing generation \(n\) as
\[ P_{total} = \frac{1}{2} \times \left( \frac{1}{4} \right)^{n-1} \], which suggests a slower charge recombination rate as viologen branches expand. Therefore, an increased lifetime of the CS state is expected to be observed in higher generations.

### 3.2 Experimental methods

#### 3.2.1 Synthesis

The dendrons were prepared via a microwave heating technique starting from a central pyrene and working out towards the methyl viologen peripheries (divergent synthesis). The general synthetic routes are shown in Scheme 4.

**Scheme 4.** Synthesis of P–C1–(V\(^{2+}\))\(_n\) dendrons [37, 44]. (a) Saturated aqueous solution of NH\(_4\)PF\(_6\). (b) 1-Ethyl-4-(4’-pyridyl) pyridinium hexafluorophosphate (Et-Py), 80 °C, 18 h. (c) 4’4-bipyridine,
microwave, 100 °C, 10 min. (d) 1,3,5-tris(bromomethyl)benzene (TBMB), microwave, 100 °C, 5 min. (e) Et-Py, microwave, 80 °C, 10 min. (f) 4’4-bipyridine, microwave, 80 °C, 10 min.

3.2.2 Sample preparation

Acetonitrile (≥ 99.9 %, Fisher Scientific) was used without further purification. Samples for all the measurements were prepared by a similar method: Approximately 1.6 mg of each dendron was dissolved in 1 mL of solvent to obtain a series of concentrated solutions. Then, different amount of concentrated solution (20 μL of P−C1−G0, 50 μL of P−C1−G1, 110 μL of P−C1−G2, 225 μL of P−C1−G3) was pipetted into 3 mL of solvent for dilution separately. The concentration of all the samples was $1.5 \times 10^{-5}$ M, as verified by their absorption spectra (Figure 2a). Finally, 3 mL of the solution was transferred into a standard quartz cuvette.

3.3 Results

3.3.1 Steady-state spectroscopy

The ground-state UV-Vis absorption spectrum of each pyrene-methylene-viologen dendron dissolved in aqueous acetonitrile (CH$_3$CN) at the concentration $1.5 \times 10^{-5}$ M is shown in Figure 2a. In the ultraviolet region, the characteristic absorption of pyrene ranging from 310 to 340 nm is assigned to the $S_2 \leftarrow S_0$ transition and remains unchanged for all generations. The well-defined vibronic peak at 345 nm offers a convenient reference for determining and maintaining the molarity of dendrons in solution for all measurements. Since the strong absorption of methyl viologen lies in the wavelength range between 220 and 290 nm, it overlaps with the absorption of transitions to higher lying electronic states.
of pyrene. As the number of viologen units grows, the contribution of absorbance from viologen moieties becomes more and more dominant. The $S_1 \leftarrow S_0$ transition of pyrene lies in the region from 350 to 370 nm, but only appears as a shoulder of the strong $S_2 \leftarrow S_0$ peak because of a vanishingly small extinction coefficient [45]. Overall, the spectra do not suggest aggregation or a major conformational change in the higher generation dendrons. The saturation of the viologen peak visible in the spectrum of P−C1−G3 occurs because the limit of the dynamic range of the spectrometer has been reached.

The fluorescence spectra (Figure 2b) of all dendrons, as well as 1-methylpyrene, were measured at room temperature with the excitation wavelength of 325 nm. For all dendrons, the characteristic intense fluorescence arising from the free pyrene is > 99.8 % quenched by the attached viologen unit(s), which suggests a very rapid electron-transfer process. Furthermore, their fluorescence spectra redshift by about 12 nm in comparison with that of 1-methylpyrene indicating the coupling interaction between pyrene and viologen. Additionally, the intensity of emission keeps falling off while increasing the
generation, implying a faster quenching through electron transfer in the higher generations of the dendron family due to the growing number of acceptor sites (Figure 2b, inset).

3.3.2 Transient absorption spectroscopy

The transient absorption spectrum of each pyrene-methylene-viologen dendron in acetonitrile was recorded at the time delay of 0.5 ps in the pump-probe experiment (Figure 3). For all generations, the photoexcitation at the 345 nm vibronic peak of pyrene to its S₂ state results in the very rapid formation of a CS state which occurs within the time resolution of our measurements, \( \tau_{CS} < 100 \) fs. It should be noted that pyrene possesses two closely lying excited singlet states and \( S_2 \leftarrow S_1 \) internal conversion occurs with a time constant of \( \sim 75 \) fs in unsubstituted pyrene [46]. The investigation of thermodynamic and kinetic parameters for pyrene-methylene-viologen dendrons is based on the energy level of the \( S_1 \) state. The possible direct involvement of the short-lived \( S_2 \) state of pyrene is difficult to examine due to the low extinction coefficient of the \( S_0 \rightarrow S_1 \) transition.

The rapid charge separation process is manifested by the instantaneous growing of two distinct transient absorption bands located at 420-470 nm and 500-700 nm, both of which are assigned to the generation of the chemical species resulting from the electron-transfer reaction. The absorption band with a sharp peak centered at 440 nm belongs to the oxidized pyrene (\( \text{Py}^{+} \)) [47] and the much broader absorption band peaking at 615 nm indicates the generation of the mono-reduced methyl viologen (\( \text{MV}^{+} \)) [48].
Figure 3. Normalized transient absorption spectra of the P−C1−G0, P−C1−G1, P−C1−G2, and P−C1−G3. All spectra were recorded at 0.5 ps delay following 345 nm excitation of 1.5 × 10^{-5} M solutions in CH$_3$CN. The 440 nm band is characteristic of Py$^{+•}$ while the broad 615 nm band belongs to MV$^{+•}$.

The kinetic profiles of Py$^{+•}$ and MV$^{+•}$ were collected at the probe wavelength of 440 and 615 nm separately in a 20 ps time window (Figure 4a, b). The resulting change of optical density, ∆OD, was analyzed by fitting the data after time zero to an exponential function (Table 1, 2).

3.3.3 Charge separation and recombination in P−C1−G0

The initial charge separation and electron-hole recombination at the junction between pyrene and the attached viologen unit at the apex are crucial for the overall electron transfer kinetics of all dendrons. Furthermore, the rates of these steps should be nearly identical in all generations. Therefore, it is of significance to understand the electron transfer dynamics in P−C1−G0.

The fitting results by applying a single exponential function of ∆OD(t) = $A_1e^{-t/\tau_1} + A_\infty$ for both dynamic traces of the Py$^{+•}$ at 440 nm and MV$^{+•}$ at 615 nm indicate
the very rapid charge recombination for oxidized pyrene and reduced viologen in P−C1−G0 with a time constant of $\tau_{CR} \approx 0.7$ ps (Table 1, 2). The homogeneous decay is somewhat surprising because the pyrene and the viologen moiety can sample a broad range of dihedral angles which cannot be fully rotationally averaged within the sub-picosecond lifetime of the CS state. Therefore, it is concluded that the electronic coupling between donor and acceptor is relatively insensitive to the mutual orientation of the pyrene and viologen planes within a wide range of thermally-accessible conformer geometries.

**Figure 4.** Transient absorption decay profiles recorded at (a) 440 nm, the absorption maximum of Py$^{\cdot\cdot}$, and (b) 615 nm, the absorption maximum of MV$^{\cdot\cdot}$.
The origin of such rapid charge separation and recombination rates in P−C1−G0 is rooted in its unique energetics of donor-bridge-acceptor framework. In most photoinduced electron-transfer systems, charge separation is mildly exoergic and lies in the Marcus “normal region”, whereas the recombination dynamics is highly exoergic and buried deep in the “inverted region”. However, in pyrene-methylene-viologen dendrons, the CS state locates nearly midway between the excited state of pyrene and the ground state of the system resulting from the exceptionally low reduction potential of the methyl viologen (~0.45 eV) [29]. The driving force for charge separation, \(-\Delta G^\circ_{CS} = 1.7 \text{ eV}\), and the recombination, \(-\Delta G^\circ_{CR} = 1.6 \text{ eV}\), are both greater than the reorganization energy, \(\lambda_{CS} \approx \lambda_{CR} = 1.3 \text{ eV}\), which determines the locations of both processes in the “inverted region” close to the “activationless region” where the maximum rate of electron transfer is achieved.

The estimate of the electronic coupling between LUMO\(_{MV^2+}\) and HOMO\(_{Py}\) associated with recombination rate constant of \(1/\tau_{CR} = 1.4 \times 10^{12} \text{ s}^{-1}\) and the above thermodynamic parameters in the framework of the Marcus equation gives rise to a reasonable value of 120.1 cm\(^{-1}\). The reason why the charge separation rate in P−C1−G0 is remarkably faster than the recombination rate is because of a much stronger electronic coupling between LUMO\(_{Py}\) and LUMO\(_{MV^2+}\). Besides, there is a possibility that the charge separation is boosted by the involvement of three low-lying LUMOs of methyl viologen (Scheme 3, Figure 5). Each low-lying LUMO of methyl viologen can interact with the LUMO of pyrene and contributes to the overall charge separation rate.

In addition, since the charge separation process in P−C1−G0 is highly exoergic and completed within less than 100 fs, the system does not have enough time to reach the
thermal equilibrium and still retains part of the thermal excitation energy. In this case, the Marcus equation may lead to inaccurate predictions.

**Figure 5.** The low-lying molecular orbitals of P−C1−G0 which are involved in the charge separation and recombination. The energy is shown relative to the HOMO of pyrene (B3LYP, 6-31G*, in vacuum, Spartan’ 14 by Wavefunction, Inc.).

### 3.3.4 Ion pairing

The charged viologen subunits in pyrene-methylene-viologen dendrons raise the possibility of ion pairing between viologen dications and PF₆⁻ counterions. It is known that the presence of counterions may stabilize the photoinduced CS states and slow the electron-transfer rates by introducing the ionic contribution to the overall reorganization energy and modulating the reaction driving force [49-52]. Even though a large body of work showed the ionic associations between viologen dications and numerous anionic solutes [53-55],
pronounced ion-pairing effects were mostly observed in the low polarity solvents with dielectric constants \( \varepsilon_s < 10 \). In acetonitrile, \( \varepsilon_s = 36.6 \), if there was ion pairing present, it would influence the electron-transfer dynamics and show a generation dependence on the concentration of viologen units and counterions from P−C1−G0 to P−C1−G3. In order to investigate this effect, pump-probe experiments were carried out on the \( 1.5 \times 10^{-5} \) M P−C1−G0 solution containing 1.0 mM of tetrabutylammonium hexafluorophosphate (NBu4+PF6−) in CH3CN. The transient absorption decays collected in the pure CH3CN and the ones obtained in the solution where PF6− counterions were added in 30-fold excess are visually not distinct from one another (Figure 6), which suggests negligible ion-pairing effect at the employed dendron concentration of \( 1.5 \times 10^{-5} \) M.

This result is supported by the reported association constant of \( \overline{K}_a = 2.5 \times 10^3 \) M\(^{-2} \) for methyl viologen bis(hexafluorophosphate) in acetone, \( \varepsilon_s = 20.7 \) [56]. Applying this experimental value to the dendron systems, the ionic association ratio of viologens could be calculated and the resulting values ranges from 0.0002 % for P−C1−G0 to 0.05 % for P−C1−G3 indicating an extremely low degree of ion-pairing. In the more polar acetonitrile, the association constant must be even lower and ion-pairing effect should remain inappreciable under our experimental conditions.

In addition, the 500 ps MD simulation was performed on P−C1−G0 in a solvent box filled with acetonitrile molecules to visualize the diffusion dynamics of counterions. The trajectories were saved at 0.5 ps intervals. The snapshots captured in VMD (Figure 7) shows the rapid separation between PF6− counterions and the viologen subunit within 150 ps at 18 mM concentration of P−C1−G0, which further confirms that the ion-pairing effect is insignificant.
Figure 6. Kinetic profiles of P–C1–G0 probed at 440 nm (left) and 615 nm (right) detained in the pure CH₃CN (black) and in the presence of 1.0 mM of NBu₄PF₆ (red).

Figure 7. The 500 ps MD simulation of P–C1–G0 in acetonitrile was visualized in VMD, and four snapshots were captured at 0, 150, 400 and 500 ps. P–C1–G0 is marked with purple, and two PF₆⁻ counterions are shown in yellow.
3.3.5 Charge Separation and Recombination in P−C1−G1, P−C1−G2, and P−C1−G3

All charge recombination kinetic profiles of P−C1−G1, P−C1−G2, and P−C1−G3 were fitted with a double exponential function $\Delta OD(t) = A_1 e^{-t/\tau_1} + A_2 e^{-t/\tau_2} + A_\infty$ (Figure 4, Table 1, 2). As expected, the addition of viologen shells to the dendron leads to the appearance of longer lifetime components in the decay of the CS state. The behavior is evident both when the 440 nm band of Py$^{+*}$ or the 615 nm band of MV$^{+*}$ is monitored. In P−C1−G1, the first generation of the dendron, a slow component with time constant $\tau_2 = 6\sim7$ ps is observed. This value is approximately ten times slower than $\tau_{CR} = \sim0.7$ ps detected in P−C1−G0, which indicates a 10-fold lifetime extension of the CS state. The slower component $\tau_2$ can be interpreted either in terms of sequential hops between the adjacent viologen sites or a single step long-distance electron tunneling between pyrene and the second layer of viologens. Furthermore, a much longer-lived component, which is fitted as a constant $A_\infty$, is also observed and persists for more than 20 ps time window in P−C1−G1. Together, the long-lived components, $A_2 + A_\infty$, constitute 3$\sim$5 % of the initial population and can be ascribed to the electrons which escape the instantaneous recombination and migrate beyond the apical viologen site. The dominant component, decaying with $\tau_1 = 0.69$ ps, is assigned to the recombination at the apex and remains consistent with $\tau_{CS}$ in P−C1−G0.

Table 1. Fitting parameters for the decay of the Py$^{+*}$ signal recorded at 440 nm.

<table>
<thead>
<tr>
<th>Generation</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
<th>$A_\infty$</th>
<th>$A_2 + A_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P−C1−G0</td>
<td>0.71 ± 0.01</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P−C1−G1</td>
<td>0.69 ± 0.01</td>
<td>0.955 ± 0.01</td>
<td>7.6 ± 1.8</td>
<td>0.027 ± 0.006</td>
<td>0.018 ± 0.002</td>
<td>0.05 ± 0.008</td>
</tr>
<tr>
<td>P−C1−G2</td>
<td>0.78 ± 0.01</td>
<td>0.905 ± 0.01</td>
<td>8.3 ± 0.9</td>
<td>0.064 ± 0.011</td>
<td>0.031 ± 0.002</td>
<td>0.10 ± 0.013</td>
</tr>
<tr>
<td>P−C1−G3</td>
<td>0.83 ± 0.02</td>
<td>0.874 ± 0.02</td>
<td>10.1 ± 2.9</td>
<td>0.081 ± 0.010</td>
<td>0.045 ± 0.008</td>
<td>0.13 ± 0.018</td>
</tr>
</tbody>
</table>
Table 2. Fitting parameters for the decay of the MV$^{+*}$ signal recorded at 615 nm.

<table>
<thead>
<tr>
<th>Generation</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
<th>$A_\infty$</th>
<th>$A_2 + A_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P−C1−G0</td>
<td>0.76 ± 0.01</td>
<td>1.0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>P−C1−G1</td>
<td>0.69 ± 0.02</td>
<td>0.967 ± 0.01</td>
<td>6.1 ± 4.4</td>
<td>0.014 ± 0.009</td>
<td>0.019 ± 0.007</td>
<td>0.03 ± 0.016</td>
</tr>
<tr>
<td>P−C1−G2</td>
<td>0.72 ± 0.02</td>
<td>0.919 ± 0.01</td>
<td>5.2 ± 1.1</td>
<td>0.059 ± 0.010</td>
<td>0.022 ± 0.002</td>
<td>0.08 ± 0.012</td>
</tr>
<tr>
<td>P−C1−G3</td>
<td>0.78 ± 0.03</td>
<td>0.861 ± 0.01</td>
<td>9.0 ± 2.6</td>
<td>0.068 ± 0.011</td>
<td>0.071 ± 0.010</td>
<td>0.14 ± 0.021</td>
</tr>
</tbody>
</table>

As for P−C1−G2 and P−C1−G3, their capability to prolong the electron-hole recombination becomes more pronounced, which is reflected in the decreased decay rate constants of slow component and increased the long-lived population of the CS state. In order to treat the data in a consistent manner, all dynamic traces of higher generations were fitted using a double exponential function. In reality, new nonexponential terms will be introduced to the overall decay dynamics every time when an additional viologen shell is added into the dendron system. Overall, from P−C1−G0 to P−C1−G3, the fitting parameter $\tau_1$ slightly changes in magnitude and always corresponds to the charge recombination for oxidized pyrene and attached reduced viologen. We attempted to fix $\tau_1 = \tau_{CS}$ before fitting so that the decay rates of fast the component would be identical in all generations, but this idea was abandoned due to lack of convergence. The slow component with a time constant $\tau_2$ increases from 6 to 10 ps in an order of P−C1−G3 > P−C1−G2 > P−C1−G1 (Table 1, 2) indicating an electron-transfer process in which the injected electron travels further away from the apex and combines with the hole in donor through multiple itinerant hops to the apical viologen unit. The longest-lived component, $A_\infty$, represents the fraction of radical ion species which does not decay appreciably within the measured time window and grows up to ~6% in P−C1−G3. Accordingly, the total fraction of electrons $A_2 + A_\infty$, which escapes beyond the apical viologen site, keeps increasing from 4% in P−C1−G1 to 9% in P−C1−G2 and 13−14% in P−C1−G3. This generation dependent growth in long-lived
population of CS state can be achieved either through a series of site-to-site electron hops between two viologen units or a direct long-distance electron tunneling from excited pyrene to the distant viologen sites especially to the ones in the second layer (Scheme 1, see 3.3.6).

3.3.6 Discussion

The electron transfer dynamics in P–C1–G0 has been elaborated in the previous section (see 3.3.3) focusing on the rapid charge separation and recombination at the apex. In this section, the plausible mechanisms which lead to the generation dependent growth of the long-lived population of the CS state in the extended dendrons are discussed.

The relative rate constant of charge recombination between pyrene and apical viologen, $k_{CR}$, and the electron hopping, $k_{hop}$, between degenerate viologens determines the decay pathway of the injected electron which is taken from pyrene and is located at the attached viologen site. Due to the highly exoergic charge recombination ($-\Delta G_{CR}^o = 1.6 \ eV$), the electron hopping, as a hypothetical isoergic reaction, is a much slower process and not competitive. Based on the knowledge of energetics in P–C1–G0, the relationship of $k_{CS} > k_{CR} \gg k_{hop}$ can be derived. Therefore, the fraction of electrons which has an opportunity to migrate further down the dendron is remarkably low.

In P–C1–G1, only 4\% of the overall population of the CS state escapes from the instantaneous recombination, which predicts $k_{hop} \approx 4 \% \cdot k_{CR} = 5.6 \times 10^{10} \ s^{-1}$. However, this estimated value of $k_{hop}$ is slower than the measured recombination rate of the slow component, $1/\tau_{2,G1} = 1.3\sim1.6 \times 10^{11} \ s^{-1}$, which corresponds to the “round
trip” of electron hopping between first and second viologen shell. Furthermore, from the point of view of Marcus theory, the calculated $k_{hop} = 3.2 \times 10^5 \text{s}^{-1}$ is six orders of magnitude slower than the experimental result. The electronic coupling for hopping, $|V_{hop}|$, equals half of the splitting between LUMOs of two viologen units in the model where two viologen substituents are symmetrically linked to the meta positions of the bridging benzene ring. The value of $|V_{hop}|$ ranges from ~30 cm$^{-1}$ to ~100 cm$^{-1}$ depending on the calculation method and corresponding basis set. The predicted $k_{hop}$ increases to $3.6 \times 10^6 \text{s}^{-1}$ at the maximum value when $|V_{hop}| = 100 \text{cm}^{-1}$ but is still very slow. The reorganization energy $\lambda_{hop} = 1.35 \text{eV}$ is the sum of the solvation component calculated through the Marcus two-sphere model and the intramolecular component (see 1.4.1). Since the electron hopping occurs between two degenerate viologen sites, the driving force is assumed to be zero at this point and resulting activation free energy equals $\lambda_{hop}/4$.

These simple estimates may be prone to errors, but the discrepancy of several orders of magnitude warrants the consideration of other mechanisms which could allow the electrons reach further acceptor sites in the network.

Long-range electron tunneling, which allows the electron-transfer reactions to occur over distances larger than the sum of van der Waals radii of electron donor and the acceptor [57-60], would be the most obvious alternative path for populating distant viologen sites. It is known that an electron donor attached to a linear or branched array of acceptors is electronically coupled with all available acceptors [25, 61], not exclusively the one at the apex. Therefore, superexchange mediated tunneling from excited pyrene to distant viologen site is possible for higher generations. In most donor–(bridge)$_n$–acceptor
systems, according to McConnell’s expression [62] for the rate constant $k_n \propto e^{-\beta n}$ where $n$ is the number of bridging molecules and $\beta$ is the attenuation parameter per repeat unit describing the efficiency of long-range coupling, the electron tunneling rate falls off exponentially with increasing the separation of reacting partners. In pyrene-methylene-viologen dendrons, since the number of acceptors increases by $2^n$ as one viologen shell is added to generate a $n$th-generation dendron, the dependence of long-range tunneling rate on the electron coupling is weaken, and the resulting rate constant is proportional to $e^{-\beta n} \times 2^n$. The equivalent expression can be written into $k_n/k_0 = e^{-\beta n} \times 2^n$ [63] and plotted in Figure 8 which shows the relative electron tunneling rates against the generation for a dendron family with 1→2 connectivity as well as for a series of linear donor-(bridge)$_n$-acceptor diads as a contrast. It is evident that the involvement of multiple acceptors can enhance the long-range electron tunneling rate over a certain donor-acceptor distance even for a large attenuation factor $\beta$.

While considering the electron tunneling from excited state of pyrene to the second layer of viologens in P–C1–G1, the calculated electronic coupling equals 31.9 cm$^{-1}$ by applying $\bar{k}_{CR,G1} = 1/\bar{\tau}_{2,G1} = 1.47 \times 10^{11}$ s$^{-1}$ in the Marcus equation, and this value is reasonable considering the partially conjugated nature of the mesitylene bridges [64].
Figure 8. The relative electron tunneling rates against the number of repeat units $n$ in a 1→2 dendron family (solid dots) and in a series of linear donor-(bridge)$_n$-acceptor diads (circles) under the condition of variable attenuation factors of 1.0 (red), 1.5 (green), 2.0 (blue) and 3.0 (black).

Furthermore, the additive relative rate of electron transfer in a $n$th-generation dendron, $k_{tot}/k_0 = 1 + \sum_{n = 1}^\infty e^{-\beta n} \times 2^n$, is plotted in Figure 9. The distinct contrast between dendrons and linear donor-(bridge)$_n$-acceptor diads indicates that increasing the effective concentration of acceptors can efficiently promote the depopulation of the initial excited state of the donor, which explains the generation dependent growth of the long-lived fraction of the CS states. This is also consistent with the result extracted from the fluorescence spectra of pyrene-methylene-viologen dendrons. The residual emission of pyrene moiety continuously diminishes with increasing the generation, suggesting the probability of direct electron transfer from excited donor to the growing number of acceptor sites (Figure 2b, inset).
Figure 9. The total relative rates of forward electron transfer plotted against the number of repeat unit $n$ in a 1→2 dendron family (solid dots) and in a series of linear donor-(bridge)$_n$-acceptor diads (circles) when the attenuation factor $\beta$ equals 1.5.

In pyrene-methylene-viologen dendrons, the extremely rapid photoinduced electron transfer occurring with a high driving force results in a “hot” CS state with large excess energy, which is likely to benefit both electron hopping and long-range electron tunneling significantly. The large excess energy must be distributed between the donor and the acceptor and eventually dissipated into the surrounding medium. It is known that excited states of MV$^{+*}$ may be generated as an initial product upon electron transfer to MV$^{2+}$. The D$_1$ state of MV$^{+*}$ has a lifetime of 700 fs and decays with the formation of the vibrationally hot ground state which is completely relaxed on a slower up to 16 ps time scale [65]. Since the charge recombination between Py$^{+*}$ and the apical MV$^{+*}$ is completed with $\tau_{CR} = 0.72$ ps, the first-time electron hop from the apical MV$^{+*}$ competes with vibrational relaxation process and necessarily occurs with the residual vibrational excitation. As a result, the actual hopping rate should be much faster than that given by
Marcus theory in which the reacting system is assumed to be fully solvated and $-\Delta G_{hop}^0 = 0$. This finding is of significance because it suggests a greater probability for the injected electron to avoid the initial charge recombination and travel further away from the excited donor, even though it is true that the vibrational excitation steeply drops off in the following hops. If the large excess energy is equally assigned to $\text{Py}^{**}$ and attached MV$^{**}$, the resulting 0.85 eV of vibrational excitation in MV$^{**}$ gives rise to $k_{hop} = 3.2 \times 10^{10} \sim 3.6 \times 10^{11}$ s$^{-1}$, which is sufficient to intercept $\sim$15 % of the initial CS state population. In addition, the viologen-mesitylene-viologen framework is partially delocalized and should further promote the electronic coupling between LUMOs of two viologen sites.

It should be noted that the higher generations in the pyrene-methylene-viologen dendron family are polycations bearing positive charges at each viologen site. The interaction of these positive charges in a specific dendritic network would lead to an electric field which changes the electron affinity of the individual acceptor site. Therefore, the landscape of $-\Delta G^0$ determined by the number of viologen shells is not expected to be smooth. This notion is supported by the result of cyclic voltammograms (CV) characterization on a family of dendritic viologen-arranged molecules conducted by Iyoda et al. This group reported a decreasing trend of half-wave potential for the first reduction process of viologen subunits ($E_{V^{2+}/V^{+}}$) from -0.406 V vs. SCE for the first generation to -0.390 V for the third generation [37]. A more pronounced deceasing trend of $E_{V^{2+}/V^{+}}$ was observed in a series of viologen dendrimers from -0.355 V for G0 carrying 3 viologen subunits to -0.299 V for G3 containing 30 viologens [31]. AM1 and DFT calculations using the Spartan program show that adding one viologen layer lowers the energy of LUMOs of all preceding shells, which are consistent with those reported electrochemical results. In
addition, the electrostatic potential map illustrates the charge distribution in P−C1−G3 suggesting a boat-like shape of the ΔG° profile (Figure 10). Acceptors in the \((n - 1)_{th}\) shell exhibit the strongest electron affinity, whereas, the apical and terminal ones are least favored sites for the injected electron. The descending gradient of driving force facilitates the injected electron to migrate away from the apex and slows the returning rate. Although the computational calculations were performed under the condition of vacuum where the magnitude of the field effect was exaggerated, they were useful in qualitative analysis.

\[\text{Figure 10. Surface electrostatic potential map of P−C1−G3 in vacuum (AM1, Spartan '14 by Wavefunction, Inc.). The pyrene head group at the apex is not shown. Low potential areas marked with red indicates a high electron density, whereas the high potential areas marked with blue are characterized by a low electron density.}\]

Lastly, the polycation nature of the dendron also influences the solvent reorganization energy of electron hopping. For outer-sphere electron transfer, all
calculations of $\lambda_s$ are based on the generalized Born model in which the full solvation of an ion in a dielectric continuum is viewed as resulting from the Coulomb interaction of the ionic charge with the polarization of the surrounding medium regardless of the local structure and nearby charged species. Since the excluded solvent volume increases as the size of dendron grows, it is impossible for each viologen to maintain its own infinite solvation sphere considering the influence from other charged repeat subunits in the network. To verify this effect, the more sophisticated SM8 model of acetonitrile used in conjunction with B3LYP DFT optimization [66] was used to calculate the free energies of solvation of all dendrons, and the results indicated a $\sim5\%$ reduction of the average solvation energy per viologen site as the number of repeat units grows from P–C1–G0 to P–C1–G3. Therefore, the activation free energy $\Delta G^\neq \approx \lambda_{hop}/4$ is likely to be overestimated, and the resulting solvation barrier for electron hopping is actually not quite as high as that predicted by the Born model.

### 3.4 Conclusions

In this chapter, the electron transfer dynamics in a pyrene-methylene-viologen dendron family was investigated applying femtosecond pump-probe experiments. The extended dendritic networks with multiple acceptor sites favor the injected electron to travel away from the apex and demonstrate the ability to prolong the lifetime of a short-lived photoinduced CS state, which is firstly attributed to a sequence of site-to-site electron hops among viologen units. However, the “hopping” mechanism cannot completely account for the increasing fraction of electrons that escape beyond the apical viologen as the generation grows, and the value of hopping rate predicted by Marcus theory is several
orders of magnitude slower than that derived from the experimental results. Then, the “long-range electron tunneling” mechanism is proposed, which allows the direct electron transfer to the growing number of distant acceptor sites and promotes the depopulation of the initial excited-state of the donor. The dominant mechanism is determined by the corresponding electronic couplings and activation barriers. Both electron hopping and long-distance electron tunneling benefit from the extremely rapid charge separation with a high driving force which produces a “hot” CS state and deposits a large excess energy in both pyrene and the first viologen. The considerable vibrational excitation of the apical viologen unit facilitates the following hops and diminishes as the number of hopping steps increases. Therefore, the Marcus prediction based on the assumption of absolutely isoergic and fully thermally equilibrated hopping process is not realistic and accurate. In addition, the polycation nature of the higher generations affords a boat-like shape of $\Delta G^*$ profile which favors the electron hopping further down into the network. Furthermore, it lowers the activation energy of electron hopping by reducing the average solvation energy of each viologen unit in the dendrons.
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Chapter 4. Influences of Donor-Acceptor Separation, Connectivity, and Solvent on Electron Transfer Reactions in Pyrene-Viologen Systems

The influences of donor-acceptor separation, connectivity, and solvent on electron transfer rates in different pyrene-viologen donor-acceptor systems were studied using the ultrafast laser spectroscopy. The extension of intervening bridge between pyrene and attached viologen from −CH₂− to −(CH₂)₄− significantly decreases the rates of charge separation and recombination occurring at the apex by ~4 times, which efficiently prolongs the intrinsic short lifetime of charge-separated (CS) state generated in P–C₁−(V²⁺)ₙ dendrons. Then, a new pyrene-viologen system in which the number of viologens grows linearly from P–C₄–L₁ to P–C₄–L₃ has been synthesized to inquire into the topology effect on electron transfer process. The linear arrays of viologen electron acceptors exhibit a weaker ability to intercept electrons in comparison with analogous dendrons. Lastly, the investigation of solvent effect in the presence of acetonitrile and propylene carbonate shows that the electron transfer rates are strongly influenced by solvent polarity as well as the viscosity.

Scheme 1. The influences of distance, connectivity and solvent on electron transfer rates in pyrene-viologen systems.
4.1 Introduction

The classical Marcus theory of nonadiabatic electron transfer expresses the electron transfer rate constant using three important variables, namely, the electronic coupling between donor and acceptor ($V$), the reorganization energy ($\lambda$), and the driving force ($-\Delta G^*$) (see 1.4.3). It therefore follows that an understanding of electron transfer kinetics entails an investigation of how these parameters are dependent on factors such as donor-acceptor separation and orientation [1-9], structural connectivity [10-14], and the solvent properties [15-19].

In general, for an adiabatic electron transfer occurring when donor and acceptor are in van der Waals contact, the magnitude of electronic coupling is much greater than 200 cm$^{-1}$ which always leads to rapid electron transfer rates. Whereas, nonadiabatic electron transfer should dominate for the separation exceeding the sum of van der Waals radii of the donor and acceptor. In this case, the electronic coupling is relatively weak and significantly affected by the distance between donor and acceptor ($r_{DA}$), which leads to a strong distance dependence of electron transfer rates. In a given donor-acceptor system, the driving forces for the charge separation and recombination are expected to be weakly dependent on $r_{DA}$ due to a small change in magnitude of Coulomb term, especially in polar solvents (see 1.3). As for reorganization energy, the internal component, $\lambda_{\text{inner}}$, is characteristic of the donor and acceptor molecules and does not depend on distance. The change in solvation component, $\lambda_{\text{solv}}$, according to the calculation based on two-sphere dielectric continuum model, is usually less than 0.05 eV in nonpolar solvents but may be significant in polar solvents (see 1.4.2).

Distance dependence of electron transfer rates has been investigated in numerous
systems where the donor and the acceptor are covalently linked by an inert bridge of variable length. The rate constants for electron transfer through saturated steroidal [2, 20-21], norbornyl [22-23], and peptide [24-25] intervening spacers have shown to decrease exponentially with increasing the distance between donor and acceptor as \( e^{-0.5\beta r_{DA}} \) where \( \beta \) is a damping parameter scaling the distance dependence. These observations were interpreted in terms of through-space (TS) or through-bond (TB) interaction depending on how the electronic coupling between donor and acceptor was achieved. When the donor is electronically coupled with the acceptor through a TS mechanism, the coupling is accomplished through an electron exchange interaction that occurs from the overlap of their wavefunctions [6, 26-27]. Since the spatial overlap decreases dramatically as a function of separation, the TS interaction is expected to be insignificant when the donor and the acceptor are separated by \( >10 \) Å. Instead, the TB coupling predominates the long-range electron transfer processes. The strength of electronic interaction between donor and acceptor can be efficiently propagated by mixing the wavefunctions of \( \sigma \) and \( \sigma^* \) orbitals of the bridge and the wavefunctions of donor and acceptor, which is referred to as TB or superexchange interaction [6, 26-28]. The values of \( \beta \) extracted from TB mechanism are much smaller than TS values and usually range from 0.04 to 1.4 Å\(^{-1}\) depending on the nature of intervening bridge [6].

Another important aspect of electron transfer reaction which has been recognized and elaborated in both theoretical [29-31] and experimental work [32-37] is the solvent effect. As addressed by Marcus theory, solvents with different polarity can significantly alter the charge transfer rates by varying the amplitudes of \(-\Delta G^c\) and \(\lambda_{sol}\). Generally, an increase in the solvent polarity results not only in stabilization of CS states but also in an
increased in $\lambda_{sol}$. Furthermore, switching solvent may affect molecular conformation and change the electronic coupling term, which also leads to different electron transfer rates. Understanding the solvent effect can provide an approach for controlling the electron transfer reactions and enhance the performance of applicable devices in various environments.

4.2 Distance dependence of intramolecular electron transfer dynamics

4.2.1 Introduction of $\text{P}–\text{C}_4–(\text{V}^2+)_n$ dendrons

In $\text{P}–\text{C}_1–(\text{V}^2+)_n$ dendron family (see Chapter 3), the electron donor is linked to the apical viologen unit by a single $–\text{CH}_2–$ group. The short methylene bridge leads to very rapid charge recombination taking place with $\tau = 0.7$ ps, which largely reduces the fraction of electrons that survive to propagate into the dendritic network. In order to maximize the kinetic forward bias set up by the branched structure and allow the dendron to act as a topological rectifier, one must move the system away from the limit of $k_{CR} \gg k_{hop}$. This can be achieved by lowering the electronic coupling between the electron donor and attached acceptor at the apex of the dendron. While the charge separation rate will be similarly affected, the long $S_1$ lifetime of pyrene leaves a large kinetic margin for achieving nearly quantitative quantum yields of the CS state. For this purpose, a new pyrene-viologen dendron family, in which the link between pyrene and first viologen is extended by four intervening methylenes ($–(\text{CH}_2)_4–$), has been synthesized (Scheme 2).

All $\text{P}–\text{C}_4–(\text{V}^2+)_n$ dendrons were prepared via a microwave heating technique, which is similar to the syntheses of $\text{P}–\text{C}_1–(\text{V}^2+)_n$ dendrons. Detailed synthetic and characterization procedures are available in [38-39]. The sample preparation of
P−C4−(V^{2+})_n dendrons is same as that of P−C1−(V^{2+})_n dendrons (see 3.2.2). Importantly, the concentration of all the dendrons was 1.5 × 10^{-5} M, as verified by their absorption spectra (Figure 1a).

Scheme 2. Chemical structures of P−C4−(V^{2+})_n family. The number of viologen units increases exponentially from P−C4−G0 to P−C4−G3 and is indicated in parentheses.

4.2.2 Results and discussion

The ground state UV absorption spectra of P−C4−(V^{2+})_n dendrons (Figure 1a) show the characteristic pyrene progression in the 300~350 nm region, which remains unchanged for all generations. In the wavelength range between 230-290 nm, both pyrene and viologen absorb light, and as the number of viologen units increases the spectrum
becomes dominated by the absorption of the latter. The spectrum of P−C4−G0 displays a more information-riched vibronic structure of pyrene moiety in comparison with that of P−C1−G0 (Figure 1c), especially for the absorption bands centered at 255, 312, and 355 nm. Furthermore, a new absorption band appearing as a shoulder peak at 235 nm becomes distinguishable in the spectrum of P−C4−G0. The whole spectrum of P−C4−G0 shows a slight blueshift (~3 nm) with respect to P−C1−G0. All the observations imply a weaker interaction in which the donor and acceptor moieties in P−C4−G0 are more likely to retain their individual identities.

The characteristic intense fluorescence of pyrene is > 99.4 % quenched in the solutions of all P−C4−(V^2+)_n dendrons pointing to rapid and practically quantitative charge separation (Figure 1b). The weak residual emission of P−C4−G0 is blueshifted by ~10 nm accompanying with a 3-fold increase in intensity compared with the spectrum of P−C1−G0 using the same excitation wavelength (Figure 1d). The observed gain of emission can be attributed to a slower process of electron transfer quenching of the excited state in P−C4−G0 as well as in higher generations of P−C4−(V^2+)_n system. This result is the primary indication that the electron transfer rate is decreased with increasing the donor-acceptor separation.
Figure 1. (a) Steady-state absorption spectra of P−C4−(V^{2+})_n dendrons; (b) fluorescence spectra of P−C4−(V^{2+})_n dendrons; (c) the comparison of absorption spectra of P−C1−G0 and P−C4−G0; (d) the comparison of fluorescence spectra of P−C1−G0 and P−C4−G0. All spectra were recorded for 1.5 \times 10^{-5} \text{ M solutions of the respective compounds in CH}_3\text{CN.}

Excitation of P−C4−(V^{2+})_n dendrons with 342 nm \sim 25 \text{ fs pulses results in the rapid appearance of a CS state which is characterized by a broad absorption band of the reduced viologen, MV^{+•}, at 550−700 \text{ nm and a sharper peak of the oxidized pyrene, Py}^{+•}, at 465 \text{ nm (Figure 2). The transient absorption spectra of P−C4−(V^{2+})_n dendrons are redshifted by 15 nm in comparison with the ones collected for P−C1−(V^{2+})_n dendrons.}

Figure 2. Normalized transient absorption spectra of P−C4−(V^{2+})_n dendrons. All spectra were recorded at 1 \text{ ps delay following 342 nm excitation. The 465 nm band is characteristic of Py}^{+•} \text{ while the broad 615 nm band belongs to MV}^{+•}.}
The weaker electronic coupling between pyrene and the first viologen separated by 4 methylenes is expected to retard the rates of charge separation and the recombination at the apex of each dendron in the family of P−C4−(V2+)n. This behavior can be demonstrated by comparing the transient absorption decays recorded for P−C1−(V2+)n and P−C4−(V2+)n dendron families. The decay of the CS state produced in P−C4−G0 occurs as a single exponential process with a time constant of \( \tau_{CR} = 2.9 \sim 3.1 \) ps (Figure 3 and Tables 1 and 2) which corresponds to electron-hole recombination of oxidized pyrene and the attached reduced viologen. This decay time is \(~4\) times slower than \( \tau_{CR} = 0.71 \sim 0.76 \) ps detected in P−C1−G0, indicating a falloff of the charge recombination rate with the increasing distance between donor and acceptor.
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**Figure 3.** Transient absorption decay profiles of P−C4−G dendron family recorded at (a) 465 nm, the absorption maximum of Py\(^{+}\), and (b) 615 nm, the absorption maximum of MV\(^{+}\).

A similar influence on charge separation process is also observed by fitting the rising and initial decay region of the kinetic traces recorded for P−C1−G0 and P−C4−G0 using a double exponential function in the short 10 ps time window (Figure 4). The component \( \tau_f \) with a negative amplitude is assigned to the charge separation from the
pyrene donor to the first viologen acceptor. Both \( \tau_1 \) were fixed during the fitting in accordance with the charge recombination time constant \( \tau_{CR} = 0.74 \) ps for P–C1–G0 and \( \tau_{CR} = 3.1 \) ps for P–C4–G0 respectively. Since the extremely rapid charge separation, especially for P–C1–G0, occurs within the time resolution of our measurements, the instrument response time should be taken into consideration. The actual time constant for charge separation can be calculated through \( \tau_{CS} = \sqrt{\tau_{obs}^2 - \tau_{IRT}^2} \) where \( \tau_{obs} \) is the observed time constant derived from the exponential fitting and \( \tau_{IRT} \) is the instrument response time largely relying on the resolution of probe pulses. Due to an uncertain in \( \tau_{IRT} \) ranging from 75 to 100 fs, \( \tau_{CS} = 38\sim76 \) fs for P–C1–G0 and \( \tau_{CS} = 217\sim207 \) fs for P–C4–G0 are obtained, which is consistent with respective changes of the charge recombination rate.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The comparison of transient absorption decay profiles of P–C1–G0 and P–C4–G0 in acetonitrile probed at (a) 465 nm, the absorption of Py\(^{+}\), and (b) 615 nm, the absorption of MV\(^{+}\). The inset shows the biexponential fitting parameters for the rising and initial decaying part of the kinetic traces.}
\end{figure}
When the distance between donor and acceptor increases to a length of the four-carbon spacer, the center-to-center distance between pyrene and attached viologen grows significantly from 7.9 Å in P–C1–G0 to 12.2 Å in P–C4–G0. However, it is surprising to find that the average charge recombination rate, \( k_{CR}(P–C4–G0) = 3.3 \times 10^{11} \text{ s}^{-1} \), is only approximately 4 times slower in comparison with \( k_{CR}(P–C1–G0) = 1.4 \times 10^{12} \text{ s}^{-1} \). Since the rate constant of electron transfer displays an exponential dependence on donor-acceptor separation as \( k_{et} \propto e^{-\beta \cdot r_{DA}} \) regardless whether TS or TB mechanism is present, one can calculate the value of damping parameter, \( \beta = 0.49 \text{ Å}^{-1} \). In view of the insulating nature of the saturated \( \sigma \)-bonded framework of the hydrocarbon linkage which usually gives \( \beta = 0.75\sim0.98 \text{ Å}^{-1} \) [6], this value is unreasonably low. One plausible explanation for such a weak distance dependence of electron transfer rates observed in pyrene-viologen system can be given from the point of view of classical Marcus theory.

The driving forces for charge separation, \(-\Delta G^0_{CS} = -1.7 \text{ eV} \), and recombination, \(-\Delta G^0_{CR} = -1.6 \text{ eV} \), remain almost constant when the linkage between pyrene and attached viologen is replaced by 4 methylenes. Whereas, the reorganization energy, \( \lambda \), increases significantly from 1.28 eV for P–C1–G0 to 1.61 eV for P–C4–G0, which forces both charge separation and recombination processes to reach the barrier-less optimum where the maximum rate of electron transfer is achieved. The overall picture can be described as a process where the growth in \( r_{DA} \) decreases \(|V| \) pulling the Marcus parabola down and meanwhile increases \( \lambda_{sol} \) shifting the parabola to the right. This evolution gives rise to a weaker dependence of \( r_{DA} \) on \( k_{et} \) in the inverted region than in the normal region (Figure 5). As a result, the rate constants for charge separation and recombination occurring at the apex of the dendron are less sensitive to the length of the bridge than one
might expect solely on the basis of the distance dependence of $|V|$. 
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**Figure 5.** The shift of Marcus parabola with increasing donor-acceptor distance [3].

In addition, it should be mentioned that the charge recombination profiles of P–C4–G0 can be fitted with a double exponential function. The fitting results (Table 3) indicate that both kinetics probed at the 465 nm band of Py$^{+\cdot}$ and the 615 nm band of MV$^{+\cdot}$ is dominated by two components, $\tau_1 = 1.8$ ps and $\tau_2 = 4.2\sim4.8$ ps, each of which constitutes approximately 50% of the initial excited state population. The most obvious reason for this biexponential behavior is the existence of conformers caused by rotation around the carbon-carbon bonds of the flexible polymethylene chain. In P–C1–G0 diad, pyrene and viologen moieties can be regarded as two substituents that are located at two corners of a tetrahedral methane. Given this rigid configuration, the center-to-center distance between donor and acceptor is nearly constant, and the freedom of molecular motion is limited to pivoting about the $\text{–CH}_2$– linkage. Since the decay of CS state produced in P–C1–G0 exhibits a single exponential and homogenous behavior, the donor-acceptor electronic coupling is relatively insensitive to the mutual orientation of the pyrene and viologen units (see 3.3.3). However, extracting distance dependence of donor-acceptor
electronic coupling from P−C4−G0 is certainly complicated by the fact that electron transfer is likely to occur from all conformers present in the solution. The calculation on conformational distribution of P−C4−G0 in polar DMF (\(\varepsilon = 36.7\)) at HF/6-31G* level shows that the extended conformers constitute \(~85%\) of the total \(10^5\) examined P−C4−G0 replicas. The calculation performed in DMF whose dielectric constant is close to acetonitrile suggests that the charged viologen prefers to be fully solvated by surrounding polar solvent molecules. Therefore, the folded conformation which enables the donor and acceptor moieties to lie in close spatial proximity to each other is not favored and such “shortcut” of the electron transfer pathway does not accelerate the observed charge recombination rate.

In the P−C4−(V\(^{2+}\))\(_n\) family, the appearance of longer lifetime components in the decay of CS state is also observed in the diverging dendritic generations and analyzed using a biexponential fitting (Figure 3 and Table 1, 2). As in the previous chapter, the value of \(\tau_1\), which corresponds to the recombination of electrons failing to escape beyond the apical viologen, was set equal to the decay rate of CS state in P−C4−G0 and kept constant for higher generations.

For the first generation dendron, P−C4−G1, a slower component decaying with \(\tau_2 = 12.3\sim13.8\) ps, and the longest-lived component, \(A_\infty\), which does not decay within the 50 ps time window, were detected. Together, they account for approximately \(15.2\%\) of the overall population of the initial CS state. Compared with the \(4\%\) observed in P−C1−G1, the fraction of electrons which escape beyond the first viologen unit and migrate further down into the dendritic network dramatically increases by nearly 4 times. Thus, the outward flow of electrons away from the donor was more favored by decreasing the charge
recombination rate at the apex. The charge recombination time constant, $\tau_2 = 12.3\sim13.8 \text{ ps}$, mainly encompasses the forward electron jump to the viologen units in the second shell, the return to the apical one, and the final electron-hole recombination. This implies that the “round trip” of electron hopping between adjacent viologen units in $P\text{−C4−G1}$ occurs on the time scale of $9.4\sim10.6 \text{ ps}$ which is slower than $5.4\sim7.0 \text{ ps}$ in $P\text{−C1−G1}$. This behavior possibly results from the less efficient long-range electron tunneling which is discussed in detail below.

The higher generations of $P\text{−C4−}(V^{2+})_n$ dendron family display more pronounced slowing down of the recombination dynamics. The average time constant $\tau_2$ increases to $15.2 \text{ ps}$ in $P\text{−C4−G2}$ and $20.4 \text{ ps}$ in $P\text{−C4−G3}$ since the expansion of acceptor shells allows the injected electron to travel further away from the donor. In the light of known kinetics features of the $P\text{−C1−}(V^{2+})_n$ system, the accompanying steady increase of the long-lived fraction of CS state given by the sum of amplitudes $A_2$ and $A_\infty$ (Tables 1 and 2) is attributed to long-range electron tunneling and the electric field gradient set up by multiple charged viologen units. Compared with more than $10\%$ increase in long-lived fraction from $4\%$ in $P\text{−C1−G1}$ to $13\sim14\%$ in $P\text{−C1−G3}$, the sum $A_2 + A_\infty$ detected in $P\text{−C4−}(V^{2+})_n$ dendrons exhibits a much smaller generation dependent extension from $15.2\%$ in $P\text{−C4−G1}$ to $16.8\%$ in $P\text{−C4−G2}$ and $19.7\%$ in $P\text{−C4−G3}$. The less pronounced increase in the long-lived CS state population is likely to result from decreased rates for long-range electron tunneling to distant viologen units. Even though in $P\text{−C4−}(V^{2+})_n$ dendron family the partially conjugated mesitylene units still facilitate the long-range electron tunneling, the presence of $4$ saturated methylenes in the long intervening bridge increases the separation between donor and distant acceptor and gives rise to a larger average damping
factor, $\beta$ (see 3.6.6). For both reasons, the long-range electron tunneling rates are dramatically slowed down and the site-to-site hopping plays a greater role in the growth of the long-lived fraction of CS state.

Table 1. Fitting parameters for the decay of the Py$^{+\ast}$ signal monitored at 465 nm for P–C4–(V$^{2+}$)$_n$ dendrons.

<table>
<thead>
<tr>
<th>Generation</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
<th>$A_\infty$</th>
<th>$A_2 + A_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P–C4–G0</td>
<td>3.1 ± 0.02</td>
<td>1.0</td>
<td>–</td>
<td>–</td>
<td>0.015 ± 0.002</td>
<td>0.143 ± 0.022</td>
</tr>
<tr>
<td>P–C4–G1</td>
<td>3.1 ± 0.0</td>
<td>0.857 ± 0.017</td>
<td>13.8 ± 1.3</td>
<td>0.128 ± 0.020</td>
<td>0.035 ± 0.002</td>
<td>0.141 ± 0.026</td>
</tr>
<tr>
<td>P–C4–G2</td>
<td>3.1 ± 0.0</td>
<td>0.859 ± 0.023</td>
<td>14.2 ± 1.7</td>
<td>0.106 ± 0.024</td>
<td>0.052 ± 0.001</td>
<td>0.168 ± 0.009</td>
</tr>
<tr>
<td>P–C4–G3</td>
<td>3.1 ± 0.0</td>
<td>0.832 ± 0.008</td>
<td>16.8 ± 0.8</td>
<td>0.116 ± 0.008</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 2. Fitting parameters for the decay of the MV$^{+\ast}$ signal monitored at 615 nm for P–C4–(V$^{2+}$)$_n$ dendrons.

<table>
<thead>
<tr>
<th>Generation</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
<th>$A_\infty$</th>
<th>$A_2 + A_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P–C4–G0</td>
<td>2.9 ± 0.03</td>
<td>0.985 ± 0.006</td>
<td>–</td>
<td>–</td>
<td>0.015 ± 0.001</td>
<td>–</td>
</tr>
<tr>
<td>P–C4–G1</td>
<td>2.9 ± 0.0</td>
<td>0.838 ± 0.036</td>
<td>12.3 ± 3.8</td>
<td>0.090 ± 0.037</td>
<td>0.072 ± 0.003</td>
<td>0.162 ± 0.040</td>
</tr>
<tr>
<td>P–C4–G2</td>
<td>2.9 ± 0.0</td>
<td>0.806 ± 0.011</td>
<td>16.1 ± 1.8</td>
<td>0.114 ± 0.011</td>
<td>0.080 ± 0.003</td>
<td>0.194 ± 0.014</td>
</tr>
<tr>
<td>P–C4–G3</td>
<td>2.9 ± 0.0</td>
<td>0.774 ± 0.003</td>
<td>24.0 ± 1.1</td>
<td>0.118 ± 0.003</td>
<td>0.108 ± 0.001</td>
<td>0.226 ± 0.004</td>
</tr>
</tbody>
</table>

Table 3. Biexponential fitting parameters for the decay recorded for P–C4–G0.

<table>
<thead>
<tr>
<th>$\lambda_{\text{probe}}$, nm</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
<th>$A_\infty$</th>
<th>$A_2 + A_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>465</td>
<td>1.8 ± 0.1</td>
<td>0.546 ± 0.023</td>
<td>4.2 ± 0.1</td>
<td>0.454 ± 0.082</td>
<td>0.000</td>
<td>0.454 ± 0.082</td>
</tr>
<tr>
<td>615</td>
<td>1.8 ± 0.1</td>
<td>0.546 ± 0.023</td>
<td>4.2 ± 0.1</td>
<td>0.454 ± 0.082</td>
<td>0.000</td>
<td>0.454 ± 0.082</td>
</tr>
</tbody>
</table>

4.3 The topology effect on intramolecular electron transfer dynamics

4.3.1 Introduction of P–C4–L system

In both P–C1–(V$^{2+}$)$_n$ and P–C4–(V$^{2+}$)$_n$ dendron families, we have shown that a diverging dendritic network can intercept electrons and extend the lifetime of a short-lived photoinduced CS state of the pyrene-viologen donor-acceptor diad through a combination of long-range electron tunneling and site-to-site hopping. In order to assess the topology
effect on electron transfer dynamics, a new series of compounds with pyrene attached to a linear chain of viologens was synthesized (Scheme 3). In the P−C4−L system, the 1→1 connectivity of acceptor units would alter the way of electronic communication between two viologen centers observed in analogous P−C4−(V$^{2+}$)$_n$ dendritic system. Therefore, the overall electron transfer kinetics in the linear array of viologen electron acceptors should be different from that in a corresponding dendron.

The linear P−C4−L arrays, up to the third generation, were synthesized via a microwave heating technique [38-39]. In the process of synthesis (see 3.2.1), 1,4-bis(bromomethyl)benzene was used instead of 1,3,5-tris(bromomethyl)benzene to afford 1→1 connectivity of viologens units. All P−C4−L compounds were dissolved in acetonitrile at the concentration of 1.5 × 10$^{-5}$ M, as verified by their steady-state absorption spectra (Figure 6).

Scheme 3. Chemical structures of P−C4−L family. The number of viologen units increases linearly from P−C4−G0 to P−C4−L3 and is indicated in parentheses.
Figure 6. Steady-state absorption spectra of P−C4−G0, P−C4−L1, P−C4−L2 and P−C4−L3 recorded at the concentration of $1.5 \times 10^{-5}$ M in CH$_3$CN.

In the linear P−C4−L system, after the initial electron transfer from the photoexcited donor to the LUMO of the apical acceptor, the electron is expected to travel along the linear chain of acceptors and undergoes at least one hop before returning to the apex. For the $n$th generation in P−C4−L family, because of the 1→1 connectivity of the acceptor array, the injected electron located at the viologen site in the $m$th (0<$m$<n) layer has an equal probability to move forward and backward, namely $P_{fr} = P_{back} = 1/2$ (Figure 7). Whereas in a dendritic system with 1→2 branching network of acceptors such as in P−C1−(V$^{2+}$)$_n$ and P−C4−(V$^{2+}$)$_n$ families, one viologen electronically couples with attached four degenerate sites. In this case, for an injected electron at any viologen site in the $m$th (0<$m$<n) layer, the probability of migrating forward to $(m+1)$th layer is 1/2, crossing over to the site in the same layer is 1/4, and returning to the $(m-1)$th layer is 1/4. For the apical viologen ($m=0$), the probability of electron hopping to the first layer is 1 in both dendritic and linear systems. For a terminal viologen in the $n$th generation ($m=n$), the probability of a return hop is 1/2 in a dendritic network, whereas in the linear chain it is 1.

Overall, the probability of the electron arriving at the $m$th (0<$m$<n) layer and then returning
to the origin in the minimum possible number of steps decreases with the layer $m$ in the linear chain as $P_{CR}(\text{linear}) = (1/2)^{2m-1}$, whereas in the dendritic network it follows a steeper $P_{CR}(\text{dendron}) = (1/2)^{3m-1}$ dependence (Table 4 and Figure 8). Therefore, in P–C4–Ln the probability of charge recombination from each layer is $2^n$ times greater than that in P–C4– Gn. Accordingly, it is easier for the injected electron to become “lost” in the network of a 1→2 branching dendron than in a corresponding linear array.

![Figure 7](image.png)

**Figure 7.** Possible electron hopping pathways from a reduced viologen site (marked in red) to the neighboring degenerate sites (marked in blue) in a 1→2 branching dendritic network (top) and a linear array (bottom) of viologen electron acceptors.

<table>
<thead>
<tr>
<th>Event (in the minimum possible number of steps)</th>
<th>Dendritic</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of hopping to the $m$th layer $\quad (m = 1, 2, ..., n)$</td>
<td>$\left(\frac{1}{2}\right)^{m-1}$</td>
<td>$\left(\frac{1}{2}\right)^{m-1}$</td>
</tr>
<tr>
<td>Probability of returning to the apical viologen from $m$th layer $\quad (m = 1, 2, ..., n - 1)$</td>
<td>$\left(\frac{1}{2}\right)^{2m}$</td>
<td>$\left(\frac{1}{2}\right)^{m}$</td>
</tr>
<tr>
<td>Probability of returning to the apical viologen from periphery $\quad (m = n)$</td>
<td>$\left(\frac{1}{2}\right)^{2m-1}$</td>
<td>$\left(\frac{1}{2}\right)^{m-1}$</td>
</tr>
<tr>
<td>Probability of round trip between apical viologen and $m$th layer $\quad (m = 1, 2, ..., n - 1)$</td>
<td>$\left(\frac{1}{2}\right)^{3m-1}$</td>
<td>$\left(\frac{1}{2}\right)^{2m-1}$</td>
</tr>
<tr>
<td>Probability of round trip between apical viologen and periphery $\quad (m = n)$</td>
<td>$\left(\frac{1}{2}\right)^{3m-2}$</td>
<td>$\left(\frac{1}{2}\right)^{2m-2}$</td>
</tr>
</tbody>
</table>
Figure 8. The probability of the electron arriving at the $m$th ($0 < m < n$) layer and then returning to the apical viologen in the minimum possible number of steps in a dendritic network $P$\text{C4\textendash G}n$ and a linear array $P$\text{C4\textendash L}n as $P_{CR}$ (dendron) = $(1/2)^{3m-1}$ and $P_{CR}$ (linear) = $(1/2)^{2m-1}$.

4.3.2 Results and discussion

Transient absorption decay profiles of the $P$\text{C4\textendash L}$ system were recorded at 465 nm, the absorption maximum of $Py^{+\ast}$, and 615 nm, the absorption maximum of $MV^{+\ast}$, using 342 nm excitation (Figure 9). The rates for charge separation and instantaneous electron-hole recombination between pyrene and the first viologen moiety at the apex should be nearly identical for all generations in both $P$\text{C4\textendash L}$ and $P$\text{C4\textendash (V$^{2+}$)$_n$}$ families. In order to treat the data in a consistent manner and allow a direct comparison between linear and dendritic systems, all charge recombination profiles of $P$\text{C4\textendash L}1, $P$\text{C4\textendash L}2 and $P$\text{C4\textendash L}3 were fitted with a double exponential function with the condition of fixed value of $\tau_1$ (Figure 9 and Table 5, 6).

The most pronounced difference between the decay dynamics in $P$\text{C4\textendash (V$^{2+}$)$_n$}$ dendrons and $P$\text{C4\textendash L}$ arrays can be observed through the comparison of their first
generations, since it is crucial that in the first generation the recombination at the apex has been avoided and the surviving electron travels further down the network through different pathways. In P−C4−G1, approximately 84.8% of the overall population of the CS state decays with $\tau_1 = 3.0$ ps. Because of the 1→2 branching of the dendron, the injected electron which escapes the immediate charge recombination has equal probability of hopping to either viologen unit in the second layer. Whereas, in P−C4−L1, there is only one hopping pathway for the injected electron locating at the first viologen. Since the rate for charge recombination occurring at the apex does not change in P−C4−L1, it would be expected that 91.8% of the overall population recombines on the same time scale $\tau_1$ and the rest of 8.2% has one option of hopping to the second viologen, which is generally consistent with the experimental findings (Table 5 and 6).

Meanwhile, the connectivity of acceptors is closely related to electronic coupling between degenerate viologen sites. The electronic coupling between the LUMO orbitals of two viologens attached in para positions of a benzene ring is $|V_{\text{LUMO} \leftrightarrow \text{LUMO}}| = 15.6$ cm$^{-1}$ (DFT calculations at the B3LYP 6-31G* level) and it increases to 36.0 cm$^{-1}$ when two viologens are linked to benzene in meta positions. The results suggest that in a linear array of viologens the rate of electron hopping between two sites should be expected to decrease by ~5 times. It should be mentioned that the DFT calculation of the complete tris(methyl viologen)benzene repeat unit indicates a much stronger electronic coupling with $|V_{\text{LUMO} \leftrightarrow \text{LUMO}}| = 100$~200 cm$^{-1}$ which is difficult to precisely estimate because the triply substituted system undergoes spontaneous symmetry breaking in order to minimize the electrostatic repulsion among the viologen branches. Thus, the electron hopping rate in a linear array with 1→1 connectivity should be greatly slower than that in a corresponding
dendron. However, the recombination time constant $\tau_2 = 15.8\sim16.7$ ps in $\text{P-C}_4-\text{L}1$ indicates that the “round trip” of electron hopping between apical viologen and the one in the first shell occurs at a time scale of $12.9\sim13.6$ ps which is only $\sim1.3$ times slower than $9.4\sim10.6$ ps obtained for $\text{P-C}_4-\text{G}1$. It is very possible that during the fitting for linear arrays the significantly small amplitude $A_2$ would lead to inaccurate and erroneous decay rates $\tau_2$. In addition, since all DFT calculations were performed in vacuum where the electrostatic interaction with solvent molecules is not taken into consideration, more accurate computational calculations in acetonitrile are required.

Based on the knowledge of electron transfer kinetics in pyrene-viologen dendrons, the generation dependent extension of the average lifetime $\tau_2$ from $16.3$ ps in $\text{P-C}_4-\text{L}1$ to $17.8$ ps in $\text{P-C}_4-\text{L}2$ and $23.1$ ps in $\text{P-C}_4-\text{L}3$ is an expected behavior (Table 5 and 6). The long-lived fraction of CS state, $A_2 + A_\infty$, increases from $7.5\%$ in $\text{P-C}_4-\text{L}1$ to $9.2\%$ in $\text{P-C}_4-\text{L}2$ and $10.7\%$ in $\text{P-C}_4-\text{L}3$. Compared with the situation in the $\text{P-C}_4-(\text{V}_{2+})_n$ dendrons where the sum $A_2 + A_\infty$ grows from $15.2\%$ in $\text{P-C}_4-\text{G}1$ to $16.8\%$ in $\text{P-C}_4-\text{G}2$ and $19.7\%$ in $\text{P-C}_4-\text{G}3$ (Table 1 and 2), the linear $\text{P-C}_4-\text{L}$ system with $1\rightarrow1$ connectivity shows a weaker ability to intercept the population of the initial CS state. From another perspective, the ratio of $A_\infty$ to the sum $A_2 + A_\infty$, which represents the proportion of CS state population “lost” in the network to the total population that escapes the instantaneous charge recombination, steadily increases from $15\%$ in $\text{P-C}_4-\text{L}1$ to $27\%$ in $\text{P-C}_4-\text{L}2$ and $28\%$ in $\text{P-C}_4-\text{L}3$. Whereas, in $\text{P-C}_4-(\text{V}_{2+})_n$ dendrons, the ratio $A_\infty/(A_2 + A_\infty)$ grows significantly from $28\%$ in $\text{P-C}_4-\text{G}1$ to $33\%$ in $\text{P-C}_4-\text{G}2$ and $40\%$ in $\text{P-C}_4-\text{G}3$. Therefore, the injected electron which migrates beyond the apical viologen has a greater probability to be retained in the dendritic network of acceptors in comparison with the case
in the analogous linear arrays. This experimental finding is consistent with the conclusion drawn in the section 4.3.1.

![Graph](image)

**Figure 9.** Transient absorption decay profiles of P−C4−Ln recorded at (a) 465 nm, the absorption maximum of Py**, and (b) 615 nm, the absorption maximum of MV**.

**Table 5.** Fitting parameters for the decay of the Py** signal monitored at 465 nm for P−C4−Ln.

<table>
<thead>
<tr>
<th>Generation</th>
<th>( \tau_1, \text{ps} )</th>
<th>( A_1 )</th>
<th>( \tau_2, \text{ps} )</th>
<th>( A_2 )</th>
<th>( A_\infty )</th>
<th>( A_2 + A_\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P−C4−G0</td>
<td>3.1 ± 0.02</td>
<td>1.0</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>P−C4−L1</td>
<td>3.1 ± 0.0</td>
<td>0.935 ± 0.009</td>
<td>16.7 ± 1.9</td>
<td>0.061 ± 0.010</td>
<td>0.004 ± 0.002</td>
<td>0.065 ± 0.012</td>
</tr>
<tr>
<td>P−C4−L2</td>
<td>3.1 ± 0.0</td>
<td>0.913 ± 0.003</td>
<td>18.3 ± 1.8</td>
<td>0.069 ± 0.003</td>
<td>0.018 ± 0.001</td>
<td>0.087 ± 0.004</td>
</tr>
<tr>
<td>P−C4−L3</td>
<td>3.1 ± 0.0</td>
<td>0.901 ± 0.008</td>
<td>20.4 ± 3.0</td>
<td>0.079 ± 0.008</td>
<td>0.020 ± 0.001</td>
<td>0.099 ± 0.009</td>
</tr>
</tbody>
</table>

**Table 6.** Fitting parameters for the decay of the MV** signal monitored at 615 nm for P−C4−Ln.

<table>
<thead>
<tr>
<th>Generation</th>
<th>( \tau_1, \text{ps} )</th>
<th>( A_1 )</th>
<th>( \tau_2, \text{ps} )</th>
<th>( A_2 )</th>
<th>( A_\infty )</th>
<th>( A_2 + A_\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P−C4−G0</td>
<td>2.9 ± 0.03</td>
<td>0.985 ± 0.006</td>
<td>–</td>
<td>–</td>
<td>0.015 ± 0.001</td>
<td>–</td>
</tr>
<tr>
<td>P−C4−L1</td>
<td>2.9 ± 0.0</td>
<td>0.916 ± 0.034</td>
<td>15.8 ± 1.8</td>
<td>0.063 ± 0.035</td>
<td>0.021 ± 0.003</td>
<td>0.084 ± 0.038</td>
</tr>
<tr>
<td>P−C4−L2</td>
<td>2.9 ± 0.0</td>
<td>0.904 ± 0.005</td>
<td>17.3 ± 3.4</td>
<td>0.062 ± 0.003</td>
<td>0.034 ± 0.001</td>
<td>0.096 ± 0.004</td>
</tr>
<tr>
<td>P−C4−L3</td>
<td>2.9 ± 0.0</td>
<td>0.886 ± 0.016</td>
<td>25.7 ± 4.4</td>
<td>0.074 ± 0.016</td>
<td>0.040 ± 0.003</td>
<td>0.114 ± 0.019</td>
</tr>
</tbody>
</table>

4.4 Solvent effect on intramolecular electron transfer dynamics

In order to understand the electron transfer dynamics of pyrene-viologen dendrons in different environments, the solvent effect on charge separation and recombination
dynamics of P−C1−(V²⁺)ₙ dendrons was investigated in propylene carbonate (ε = 64). Due to the polycationic character of viologen branches, only polar solvents can be used. In propionitrile (ε = 27.2) and DMSO (ε = 46.7), all dendrons show good solubility, but the baseline of the UV-Vis spectra of higher generations in the whole visible range is not zero for an unknown reason. In benzonitrile (ε = 26.0), two-photon excitation of the solvent while using the excitation of 345 nm leads to another problem. As a result, only acetonitrile and propylene carbonate, which differ considerably in polarity and viscosity, were used in this project.

The ground state absorption spectrum of P−C1−G0 in propylene carbonate shows nearly identical vibronic structure as that measured in acetonitrile (Figure 10a). The spectra of higher generations do not suggest a major conformational change caused by switching solvent from acetonitrile to the more polar propylene carbonate (Figure 10b).

**Figure 10.** (a) Steady-state absorption spectrum of P−C1−G0 recorded at the concentration of 1.5 × 10⁻⁵ M in acetonitrile and propylene carbonate; (b) Steady-state absorption spectra of P−C1−(V²⁺)ₙ dendrons dissolved in propylene carbonate.
The transient absorption spectrum of each member of P−C1−(V^{2+})_n family in propylene carbonate also shows the characteristic broad absorption band of MV^{+•} and a sharper peak of Py^{+•} (Figure 11). The absorption band of MV^{+•} in propylene carbonate does appear to be somewhat broader and the whole spectrum is red-shifted by ~12 nm, probably due to reduced electrostatic repulsion between the Py^{+•} and the positively charged viologen network.

Figure 11. Normalized transient absorption spectra of P−C1−(V^{2+})_n dendrons. All spectra were recorded at 1 ps delay following 345 nm excitation of 1.5 × 10^{-5} M solutions in propylene carbonate.

Time profiles were obtained at the probe wavelengths of 465 and 615 nm for all P−C1−(V^{2+})_n dendrons in propylene carbonate (Figure 12). The double exponential function was applied to fit the decay curves, and the fitting results are summarized in Table 7 and 8. The interpretation of all fitting parameters is the same as that in the case of acetonitrile (see section 3.3). Generally, in propylene carbonate, both time constants, \( \tau_1 = 2.4\sim2.6 \text{ ps} \) and \( \tau_2 = 15\sim29 \text{ ps} \), are much slower compared with \( \tau_1 = 0.7\sim0.8 \text{ ps} \) and \( \tau_2 = 6\sim10 \text{ ps} \) obtained in acetonitrile, which suggests a strong solvent effect on electron transfer dynamics in the pyrene-viologen systems.
Figure 12. Transient absorption decay profiles of $\text{P-C1-(V}^{2+}\text{)}_n$ dendrons in propylene carbonate recorded at (a) 465 nm, the absorption maximum of Py$^{•+}$, and (b) 615 nm, the absorption maximum of MV$^{•+}$.

Table 7. Fitting parameters for the decay of the Py$^{•+}$ signal monitored at 465 nm for $\text{P-C1-(V}^{2+}\text{)}_n$ dendrons in propylene carbonate.

<table>
<thead>
<tr>
<th>Generation</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
<th>$A_\infty$</th>
<th>$A_2 + A_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-C1-G0</td>
<td>2.5 ± 0.02</td>
<td>0.962 ± 0.004</td>
<td>-</td>
<td>-</td>
<td>0.038 ± 0.001</td>
<td>0.038 ± 0.001</td>
</tr>
<tr>
<td>P-C1-G1</td>
<td>2.5 ± 0.07</td>
<td>0.869 ± 0.021</td>
<td>15.9 ± 1.9</td>
<td>0.062 ± 0.013</td>
<td>0.069 ± 0.012</td>
<td>0.131 ± 0.025</td>
</tr>
<tr>
<td>P-C1-G2</td>
<td>2.5 ± 0.08</td>
<td>0.805 ± 0.021</td>
<td>24.8 ± 1.6</td>
<td>0.103 ± 0.045</td>
<td>0.092 ± 0.035</td>
<td>0.195 ± 0.080</td>
</tr>
<tr>
<td>P-C1-G3</td>
<td>2.5 ± 0.11</td>
<td>0.719 ± 0.029</td>
<td>28.9 ± 5.9</td>
<td>0.132 ± 0.011</td>
<td>0.149 ± 0.027</td>
<td>0.281 ± 0.027</td>
</tr>
</tbody>
</table>

Table 8. Fitting parameters for the decay of the MV$^{•+}$ signal monitored at 615 nm for $\text{P-C1-(V}^{2+}\text{)}_n$ dendrons in propylene carbonate.

<table>
<thead>
<tr>
<th>Generation</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
<th>$A_\infty$</th>
<th>$A_2 + A_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-C1-G0</td>
<td>2.4 ± 0.02</td>
<td>0.957 ± 0.004</td>
<td>-</td>
<td>-</td>
<td>0.043 ± 0.001</td>
<td>0.043 ± 0.001</td>
</tr>
<tr>
<td>P-C1-G1</td>
<td>2.5 ± 0.03</td>
<td>0.885 ± 0.014</td>
<td>15.2 ± 1.4</td>
<td>0.047 ± 0.027</td>
<td>0.068 ± 0.046</td>
<td>0.115 ± 0.073</td>
</tr>
<tr>
<td>P-C1-G2</td>
<td>2.5 ± 0.02</td>
<td>0.827 ± 0.013</td>
<td>22.4 ± 1.0</td>
<td>0.052 ± 0.026</td>
<td>0.121 ± 0.037</td>
<td>0.173 ± 0.063</td>
</tr>
<tr>
<td>P-C1-G3</td>
<td>2.6 ± 0.01</td>
<td>0.790 ± 0.007</td>
<td>26.6 ± 2.2</td>
<td>0.075 ± 0.016</td>
<td>0.135 ± 0.022</td>
<td>0.210 ± 0.038</td>
</tr>
</tbody>
</table>

Three electron-transfer processes are of primary importance: the charge separation between pyrene and the first viologen, the electron hopping among degenerate viologen sites, and the final charge recombination to the ground state. The $\sim$3.5 times slower
recombination rates detected in propylene carbonate for all $\text{P-C}1-(V^{2+})_n$ dendrons are surprising considering that an increase in solvent polarity should lead to an increased reorganization energy and hence accelerate the electron transfer reaction occurring in the Marcus “inverted region”. In fact, the solvent reorganization energy in the continuum model is proportional to $(1/\varepsilon_{\text{op}} - 1/\varepsilon_{\text{st}})$ where $\varepsilon_{\text{st}}$ and $\varepsilon_{\text{op}}$ are static and optical dielectric constants, respectively (Table 9). When the contribution of optical dielectric constant is taken into consideration, one can find that the reorganization energy for charge separation and recombination in propylene carbon is smaller than that obtained in acetonitrile (Table 10). Therefore, the rates for both charge separation and initial recombination are expected to be slower in the presence of propylene carbonate (Figure 13a and b).

Table 9. Solvent properties of the acetonitrile and propylene carbonate at room temperature.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Static dielectric constant $\varepsilon_{\text{st}}$</th>
<th>Optical dielectric constant $\varepsilon_{\text{op}}$</th>
<th>Refractive index $n$</th>
<th>Viscosity $\eta$, mPa·s [40]</th>
<th>Dipole moment, D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetonitrile</td>
<td>36.6</td>
<td>1.81</td>
<td>1.3442</td>
<td>0.334</td>
<td>3.9</td>
</tr>
<tr>
<td>Propylene carbonate</td>
<td>64.9</td>
<td>2.01</td>
<td>1.4189</td>
<td>2.4</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table 10. Thermodynamic parameters calculated in the presence of two solvents.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$-\Delta G_0^{\text{CS}}, \text{eV}$</th>
<th>$-\Delta G_0^{\text{CR}}, \text{eV}$</th>
<th>$\lambda, \text{eV}$</th>
<th>$\lambda_{\text{op}}, \text{eV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetonitrile</td>
<td>1.69</td>
<td>1.61</td>
<td>1.27</td>
<td>1.35</td>
</tr>
<tr>
<td>Propylene carbonate</td>
<td>1.71</td>
<td>1.59</td>
<td>1.18</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Figure 13. Change of charge separation rate (a), recombination rate (b), and electron hopping rate (c) by switching the solvent from acetonitrile to propylene carbonate.
In order to examine the solvent effect on charge separation rate, the rising and initial decaying region of the kinetic traces recorded for P−C1−G0 in both solvents was fitted using a double exponential function (Figure 14). The time constant $\tau_f$ with a negative amplitude indicates that the charge separation at the apex in propylene carbonate occurs within 390 fs which is significantly slower than 38~76 fs obtained in acetonitrile. The 5~10 fold change in $\tau_f$ cannot be fully interpreted by applying Marcus theory considering only 0.09 eV change in reorganization energy.

Figure 14. The comparison of transient absorption decay profiles of P−C1−G0 in acetonitrile and propylene carbonate probed at (a) 465 nm, the absorption of Py$^+$, and (b) 615 nm, the absorption of MV$^+$. The inset shows the biexponential fitting parameters for the rising and initial decaying part of the kinetic traces.

As for the electron hopping taking places in the Marcus “normal region”, the hopping rate detected in propylene carbonate is expected to be faster due to a smaller reorganization energy (Figure 13c and Table 10). The time constant, $\tau_2 = 15$~29 ps, consists of the electron hopping along the viologen branches and the final charge recombination occurring at a time constant of $\tau_1 = 2.4$~2.6 ps. Thus, the electron hopping
between degenerate viologen sites occurs on the time scale of 13~26 ps in propylene carbonate which is significantly slower than 5.4~9.3 ps observed in acetonitrile. The inconsistency between experimental results and Marcus theory predictions warrants the consideration of other factors which can slow down the electron hopping process in propylene carbonate.

Acetonitrile and propylene carbonate differ in several physical parameters: molecular size, dipole moment, dielectric relaxation time, and viscosity (Table 9). The changes in these quantities can influence the electron transfer rates. Considering the 7-fold increase in viscosity by switching the solvent from acetonitrile to propylene carbonate, the most likely relevant parameter is the solvent viscosity. The influence of solvent viscosity on electron transfer rates has been observed in numerous systems where a large-amplitude motion of parts of the molecule takes place [41-44]. The geometry of the ground state MV$^{2+}$ can be described by two aromatic pyridyl rings connected by a single bond in a highly twisted conformation with an interplanar angle of 30~40° depending on solvent. Whereas, its radical cation, MV$^{+•}$, is characterized by a planar geometry with a strengthened inter-ring bond [45-47]. The conformational interconversion between MV$^{2+}$ and MV$^{+•}$ involves a rapid rotation about the inter-ring carbon-carbon bond which is hindered by the surrounding viscous propylene carbonate. The electron transfer rate is inversely proportional to a fractional power of solvent viscosity as $k \propto \eta^{-\alpha}$ where the value of the power dependence $\alpha$ is typically between 0 and 1 [48]. Based on the times scales of electron hopping in two solvents, $\alpha = 0.38$ is derived. The viscosity effects are most pronounced, however, any solvation process is slower in a viscous solvent, even the solvation of Py$^{+•}$ takes more time in propylene carbonate than in acetonitrile.
4.5 Conclusion

In the P–C1–(V²⁺)_n dendrons, the very short donor-acceptor separation results in a rapid charge recombination rate which dramatically reduces the fraction of surviving electrons that migrate into the dendritic network of viologens. In order to move the system away from the limitation of \( k_{CR} \gg k_{hop} \), a new family of P–C4–(V²⁺)_n dendrons in which the intervening bridge is extended by four methylenes has been synthesized. An increase in the distance between pyrene and the attached the apical viologen significantly slows the rates for both charge separation and recombination occurring at the apex by ~4 times, which is attributed to a combination result of decreasing electronic coupling and increasing solvent reorganization energy. It has been shown in the previous chapter that the branched multiacceptor structures inherently favor the outward flow of electrons away from the apex. This hypothesis is supported by electron transfer kinetics observed in an analogous P–C4–L system where a series of linear arrays of viologen units is employed. Due to the 1→1 connectivity, the linear system shows weaker ability to intercept the population of the initial CS state as well as a weaker ability to retain the injected electron within the system. Meanwhile, the lower electronic coupling between two degenerate viologen units in the para configuration decreases the electron hopping rate observed in P–C4–L system. Lastly, the solvent effect on intramolecular electron transfer dynamics was investigated in acetonitrile and propylene carbonate. The rates for charge separation, recombination and electron hopping are slowed down in propylene carbonate due to pronounced viscosity effect. In conclusion, the electron transfer dynamics in pyrene-viologen donor-acceptor systems shows a strong dependence on the distance between donor and acceptor, the connectivity of acceptors, and the surrounding medium. The detailed knowledge of this
dependence is essential for understanding the mechanisms of photochemical processes and obtaining guidelines for the control of reactions.
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Chapter 5. Vibrational Relaxation Dynamics of Photoexcited Methyl Viologen Radical Cation in Solution

The ultrafast charge separation and recombination in the pyrene-viologen diad brought out the importance of electron transfer occurring in not fully thermally and librationally equilibrated systems. In order to better understand these processes, vibrational cooling of hot methyl viologen radical cation (MV$^{++}$) was studied using femtosecond pump-probe spectroscopy. The photoexcitation of the $D_1 \leftarrow D_0$ transition led to very rapid internal conversion within 460 fs, generating a vibrationally excited ground state of MV$^{++}$ which thermalized on 1.6-16 ps time scale. The initial stage of vibrational excess energy loss corresponds to the intermolecular energy transfer to vibrational modes of the surrounding medium molecules, and the latter stage involves energy dissipation into relatively low-frequency librational and translational modes of the solvent. The effect of solvent and host-guest complexation on cooling dynamics of MV$^{++}$ was also investigated, and the results suggested that a good match between the density of vibrational states in MV$^{++}$ and surrounding medium could efficiently accelerate the vibrational cooling.

Figure 1. Energy level scheme accounting for the excited-state dynamics of MV$^{++}$ and assignment of the measured time constants.
5.1 Introduction

5.1.1 Vibrational relaxation of hot molecules

Vibrational relaxation in condensed phase is an essential dynamical process in which the population distribution in the high energy level of vibrational states returns to its thermodynamic equilibrium. For numerous processes in solution, such as photo-isomerization [1] and electron transfer reactions [2], the relative rate for coupling energy into the reaction coordinate to the vibrational relaxation rate determines the reaction rates, pathways, and product yields [3]. Therefore, vibrational relaxation has attracted considerable interest on both experimental [4-5] and theoretical sides [6-8]. The studies are focused primarily on the energy or population relaxation timescales associated with particular vibrational states. The development of ultrafast laser techniques has allowed direct study of a wide range of vibrational states and the identification of different relaxation mechanisms [9-11]. Meanwhile, the enhanced computational capabilities have permitted simulations of realistic liquid models [12].

The absorption of light by a polyatomic molecule can result in the population of an electronically excited state that is vibrationally excited. The large amount excess excitation energy residing in an individual “hot” molecule undergoes vibrational relaxation (VR) which involves two processes: intramolecular vibrational redistribution (IVR) and vibrational cooling (VC). IVR is the primary intramolecular process in which the initially populated state is rapidly redistributed over other isoenergetic states even in the absence of an external perturbation usually occurring on the time scale of 25 fs to a few picoseconds [13]. This fast randomization of excess energy is due to the strong anharmonic couplings of vibrational levels and their high density of states [14]. After IVR, the molecular
temperature can in principle be very high but is often not reached because of VC. The vibrationally hot molecules cool by transferring energy to various motions of the surrounding medium until thermal equilibrium is achieved. The time constants of VC lie in the range between 5 to 50 ps depending on the amount of excess energy and the specific properties of the surrounding medium [4-5].

The vibrational relaxation has been investigated extensively in the vibrationally excited aromatic molecules [5, 15-18] such as azulene. In 1955, Beer and Higgins firstly recognized the anomalous light emission of $S_1$ state of azulene [19]. In the following years, a large number of picosecond laser studies showed that radiationless decay from $S_1$ to ground state took places in less than 1 ps and the resulting hot ground state of azulene relaxed with a time constant up to 40 ps [20-21]. In 1996, Bearpark reported computational calculations that found a low-lying conical intersection between $S_0$ and $S_1$ potential energy surfaces which explained the ultrafast $S_1 \leftarrow S_0$ internal conversion and the formation of vibrationally hot ground state of azulene [22].

5.1.2 Introduction of methyl viologen radical cation

The methyl viologen ($1,1'$-dimethyl-4,4'-bipyridinium, MV$^{2+}$) plays an important role in numerous light-induced electron-transfer reactions due to its electrochromic properties and their ability to accept electrons [23]. As a result, it has attracted considerable attention for its wide use in light-driven molecular devices based on switching between the MV$^{2+}$ and its reduced form MV$^{+}$ (Scheme 1) [24-25]. In all these applications, excited states of MV$^{+}$ may be generated via thermal excitation during the electron or energy transfer reactions such like in the case of pyrene-viologen systems (see Chapter 3 and 4).
Therefore, detailed knowledge of excited methyl viologen radical cation is essential for understanding the mechanisms of relevant photochemical processes.

Scheme 1. One-reduction of the methyl viologen dication to the methyl viologen radical cation.

Häupl et al. [26] determined that the D₁ excited state of MV⁺⁺ has a lifetime of 700 fs in acetonitrile (< 350 fs in water [27]) and decays with the formation of vibrationally hot ground state which thermalizes on a slower ~15 ps time scale (~5 ps in water [27]). Further understanding the vibrational relaxation in excited MV⁺⁺ can open interesting perspectives for influencing or eventually controlling the dynamics of relevant ultrafast reactions in solution. In this project, the effect of solvent and host-guest complexation on VR dynamics of MV⁺⁺ was investigated in acetonitrile, propylene carbonate and in a complex with a crown ether (Figure 2).

Figure 2. From left to right: acetonitrile (AN), propylene carbonate (PC) and three views of the methyl viologen encapsulated within the dibenzo-24-crown-8 (crown ether) host. Structures optimized in Spartan’14 at the AM1 semi empirical level.
5.2 Sample preparation

Acetonitrile (≥99.9%, Sigma-Aldrich) and propylene carbonate (anhydrous, 99.7%, Sigma-Aldrich) were degassed using the freeze-pump-thaw method. A saturated solution of methyl viologen dichloride (~1.40×10^{-4} M, 98%, Sigma-Aldrich) was prepared with degassed solvent and rest for 24 h. The suspension solution, containing 1.0 mg of zinc granule (20 mesh, ACROS Organics) and 3 mL of saturated methyl viologen (MV^{2+}) solution, was obtained by sonication for 2 h [28]. The dark blue color of mono-reduced methyl viologen (MV^{+•}) was observed. Then, 500 μL of MV^{+•} solution was pipetted into 3 mL of degassed solvent for dilution and transferred into a standard quartz cuvette with the airtight valve. The entire sample preparation was performed under inert atmosphere in a glove box. In these conditions, approximately 70% of MV^{2+} species was reduced in the freshly-made sample. The dibenzo-24-crown-8 (98%, Sigma-Aldrich) was dissolved in deaerated acetonitrile solutions and formed host-guest complexation with MV^{+•} in 10-fold molar excess.

5.3 Results and discussion

5.3.1 Steady-state spectroscopy

The steady-state absorption spectrum of MV^{+•} is characterized by two well-defined bands (Figure 3). The broad absorption band spanning nearly the entire visible range from 450 to 800 nm is attributed to the D_{1}←D_{0} transition. In the ultraviolet region, the much sharper absorption band peaking at 395 nm belongs to D_{2}←D_{0} transition. No dimerization of MV^{+•} in CH_{3}CN was observed at the centration of 2×10^{-5} M employed in this study.
**Figure 3.** Ground state absorption spectrum of MV$^{\cdot+}$ in CH$_3$CN (2×10$^{-5}$ M) measured at two successive days (left), and the energy level diagrams of MV$^{\cdot+}$ (right). The arrows in UV-Vis spectrum indicate the excitation wavelengths used in the pump-probe experiments.

MV$^{\cdot+}$ is stable for many days at room-temperature in acetonitrile solution in a glove box filled with nitrogen but degrades to MV$^{2+}$ slowly during the experiments judging from the diminishing absorbance at 397 and 607 nm as well as the increase at 260 nm which corresponds to the absorption of MV$^{2+}$ (**Figure 3**). Given the molar extinction coefficients of the methyl viologen and its radical cation in acetonitrile (**Table 1**), one can calculate that approximately 70% of MV$^{2+}$ species was reduced in the freshly made sample. After 24 h, nearly 27% of MV$^{\cdot+}$ was survived. No fluorescence was detected at room temperature which suggests rapid D$_1$$\rightarrow$D$_0$ internal conversion.

**Table 1.** Peak wavelengths and molar extinction coefficients for MV$^{2+}$ and MV$^{\cdot+}$ in CH$_3$CN [29].

<table>
<thead>
<tr>
<th>$\lambda_{max}$, nm</th>
<th>$\varepsilon$ (MV$^{2+}$), M$^{-1}$ cm$^{-1}$</th>
<th>$\varepsilon$ (MV$^{\cdot+}$), M$^{-1}$ cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>260</td>
<td>20400±200</td>
<td>–</td>
</tr>
<tr>
<td>397</td>
<td>–</td>
<td>41800±800</td>
</tr>
<tr>
<td>607</td>
<td>–</td>
<td>13900±300</td>
</tr>
</tbody>
</table>
5.3.2 Transient absorption spectrum of the vibrationally hot electronic ground state of MV⁺⁺

Photoexcitation of MV⁺⁺ at 550 and 605 nm (Figure 3) results in the transitions to different vibrational states of the D₁ state. The population in the D₁ state undergoes rapid internal conversion generating a vibrationally excited ground state of MV⁺⁺ [26].

In pure acetonitrile, the obtained transient absorption (TA) spectrum of the hot ground state is strongly red shifted relative to that of the ground state and the sharp vibronic structure persists for tens of picoseconds (Figure 4). It should be noted that the appearance of multiple fine-structure peaks does not suggest favorable population of a particular mode. Considering the large density of vibrational modes of MV⁺⁺ in the range of 500~1600 cm⁻¹ [30-32], it is likely that the population cascades from higher to lower states without any significant mode selectivity. However, due to spectroscopic selection rules, only the transitions of asymmetric skeletal stretching modes are likely to be observed in the TA spectra of hot ground state. In addition, the detected TA reflects the difference between the absorbance of the fully relaxed and vibrationally excited ground state, which may also give rise to the sharp vibronic features in the 650~800 nm region.

In all three media, the information on the distribution of vibrational energy in MV⁺⁺ was obtained by measuring the absorption change as a function of probe energy (Figure 4 and 5), and the relaxation of population in the manifold of vibrational levels was traced in real time at four probe wavelengths (705, 762, 798 and 845 nm). At longer wavelengths with small probe energy, the vibrational relaxation of “hot” population in higher vibrational energy levels was monitored, whereas at shorter probe wavelengths relatively “cold” population in lower energy levels was detected. The faster decrease in TA intensity from 2
to 30 ps is observed in the wavelength range of 800–900 nm suggesting the more efficient energy dissipation by the “hot” population.

**Figure 4.** Transient absorption spectra of MV$^{**}$ recorded in acetonitrile at 2, 10, and 30 ps at the day when the sample was freshly prepared (left) and the following day (right). The arrows indicate the probe wavelengths which were selected to obtain the decay profiles shown in **Figure 6**.

**Figure 5.** Transient absorption spectra of MV$^{**}$ recorded in propylene carbonate (left) and in complexation with crown ether (right) at 2, 10, and 30 ps. The arrows indicate the peak wavelengths of different vibronic bands.
5.3.3 Solvent effect and host-guest complexation on cooling dynamics of MV$^{+\cdot}$

Transient absorption decay profiles of MV$^{+\cdot}$ were obtained in acetonitrile (Figure 6), propylene carbonate (Figure 7) and in a complex with a crown ether (Figure 8) using 550 and 605 nm excitation. In three investigated media, the relaxation dynamics of MV$^{+\cdot}$ probed at 762, 798, and 845 nm has been precisely fitted with a double exponential function which yields components ranging from ~1.6 to 16 ps (Table 2-4). The two time constants, $\tau_1$ and $\tau_2$, cannot be easily assigned to a specific relaxation process as they reflect an ensemble of IVR, VC and solvation dynamics. In this case, both $\tau_1$ and $\tau_2$ are significantly influenced by the surrounding medium, suggesting that they are most likely related to the intermolecular vibrational energy transfer, that is, to VC. Therefore, we interpret that the fast component $\tau_1$ corresponds to the primary rapid energy dissipation into the vibrational modes of surrounding medium and the slower component $\tau_2$ is ascribed to the subsequent energy transfer to librational and translational modes of the solvent molecules. Accordingly, $A_1$ and $A_2$ can be viewed as the vibrational hot ground state population at different stages of its relaxation toward thermal equilibrium.

![Figure 6](image-url). Transient absorption decay profiles of MV$^{+\cdot}$ in acetonitrile recorded at 705, 762, 798, and 845 nm using the excitation wavelengths of 550 nm (left) and 605 nm (right) respectively.
Figure 7. Transient absorption decay profiles of MV$^{+\bullet}$ in propylene carbonate recorded at 705, 762, 798, and 845 nm using the excitation wavelengths of 550 nm (left) and 605 nm (right) respectively.

Figure 8. Transient absorption decay profiles of MV$^{+\bullet}$ encapsulated within the crown ether recorded at 705, 762, 798, and 845 nm using the excitation wavelengths of 550 nm (left) and 605 nm (right) respectively.

Table 2. Decay parameters of vibrationally hot MV$^{+\bullet}$ in acetonitrile probed at 705, 762, 798, and 845 nm.

<table>
<thead>
<tr>
<th>$\lambda_{\text{exc}}$</th>
<th>$\lambda_{\text{pro}}$, eV</th>
<th>$\tau_1$, ps</th>
<th>$A_1$</th>
<th>$\tau_2$, ps</th>
<th>$A_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>550 nm (2.25 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.47</td>
<td>2.09±0.08</td>
<td>0.30±0.01</td>
<td>10.12±0.11</td>
<td>0.70±0.01</td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>4.16±0.56</td>
<td>0.22±0.04</td>
<td>12.22±0.44</td>
<td>0.78±0.04</td>
<td></td>
</tr>
<tr>
<td>1.63</td>
<td>7.80±0.97</td>
<td>0.37±0.11</td>
<td>16.40±1.37</td>
<td>0.63±0.11</td>
<td></td>
</tr>
<tr>
<td>1.76</td>
<td>13.30±0.04</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>605 nm (2.05 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.47</td>
<td>1.92±0.05</td>
<td>0.26±0.01</td>
<td>10.06±0.07</td>
<td>0.74±0.01</td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>3.33±0.44</td>
<td>0.20±0.03</td>
<td>11.58±0.34</td>
<td>0.80±0.03</td>
<td></td>
</tr>
<tr>
<td>1.63</td>
<td>5.51±0.70</td>
<td>0.30±0.07</td>
<td>16.02±1.05</td>
<td>0.70±0.07</td>
<td></td>
</tr>
<tr>
<td>1.76</td>
<td>12.93±0.05</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Decay parameters of vibrationally hot MV$^+$ in propylene carbonate probed at 705, 762, 798, and 845 nm.

<table>
<thead>
<tr>
<th>$\lambda_{\text{Exc}}$</th>
<th>$\lambda_{\text{Pro}}, \text{eV}$</th>
<th>$\tau_1$, ps</th>
<th>$\Lambda_1$</th>
<th>$\tau_2$, ps</th>
<th>$\Lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>550 nm (2.25 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.47</td>
<td>4.06±0.44</td>
<td>0.39±0.09</td>
<td>8.86±0.59</td>
<td>0.61±0.09</td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>5.87±0.46</td>
<td>0.35±0.16</td>
<td>11.57±1.55</td>
<td>0.65±0.16</td>
<td></td>
</tr>
<tr>
<td>1.63</td>
<td>8.67±0.95</td>
<td>0.33±0.29</td>
<td>15.89±1.48</td>
<td>0.67±0.29</td>
<td></td>
</tr>
<tr>
<td>1.76</td>
<td>10.84±0.03</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>605 nm (2.05 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.47</td>
<td>3.25±0.28</td>
<td>0.31±0.04</td>
<td>8.63±0.28</td>
<td>0.69±0.04</td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>5.45±0.35</td>
<td>0.38±0.09</td>
<td>11.37±1.14</td>
<td>0.62±0.09</td>
<td></td>
</tr>
<tr>
<td>1.63</td>
<td>7.06±1.60</td>
<td>0.37±0.29</td>
<td>13.15±3.00</td>
<td>0.63±0.38</td>
<td></td>
</tr>
<tr>
<td>1.76</td>
<td>10.48±0.03</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Decay parameters of vibrationally hot MV$^+$ encapsulated within crown ether in acetonitrile probed at 705, 762, 798, and 845 nm.

<table>
<thead>
<tr>
<th>$\lambda_{\text{Exc}}$</th>
<th>$\lambda_{\text{Pro}}, \text{eV}$</th>
<th>$\tau_1$, ps</th>
<th>$\Lambda_1$</th>
<th>$\tau_2$, ps</th>
<th>$\Lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>550 nm (2.25 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.47</td>
<td>1.66±0.06</td>
<td>0.41±0.01</td>
<td>10.18±0.14</td>
<td>0.59±0.01</td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>2.64±0.11</td>
<td>0.28±0.01</td>
<td>11.43±0.15</td>
<td>0.72±0.01</td>
<td></td>
</tr>
<tr>
<td>1.63</td>
<td>4.77±0.32</td>
<td>0.09±0.01</td>
<td>15.05±0.10</td>
<td>0.91±0.01</td>
<td></td>
</tr>
<tr>
<td>1.76</td>
<td>13.44±0.03</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>605 nm (2.05 eV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.47</td>
<td>1.62±0.04</td>
<td>0.48±0.01</td>
<td>9.70±0.12</td>
<td>0.52±0.01</td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>2.46±0.12</td>
<td>0.16±0.01</td>
<td>10.90±0.01</td>
<td>0.84±0.01</td>
<td></td>
</tr>
<tr>
<td>1.63</td>
<td>4.19±0.41</td>
<td>0.09±0.01</td>
<td>14.89±0.16</td>
<td>0.91±0.01</td>
<td></td>
</tr>
<tr>
<td>1.76</td>
<td>13.06±0.02</td>
<td>1.00</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Even though the fast component $\tau_1$ is assigned to the initial stage of intermolecular energy transfer to surrounding molecules, the participation of IVR in the early relaxation dynamics cannot be excluded at this point. For small molecules, IVR takes place within a few ten to hundreds of picoseconds [7] and may get entangled with VC. Whereas, for larger molecules in solution, IVR speeds up very rapidly with increasing the number of atoms, i.e., with the size of the molecule, due to the higher density of vibrational states. In this situation, IVR occurs in a time window ranging from 10 fs to a few hundreds of femtoseconds [9, 16, 33], which allows it to be well-separated from the subsequent VC. To assess the timescale of IVR occurring in the vibrationally excited ground state of MV$^{+\ast}$,
the rising and initial decaying region of transient absorption probed at 705, 798 and 900 nm was fitted with a double exponential function in a short 7 ps time window (Figure 9). The time constant $\tau_{\text{intra}}$ with a negative amplitude indicates that the formation of “hottest” population probed at 900 nm takes place instantaneously within 185 fs (instrument resolution is 75~100 fs) and “coldest” population of time constant $\tau_{\text{intra}}$ implies the IVR process where the “hot” population with relatively high-frequency modes cools by energy redistribution in the manifold of low-frequency modes. Therefore, the component $\tau_{\text{intra}}$ corresponds to not only the $D_1\leftarrow D_0$ internal conversion but also the intramolecular relaxation. Surprisingly, all derived time constants $\tau_{\text{intra}}$ are significantly faster than 700 fs reported by Häupl et al [26]. The main reason for the discrepancy is that Häupl et al only looked into the relaxation of “cold” population at 700 nm and did not extend the measurements into the near-IR region. Secondly, the time resolution of our instrument is ~2 times higher. Based on our results, IVR is completed within 460 fs and therefore differentiated from VC by their timescales.

Figure 9. Biexponential fitting for the rising region of kinetic traces probed at 705, 798 and 900 nm. The inset shows the fitting parameters.
There are two extreme situations: (a) when probed at 705 nm, the “coldest” population undergoes only the latter stage of cooling and thus exhibits a monoexponential decay behavior; (b) when probed at 875 and 900 nm, the vibrational relaxation of “hottest” population displays the most pronounced biexponential behavior. The fast component decays with a time constant \( \tau_1 = 1.1~\text{to}~1.3 \text{~ps} \) which suggests possible entanglement of initial cooling stage and subpicosecond IVR process (Figure 10 and Table 5). The slow component \( \tau_2 = 6.8~\text{to}~7.9 \text{~ps} \) corresponds to the remaining vibrational cooling process. Importantly, it should be mentioned that the absorption band of short-lived D_1 state is likely to appear in the 800~1300 nm region and superimpose on the spectrum of hot ground state. If this was the case, the very fast component \( \tau_1 \) would be assigned to the lifetime of D_1 state, which is impossible considering the \(~460 \text{~fs}\) time constant for the formation of “coldest” population probed at 705 nm. The possible reason for failing to detect the D_1 state of MV**(+)** is that the D_2**–**D_1 transition lies beyond the red region of the measured spectrum or the D_1 state decays rapidly with a time constant being comparable to the time resolution of our instrument.

![Figure 10](image-url). Transient absorption decay profiles of MV**(+)** in acetonitrile probed at 875 and 900 nm using excitation wavelengths of 550 nm (left) and 605 nm (right) respectively.
Table 5. Decay parameters of vibrationally hot MV$^{••}$ in acetonitrile probed at 875 and 900 nm.

<table>
<thead>
<tr>
<th>$\lambda_{\text{Exc}}$</th>
<th>$\lambda_{\text{Pro}}$, eV</th>
<th>$\tau_1$, ps</th>
<th>$\tau_2$, ps</th>
<th>$\Delta_1$</th>
<th>$\Delta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>550 nm (2.25 eV)</td>
<td>1.38</td>
<td>1.09±0.16</td>
<td>0.46±0.04</td>
<td>7.18±0.40</td>
<td>0.54±0.03</td>
</tr>
<tr>
<td>605 nm (2.05 eV)</td>
<td>1.42</td>
<td>1.35±0.13</td>
<td>0.42±0.02</td>
<td>7.87±0.37</td>
<td>0.58±0.02</td>
</tr>
</tbody>
</table>

Generally, the dependence of cooling rates on the excitation energy is weak (Figure 11), which is consistent with the rapid internal conversion through a conical intersection. The conical intersection of $D_0$ and $D_1$ potential energy surfaces involves a few strongly coupled vibrational modes which further interact with many inactive modes resulting in vibrational energy redistribution in the ground state [34].

![Figure 11](image)

Figure 11. The fast and slow time constants extracted from the all vibrational cooling dynamics in three investigated media using the excitation wavelengths of 550 nm (left) and 605 nm (right).

Vibrational cooling of hot MV$^{••}$ in propylene carbonate exhibits a weaker dependence on the probe energy and behaves relatively monoexponentially which is reflected in the close values of fast and slow decay rates (Figure 12a). The slow component decaying with $\tau_2 = 8$–15 ps is faster at all probe wavelengths than that detected in acetonitrile (Table 2 and 3). In order to compare the cooling dynamics in a convenient
manner, transient absorption decays in both solvents were fitted using a single exponential function, and the results were plotted in Figure 12b. The average cooling rate significantly increases at all probe wavelengths by changing the solvent from acetonitrile to propylene carbonate, which is somewhat surprising considering the fast reorientational dynamics of the small acetonitrile molecule at room temperature. The origin of this behavior is rooted in the large number of normal modes of propylene carbonate (Table 6), resulting in a high and continuous density of vibrational states (VDOS). Particularly, in the range of 500~1600 cm\(^{-1}\) where numerous skeletal motions of MV\(^{\gamma+}\) are located, the VDOS of propylene carbonate substantially overlaps with that of MV\(^{\gamma+}\) (Figure 13). As a result, each mid-frequency solvent mode has a high probability to coincide with a solute mode with similar frequency, which facilitates efficient dissipation of excess vibrational energy residing within MV\(^{\gamma+}\). On the contrary, the VDOS of acetonitrile is distributed at a few discrete frequencies and poorly matches the VDOS of MV\(^{\gamma+}\) (Figure 13). In this case, the transition between the initial and final cooling stage observed in acetonitrile is not as smooth as in propylene carbonate.

**Figure 12.** (a) The ratio of fast and slow decay rates as a function of probe energy for the three investigated media; (b) The vibrational cooling rates measured at several probe wavelengths.
Table 6. The number of vibrational modes of the solvent molecules within a given frequency range.

<table>
<thead>
<tr>
<th>Compound</th>
<th>n</th>
<th>(n(0\sim1600 \text{ cm}^{-1}))</th>
<th>(n(0\sim1000 \text{ cm}^{-1}))</th>
<th>(n(0\sim500 \text{ cm}^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetonitrile</td>
<td>12</td>
<td>8</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Propylene carbonate</td>
<td>33</td>
<td>27</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>MV⁺⁺</td>
<td>78</td>
<td>60</td>
<td>32</td>
<td>14</td>
</tr>
<tr>
<td>Crown ether</td>
<td>186</td>
<td>148</td>
<td>74</td>
<td>38</td>
</tr>
</tbody>
</table>

![VDOS graph](image)

**Figure 13.** The density of vibrational states calculated for acetonitrile, propylene carbonate, methyl viologen, and crown ether. Only the fundamental frequencies are shown (DFT, B3LYP, in vacuum).

In comparison with other two investigated media, the vibrational cooling dynamics of MV⁺⁺ complexed with the crown ether displays the most pronounced biphasic behavior (Figure 12a). The initial decay of the excess vibrational energy with a time constant \(\tau_1 = 1.6\sim4.8 \text{ ps}\) is \sim1.5 times faster at all probe wavelengths than the \(\tau_1 = 2.0\sim7.8 \text{ ps}\) detected in pure acetonitrile (Table 2 and 4). Particularly, at long probe wavelengths of 798 and 845 nm, the average cooling rates of the “hot” population are remarkably faster when MV⁺⁺ is encapsulated within the ring of crown ether (Figure 12b). The acceleration of initial excess energy dissipation by complexation also correlates with dense vibrational states of crown ether molecule (Figure 13). The high- and mid-frequency vibrational modes of the host are efficiently coupled with those of the guest and hence serve as a heat sink to promote the
intermolecular energy transfer in the early stage. Once the heat exchange between MV" and surrounded crown ether is accomplished, the host-guest complex acts as a single solute molecule and continues to undergo the vibrational cooling by transferring energy to the librational and translational modes of acetonitrile molecules in the first solvation shell. Therefore, the latter stage of vibrational cooling is expected to proceed as slowly as the case in pure solvent. However, due to the accelerated initial energy dissipation enhanced by the complexation, the final thermal equilibration is completed earlier, leading to a faster $\tau_2$ (Table 4).

5.4 Conclusion

The photoexcitation of methyl viologen radical cation in acetonitrile results in the formation of D$_1$ state which undergoes rapid internal conversion and generates a vibrationally hot ground state with large excess energy. This hot MV" primarily completes intramolecular vibrational redistribution within ~460 fs and undergoes vibrational cooling with a time constant up to 16 ps via the intermolecular process. The initial stage of vibrational cooling is associated with energy transfer to vibrational modes of the surrounding medium molecules, and the latter stage relates to energy dissipation into librational and translational modes of the solvent in the first solvation shell. Furthermore, the investigation of the influence of the solvent and complexation on the vibrational cooling dynamics of MV" suggests a strong correlation between cooling rates and density of vibrational states of surrounding medium. The large number of normal modes of surrounding medium with frequencies in the region of 500~1600 cm$^{-1}$ serves as a heat sink and efficiently facilitates the vibrational cooling occurring in hot MV". 
Since the $D_1\rightarrow D_0$ excitation of MV$^{++}$ produces a hot ground state which gives easily detectable transients on the time scale of 1~16 ps, the characteristic spectrum of hot MV$^{++}$ can be applied to identify the possible generation of excited state of MV$^{++}$ during the photoinduced electron-transfer reactions where MV$^{2+}$ serves as an acceptor. Further, the long persistence of hot ground state MV$^{+}$ is expected to greatly influence the escape of charge carriers from the geminate recombination in dendritic and polymeric materials such like pyrene-viologen families (see Chapter 3 and 4). In the broader picture, such thermal equilibration processes are of great importance for electron transfer occurring at short picosecond and subpicosecond time scales.
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