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ABSTRACT OF THE DISSERTATION

Deep Learning Applicationsto Audit Decision Making

By Ting Sun
Dissertation Director
Professor Miklos A. Vasarhelyi

Theobjectiveof this dissertation is tmvestigatewhetherthe sentiment features of
business communication documeatssocial media information extracted by deep
learningtechniqus deliver relevant and reliable informatiemauditors

The first essay investigates the incremental informativeness of sentiment features of
earningsconference calls for the predictioninfernal control material weaknesses
(ICMW). With the help of a deep learning textual analyzrevided by IBM Watson
Alchemy Languag@PI, thisessay obtains the overall sentiment score of theatedthe
confidence scor .ebdhest seiment featuramrétierousedd j oy
additional predictors along with other determinantiECdfiW suggested bpgrior
literature (i.e., Doyle, Ge, and McVay, 2007a; Ashba8ghife, Collins, and Kinney,
2007) The results indicate that gesentiment features, especially the score of joy,
improvethe explanatory abilitandthe prediction accuracgf themodel

The second essay compares deep learnitigetibag of wordé approach and
demonstrates the effectiveness and efficiency of despihgbased sentiment analysis
for MD&A sections of 16K filings in the context of financial misstatement prediction.
Thefindings includg(1l) sentiment features provide insights for finanm&statement

prediction, primarily for fraud detection; (2)é¢ model using dedparningbased



sentiment featuregenerally performsoreeffectivelythan the model using sentiment
features extracted hifie fibagof words approach.

The third essay examines how the informatbtweeting ativities about the clien
companyis associatewith the audit feelt examines the relationship between the audit
fee of U.S. public firmsn 2015 and th@roperties of tweetaboutthe client firm: the
sentiment of tweets, the volume of tweets, and the popularity of twdktweet
information is obtainedsingIBM Twitter Insights aTwitter data analysis tool that
provides sentiment and other enrichments relying on deep learning algotfitfings
thatfor companies without goingoncern audit opinions and companietva median
level of restatement riskhe audit fee is positively associated with fireuency of
negative tweetsand this asociation is strengthenéat compatesreceiving more

retweetghan those receiving less retweets
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Chapter 1 Introduction

This dissertatiorwonsists othree applications of deep learning, an innovative
Artificial Intelligence techniqueto auditosd d e enaking. dhe first chapter provides
abrief introductionto deep learning, analyzes theedfor deep learnindor audit
decision makingand discusses the motivatias well as thenain researchuestionsof
this thesis. Chapts® through 4 examine whether and how deep learning assists auditors
in assedgng therisk of internal contromaterialweaknessndfinancial misstatementand
to determine thauditfee The last chapter concludes the thesis by summarizingaire

findings, discussing limitationsand providingdirections forfuture research.

1.1.An Overview of Deep Learning

Deep learning, also callettepneuralnetwork (DNN), develops hierarchical
artificial neural network consisting of layers of neuroridanytasks, such as image
recognition and natural language processing(Nth} are easy for humdreings were
extremely hard for a computer (Goodfellow, Bengio, and Courvile, 2&Regently due
to theaccelerateimprovement in data storagadthe computational capability c
moderncomputer(e.g., cloud computingg DNN trained witha largevolume of datacan
represenmore andnore complexXunctions.Compared to a traditional neural network, a
DNN has moreonsecutive hidden layeamdmoreneuronswithin eachlayer. This
structure allowshe neural networko identify highlevel and abstractata features from
the raw dataSpecifically,the more complex data features identified lspecessivéayer

are built uportheother, simpler data featurestracted by thpredecessor layetucha



data transition and transformation process throughipieillayers of neurons maka
DNN a it hi nkAsmglified exanmple of DNNs presentech Figure 1.1 It
consists of one input, three hidden, and one oul&yets Each layer applies a nonlinear
transformatiorto its input layer and providesrapresentation. In other words, the output
representation of each input layeiprovidedas input to its next layeAs the input data
goes deeper, the nonlinear transformation constructed becomesanmgiex and the
representation becomes more abstfBiee output of théastlayer is the final
representation of theaw inputdata, whichs thehigh-level featuresxtracted from the
data. Theextractedeatures are useful for further classification, association, and other

futuretasks Najafabadigt al., 2015).

Besides applicationsf text understandingimageidentification and speech
recognition deep learning technology has led to mmymplexbreakthroughs-or
example AlphaCGo, a deep learning system developed by Goalgisatedrofessioal
champios from Europe, South Korgand China at the Game of Go by learning from
thousands of human amateur and professional gaiviest recently, a new version of
AlphaGo, AlphaGo Zertearned how to play the game simply by playing games against

itself, starting from completely random plagther than learning from past examples

For sentiment analysis of text datm) example of data processing is as follows.
Firstly, the textis transferred hr ough a fAshal | o Word2vestaw r a | net\
vectorsetsthat numerically represent the content of each wordake the text machine

readableDuring this process, the vect@e classifiednto clusters based on the

1 For more information about AlphaGo, referttitps://deepmind.com/research/alphago/



mathematical similarities, which facilitates the folleyy sentiment analysis byZNN.

The output of the analysis Word2veds a vocabulary in which each word of the tisxt
attachedvith a vector (also called neural word embedding) (deeplearning4j, 2017). Then
the vectors are fed intol2NN (e.g, a temporal convolutional network) thatther

extracts the features of the input data layer by layer and finally classifies the sentiment

(e.g., positive, negative, and neural) within a text document (Zhang, Zhao, and LeCun,

2015).

Deep neural network
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Figure 1.1 A Simplified Deep Neural Network
(Adopted from Nitsen 2015

1.2.The Needof DeepL earning for Audit Decision Making

The increasinglylevelopedvorld necessitates openness to adopt modern data
intensive technologie®usiness applications (such as ERP systems), RFID readers,

sensors, cloud storage, social media, remote communication tools (Skgipaslive



streams, podcasts), and other felimé technologies have been integrated into the
businesglaily life. It cortributes heavily to the production and maintenance of massive
amounts of unstructured or sestructured big data (National Research Council, 2013).
As a supplemertb traditional structured financial data, unstructured data cantain
informationfrom various perspective and sourcedacilitating business to explore the
status of their products, services, and operatibimis is becauséig data provides more
reliable evidence and makes auditors @ent datadependent (Yoon, Hoogduin, and
Zhang, 2015)Consequentlyexaminingand extracting meaningful patterns from big data
offer insightsfor audit decision makig (Sun and Vasarhelyi, 201 However,big data
analyticsis noteasy due to the following reasoli($) the vast majority of big data is
semistructured or unstructured r equi ri ng human expertsao
classification (2) the volume of the data is too largebwprocessed manugli§B) big

data is usually generated a realtime basis, which requires timely responsasj(4)

big data is complexasit hasa variety ofdata typesndcomes from differentsources.

Thus to understand the data, one must haradated background of knowledge or skll

A survey conducted by AICP&£014 showsthatbig data analysis is regarded a® @f

the top challenges in tHature by a quarter of 180 CPRgarticipants Therefore, tanake

big datausefuland usabldor decision makingwuditors who usuallylack professional

data mining and information system knowledge and skiled arefficient and effective
approach to automate audit procedyfasn and Vasarhelyi, 201 AVith deep learning,
they couldsimply use &NN pretrained and tested by deep learning specialist along

with theirown professional accountinggigment and enjoystbenefits.

ef f



Some audit tasks are tedious and compl&e automation asuchtaskswill
significantly enhance effectiveness and efficieatgudit work(Raphael, 2015)rained
with sufficiently large samples about how auditors make decisions diifégent
circumstancesnhich can be realized by providinlifferent values of data attributes), a
DNN enables auditors to automate matryictured or senstructuredasks that have
been conducted manually for decades, like checking inventories, pracpagierwork,
reviewing contracts, and drafting audit repoEgenfor certain risk assessment activities
requiring professional judgme(slso called unstructured audit taglkdeep learning
provides a new way to support audit decisions. For instéreces ina financial
statemenbr other financial records cdre scanned and automatically linked to related
evidence, such amagesof inventorycaptured byhewebcam shipping documents,
sales invoiceshank confirmationsauditor working papersndother supporting
documents that have beklentified and classified bgeep learning systesn

Furthermorea list of risky itemsr evenrecommendedesponsgcanbe offered

1.3.Motivations, Research Questions, and Methods

Conventional data mining technicgiare often foundnadequate to analyze and
extract insightful featuresom big data, due to its massive size and high dimensionality
(Jin, Wah, ChenggndWang, 2015)In theaudit profession, the Big Four accounting
firms have invested hundreds of noliis of dollars in deep learning and other Al
techniguesKkPMG formedan alliancewith IBM Watson to develop Al tools fdyank
loan evaluationOther auditing firms also have theiwwn high-tech tools, such as Argus

and Optix for Deloitte (Rapoport, 2016).theacademic area, howevdémited research



examines the issue of applying deep learning to auditing although the last several years
have seen many successful applications of deep learnihg area of big data analytics
(Google speech team, 2015h@r et al., 2016; Hinton et al., 2011, Zhang, Zhao, and
Lechun, 2015)This thesis aims to extend the applicatof deep learning tthe audit

domain and bridgthe research gap by exploring the potential of this technique to
ascertain valued insightsrfenhanced decision making of auditing. Specifically, it
examines the role that deep learning plays in audit decision making by investigating how
sentiment features of auditlated textial dataextracted by deep learning algorithms help
identify internalcontrol material weakness (ICMW)nancialmisstatementand audit

fees. Figurel.2 presents the research desajihis dissertation.

Thefirst essay(chapter 2)applies eNN provided by IBM Watson and trained with
more than 200 billion words within a broad domain coverdgegn, 201% to extract
the overall sentiment artle strength oémotionjoy in earningsconference calls. This
paper aims tinvestigatewhether thesentiment features providecremental informagin
for the prediction of CMW. It examines the explanatoapility of the predictiomrmodel
andprovidesempiricalevidencehat the sentiment features significantly increases the
model fithessNext, usng Logistic Regression, Random Forest, and traditional Artificial
Neural Network this researcbuilds classification models an@pors thatthe prediction
accuracyas measured by AUC, false positive rate, false negative rate, and the overall
accuracyjmproves after using the sentiment featurBgsides the existence of ICMW,
this essaylso exploresvhether the sentiment features of conference calls are related to
the number ofCMW, and whether companies that persistently report ICMW have lower

overall sentiment score and joy scoraldvelops multinomidbgistic regression to test



theassociation betwedhe sentiment featuresd the existence sfngle ICMWvs.
multiple ICMWs. It also establishdsgistic regressioswith alternative dependent
variableqrepresentingirst yearlCMW and persistent ICMW) analyze the effect of
sentiment on thpersistencyf ICMW. The result®of both testsupport the conjecture
that the sentin@ featuregunctionmore effectively in identifying companies with more
than one ICMW than companies with only one ICMwWaddition the sentiment features

are more likely to be associated with companies that persistently have ICMW.

Usingthe same dedparningbased sentiment analysool, essay Zchapter 3)
focuses orthe MD&A of 10K filing s andmainly answes threeresearclguestions: (1)
do the sentiment features of MD&As add information for finaneiestatement
prediction? (2)f the answer is yes, are theffective for fraud predictioonly or both
fraud and error? (3)ow effectiveis the modelwith sentiment features obtained with
deep learning techniqgueompared to the model using sentiment featafeulated with

Abaguoofdsd approach?

Utilizing five machine learning algorithmsssay 2 develop45 classification
models undethreetypes of model structusdéo conducthreepredictions tasks (including
predict frauds, errors, and misstatemer@her than the sentimeattributes 82
misstatement predictors suggested by prior litergfeeols, Bowen, Zimmermann, and
Samba, 207; Dechow et a].201% Perols, 2011; Cecchiet al 2010; Beneish, 1999;
Huang, Rosé&reen, and Le2012; ChuryklLee, and Clinton2009 are added into those
models.Thepredictionresults show that the sentiment features of MD&As enhance the

predictive performareof the classification modelSurthermore, for the task of



predicting frauds, the classification modeéth deep learningpase sentimentdatures,
especially the emotigroutperforms the one using baffwords The resultsndicaie that
deep learning is an effective sentiment analysis technique for financial fraud detection.
However, for the task of error prediction and heneentlisstatement identification, it

does not perform asffectivdy as it does for fraud detection.

While the first two essays analyze finarggecific text, the last ességhapter 4)
sheds lights on majorsocial media platform, Twitter, which ispablidy available
information source. Due to the ease of use, high sp@edvide reachsocial media
playsanincreasinglyimportant role in information sharing and social networking (Asur
and Huberman, 2010). ik gradually changing the nature of commmtation among users
(Cong and Du, 2007; Kaplan and Haen]@@10; Du and Jiang, 2015). tine business
area, social media platform®jch ag~acebook, Twitter, Pinterest, LinkedIn, Tumbilr,
Google+, as well as their competitors, allow stakeholders &tezrbookmark, share, and
comments on content, which creates enormous, various, and valuabl@edttean
informationon Twitterreveals he companyds potenti al i tiga
reputation, increased business sjskternal controteficienciesunethical behaviors of
the chief executives, inappropriate busingsategiesand etc., For instance, custosér
compl aints on a productds quality or poor
revenue or profitability, which creates incentivesthe company to commit financial
fraud (Kreutzfeldt and Wallace, 1986). Therefore, social media provides a wealth of
useful information for the a.u@hethirdessay o est a
aims to explore the value of information deligd or suggested by tweets for the

identification of theaudipagagenest.dn pariicslfcanalyees at e d



the sentiment feature and other properties of tweets and the association between the
properties of tweets and the audit féRis research hypothesizes that the more negative
tweetswhich are posted discussing the client compang higher the audit fee will be.
Furthermore, as the number of retweets measures the popularity of certain topics about
the companyn Twitter. The seand hypothesis is that the association between negative
tweets and audit fees is stronger for companies with more retWwaetstudyuses dool
powered by deep learningwitter Insighs, to test these two hypotheses. The empirical
resultssupportthe hypotheses for companies without gedegicern opinion and
companiesvith amedian level of financial misstatement rigk other wordstweetsare

less likely toaccurately reflect the audit risk afcompanyhenit is consideredo be
extremely riky or whenits going-concern status is threatendthe last chapter draws
conclusions, summarizes the limitation of this dissertation, and provides directions for

future research.
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Chapter 2 The Incremental Informativeness of Management Sentiment
in Conference Calls for Internal Control Material Weaknesses

2.1.Introduction

Effective internal control provides reasonable assurance for the reliability of
financial reporting (PCAOB, 2007A material weakness imcompany's internal control
over financial reportinglCFR) indicates thathere arene or more control deficiencies
in the design or operation of internal control that create a reasonable possibility of a
material misstatement (PCAOB, 2008gction 404 oBSarbanedOxley Act of 2002
requires the disclosure of any material weaknesses identified by auditors in the annual
reportadd, more specifically, the report of ma
be conclded ineffective by the auditdn order toform a basis for the opinion on the
effectiveness of the ICFR, auditors plan and perforotedures$o obtain appropriate
evidenceregarding the existence of material weakness in internal control (PCAOB,
2007). On the other hand, since the audit of internal control should be integrated with the
financial statement audit, deficiencies in the former will affect the effectivendiss of
latter as auditors often rely on controls to reduce the substantive testing of financial
statement accounts and disclosures. Therefore, the desigawdit plan regarding
internal controls, especially determining what evidence auditors will caltethow to

use them, plays a key role in helping auditors form a fair opinion.

Despitethe fact thaAuditing Standard No. 5 provides guidance in conducting ICFR

audits, the quality athe ICFR audit is unsatisfactory due to information asymmetry.
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Obsev at i ons from SEC6s annual reviews of reg
weaknesses show that while the percentage of companies with ineffective ICFR and a
material weakness has been increasing, the percentage of companies reporting ineffective
ICFR has ben decreasing (Besch, 2009). The PCAOB points out that, the ICFR audit
deficiencies are the most frequent findimggheir inspections of audit work over the last

few years. Even fathe auditdy the Big Four firms, thejjaveobserve an upward trend

in the percentage of ICFR audit with deficiencies from 2010 to 2013. For instance, the
PCAOB discoveed 36% of integrated audits have ICFR audit deficiencies in 2013

(Franzel, 2015)To improve the effectiveness of ICFRis necessary to reduce

information asymmetry by exploring the value of the massive volume of data that resides
inside and outside of corporate boundaries. Thus, big datajtdrasbeen processed and
analyzed, can be considered as supplementaryexidence (Yoon, Hoogduin, and

Zhang, 2015).

Earningsconference callareconsideredas the main communication venue between
companies and all interested parties (i.e., Frankel, Johnson, and Skinner, 1999; Skinner,
2003; Corbin Perception, 2015; Bushemtsumoto, and Miller, 2003; Chen, Demers,
and Lev, 2016)In an earnings conference call, senior executives (e.g., CEO and CFO)
brief the participants on earnings and information ithat¢levant to the industry. During
a conference call, the managemrrdvides an overview of all major issues that affect
the companyds performance, highlights the
informed questions from anal yst presentattbn i nv e s
conveys and reinforces their amn onthe currentbusiness situation and its implications

for future performance (Allee and Bagelis, 2015; Sedor, 200Fxisting research has
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identified the 1 mpor t aAmartcleio The Alanticdiggiesseg nt 0 s
the hidden messagesn ear nings conferencereportal | s and s
presentations supposedly present hard nunthensstening for the right words can be

much more revealingo (Lam, 2015).

Previous studies show that conference calls contain incremental infamrbatond
mandated disclosures for the current and future situation of the company. For example,
Druz, Wagner, and Zeckhauser (2015) find t
which is the residual when negativity in managerial ismegressed n t he f i r més 1
economic performance and CEO fixed effects
and analyst uncertainty. The information in conference calls is also used to help auditors
predict financial misstatements. Hobson, Mayew, and Veokatam (2012) document
that cognitive dissonande the speech of CEOs on conference caltBagnostic of
adverse misreporting. Despadargenumberof studies exploring theseof conference
calls for the prediction of future performance and financial reporting quality, prior
literature has not examined whether the information in conference callestng!
material weakness of internal contrdhis may be due in part to thadt that internal

control issuesre rarely mentioneith an earnings conference call

Although internal control is rarely mentioned directly in a conference lall, t
effectiveness ofCFR concerngoth investors and managebgcausehe existence of
internal control material weakne@€MW) implies the financial reporting of the

company is problematic. Researchasserthatfian adverse ICFR opinion signals that a

! For example, among the 1651 observations in the final sample in this stud28afiyervations
mentioned internal control or internal control related words (or phrases
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misstatement may exist in the financial statements investor reply on tamektor

deckion® (Jennings et al. 2008; Ashbau§kaife et al. 2009; Wu and Tuttle 20 Bharr-
Pulliam, BrownLiburd, and Sanderson, 201For those witHCMW, investors perceive
higher information asymmetry, lower financial statement transparency, higher risk
premum, lower sustainability of earnings, and lower earnings predictability (Lopez,
Vandervelde and Wu 2009Jonsequentlythe market negatively reacts to the disclosure

of internal control weaknesi terms ofreduced share prices (Hammersley, Myers, and
Shakespeare 2008) and higher cost of capital (Ashb8kagiie et al. 2009)As for the
management, since it is primarily the mana
the internal control system (PCA02007), the presence of ICMW suggests that the
management fadto fulfill their responsibilies and the senior executives g, CEOs

and CFOs) are held accountable for their actions. Research shows that an adverse ICFR
opinion leads to increased nagement turnover (Johnstone, Li, and Rupley 20Alsp,
Hoitash, Hoitash, and Johnstone (2012) provide evidence that ICMW disclosures are
negatively related to the change in CFO total compensation, bonus compensation, and

equity compensation, especialbyr fiirms with stronger governance oversight.

Since the effectiveness FR is important tdboth theinvestorandthe
managementhe knowledge ofhe existence of ICMW in the company may affect the
way the management speakbus capturing linguistic lues underlying the conference
calls is important for ICMW predictiorRrior research in social psychology supports this
The leakage hypothesis (Ekman and Friesen, 1888shatthe act of deception makes
a person feel guilty, stresg and fediul of detection. DePaulo, Rosenthal, Rosenkrantz,

and Green (1982) and Kraamd Pog1980) assert that a person may experience
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relatively heightened cognitive processing when telling a lie than telling the truth. This
heightened cognitive processing darevealedoy some linguistic characteristics of the
speaker (Burgoon et al., 28)1 Since conference calls involve many analysts and
institutional investors and may even be open to anyone who is interested in participating
(Galant,1994; Feldman, 1996; W&ttdf994), the managemetgam of a companig less

likely to prepare the responses to questions asked by the particgrattensequentlyt

is easier tdind linguistic clues fothe heightened cognitive processing.

Due to the massive size and the higimnensionality of big data, conventional data
mining techniquesare often foundnadequate to analyze and extract useful features
effectively and efficiently (Jin, Wah, ChergndWang, 2015). This essay applies an
emerging Al technology, deep learninds(acalled deep neural netwoiBNN), to
analyze the transcripts of conference calls and extract sentiment features from them.
Deep learning algorithms enable automated extraction of complex data features at high
levels of abstraction (Najafabadi et aD18). With its hierarchical architecture of
artificial neural network consisting of multiple layers and nodes, a deep neural network
automatically extracts features from the input data. In this process, the output features of
apreceding layer (which is$s abstractare immediately fethto the succes#e layer as
input data and more abstract features are defined basecbamplexnonlinear
computation in the nod&®ue tothe deep hierarchical architecture and the complex non
linear computation, deep learning algorithms are beneficial when analyzing big data, such

as text, videg and audie (Sun and Vasarhelyi, 2017)

The objective of this study is to (1) examine thetreteship between sentiment

features of management from conference calls and the likelihood of ICMW; (2)
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demonstrate that the sentiment features contain incremental information for the prediction
of ICMW by providing empirical evidence for the significamprovement of the
explanatoryas well as predictivpower of the models with sentiment predictors as

compared to the models that merely use financial fundamentals.

The transcripts of conference call®e obtainedrom SeekiNFE. The size of the final
transcipt sample is 161 corresponding to fiscal yesfirom 2004 to 2014, among which,
201 firmyearsare relatedo ICMW under SOX 404. This research employs Alchemy
language AP} a deep learning based textual analysis tool provided by IBM Watson, to
extractthe sentiment features (including the overall sentiment score and the joy score)
within the document. Four logistic modelse developednd grouped into two classes:
group A and group B. Each group includes one baseline model and one sentiment model.
The baseline model is built as the starting point and uses a list of ICMW determinants as
suggested by previous literature (i.e., Doyle, Ge, and McVay, 2007a; AshB&aié,
Collins, and Kinney, 2007), while the sentiment model integrates two sentimemetea
into the analysis. Models in group Bvolveall variables used in models of group A as
well as a new variable call€srowth, which is the average of sales growth d¥gears.
As this variable involves dafeom three years, the sample size in mad#lgroup Bis
reduced The empirical analysis result supports the hypothesis that the joyiscore
negatively and significantly associateth the existence of ICMW and that after
introducing both sentiment features into the baseline model, the expiaaad

predictive performancef the modeis significantly improvedThe findings of the

2 https://www.seekedgar.com:8443/seekinf.html
3 https://www.ibm.com/watson/developercloud/alchelayguage.html
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additional analysis reinforce the hypotheses and extend the effectiveness of sentiment

features to therediction of the number and tpersistencyf material weakness.

The remainder of this essesyorganizeds follows. The next section reviews the
related literature and develops hypotheses. Section 3 describes the sentiment features of
conference calls. Section 4 describes the research desigits the sample selection,
and provides descriptive statistics of independent variables. Section 5 repantsrthe
results. Additional analysiss conductedin Section 6 The last sectiononcludes and

presents the limitations.

2.2. Prior Research and Kpotheses Development

2.2.1.Internal Control over Financial Reporting

The presence of ICMW signals that the financial reports of a company may contain
material misstatements as the ineffective internal controls allow or introduce errors and
frauds intathe financial reporting procesB4rr-Pulliam, BrownLiburd, and Sanderson,
2017 AshbaughkSkaife, Cdlins, Kinney, and LaFond, 2009ennings, Pany, and

Reckers2008 Asare et al.2013.

Consistent with this conjecture, researchers find that companies with internal control
weaknesses exhidiawer quality of accrual (AshbaugBkaife et al., 2008; Doyle, Ge,
and McVay, 200@B). Hammersley, Myers, and Shakespeare (2008) examine the market
recti on to managemento6s disclosure of inter
the Sarbanes Oxley Act. They fitltatthe stock price decreases following the disclosure
of ICMW and posit that the disclosure of the existence of ICMW causes investors t

reevaluate their perceptions of the quality of the accounting information system gFranci
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and Ke, 2006), which leads to a negative market reaction. Specifically, their subsample
analysis for the companies reporting no other news shows that tregiged returns
decrease 0.95% when ICMW is disclosed. Ashbaslgtife et al (2009) provide evidence
that firms with internal control deficiency exhibit significantly higher idiosyncratic risk
andnordi ver si fiable market riehttloadt faffmsdt €
equity. Their results show that firms reporting internal control deficiency experience a
significant increase imarketadjustedccost of equity, averaging about 93 basis points.
Unlike prior literature which has primarily focused twe tmarket reaction to the

disclosure of ICW, Lopez, Vandervelde and Wu (2009) conduct a behavior study with 81
MBA students. They find that an adverse opinion on the internal controls over financial
reporting leads investors perceive higher risk of mdterisstatement, higher risk of

future financial statement restatement, higher risk premium, increased cost of capital,
lower sustainability of earnings, lower earnings predictability, greater information

asymmetry, or lower financial statement transparency

The existence of ICMWilso has great impact on top managentginice the
issuance of SOX, top management has been held more accountable for the quality of
financial reporting (Hoitash, Hoitash, and Johnstone, 2012; Collins, Masli, Reitenga, and
Sanchez2009). For example, SOX 304 requires that if a listed company restates its
financial statements due to material noncompliance as a result of misconduct, the CEO
and CFO must reimburse bonuses or other related compensation received during the 12
month perid following the filing of the noncompliance financial statement and any profit
realized from the sales of securities of the issuer during that period. Moreover, SOX 906

addresses criminal penalties for CEOs and CFOs for certifying a misleading or fraudulen
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financial report. The penalties can be upwards of $5 million in fines and 20 years in

prison.

According to Auditing Standard No.5, internal control over financial reporting
(I CFRl)esiisgnied by, or under the suppgevi si on
and principal financial officers, or persons performing similar functions, and effected by
the companyds board of dir ecot orPsCA OhBa n a2g0ednye)
Top management (e.gCEO and CFOplays a leading role in the oversight bét
effectiveness of internal cootrsystems (McConnell and Bank$)03; COSO, 2004;
Sinnett, 2007; Hoitash, Hoitash, and Johnstone, 2012). The presence of ICMW indicates
the incompetence of management regarding designing and maintaining an effective ICFR
to provide reasonable assurance regarding the reliability of financial reporting, which
serves as an impetus to change governance mechanisms (Larcker, Richardson, and Tuna,
2007). Johnstone, Li, and Rupley (20Idgcumentshe existence of ICMW is
associted with increased top management (including CEOs and CFOSs) turnover. They
argue that the change of CEOs and CFOs helps improve the top management
composition and oversighandthisis associated with the remediation of ICMW.
Hoitash, Hoitash, and Johne®(2012) provide evidence that ICMW disclosures are
negatively related to the change in CFO total compensation, bonus compensation, and

equity compensation, especially for firms with stronger governance oversight.

2.2.2.TheDeterminants of I®MW

4 Larcker, D., S. Richardson, and |. Tuna. 2007. Corporate governance, accounting outcomes,
and organizational performance. The AccountRayiew 82 (4): 9681008.
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On the pirpose of detecting ICMW, extant literature examines a series of
determinants. Doyle, Ge, and McVay (2007a) find smaller, younger, financially weaker,
more complex, growing rapidly, or experiencing restructuring companies are more likely
to have materiahternal control weaknesses. In the same year, they investigate the
impact of accruals quality on internal control quality and conclude that internal control
weakness is related to lower accruals. While Doyle, Ge, and McVay (2007 b) focus on
material weakngses of internal control, Ashbaukaife,Collins, and Kinney (2007)
consider all significant deficiencies prior to mandated internal control audits. Auditing
Standard No.5 defines the deficiency in ICFR as the problem existing in the design or
operation of a control that hinders management @l@yees from preventing or
detecting misstatements on a timely basis. While a significant deficiency is not as severe
as a material weakness, it is important enough to merit attention by the stakeholder.
AshbaughS k ai f e, Col | i ns, asst@ntwith that& Payle, Gé, and di n g
McVay (2007a): internal control is weaker in companies with complex operations, higher
growing speed, greater financial distress, and so forth. In addition, they assert that there is
high incidence of auditor resignati® prior to internal control deficiencies disclosures.
Zhang, Zhou, and Zhou (2007) provide further evidence in the aspect of auditing. They
indicate that audit committee quality is positively related to internal control weaknesses
(ICW) and that auditomidependence is negatively associated to ICW. Similarly,

Krishnan (2005), by examining the disclosure provided by companies changing auditors,
documents the relationship between audit committee quality and the internal control
effectiveness. Recent studesamine other determinants including auditor tenure,

auditorclient geographic distance (Chen, Gul, Truong, and Veeraraghavan, 2012),
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auditorprovided tax services (De Simone, Ege, and Stomberg, 2014), recent auditor and
management changes (Rice and Web@12), and managerial overconfidence (Chen,

Lai, Liu, and McVay, 2014; Lee, 2016).

2.2.3.EarningsConferenceCalls

While many studies focus on quantitative data, others emphasize the role of
gualitative data in predicting certain financial events. Catgoconference calls are
largescale telephone conference calls during which the management makes presentations
on earnings and other relevant | krhnkalmati on
Johnson, and Skinner, 1999hey are considered telthe main communication venue
between companies and all interested parties, including investors -aacldogeHside
analysts (Frankel, Johnson, and Skinner, 1999; Skinner, 2003; Corbin Perception, 2015;
Bushee, Matsumoto, and Miller, 2003; Chen, Denaatd,Lev, 2016)Conference calls
are usually conducted immediately after the quarterly earnings press release. In a
guarterly earnings conference call, t@irman, CEO, CFQyr other senior executives
provide an overview of all major issues thataftedt e companyo6s perfor ma
the business successes, and answer informed questions from analysts and investors. The
speech of management conveys and reinforces their opinicur@mtbusiness situation
and its implications for future performandehasbeen showiby Allee and DeAngelis
(2015 andSedor(2002)that conference calls contain incremental information beyond
mandated disclosures such as financial report and earnings announcement regarding the

current and future situation of the company
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Conference calls are importaspplemerdry disclosures especially when earnings
contain unusual or extraordinary items as the management will explain the implications
of those items to analysts. Compared to other written financial disclosures guebsas
releases, conference calls are less formal and more flexible, and the management is
typically unsure of what exactly the investors and the analysts will ask (Frankel, Johnson,
and Skinner, 1999). Therefore, presentations and answers in conferéneaeecalore
informative than other formal documents. The PCAOB (2pi€commends that
auditors should refer to earnings conference call narratives for better understanding of
material misstatement risk. Extant literature considers the sentiment featordexence
calls as a new factor in addition to the traditional flawel fundamentals for the study of
a certain event. For example, research has investigated the corresponding market reaction
(Henry, 2006; Henry and Leone, 2009; Matsumoto, PestdRoelofsen, 2011; Price,

Doran, Peterson, and Bliss, 2012; Allee and Deangelis, 2015; Davis, Ge, and Matsumoto,
2015). In particular, there is eviderfoe that conference calls are related to increased

stock trading volume and return variance (Frankel, Juhrend Skinner, 1999; Price,

Doran, Peterson, and Bliss, 2012; Bushee, Matsumoto, and Miller, 2003). Furthermore,
managerial tone of conference calls is found to be related to future performance as well
as analyst responses and uncertainty (i.e., MayeMvankatachalam, 2012; Druz,

Wagner, and Zeckhauser, 2015; Davis, Ge, Matsumoto, and Zhang, 2015).

Another line of research links the linguistic cue of conference calls to financial
reporting quality (and future events). For example, Hobson, Mayew, amdataehalam
(2012) document that cognitive dissonance in CEO speech is diagnostic of adverse

misreporting. Similarly, Larker and Zakolyukina (2012) claim that a series of linguistic



23

characteristics from conferenc@ivecal | s ar e
discussions thare linkedto subsequent financial restatements. Burgoon et al. (2016)
identify a set of linguistic signs of deception derived from conference calls and find pitch

and voice qualityyocal intensity, and other signs are associated with financial frauds.

The words are the gateway to the mind (Schafer, 2@klyzing the wordshat
one chooses when he or she speaks provides insights into his or her thought process. If a
compal6RRbss materi al weaknesses (it is call
of the management who has the knowledge of
clues revealing the different cognitive process of the speaker as compared to those who
donothave suh i b a drherexistesce of ICMVihdicates a reasonable possibility
that a material misstatement of the compan
or detected by the internal control aystem
critical concern of the management, with which the management may inadvertently
provide some word clues (for the effect of
emotion) in a conference call (Druz, Wagner, and Zeckhauser, 2015). Especially, if the
managementtree t o i ntentionally cover the fibad ne

discovered by identifying the linguistic clues as signs of deceit in management speeches.

This view is supported by the accumulating evidence from experiments, case studies,
and metaanalyses o the perpetration and detection of deceptive behaviors in social
psychology research (e.g., Zuckerman and Driver, 1985 and DePaulo et al., 2003).
According to the leakage hypothesis (Ekman and Friesen, 1969), the act of deception will
make a single peradeel guilty, stressful, and fear of detection. Furthermore, DePaulo,

Rosenthal, Rosenkrantz, and Green (1982) and Kraut (1980) suggest that a person may
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experience relatively heightened cognitive processing when telling a lie than telling the
truth. Thusit is possible to distinguish liars from truthtellers by examining the word clue
that reveals their sentiment (including the emotion). Specifically, for example, feeling
guilty, stressful, and fear, liars may try to dissociate themselves from theiespaonses

by Amaking more neutr al statement €&, or
Rosenthal, Rosenkrantz, and Green, 1982). As a result, the language clue (if it can be
detected successfully) is capable of predicting the internal control weakness.

Accordingly, this essay develops hypotheses as follows:

H1: The sentiment features of conference calls are significantly associated with the

likelihood of internal control material weaknesses.

H2: The explanatorgnd predictiveability of the model thaihcorporates sentiment
features of conference calls along with major financial determinants is superior to that of

the model that merely uses the financial determinants.

2.3. &ntiment AnalysisMethod

2.3.1. Deep Learning for Sentiment Analysis

Deeplearningwasfirstly proposed by G.E. Hinton and his coworkiger2006
(Hinton, Osindero, and Teh, 200&)spired by the biological neural network in human
brains, it contains layers of artificial neuromkich allow the machine to learn
representationsfalata with multiple levels of abstractigheCun, Bengio, and Hinton,
2015) Recent advances in deep learning hdnamatically improved the staté-the-art

in image identificationspeechiecognition textunderstandingandmany other domains.
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Forexaaqp|l e, a deep neur al n e tplays gakes( betterghan Go o g |
humanlevel performance and on a scale much larger than the availability of human will

allow in the given time frame (Heaton, Polson, Witte, 2016). Amazon Guop#ser

example of deep learning application, is a new type of store providing chdm®ut

shopping experience. It is powered by computer vision, sensor fuaiwhdeep learning
technology. The technology automatically detects when products are taken from or

returned to the shelves and keeps track of them in a virtual cart. Customers can just leave

the store when they are done shopping without checkout and be charged shortly.

Deep learning works effectively in sentiment analysis. In Met Gala 2016,
supermodeKar ol i na Kur kova wor éeng30 IFED ightewhich ve o g
change color imeactionto thesentiments and emotion$K u r k oTwitied fellowers.
The dress is empowered by Watson Tone Analyzer technology of deep learning, which is
able to idatify joy, passion, curiosity, excitement and encouragetnéile a
traditional bag of words approach typically measures the sentiment by counting the
number of words associated with a particular sentiment word list scaled by the total
number of wordsim he document, a deep | eacal@mi ng mode
examples by developing a deep neural network (DNN) with multiple layers of numerous

neurons to transform input data and identify the pattern underlying theAdstaplified

5 Sensor fusion combines multiple data from different sensors to increase the reliability and accuracy of the
results. For example, when an item is picked but then placed back to the inventory location, the image will

be combined vth the weight received from a pressure sensor located at the inventory location to determine
the identity of the item. Specifically, ithe i mage
matching items down to a small list. The weight of ttezed item may be compared to a stored weight for

each of the potentially matching items to identify the item that was actually placed in the inventory

location. By combining multiple inputs, a higher confidence score can be generated increasing the

probalility that the identified item matches the item actually picked from the inventory location and/or
placed at the inventory |l ocationd (Bishop, 2016) .

8 https://www.telegraph.co.uk/fashion/events/mgatathe-mostimpressivetechlooks-on-the-red-carpet/
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structure of a DNNs shown inFigure 21. It has one input layer to receive raw d@a.,

the transcripts of conference callgjultiple hidden layers to process data and extract
features, and one output layer to provide results for identified data fe@lges

sentiment). Each layer applies a nonlinear transformation on its preceding layer and
provides a representation. In other words, the output representation of each layer is
provided as input to its successor layer. As the input data goes deeper, the constructed
nonlinear transformation becomes more complex and the representation becomes more
abstract. The output of the final layer is the final representation of the raw data, which
provides features extracted from the data that are useful for further classification,

association, and other tasks (Najafabadi, et al., 2015).

~+— Positive sentiment

I
!
~:—r1fegative sentiment

L yNeutral sentiment

T —

Conference calls

Figure 2.1 A Deep Neural Networkfor Conference Call Sentiment Analysis
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2.3.2. Alchemy Language API

The tool used for sentiment analysis is Alichemy Language API, a deep learning
based texaénalysis cloud services provided by IBM WatSddnlike conventional text
mining methods that requires laborious and tocoasuming data preprocessing (e.g.,
removing HTML tags, transferring HTML characters to text characters, converting words
from upper ase to lower case, deleting punctuation and stop words), Alchemy Language
API requires zero data preprocessing: the user only needs to provide the text/html raw file
or even the URL. The tool removes irrelevant content such as links and advertisements
andreturns results This makes deep learnitigased text analysis more efficient than
traditional text mining approach. While the sentiment analysis provided by Watson
identifies attitude, opinions, or feelings in the content that is being analyzed, theremoti
analysis detects joy, anger, disgust, fear, and sadness implied in th&hex¢entiment
anal ysis applies Watsonds deep | earning
webpage¥ and the output predictions are based on the datarpatarnedy the

algorithms.

2.33. Sentiment Features

The sentiment features acquired from Alchemy Language API include the overall
sentiment score and the joy score. The returned sentiment score measwesathe

sentiment strength of the document, rangechfrl to 1, where negative score represents

7 https://www.ibm.com/watson/developercloud/alchelayguage.html

8 https://watsorapi-explorer.mybluemix.net/apis/natudainguageunderstanding/1
9 https://console.bluemix.net/docs/services/alchdmmguage/index.html#index

10 https://alchemylanguagedemamybluemix.net/

al
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negative sentiment, positive score represents positive sentiment, O represents neutral
sentiment, and 1 indicates that the sentiment is both positive and nEgaiieescore of

emotion joy values ranges from®1, which represents the confidence level indicating

the probability that the emotion of joy is implied &gy part othe sample teXt. It is

noteworthy thajoy is not a component of sentiment but a specific type of emotion.
Furthermoreduring a confeznce call, the management tries to avoid expressing some
Afextremeod personal emotion such as anger,
provides us with emotion analysis for anger, disgust, sadness, and fear, those emotions
rarely exist in the transipts of conference calls. On the other hand, since joy is a
common emotion that can be easily found in
will make one feel less joyful, this paper focuses on the emotion of joy and excludes

other emotions.

2.4. Research Design

The goal of this research is to (1) examine the relationship between sentiment
features of management from earnings conference calls and the likelin@i\af, (2)
demonstrate that the sentiment features contain incremental information for the prediction
of ICMW by providing empirical evidence for the significant improvement of the
explanatoryand predictivgpower of the model with sentiment predictors as casppto

the model with financial fundamentals onljherefore, following models are developed.

2.4.1.Model Development

I https://www.ibm.com/watson/developercloud/alchelayguage/api/vl/#targeted_sentiment
2 https://www.ibm.com/watson/developercloud/alchelayguage/api/vl/#emotion_analysis
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Following existing literatured(.g., Doyle, Ge, and McVay, 2007a and Ashbaugh
Skaife, Collins, and Kinney, 20)his essayemploys l@istic regressions to examine the
relation between the extracted sentiment features and the existence of ICb&gins
with the baseline model Below:
060 @l 1 0O QRO VIWE QR QQOOIQeE OE T XQQA QL o i
I O 1 QAODE L QE O YD 01 6 JoDdDAM QI QO Q¢ &
T YQi QQE6 QAQF 0 Q0 QQOBMREES6 i 013000
where:

"© 0 w=indicator equals 1 if there is at least one intecoalkrol material weakness

identified under SOX 404, and 0 otherwise;
0 O1 QQO & kbgarithm of share price multiplied by number of shares outstatiding

0 "QQI Q"Qw v itWicadtdr équals 1 if earnings before extraordinary items in year t and

ti 1 sum to less than zero, and 0 otherwise;
Wi o &iz-&ore (Altman, 1968), which measures financial distress of the company;

Y'Q"Qa Q=lagarithm of the sum of thaumber of operating and geographic segments

reported by the Compustat Segments database for the firm in year t;

"O¢ 1 QXlidicator equals 1 if the company has a-mero foreign currency transaction

in year t, and O otherwise. This variable is répdiby Compustat Segment database;

13 The number of shares outstanding is presented in millions
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‘O¢ L Q ¢=an¥antary scaled by total assets;

'YQi o1 o=indieatofequals 1 if the company was involved in a restructuring in the

last three years, and o otherwise;

b ®n 6 "QEif@icd®r guals 1 if the company engages in acquisitions in the last three

years, and 0 otherwise.

YQi "@Mdicator equals 1 if the auditor resigned in the year prior to an ICW

disclosure; and 0 otherwise;
0 "Q"Q indicator equals 1 if the firm is auditeg a Big 4 audit firm, and O otherwise;

0 Q0 "Q Qxinditktos equals 1 if the company is in a litigious inddétrgnd 0
otherwise.
‘0¢ Qo i o=indudr@fixed effects

The dependent variable equalg ICMW exists in the company, ar@otherwise.

Most of the financial determinants for ICMW are consistent with those used in the studies

of Doyle, Ge, and McVay, (2007a) and Ashba&ltaife, Collins, and Kinney (2007). It
controls for market valud)(®i "QQ 6 Y) anteas@e ofiiin size. Although evidence on
the association between firm size and control quality is mixed (Krishnan, 2005),
intuitively larger firms have more complete and effective financial reporting procedure

ensuring proper segregation of duties (Doyle, Ge, andayic®007a).

¥ Thedefinition of litigious industry follows Francis, Philbrick, and Schip(94). Companieis
litigious industries are with SIC codes of 283336 (biotechnology);35%8577 (computer
equipment); 360674 (electronics);5208961 (retailing); and 7370374(computer services).
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A second important predictor is related to the financial performance of the company
as it is believed that a company with poor financial performance may not be able to
maintain sufficiently effective internal control environment. For exanipééond and
Jiambalvo (1991) find firms with weaker financial performance tend to have more
accounting errors. Therefore, this paper examines two financial health related variables,
includingd "Q"Qi 'Q "Qw,avkiah indidates whether the sum ofréags before
extraordinary items for the past two years is negativegandb £ réféds toAltman z

score (Altman, 1968) of distress rt&k

The complexity of operations is another important determinant of ICMW since
internal control breaches are radikely to occur in firms with more diverse and
multifaceted operations (Ashbau@tkaife, Collins, and Kinney, 2007)Y'Q "Q& ‘Qandd i
"O¢ | '‘Qam@ssed to control for the effect of operational complexity on internal control

systems.

This stug also takes into consideration of the influence of operating characteristics,
including inventory status and sales growth, on the internal control. High level of
inventory makes it difficult to accurately measure, record, and report. As a result,
baselinenodel A usef0¢ 0 Q ¢ (@efinedoas inventory scaled by total assets) to proxy
for such operating characteristics (Kinney and McDaniel, 1989). Sales growth is

controlled in other models which will be discussed later.

15 Zones of discrimination:
Z > 2.99: nSafe
1.81 < Z < 2.99:
Z < 1.81: iDi st
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Furthermore, firms recentlyndergo structural changes have higher chance of
experiencing internal control difficulties due to the possible personnel and organization
issues. Therefore, another control variabl¥ €1 o i 6, which is &yual to 1 if the
company was involvenh a restructuring in the last three years, and 0 otherwise.
Similarly, internal control problems are related to acquisitions as firms that recently
engaged in acquisition have to integrate different internal control systems (Zhang, Zhou,
and Zhou, 2007)This paper uses an indicator varialA€QUISITIONwith a value of 1
if the company engages in acquisitions in the last three years, and 0 otherwise.

This study follows Krishnan (2005) to incluB&ESIGN a dummy coded 1 for an
auditor resignation in the past one year, and 0 otheripessiblereason is that a
recent auditor resignation occurs when the auditor realizes that the expected cost of audit
will exceed the revenue the auditor charges, implyire internal control of the client is
too weak to rely on (Krishnan, 2005; Ashbat®jkaife, Collins, and Kinney, 2007).

0 "@'@ndbd Qo0 "Q"Cabedtvidévariables considered to be related to incentives to
ICMW detection (Ashbaugbkaife, Colling and Kinney, 2007). ICMWs in firms audited
by Big 4 auditors are more likely to be discovered because Big 4 auditors are seen as
providers for higher audit quality with more systematic examination and investigation
procedures and more advanced data aigaltéchniques) "Qo "Q "Qooaxi&3ear
companies in litigious industries, including biotechnology, computer equipment,
electronics, retailing, and computer services. This variable is used in the model because
managers in litigious industries hageeater incentive to reveal ICWs to reduce litigation

risk (Collins, and Kinney, 20Q7Finally, the fix effect of industry is includ&t

1 Industry classifications are comgil using the following SIC codes: Agriculture: 010899; Mining &
Construction1000Q 1299, 14001999; Food & Tobacco: 200Q141; Textiles and Apparel: 2208399;
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Sentiment model A

Sentiment model A is developed by adding sentiment feature§entimenand

Joy, to the baseline model Sentiment model As defined as:

060 O | YQE O QAIQEHF 0 OI QQOLIMAE Q@ QQHO Qo €1 i
I Ol OET YQQIQETOOET QQUDEVQEOET
T 'YQi od 66 6 i o6 Qi NOYQE £€QNES "A'Q

I 0 "Q0 QQUBTRERES i 013w 00
where:
Sentiment=sentiment score of the overall transcript.
Joy=joy score, ranged from O to 1.
Other variables are defined the same dsaseline model A.

Baseline model B

As mentioned earlier, models in group B control for the effect of sales growth on
internal control since there is evidence supporting that rapid growth of sales are likely to
lead to internal control problems (Doyle, Gaed McVay, 2007a; Ashbaugbkaife,

Collins, and Kinney, 2007). The variable measuring sales growth is defined as the

average percentage change of sales in the last three years, which has limited availability.

Lumber, Furniture, & Printing: 240@796; Chemicals: 280@824, 28402899; Refining & Extractive:
1300 1399, 29002999; Durable Manufacturers: 30®569, 35803669, 3680399; Computers: 3570
3579, 36703679, 73707379; Transportation: 4008899; Utilities: 49004999; Retail: 50006999;
Services: 70007369, 73809999; Banks & Insurance: 60068999; Pharmaceuticals: 283836, 3829
3851.
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A different modelpaseline model Bs develogd to fit this portion of data. The model is

as follows:

Q0w T T 00 QROUKa Q@ QQOOTQGE ©i F WQQa Qe O
I "OE 1 QQODE U QE Ol OBIERT YQi 01 00001 Q
IO QK Q0 IQEEQT "QNES AQT D QO QOO Q¢ ¢

B'O¢ Qoi 013000
where:
"Oi € " AAverage growth rate (percentage) in sales for the last three years
Other variables are defined the same as in baseline model A.

Sentiment moddB
To examine the relationship between sentiment features ah@/|Gentiment
model B includes the same sentiment features, Sentiment and Joy, as does sentiment

model A.Sentiment model B defined as follows:

V0w T | YQE 0"QaQE H 0 O QQOVIHA Q@ QQOHO Qa € i i
Ol 0T UQQAQEODE T QQADE 0 QE off "OlwéE Do
T 'YQi 01 6 Godrid Q NORIEQNES AQ

I 0 Q0 QQOBERESE 01 w00
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2.4.2.Data

The sample starts with 6379 transcripts of conference calls from Seek iNF filed from
2005 to 2014The textual data is matched wilompustaby Central Index Key (CIK) and
fiscal year (determined by the announcement dAteongthe 6379 transcript$582
records miss CIK or fiscal year informatido, they are excluded from the sample. The
corresponding fiscal year of the remaining sample is from 2004 to 2014. Each transcript
is feed to Alchemy Language API to obtain femtiment features. For those companies
that have multiple conference calls in one year, the paper uses the conference call of the
company in last quarter of this year. After this step, the aggregated sentiment features

involve 2408 firmyears.

Next, thedata of sentiment features are linkedtalit Analyticsor information
about material internal control weakness (to fulfill SOX 404). A record is identified as
containing ICMWs if the count of ICMWs is more than 0 as provideAudmit Analytics

15 obsevations missing internal control weakness information are removed.

To examine the control variables, the data is merged with the financial fundamentals
in Compustatlt removesr31firm-years with missing values of key financial variables
used in the logistic model. Since the controls include some auddiatgd variables, it
further merges the sample with the data frdndit Analyticsand eliminates 11 records of
master data thato not have matching auditinnglated control variables fromudit
Analytics The final sample contaid$51firm-years. The sample selection procedure is

reported in Table 2.1.
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Table 2.1 SampleSelectionProcedure

Initial conference call transcript samples from Seek iINF | 6379

Less: Missing fiscal year or CIK information (1582)
use the conference call in the last quarter if a company ha
multiple conference calls

Remaining: 2408
Less:

Missing internal control information (15)
Missing Compustat data (731)
Missing Audit Analytics data (11)
Final sample 1651

The final sample contains 189 firgears with ICMWSs and462observations as the
control sample without any ICMWSs. The distrtton of firms with ICMWs and control
firms over fiscal years and industries is summarized in table 2.2 and table 2.3,
respectively. As shown ihable 2.2, ICMW occurs most frequently in fiscal years from
2005 to 2007, which is prior to the financial csigeriod. It is noticed that the fiscal year
of 2004 has the lowest number of ICMWhis is because the earliest filing year of
conference call transcripts collected is 2005, which limits the availability of sample for
fiscal year of 2004. Frorable 2.3jt is found that firms in durable manufacturers and
computers industries have disclosed much more material internal control weaknesses than

firms in other industries. This may be caused by the complexity of operation.



Table 2.2 SampleDistribution over Fiscal Years

Fiscal year ICMW sample Control sample
2004 8 30
2005 26 103
2006 31 131
2007 27 151
2008 17 186
2009 12 150
2010 12 142
2011 17 137
2012 11 139
2013 14 164
2014 14 129
Total 189 1462

Table 2.3 SampleDistribution over Industries

Industry ICMW Control Total
sample sample
Agriculture 0 3 3
Mining & Construction |4 57 61
Food & Tobacco 4 25 29
Textiles & Apparel 1 6 7
Lumber, Furniture, & 7 33 40
Printing
Chemicals 7 31 38
Refining & Extractive 10 49 59
DurableManufacturers | 45 280 325
Computers 45 285 330
Transportation 12 101 113
Utilities 3 35 38
Retail 7 105 112
Services 18 165 183
Banks & Insurance 2 18 20
Pharmaceuticals 24 269 293
Total 189 1462 1651

37
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2.5. Results

2.5.1.UnivariateAnalysis andescriptiveStatistics

Table 2.4 presents Pearson producment correlations. It shows that many
variables are correlated with one another. For instaloggndSentimenare correlated
with the largest correlation of 0.4529, which is norsiate the emotion joy is a positive
sentimentSentimentis also correlated tMarketvaluewith a coefficient of 0.0749.
Litigation andAcquisitionare correlated t&entimenandJoyat high significant level.
Moreover,Marketvalue AggregatelossSegmentsandBig 4 are correlated with each
other or with other variables likkcquisitionandRestructureand so forth. Table 2.5
reports descriptive statistics and the results of univariate tests that statistically assess the
differences between the MGV sample and control sample. For numerical variables, it
presents the summary statistics including the mean, standard deviation (std. dev.), first
guartile (25% percentile), median, and third quartile (75 percentile), while for categorical
variables, it Bows the mean values and how significantly the means of two groups differs
with each other.

Theresults ofdescriptive statistics Table 2.5 showhat managers of firms with
ICMW tend to convey fewer joy emotion during conference calls. Additionafiyeta
firms are less likely to report internal control weaknesses. While there is no significant
difference of the averagescore measuring financial distress between ICMW samples
and the controlling sample, significantly lower median values for thishtarfar the
treating sample are observed as compared to the controlling sample. It suggests that

companies in treating sample is more likely to experience financial distress. Consistent
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with prior literature (e.gDoyle, Ge, and McVay, 2007ajhe averagealue ofGrowth

for companies with ICMW is higher than that for companies without ICMW.

2.5.2. Multivariate Analysis

Table 2.6 reports the results of multivariate analysis for two groups of models: group
A includes baseline model A and sentiment modegraup B consists of baseline model
B and sentiment model B. Though not tabulated, industry indicator variables are also

included to capture the tendency of material weakness firms to cluster by industry.

Models in group A have 1651 records. The resultsaseline model show that,
Marketvalue, Segment, and Resgignificantly affect the likelihood of ICMW. The
coefficient ofMarketvalueis -0.2551. This variable is negatively associated with the
probability of ICMW at pvalues (not tabulated) less tha@Dunder ongailed tests.
VariableSegmenis positively related to the dependent variable at 0.01 level.
Additionally, Resignhas a positive effect on the predicted probability of a material
weakness at-palue less than 0.01. All of these variablessigeificantly associated with
the dependent variable in the expected directionvalpethat less thaf.0001 for the
likelihood ratio,? , and a Pseud¥ of 0.0757 suggest that the overall explanatory

ability of the model is economically significant.
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Table 2.4 Pearson Correlation Matrix

1 2 3 4 5 a 7 ] [ 10 11 12 13 14

10000 | 0452 00749 00218 L0154 | 00348 00126 00145 045 | 01097 00505 A 0R6a% | 0008 00718
(00000 | 0000Sy | (03208 | (ORBRY [ (0.1090% | (056120 | (05005, | (01106 | (00000 | (01SES) | (009seY | (00 | 00009

2 Je 106000 00362 00415 | 00H43 00331 00193 00158 00051 Q141 09 | 40119 00142 00732
(00 2y | (00560 | (00860 [ (013 (0371 | 0 S208 | (DR132) | (00000 [ (09653 | (05855 | (D6Taa) | (0007

3 Marketvalos 10000 00618 | i 0232 00108 000 00972 00624 | 00085 [ 02 | 00241 021
U002 | Q019245 | (000000 | (06163 | (0T | (00000 [ (00039 | (02007 | (005235 | (0ATETY | (0.0000%

4 Agsregaalong 100040 S 1660 | 00964 | 00184 01025 00760 | 00633 0066 00024 | 00657 01195
(000005 | (03RY | (00000 | (00004 | (0005340 | (001 | (D913RY | 00534 {00000y

5 Fscore 000 | 00585 | 00357 | 00100 00245 | 00136 002498 0387 | 00171
(04025 | 0007540 | (00000 | (DAS1SY | (D2WRY | (05398 | (0 IR | (02657 | (044305

6 Segments 15060101 00418 02250 01518 {2133 | 00083 [ 0113 [0ase | 0230
(00537) | (00000 | (00000% | (00000 | (a9 | (00000 | 00531 {00000

7 Farsign 1 0400 00204 00512 0084 | 00147 00419 {1 003 00576
(05445 | (00178 | (066290 [ (04955) | (00542 | 07845 {00078}

f Restachone 10000 01500 00083 SHES | Qs Q004 | 01158
{00000y | 0R0G1Y | (DS | (00230 | (0R403) | (00000

9 Big 4 10000 055 | 1225 | 00840 | 0058 | 010046
O002% | {00000y | (0.0001) | (030665 | (0.0000%

10 Litgaton 10000 a1 0127 | 0072 =) (1536
(0611E | 00000y | (00199 | (00154

11 Resdgn 10000 Q017 00253 {0057
{09563y | (D 45840 | (0.7935)

12 Imventory 10000 [OER | <0094
{03703 | (0.0000)

13 Crawih 1 0000 1 (254
(04555)

14 Acquisition 100040

All continuous variables that do not take log are winsorized at the 1% and 99% to mitigate outliers.
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Mean Std.dev. | 25% Median 75%
e 0 Qa Qe 0
MW group 0.1544 0.1110 0.0787 0.1617 0.2292
Control group 0.1527 0.1292 0.0725 0.1611 0.2370
0&w
MW group 0.1882 0.1854 0.0654 0.0838 0.3027
Control group 0.2254* | 0.2008 0.0700 0.0887 0.4443
0O QQ&Ey ha
MW group 5.6820 1.5909 4.7246 5.7173 6.4711
Control group 6.3925** | 2.0056 5.0263 6.3254*** | 7.6036
Oi 0ET Q
MW group 2.5524 13.4819 | 1.4528 2.4460 4.0049
Control group 3.3752 11.6202 | 1.4580 2.9782** | 5.3032
YQQa Qe o
MW group 1.4099 0.6707 1.0986 1.3863 1.9459
Controlgroup 1.3573 0.7850 0.6931 1.3863 1.9459
VEVQEOET W
MW group 0.0971 0.1242 0.0015 0.0567 0.1409
Control group 0.0880 0.1233 0.0000 0.0424 0.1309
Growth:
MW group 0.5288 2.4284 0.0046 0.0884 0.3344
Control group 0.2676** 1.5891 0.0034 0.0925 0.2187
0 "QQI QQW0 Q
MW sample 0.1542 0.3656 0 0 0
Control sample 0.1651 0.3809 0 0 0
0 i Q0L
MW sample 0.9900 0.1023 1 1 1
Control sample 0.9872 0.1176 1 1 1
YQi 01 6000 |
MW sample 0.3184 0.4639 0 0 1
Control sample 0.3404 0.4757 0 0 1
Acquisition:
MW sample 0.3846 0.4901 0 0 1
Control sample 0.3814 0.4902 0 0 1
YQi QQe
MW sample 0.0995** | 0.3008 0 0 0
Control sample 0.0109 0.1053 0 0 0
6 "aQ
MW sample 0.6070** | 0.4876 0 1 1
Control sample 0.7566 0.4316 1 1 1
0 Q0 Q QWO Q¢
MW sample 0.4080 0.4912 0 0 1
Control sample 0.4110 0.4882 0 0 1

kR * gignificant different from MW group at a one tailedp a | u e
and 0.10, respectively, under-gest on the equalityf means or nonparametric test
on the equality of medians.

O 0.01, 0.

05,
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While other variables remain the same, sentiment model A includes two additional
sentiment feates,SentimenandJoy. It showsthatJoyis negatively related to the
existence of ICMW with a+value less than 0.01. This result suggests that the higher the
joy score isthe less likely that the company has ICMW. The overall sentiment score is
insignificant. A possible reason is that CEOs and CFOs teshphasize the success of
the business tmake the overall tone of their speech as positive as possible. Differently,
the joy score is not designed to measure the overall joyfulness of the conference call
documentlt indicates the possibility that an emotion of joy is suggested by any part of a
document. For a compamyth ICMW, themanagelis less likely to be joyful een when

he/she is talking about some good news of the company.

Same as that in the baseline motiédrketvalue SegmentsandResigrsignificantly
affect the likelihood of ICMW in the expected direction. The likelihood ratio (Ps&uylo
of the sentimenmodel rises to 98.17 (0.0827). It indicates thgtadding these two

sentiment features, the explanatory ability of the madehproved.

Next, alikelihood ratio tes{LR test) isused to compare tlgoodness of fibf the
two models. The resulting likelihood ratio is 8.32 and statistically significant at 0.05,

suggesting that the sentiment model A has significantly better explanatory ability.

Models in group B incorporatthe sales growth variablérowth This reduces the
sample size to 1228. In both baseline and sentiment n®a®ithdoes not have a
significantly influence on the likelihood of ICMW. Results in this specification are
similar to that of models in group, exceptSegmentbecomes insignificant. In the

sentiment modethe coefficient of Joy changes froth 3762 to-1.5264, representing a


https://en.wikipedia.org/wiki/Goodness_of_fit
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stronger influence on the predicted value of the target varigbie pattern holds for
MarketvalueandResign PseudoY for baseline model B (sentiment model B) reaches to
0.0785 (0.0872). The improvement of the explanatory power of the sentiment model B as
compared to the baseline model B is significant, as shown by the Likelihood Ratio of

7.02 and its gvalue of 0.080.

From the perspective of the explanatory power of the model, both the univariate and
multivariate findings support the hypotheses. Though sentiment score is not significantly
related to the target variable, it has been found that the higher the jeyisdbe less
likely that the company will report ICMW under the requirement of SOX 404. Therefore,
the confidence score of joy of conference calls extracted by deep learning technique is a
useful predictor of ICMW and the incremental informativenessafagement tone for

internal control weakness prediction is supported.
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Table 2.6 Logistic Regression of theéProbability of ICMW

Predicted | Estimate coefficients | Estimate coefficients of
sign of group A group B

Baseline | Sentiment| Baseline | Sentiment

model A | model A | model B | model B

(1) (2) 3) (4)
Intercept +/- -1.6784** | -1.6211* -2.1248* -2.0097*
YQe 0 Qa Qe - 0.6243 0.2979
D€ W - -1.3762*** -1.5264**
0O QO UL & - -0.2551%** | -0.2495*** | -0.2591*** | -0.2537***
0"QQI QQwo| + -0.3105 -0.3137 -0.1360 -0.1379
Ol wEL Q - -0.0040 -0.0008 -0.0047 -0.0035
YQQa Qe 0 | + 0.3424*** | 0.3547*** | 0.2512 0.2559
O 1 Q" QQ¢ + 0.3927 0.4047 0.5328 0.5575
VeV Qe 0El |+ 0.1535 0.1585 0.5008 0.5555
Growth + -0.0193 -0.0286
YQi 01 6 ©o|+ -0.1366 | -0.1330 |-0.1187 |-0.1420
Acquisition + 0.0601 0.0935 0.2901 0.3429
YQIi "QQ¢ + 2.2631*** | 2.2322*** | 2.3476*** | 2.3188***
0 "QQ - -0.1079 -0.0984 -0.0007 0.0260
0 Q0 QWO 0+ 0.1908 0.2211 0.2760 0.3119
Industry indicator Included | Included | Included | Included
variables
Number of total 1651 1651 1228 1228
observations
Likelihood ratio, 89.85 98.17 63.42 70.44
. (0.0001) | (0.0001) | (0.0001) | (0.0001)
(p-value)
PseudoY 0.0757 0.0827 0.0785 0.0872
Likelihood-ratio 8.32** 7.02%*
test: Likelihood (0.0156) (0.0300)
ratio (pvalue)

*xx +x % indicates significance at the 0.01, 0.05, and 0.10 level or better, respectively.
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2.5.3.ThePredictionPerformance of théodel

Besides the explanatory ability of the sentiment attributes in the model, this study
examines whether the sentiment features help improve the prediction accuracg.Table
displays the 14old cross validation results of a list of evaluation metric Wibkyistic
Regression, Random Forest, and Artificial Neural Network algorithms. For Logistic
Regression, the use of sentiment features makes the False Negative Rate decreases from
0.4621 to 0.3690. Since False Positive Rate increases from 0.2426 to 0.2%hevhe
sentiment features are incorporated into the model, the overall accuracy decreases from
0.7288 to 0.6915. Since the sample is unbalanced, the number of companies without
ICMW is much greater than that of companies with ICMW, the overall accuracy is
biased. An unbiased metric is AUC, the area under the ROC curve. It measures the
overall predictive performance of the model. It is found that the AUC for the sentiment
model (0.6955) is slightly higher than that of the baseline model (0.6931). This iséeca
the sentiment model performs more effectively than the baseline model in terms of

detecting ICMW rather than identifying companies without ICMW.

Compared to the case of Logistic Regression, the models perform better when
Random Forest is employed &g tclassifier. The AUC reaches to 0.7274 for the
sentiment model, higher than that of the baseline model, which is 0.7228. Relative to the
baseline model, the sentiment model has an increased overall accuracy of 0.8357 and a
decreased False Positive Rataiah is as low as 0.1033, but the False Negative Rate

increased from 0.4069 to 0.5724.
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In addition, an ArtificialNeuralNetwork with one hidden layer of 100 neurons is
developed to predict ICMW. In the sentiment modes, False Positive Rate is 0.014
higherthan thain thebaseline model. Howevehe False Ngative Rate is 0.0207 lower,
compared to the results in the baseline model. Again, due to the sample imbalance, the
overall accuracy of the sentiment model is lower than that of the baseline Buidle
improved AUC shows that the overall predictive performandbetentimentodel is

better than that of the baseline model.

Moreover the unreported result of predictor importance shows that, each of these
two sentiment features functions as one of thetimpportant predictors in all sentiment
models. To summarize, the best classification algorithm is Random Forest. Overall, the

sentment features improve the predictive performance of the model for ICMW.

Table 2.7 10-Fold Cross Validation Result

AUC Overall False False
Accuracy Positive | Negative
Rate Rate

Logistic Baseline model 0.6931 0.7288 0.2426 0.4621
Regressior] Sentimenmodel 0.6955 0.6915 0.2994 0.3690
Random | Baseline Model 0.7228 0.7256 0.2545 0.4069
Forest Sentiment Model| 0.7274 0.8357 0.1033 0.5724
ANN Baseline model 0.6726 0.7171 0.2530 0.4828
Sentiment model| 0.6838 0.7081 0.2664 0.4621

2.6. Additional Analysis

2.6.1.TheNumber of CMW

Next, this study examines the number of ICMWs. T@x8provides the frequencies

of the number ICMWsQountweak While 8837% of the sample has zero weakness,
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5.15% has only one material weakness. The rest has memeotie weakness. Thus, a
multinomial logit model is presented in Tald®. The dependent variabl€puntlevel is

coded 2 for more than one material weakness, 1 for one material weakness, and O for no
weakness. A priori, one would expect a negative association between the sentiment
features and the level of the number of the material weakness. Cdllpiaspresent

the coefficients for theffect of the variables on the likelihood @heweakcolumns (1)

(2)) andMoreweak(columns (3)(4)) relative to the likelihood of there not being a
weakness, wher®newealequals 1 if the company reports one material weakraewl 0

if there is no material weakneddpreweakequals 1 if the company reports more than

one material weaknesses, and 0 if there is no material weakness. Column 5 presents the
difference in the coefficients to test whether the coefficient is signtficdifferent

across the two circumstancésnong the 1651 observations, 107 figears have more

than one material weakness and 85 firears report only one weakness.

Results in columns (1) (4) indicate that, the results of the primary estimation in
Table2.6 generallycarryover to bottcircumstancesf internal contromaterial
weaknesseMarketvalue Segmerst andResignare significanto Onewealand
Moreweak Marketvalueis more significant (a.01)to Moreweakthanto OneweaKat
0.5). Similarly, Segment is significant at 0.05 for the predictioMafeweak while it is
significant at 0.1 foOnewealprediction.Resignis equally significanfat 0.01 level) for
bothtwo casesSentiment igositive andsignificantat 0.1 levefor firms with more than
one weaknessut notsignificantfor firms with one material weakneshkyis significant

at 0.01 and negatively associated witbreweakbut insignificant forOneweak
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Column (5) indicates thahere are significardifferencesat various levebetween
coefficientsof SentimentJoy, andResigrfor the two kinds of problem$ Thus,the
number of material weakness is greater in situatiomsgbier sentiment score, lower joy
score, and auditor resignatm®ther facors, such as market value and number of
segments, do not affect the relative likelihood of one material weakeess more

material weakness.

Table 2.8 The Number of ICMW

Countweak Frequency Percentage Cumulative
percentage

0 1459 88.37 88.37

1 85 5.15 93.52

2 50 3.03 96.55

3 29 1.75 98.30

4 9 0.55 98.85

5 9 0.55 99.40

6 2 0.12 99.52

7 4 0.24 99.76

8 1 0.06 99.82

9 1 0.06 99.88

18 1 0.06 99.94

20 1 0.06 100.00

Total 1651 100

" The result of Z score is not discussetit is insignificant to both cases of ICMW
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Table 2.9 Multinomial Logistic Regression

Oneweak vsNoweak | Moreweak vs.Noweak (3)-(1)'®
Independent | Expected | Coefficient | P-value | Coefficient | P-value
Variable Sign

1) 2) 3) 4) 5)
Intercept +/- -17.3622 0.996 -31.5101 0.986 -14.1479
YQ¢E 0 Qa ( - -0.8239 0.421 1.8955* 0.061 2.7194*
0Ew - -0.2783 0.679 -2.4116** | 0.001 -2.1333**
0 GO QQo U - -0.1967** 0.016 -0.2944* | 0.001 -0.0977
0 "QQI Q"Qd + -0.5376 0.118 -0.1183 0.695 0.4193
Wi wéEl Q|- -0.0116 0.122 0.0158 0.111 0.0274**
YQQ4QE g + 0.3123* 0.097 0.3994** 0.023 0.0871
"OE 1 'QQQ¢| + -0.4587 0.551 14.7832 0.991 15.2419
‘O VQE O €+ 0.1788 0.883 0.3791 0.746 0.2003
YQi 01 6d + 0.0677 0.790 -0.2939 0.240 -0.3616
Acquisition + 0.0342 0.893 0.1367 0.559 0.1025
YQi QQ¢ | + 1.6018*** 0.004 2.6901** | 0.001 1.0883*
6"aQ - -0.2373 0.397 0.0069 0.979 0.2442
0 "Q0 Q Qw0 + -0.1963 0.620 0.5673 0.141 0.7636
Industry Included Included
indicator
variables
Number of 1651 (10M™oreweak, 85 oneweak, and 1459
total Noweak)
observations
Likelihood 149.07***
ratio, ... (0.0001)
(p-value)
PseudoY 0.1027

**x +x % indicates significance at the 0.01, 0.05, and 0.10 level or better, respectively.

2.6.2.ThePersistency of CMW

To examine the effect of the sentiment features on the persistency of ICMW,
companies with ICMW are divided into two categories. The first category includes
companies with first year ICMW (which means this is the first year for the past three
years that ta company has ICMW), while the second category consists of companies

with ICMW persistence (which means the company has other ICMW for the past three

18 Models the probability ofMoreweakrelative to the probability adbneweak
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years). In Tabl.1Q it re-estimateshe logistic regressionsith the alternate dependent
variablesFirstyrmwandPersistmwwhereFirstyrmwequals 1 if it is the first year the
company has ICMW, and 0 if the company does not disclose ICRBAgistmwequals 1

if, besides the ICMW in this year, the company has other ICMW for the past three years,
and 0 if he company does not have ICMW in this year. Note that the regression now
compares the firms in each group to the orig@@mpustatontrol group (companies

with no ICMW) and not to the other groups. This analysis exclGdewthas this

variable limits tle sample size.

The first estimation hasirstyrmwas the dependent variable, and its result is shown
in column (1) and (20f Table 2.10 The number of observations with first year ICMW is
37, while the number of firms that do not report ICMW in this yed®62.While Joyis
not significantly related t&irstyrmw, Marketvalues negatively associated with the
dependent variable at 0.04cquisitionis positive and significantly related Erstyrmw.

The likelihood ratid? is 29.24 with a P value of 0.1726, indicating that the overall
model is not statistically significanthis resultsuggestshat, with the current variables,

the likelihood of first year material misstatements canngrbperly predicted

The second maa usedPersistmwas the dependent variable, and the results are
reported in column (3) and (4). As shown in tahlE0 92 companies persistently have
material weaknessoy, Marketvalue, Segment, and Resignall significant in the
hypothesized direatins at pvalues less than 0.01 (or 0.05) under-taiked tests in this
estimation. This suggests that companies that persisteptiytiICMW are largermore
complex and diversi@d and more likely to have disagreement wiitauditors. The

coefficientof Joyis -1.7097, stronger than its counterpait8762) in the primary
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estimationreportedn table2.6, suggesting thatoy performs more effectively when it is

used tadetermire persistent ICMWthan todetermire general ICMW. Tabl@.10also

shows tlat companies withistoricalCMW do not appear to have lower overall

sentiment score, which is consistent with the result of the primary estimation. In addition,
compared to the primary estimation, this model has higher P8éuyddhich is 0.1327

(as opposed to 0.0827).

2.7. Conclusion Limitation , and Future Research

2.7.1. Conclusion

This chapter examines the incremental informativeness of sentiment features of
conference calls in identifying existing ICMW disclosed under SOX 404. The transcripts
of conference calls from 2004 to 2014 are analyzed with Alchemy Language API, a
textual amlysis tool powered by deep learning, an emerging Al method that is built with
a large number of training data to learn the underlying data pattern. Since the model is
continuously trained and tested by new data, the classification errors are continuously
decreasing and the performance is improving. As a result, with deep neural network a
computer can perform more effectively and efficiently than a human expert and this

technology has been widely applied for big data analysis (Sun and Vasarhelyi, 2017).



Table 2.10 Logistic Regression of theProbability of ICMW by the Persistency

Dependent variable: Dependent variable:

Firstyrmwt® Persistmw
Independent variable| Expected| Coefficient | P-value | Coefficient | P-value

Sign

) 2) 3) 4)
Intercept +/- -2.2647** | 0.007 -2.6044** 0.027
Sentiment - -0.5544 0.722 0.3843 0.719
Joy - -0.6643 0.530 -1.7097** | 0.009
Marketvalue - -0.3090*** | 0.009 -0.2614** | 0.001
Aggregateloss + 0.6380 0.123 -0.5148 0.150
Zscore - 0.0086 0.575 0.0004 0.964
Segments + 0.2556 0.375 0.3628** 0.050
Foreign + 0.1887 0.441 0.3161 0.765
Inventory + -0.3979 0.835 0.9401 0.395
Restructure + 0.0986 0.802 -0.1742 0.512
Acquisition + 0.6709* 0.082 0.0506 0.842
Resign + 0.4467 0.705 2.6591*** 0.001
Big4 - -0.3437 0.398 -0.2630 0.339
Litigation + 0.5390 0.348 0.5584 0.176
Industry indicator Included Included
variables
Number of total 1499 1554
observations
Number of 1462 1462
observations with no
MW
Number of MW 37 92
observationg
Likelihood ratio? 29.24 92,11 ***
(p-value) 0.1726 0.0001
Pseud@® 0.0849 0.1327

*x +* * indicates significance at the 0.01, 0.05, and 0.10 level or better, respectively.

I Firstyrmw=1 if it is the first year in the past three years that the company has material weakness(es), and
=0 if the company haso material weakness in the current year.

PPersistmw=1 if the company, besides the current
weakness(es) in the past three years, and =0 if the company has no material weakness in the current year.
211t refersto the number of firryears when Firstmw=1 and Persistmw=1, respectively
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This research extends the application of deep learning to auditing domain. It obtains
the overallsentiment score of the document as well as the confidence score of the
emotion joy and use them as additional predstimidentify the probability of ICMW in
companies. The results of the primary analysis indicatedftattakingthe sentiment
featuesinto considerationthe explanatory ability of the model improves significaraky
opposed tahe baseline model that merely utilizes the major ICW determinants suggested
by prior literature (i.e., Doyle, Ge, and McVay, 2007a; Ashb&siife, Collinsand
Kinney, 2007).To examine the predictive performance of the model with these
sentiment features, @ppliesthree classification algorithms, Logistic Regression,

Random Forest, and traditional Artificial Neural Network with one hidden layer

consistirg of 100 neurons, to develop the prediction modeie. prediction results show

that while Random Forest achieves the best performance, model with sentiment features
under all three machine learning algorithms generally outperforimithgeline modsl

with higher AUCsIn sum, the sentiment features, especially the joy score, improves both

explanatory and predictive ability of the model for ICMW identification.

Additionally, using the sentiment features and other determinants of internal control
weaknessthis study investigates thelationship between the sentiment features and the
number of material weakness and the persistency of material wealasgesctivelyFor
theproblem ofmaterial weaknessount a multinomial logistic regression is employed.

The results show thais compared tthe situatiorof onematerial weakness, companies
with more than one material weaknesselaigher sentiment score, lower joy score, and
more likely to have auditor resignatioro investigate theaformativeness a$ertiment

featuredor the persistency of internal control weaknélis research considers two
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circumstances: first year weakness and persistent weakness. The first circunestaisce
to the fact thathis is the first yeain the past three years that t@mpanyreports

ICMW, whereaghe second onis that the company has other ICMW in the past three
years.The findingis that the model with the current independent variables does not
explain the first circumstance properly. However, fordbeond circuntance results
suggest thatompanies that persistently ;epICMW appear to barger, more complex
and diversified, and more kky to have auditor resignatioRurthermore, e effectof
Joyon the dependent variakkestronger thaiit is in the primary estimationndicating
thatjoy scoredeterminates persistent ICM¥ituationmore effectively than it
determinates general ICMWbndition The analysis also finds thebmpanies with
historical ICMWare not likelyto have lower overall sentent score, which is consistent
with the result of the primary estimation. In addition, compared to the primary estimation,

this model has highexplanabry ability.

2.7.2. Limitation and Future Research

This study is subject to limitations. In pattiar, the deep learning algorithm applied
in this study is not exclusively trained with finarggecific data, which may decrease the
prediction accuracy. In the future, more finasspecific data should be collected,
labeled, and used as the trainingfeet financespecific deep learning model to support

related decision making.

Secondly, this paper does not separate m;
in conference calls. To isolate the manage

needd t o exact managersod6 speech out of the t
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Thirdly, while the presentation section of the conference calls can be scripted in advance,
the Q&A section is hard to be prepared. This is because the management is unsure of the
exact information needs of the participants during the conference call. As a result, it
would benefit from separating the Q&A part from the presentation part of the conference

call, which could be another direction for future research.
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Chapter 3 The Performance of Sentiment Featureof MD&ASs for
Financial Misstatements Prediction: A Comparison of Deep Learning
and Bag of Words Approactes

3.1. Introduction

This essayexploreswhetherthe sentiment features elicited from the transcripts of
Management's Discussion and Analysis (MD&A) sections eK Xilings are usefufor
predictingfinancial misstatements. Financial misstatement is of considerable interest to
financial statement users. @rliteratureexamines a variety of finance and Aiamance
guantitative factors as financial misstatement predictors (e.g., Beneish, 1999; Dechow et
al., 2011; HuangRoseGreen, and lee2012; Cecchini et al., 201Perolset al.,2017).

However researhers argughat since most of the quantitative attributes are disclosed by
financial statements, they may contain misleading information that does not fairly present
the financial position and the performance of the company. This is because the
managemerttas the incentive to distort the information to present the company more

favorably (¥geée¢gt et al ., 2009).

As the research in social psychology suggestetions and cognitive processes of
the speaker could result in linguistic cues that can help idergifieceptions
(Zuckerman and Driver, 1985, DePaulo et al., 200M&nages with the knowledge of
the existence dfraud or errors has the intention to uncover the truth, and the cognitive
processes could be revealed by some sentiment fe&turetheirlanguage
Consistently, prior literaturemphasizes the importance of text documentgairds out
that words and phrases in conferences calls, MD&As, audit reports, SEC comment

letters, press release, and other business communication documents proerderiedr
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gualitative evidence of sentiment and other linguistic features that can be used to uncover
financialmisstatementée.g., Larcker and Zakolyukina, 2012; Lee, Lusk, and Halperin,
2014; Czerney, Schmidt, and Thompson, 20Bd)ygoon et al., (20d) document that

certain linguistic and vocalic features (e.g., pitch and voice quality, vocal intensity,
hedginguncertainty, and immediaayonimmediacy) from earnings conference calls are
related to future financial misstatemer@gice fnancialmisstatements are caused by
unintentional errors or intentional fraud (AICPA 2011; AICPA, 20p#dpr research on

this topic is usually in conjunction with fraud detection. Hobson, Mayew, and
Venkatachalam (2012) examine whether vocal markers of cogdiigenance are useful

for detecting financial misreporting. Using speech samples of CEOs during earnings
conference calls, they find vocal dissonance markers are positively associated with the
likelihood of fraudulent statementdowever, sich relationsltp is not supported for
error-caused financial misreportin@ver the past few decadegsides investigating the
statistical relationship between the sentiment features of text and finaueséhtement,
researchers havetensified their efforts to precli financial misstatements by developing
various machine learning models. Examples include Decision Tree (DT), Support Vector
Machine (SVM), andirtificial Neural Network ANN) (TsaiandClou, 2009 ; ¥ geé ¢

al., 2009).

To extract linguistic charactenss of business communication documeiity a g o f
wordso appr oach inhprier rebearehm panicutare doryie psyshesdcial
dictionaries such as General Inquirer (Gl) or Linguistic Inquiry and Word Count (LIWC)
(Pennebaker et al. 26) are ugd to calculate the sentiment and offeatures Tetlock

(2007 capturesnvestor sentimerftom theWall Street Journddy measuring the
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pessimism indexonsisting oimostlynegative and weak words from @ut

Loughran and McDonald (20&)jargue that dictionary designed to extract sentiments

in ordinary speech may not apply properly to business documentdélelop an

alternative word lists that better reflect sentiment in financial text and find that their

word lists are associated witld-K filing returns, trading volume, return volatility,

fraud, material weakness, and unexpected earniige. ibag of wor dso ap
represents a text as the bag of its words and counts the frequency of particular words

based on the predefined worddidDespiteits simplicity, replicability, and relevance for

specific contentthis approactioes not consider the sequence, grammar, and the

structure of the sentence (Larcker and Zakolyukina, 2012). Since different combination

of the same words canimpdyi f f er ent meanings, researcher
approach is too simplistic to obtain the accurate meaning of thé€S&ikbn and McGill,

1983)

An alternative approach for text analysisleeplearning,a new frontier in machine
learning basedrodeep neural networks. It has the capability of automatically extracting
features from data, especially the unstructured or-sannctured data such as videos,
audios, and text. Trained with big volume of data andgeheits deep hierarchical
structue of neural network layers with powerful computational capability, a textual
anal ysis model based on deep |l earning i s a
Aunderstandod its meaning, and output abstr
and Vasarhelyi, 2016). This provides an opportunity to apply deep learning to analyze
text to predict financial misstatements. Despite its success in Natural Language

Processing and other related areas, limited research in accounting and auditing has
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apdied the deep learning technology, and this study aims to bridge this gap and extend
this line of research by examining the effectiveness of deep learning extracted sentiment
features on misstatement caused by fraudsamds.IBM Watson provides a texal

analysis tool, Alchemy Language APpowered by deep neural network, linguistic, and
statistical algorithms. It can read and understand text from various topics as it is trained
with more than 200 billion texts of English website and news and conshuprocesses

over 3 billion API requests per month from different industries (Turian, 2015). One
obvious superiority of this tool is that it is able to directly read the webpage or

HTML/text document with an input of an URL or HTML/text document. No text
preprocessing actions are needed. However,
utilizes financespecific dictionary, the deep learning text analysis model is not
exclusively trained with finanespecific content. Therefore, it is unclear whether it could

provide sentiment features that are appropriate for financial misstatement prediction task.

The objective of the study is to provide insight into three questions: (1) Do sentiment
features add information for financial misreporting prediction? (2) latisver is yes,
are they effective for fraud prediction only or for both fraud and error? (3) How effective
the model using sentiment features obtained with deep learning technique performs as
compared to the model usingfseoridméntppe at
Thisresearctanalyzes 31,466 MD&As from 1R filings corresponding to fiscal year
2006 to 2015 with Abag of wordso and deep
sentiment feature§entiment_ TMSentiment_DJand JOY, wher&entimeh TMis

calculated based on the frequency of positive and negative words in L&M word list

! https://www.ibm.com/watson/developercloud/alchelayguage.html
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(Loughran and McDonald, 2011andSentiment_DlandJOY are the sentiment and joy
emotion extracted by Alchemy Language APIl. Among the 31,466 MD&As, 321
documents are related to misstated financial statements as identified by

related to financial misreporting based on previous research (Beneish, 1999; Dechow et

al., 2011; Huang et al, 201€gcchini et al 2012, Perol et al., 2017).

Five machine learning algorithms, including the Random Forest, Logistic
Regression, NaivBayes, Deep Neural Network, and Traditional Neural Network, are
employed to analyze the same datagkth each algorithm, three prediction tasks are
conducted, which are detecting misstatements, predicting frauds, and identifying errors.
For each taskt establishes three classification models. The first model is called baseline
model It uses solely the 84inancial misstatemenelated factors provided by prior
studies without considering any sentiment measures of MD&A. The other two models
have thedentical structure with the exception of the sentiment measures. While model 1
usesSentiment_Dlas the sentiment measure akly as the emotion featurmodel 2

employsSentiment_TMs the sentiment measuhe total,45 modelsareestablished.

Thepredidion results show that Random Forest algorithm outperforms other
machine learning algorithms in terms of all evaluation metrics especially for fraud
classification. In addition, generally models with sentiment related variables perform
more effectively thn the baseline models and prior models built by existing research, as
evidenced by better AUC values. However, the predictive ability of sentiment features of
MD&As is observed only for fraud detections. In other words, the sentiment features are

informatve only when managers have the intention to misreport.
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The remainder of the essay consists of seven sections. Section 2 reviews prior
literature. Section 3 discusses the two sentiment extracting approaches. Section 4
describes the research design. The results and discussion are presented in Section 5 and

Sectbn 6, respectively. Finally, conclusiand limitations ar@rovided in Section 7.

3.2. Prior Literature

3.2.1.FinancialMisstatemenbDetection

Research on financial misstatement prediction propasascial and nonfinancial
factors that can be usedl predict fraudDechow et al. (2011) analyze financial
characteristics connected to misstating companies involved in Accounting and Auditing
Enforcement Releases (AAER) and find that several measures of accrual quality, gross
profit, fs oHetfidgancaldaxters ase highdyragbociatéd with misstatements.
Beneish(1999) finds that firms with earnings overstatements that violate GAAP are
likely to trade the holdings of stock and exercise stock appreciation rights, and the sales
occur at inflated prices. Consistently, Summers and Sweeney (1998) report that the
mana@ment tends to reduce the holdings through high levels of selling activity, in terms
of the number of transactions, the number of shares sold, or the dollar amount of shares
sold.Beasley (1996) conduct an empirical analysis of the relation between tideoboa
director composition and financial statement fratidang,RoseGreen, and Lee (2012)

provide evidence that CEO age is positively associated with financial reporting quality.

Another stream of literatur@pplies a variety of misstatement detectiornihods on a
sample of fraudulent amibnfraudulenfinancial statemest Cecchini et al. (2010)

provide a methodology based on Support Vector Macli{iBeM) to detect frauds with
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financial data. In particular, with a financial kernel, the power of theilggmachine is
increased to be able to correctly labeled 80% of the fraudulent compaoaist al.
(2010) focuson the analysis of text in annual reports to detect fralndyexamine both
the verbal content and the presentation style of the qualifativi®n of the annual
reports using natural language processing tooldiaddhatlinguistic featuredike tone,
voice, readability index, etc. camprove the prediction accuracy tbieir fraud detection
model.Specifically, they use two versions of-KOforms: one consisted of 1027
documents (405 fraudulent k3 vs. 622 noffraudulent 16Ks); the other consisted of
1,375 documents (405 fraudulentK® vs. 970 noffraudulent 16Ks). SVM is used to
build the classification model and reached an accuwt89.51% for version 1 dataset

(the accuracy of the classification model for Version 2 dataset is 89.04%).

3.2.2.Sentiment features of MD&A arfeinancialMisstatemers

SEC requires public companies to disclose annual reports on FekmTt@ annual
report on Form 14K provides a comprehensive overview of the company's business and
financial conditioR. The Management's Discussion and Analysis (MD&A) section in the
10-K form is considered a vital conduit of information to investors as it is the
manageme nt 6 s narrative explanation of a compa
management 6s perspective on the current st
prospects of the company (Wheeler and Cereola, 2015; Humpherys et al., 2011). As it
contains more inclusive information than does the audited financial statement, auditing

standards such as SAS No. 118 (AICPA, 2010) and its predecessor, SAS No. 8 (AICPA,

2 Seehttps://www.sec.gov/answers/form10k.htm
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1975), encourage auditors to examine MD&As for information indicating possible
financid irregularities. The importance of the MD&A is supported by the prevalent
notion that the qualitative contents provide incremental information to the quantitative
contents (KothariLi and Short 2009; Bochkay and Levine, 2014). MD&As are

valuable sourcef clues for financial misstatement detection. Combining the qualitative
contents with the traditional quantitative information assist decision mikeipsain a
holistic view of the firmbés situation.
decepive managememill to use different linguistic cues as compared to the honest
management in a company that is free of misstatement (Humpherys et al., 2011). This
provides an opportunity to discriminate misreporting from-rmasreporting for financial

staements.

By analyzing the linguistic features of the MD&A, extant researalsthat there
arenumerous clues (e.g., the sentiment, the complexity, and the readability) underlying
the language expressed by the management, which could be used as piEdictors
financial misstatement. Churyk, Lee, and Clinton (2G0f) significant differences of
linguistic coding used in the MD&A of 1B forms between fraudulent firms and ron
fraudulent fims. The results shothat compared to ones not filling restatements
disclosed by AAER (Accounting and Auditing Enforcement Reledse)s with
restatements tertd use more words, less terms with positive emotions like optimism and
energy, and more terms with negative emotion like anxiety. Similarly, Humpherys et al.
(2011), by showing that MD&As of fraudulent firms are significantly more likely to
contain active language than those of-framidulent firms, demonsttet h dinguisfic

models of deception were potentially useful in discriminating deception and managerial
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fraud in financial $atements. Loughran and McDonald (2011b) conclutleat the
appearance of a list of 13 problematic phrases iKd@resignificantly related to

fraudulent financial statememnt

However, not all financial misstatements are fraudulestatements. Financial
misstatement can arise from either fraud or error, depending on whether the misstatement
is caused by intentional or unintentional actions (Humpherys et al., 28t4gugh
errors are unintentional, they are usually caused bygide€iies or weaknesses in internal
control.Management of companies wikficiencies or weaknesslas the incentive toot
disclosethe true situatiomf their internal controls, andies for this fact can be observed
from the text of MD&As. Thus, therlguistic features of MD&A sections could be associated
with both intentional and unintentional financial misstatement. There are studies exploring
the relationship between linguistic featuofsext documents (such as MD&asd
conference calls) and finaral misstatements including both intentional and unintentional
misreporting. Lee, Lus and Halperin (2014) point othat the data used by Churyk et al.
(2009) and Humpherys et al. (2014 jor the time peod prior to SOXera. They usdata in
the SOXera and assetthat the language cues of MD&Aasestill powerful to signal

financial misstatement in the S@X¢a.

3.3. Approaches of Textual Analysis

3.3.1. ABag of Wordso Approach

Extant papers in accounting and finance have extracted lingtestigres from
business communication documents, such as corporate disclosures (e.g., Loughran and

McDonald, 2011a), press releasey(,Davis, Piger, and Sedor, 2012grnings
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conference calls (Larcker and Zakolyukina, 2042 media news (e.g., Tetlg007).

A prevalent and simple approach to obthiese linguistideatures €.g., sentimentfrom

text documents is called fAbag of wordso, w
To extract features from the text, the frequency of particuladsvis counted based on

the predefined general and finarsg@ecific dictionary. Two of the most popular general
dictionaries aréiGeneral Inquirey (GI) andfLinguistic Inquiry and Word Count

(LIWC). Tetlock (2007) examirgsheid Abr east o f urhnhimValMstreekk et 0 c o |
Journaland measise he i nvestords pessimism senti ment
words listed in Gl dictionary. Similarly, the negative and positive word lists of Gl

dictionary areemployed by Kothari, Li, and Short (2009ho consruct firm-specific

disclosure measures from more than 100,000 disclosure reports by management, analysts,
and news reporter§he examples of research relying on LIWC include Churyk et al.

(2009) and Lee, Lusk, and Halperin (2014). Since general dicsnanme designed for

the generi&nglish language, they do not contain certain words that are considered

positive or negative in financial documents only and include some generally negative
words I i ke Aliabilityodo t haext(Hennyandbeone, negat i
2009; Loughran and McDonald, 2011a). Therefore, researchers argue that-finance

specific word listaremore appropriate for business communication analysis (Henry and

Leone, 2009; Loughran and McBald, 2011a). Li (2006) develsp risk sentiment

words list for 16K s , containing words related to dAri.
Ari skyo) and Auncertaintyo (including fAunc
Core, Guay, antlarcker (2008) manuallselecta list of keywordsand phrases with

negative tone by reading approximately 200 press articles about CEO compensation.
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Loughran and McDonald (2011a) create a financial dictionary (L&M List) consisting of

all words that occurred in at least 5% of theKidfrom 1994 to 2008The finance

specific dictionary has been proved to be significantly associated wkhfiliig

returns, trading volume, return volatility, fraud, material weakness, and unexpected
earningsBecause it is designed for-KOtext analysis and the selected @®iare precise

and welttargeted, the L&M list has been widely used by subsequent studies (e.g., Garcia,
2013; Jegadeesh and Wu, 2012; Chen et al. ,2013; Loughataviddonald, 2013).
Consequently, this study uses L&M word list to extract sentiment fefatumeMD&AS

from 10K s . Despite its simplicity and replicahb
language grammar, word sequence, as well as the various combinations of same words or
phrases conveying different meanings (ManrangSchutze, 1999; Larckend

Zakolyukina, 2012). Another issue of this technique is that the manually selected word

' ist i s subjective as it mainlapdrulesdfi es on

extraction

3.3.2. Deep Learning Approach

As an emergind\l technique deep learning learns the pattern of the data from
examples, and the learning process requicdsuman intervention. Aleep learning
modelbuildsdeephierarchical layers consisting of numerous neurons to transform input
data and identifies the pattern underlying the data. In arimegl networkeach layer
applies a nonlinear transformation on its input layer and provides a represeifitaéion.
is, the output representation of each input layer is provided as input to its next layer. As
the input data goes deeper, the nonlinear transformation constructed becomes more

complicated and the representation becomes more abstract. The output of the final laye
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is the final representation of the input raw data, which provides features extracted from
the data that are useful for further classification, association, and other tasks (Najafabadi,
et al., 2015)Figure 3.1 presents a simplifiedample of aleep netal network

identifying the sentimerstfrom MD&As.

Deep learning performs effectively for the analysis of big dath asmage, audio,
video, and text. With its complex computation, a deep learning based textual analyzer
such as Watson Alchemy Language A i s abl e to fAunderstando
document by extracting abstract features automatically. These features involve sentiment,
emotion, keywords, concepts, relationship among concepts, involved entities, and etc.
Realiang the great value that dedéearning could add to audit profession, the Big 4
accounting firms are investing hundreds of millions of dollars into such ctigg
technologiegKokina and Davenport, 20L7/KPMG forms an alliance with IBM Watson
artificial-intelligence unit to devep Al tools for bank loan analysis. Deloitte works with
Kira, a contract analysis system to develop deep learning models examining complex
auditingrelated documents (Deloitte, 2016). However, limited research in auditing
academia applies this technolagyaudit procedures. This study aims to bridge the gap
by exploring the application of deep learning in textual analysis for MD&A sections of
10-K filings and compares the power of the sentiment features extracted by deep learning

text mining approach fdinancial misstatement detection.
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Figure 3.1 A Deep Neural Network forMD&A Sentiment Analysis

This essay employs IBM Watson Alchemy Language API, which is able to read and
understand text and provides sentiment scores as the output. Alchemy APl is
continuously trained with more than 200 billion words from English websites such as
tweets, blog posts, and Facebook comments as well as news articles. The training data set
comes from dozens of industries, providing Alchemy API the ability to analyzéea wi

range of topics (IBM Watson, 2015).

This tool can automatically analyze both HTML/text document and webpage. Unlike

the fibag of wor ds o0 rensumiogldatavgreprockessingestgps,iitr e st
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webpage or HTML/text document with an input of an URL or HTML/text document.

Alchemy Language API can automatically remove advertisements, navigation links, and

other irrelevant content and perform analsT$e returned vak of the textual analysis

service used by this work is the sentiment score, the overall attitude of the given

document, as well as the emotion score of joy, measuring the how confident that the

DNN model

Abel i

eveso that

textual analysis approaches.

Tabl e

3.1 Deep Le

et3.4 gompaextipernwed s s e s

arni and

ng

Deep learning approach

Bag of words approach

Description of the

Emerging technique

Prevalent technique

technique employing deep using various word lists
hierarchical neural networ| (dictionary), with each
andtrained with a large one representing a
amount of text files particular sentiment
feature
Rationale Aunder st and g countthe frequency of

of a text file: extract high
level and abstract features
from raw data by building
complex concepts out of
simpler concepts

the words originated
from a specific
dictionary

Output sentiment feature

Sentiment scores

Output sentiment featur

Tool

Alchemy language API

Loughran and
McDonald @011a)

preprocessing

Is it a financespecific tool | No Yes

Required text document | HTML/text document and | HTML/text document
webpage

Does it need data No Yes

NnBag

3 More information is available &ttp://www.alchemyapi.com/api/combined/htmic.html

]
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3.4.Research Design

3.4.1.MD&A Data

The management discussion and analysis (MD&A) sections-&ildre obtained
from SeekiNE. The initial sample involves 61,686 MD&As filed from 2007 to 2015.
This studyeliminates 28,515 MD&Asmissingmatched information of CIK or fiscal year
latestoneiskept and t he del eted ones are called fc
This process furtheemoves 1,705 MD&As. The remaining MD&A sample has 31,466
records correspualing to annual reports of fiscal year from 2006 to 2015. The sample

selection process is reported in Tab2. 3.

Table 32 Sample Selection of MD&As

MD&As filed from 2007 to 2015 as provided by SeekiNF 61686
Less: MD&As without matched information of CIK or fiscal yea| (28515)
as specified irCompustat
Less: Aduplicatedd MD&As (1705)
Remaining sample 31,466

3.4.2.MisreportingData

This studyuses AuditAnalyticsrestatements database available via Wharton
Research Data Services (WRDS) to identify misreporting safipie databases

queriedin December 2016 to identify any restatements caused by financial misreporting

4 https://www.seekedgar.com/seekinf.html

510-K/As areamended filinggor previously issued 18s

6 The original restatement sample includes 4351-figars. This study excludes 4,030 restatement
observatins caused by accounting rule (GAAP/FASB) applications failure.
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for the fiscal years in the MD&A sample. TBdferentiate intentional (i.e., irregularities)
from unintentional (i.e., errors) misstatements, this study refers to the data field
RES_FRAUD and RES_CLER_ERR AuditAnalytics which provideinformation
regarding the sample of misstatement in termshadtiher theyareintentional fraudulent
reports or unintentional errors made by accounting cleltkénds that 321 of the sample
firm-years have financial misstatements. Among the 321 records, 104 observations
contain frauds and 218 finyears have errer In additionthis papewobtairs the
composition of the misreporting data across fiscal years is depicted in Tahtes3.3.
foundthat more financial misstatemeitisein 2007 and 2008 than other years. This
could be attributed to the global financial crisis of 200008. In addition, therare

fewer misstatements in recent years as some misstatements may not be identified until

they will eventually be restated in theute.

Table 3.3 Distribution of Misstatements acros§iscal Years

Fiscal Year Misstatements Frauds Errors
2006 43 7 36
2007 64 14 50
2008 65 13 52
2009 47 15 32
2010 39 15 24
2011 12 8 4
2012 14 9 5
2013 23 14 9
2014 12 7 5
2015 2 2 0
Total 321 104 217

"where, RES_FRAUD is equal to 1 if the misstated financial statement is fraudulent, and 0 otherwise;
RES_CLER_ERR is equal to 1 if the misstatement is caused by errors of the accounting clerk




72

The distribution of financial misstatements across industries is shown in Table 3.4.
Manufacturers and computers are more susceptible to misstatements than others.
Industries with fewer misstatement cases reported include agricuitlites, textiles &

apparel, chemicals, and so on.

Table 34 Distribution of Misstatements acrossndustries

Industry? Misstatements | Frauds Errors
Agriculture 5 3 2
Mining & Construction 15 2 13
Food & Tobacco 7 0 7
Textiles & Apparel 6 2 4
Lumber,Furniture, & Printing | 15 11 4
Chemicals 6 3 3
Refining & Extractive 9 1 8
Durable Manufacturers 73 28 45
Computers 71 18 53
Transportation 15 2 13
Utilities 2 1 1
Retail 25 9 16
Services 33 12 21
Banks & Insurance 12 2 10
Pharmaceuticals 27 10 17
Total 321 104 217

3.4.3.SentimentMeasures

This essay uses two approaches to obtain sentiment scores: deep learning approach
and Abag of wordso appr oaheAichemWiahgoagelAdlPep | e a

returnsthe overall sentiment score of the MD&A text, measuring the overall attitude in

8 Industry classifications are comgil using the following SIC codes: Agriculture: 010099; Mining &
Construction: 10001299, 14001999; Food & Tobacco: 200Q141;Textiles and Apparel: 2202399;
Lumber, Furniture, & Printing: 240@796; Chemicals: 800 2824, 28402899; Refining & Extractive:
1300 1399, 29002999; Durable Manufacturers: 308569, 35803669, 36803999; Computers: 3570
3579, 36703679, 73707379; Transportation: 4008899; Utilities: 49004999; Retail: 50006999;
Services: 70007369, B80' 9999; Banks & Insurance: 6008999; Pharmaceuticals: 283836, 3829
3851.
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the content of the document that is being analyzed. The score range$ twfn where

a positive value represents positiwe senti
sentiment), a zero means neural, and a negative value stands for negative tones. The score
measures the strength of the sentiment within the document as predicted by the deep

neural network. This study calls the sentiment score obtained from Alchergydgen

APl fASenti ment DLO. Furthermore, it employ
to indicates the probability that the emotion of joy is implied by the sample text. JOY is
derived from a stacked generalizatioased ensemble framework poweredby

combination of machine learning algorithms (including deep learning) and language

features such as words, phrases, punctuation, and the overall seftifft@mjey index

is provided by Alchemy API as well and is ranged from 0 to 1, with O representijoy

at all and 1 indicating the maximum of joy.

With fibag of wordso approach, it refers
Loughran and McDonald (201 t o obtain the sentiment sc

method requires data preprocessteps as follows:

(1) for each conference call, a text file of the transcript is processed by removing
tags from HTML documents (MD&AS), transferring HTML characters to text characters,
droppingnod i ngui sti ¢c mar ks such hlaklifiedand A$0, ar

duplicate spaces with a single space

9 https://console.bluemix.net/docs/services/tanalyzer/science.html#tkeziencebehindthe-service
10 This essaysesthe March 2015 version of LM word lists from
http://www3nd.edu/~mcdonald/Word_Lists.html)
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(2) words are converted into lowercas®@ t hat words | i ke Afrau

not be identified as two different words

(3) punctuation, stop words suchd as At he:

(4) each word of a conference call transcript is identified and then categorized on the
basis of whether it is included on the positive or the negative word list of Loughran and
McDonald (2011a). This step generates raw word counts of positive wogdsivee
words and a total word count, which are used to compute the positive score and the

negative score:

Positive score = the word count of positive words/the total word count

Negative score = the word count of negative words/the total word count

Moreover this study follows Druz et al (2015) to correct for negation. It excludes a
positive word from the count when a negation word (no, not, none, neither, never,
nobody, *n't) presents among the three words preceding the positive word (except when

there isa comma, a period, a semicolon, or a question mark in that range).

(5) the sentiment score is constructed by computing the difference between positive
scores and negative scores. This ratio is bounded betWessrd +1 and provides a

metric of the relativg@ositivity of the conference call

Table 3.5 provides the descriptivatsstics of sentiment features.
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Table 3.5 Descriptive Statistics of the Sentiment Features

Obs. | Mean | Min. P25 Median | P75 Max.
Sentiment DL | 31466 | 0.0194 | -0.5606 | -0.0292 | 0.0194 | 0.0661 0.7487
Sentiment_TM 31466 | -0.0109 | -0.0895 | -0.0158 | -0.0062 | -0.0051 | 0.0419

JOY 31466 | 0.0593 | 0.0000 | 0.0460 | 0.0501 | 0.0541 | 1.0000

3.4.4.OtherVariables

In addition to the sentiment features, this research uses 82 predictors for financial
fraudsand misstat@ents based gorior research (e.gRerols Bowen, Zimmermann, and
Samba2017; Dechow,et al, 2011 Perols 2011, Cecchiniet al, 201Q Beneish 1999
Huang, Rosé&reen, and Le€2012 Churyk, Lee, and Clintqr2009).The variables are
described in Appendix At includes all variables from Perols (2011) and all varidbles
from the final model of Dechoyvet al.(2011) that can be calculated using Compustat
data. This paper also selests representative variables from the researc@eanthini, et
al. (2010), Beneish (1999Huang, Rosésreen, and Le€012), andChuryk, Lee, and
Clinton (2009).Those variables are described in Panel D in AppendioAinstance,
the SGAI(Selling, General, andAdministrativeExpensesndey is the ratioof sales,
general, anddministrative expenses to sales in year t relatiiee@orresponding
measure in year-tl. This variableneasures the portion tife SGA expensef sales,
where SGA expenses arsedto 1) promote, sell, and deliver a company's products and
services, and 2) manage the overall compdhg use of this variable follows the

recommendation dBeneish(1999 thatanalysts interpret a disproportionaterease in

“"The variable fADeclining cash sal es Becentagechangg not i
incashsalgs i n the research of Dechow et al. (2011).
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sales as a negative sigadlout a company's future prospettsaddition, Beneish (1999)
suggests the use of other two indexes, DEPI and AQIDE#H (Depreciationindey), is
theratio ofthe rate of depreciation in yeiar1 to the correspondingte in year.tA

DEP greaterthan 1 indicates thalhe rate at which assets are being depreciated has
slowed, suggestinghat the companias revised upward the estimates of assets' useful
lives or adopted a new methtalincrease incom@heAQ (AssetQuality IndeX) is the
ratio of asetquality in yeart to asset quality in yedr 1, where aset quality is the ratio

of noncurrent assets other thanoperty, plant, and equipment (PP&E) to t@tssetsThe
AQI measureshe change in assegalization riskwhich is the propensity tcapitalize

and thus defegosts All three indexes recommended by Beneish (1999) are related to
earnings manipulatiofChuryk, Lee, and Clinto(R2009)provide empirical evidence that
the MD&A for companies that restate their financial statements witb@mmore words.
Thus, FILESIZE, which is the number of words of MD&ASs, is includsdne of the

misstatement predictars

3.4.5.Classification models

This study employs three target variables: MISSTATEMENT, FRAUD, and
ERROR? The target variableisa@ls cal | ed fAcl ass |l abel attrib
or Alod) indicating the predefined class (i

which each observation belongs.

2MISSTATEMENT equals 1 if the financial statement comsaany material misstatements; 0 otherwise.
FRAUD (ERROR) identifies if the misstatement is caused by fraud (error). It equals 1 if it is a fraud (error)
and 0 otherwise.
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Identifying financial misstatements can be regarded as a typicaitepo
classification problem. In the first step, a model is trained with a training dataset. This
step is called supervised learnifiRussell and Norvig, 2010l the second step, a testing
dataset which does not belong to the training set is used to validatedlbe @nce the
training is successful, the modeleispectedo successfully classify unlabeled samples in
the testing dataset as misstatement or normal financial statement. Subsequently, the
accuracy of misstatement predictions is evaluated against the actual misstatement class of
the testing dataset. To build analidate the classification models, it utilizesfbld
cross validation technigu&eisser, 2017)The dataset is highly imbalanced. For
example, the ratio of frauds to nfnaudulent statements is 104:31362. To tackle the data
i mbal ance, rstanprpilmngd nmetvheod t o i ncrease tF

the undetrepresented akses in the training datagprummond and Holte, 2003

Five machine learning algorithnase appliedo build the modelincluding the
Random Forest, Logistic Regressidiaive Bayes, Deep Neural Network, and
Traditional Neural NetworkWith each algorithm, three prediction tasks are conducted,
includingdetecting misstatements, predicting fraud, and identifying errors. For each task,
it establishes three classificatiorodels. The firstnodel is called baseline model. The
baseline modalses solely the 82 predictors, without considering any sentiment measures
of MD&A. The other twomodels have identical structure with the exception of the
sentment measures. While modelisesSentiment_DL as the sentiment measure and
JOY as the emotion feature, mo@etmploysSentiment_TM as the sentiment measure

Therefore, there are totally 45 models established.
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The design of model structure is describedable3.6 and the same degi applies
to all machine learning algorithms. Panel A shows the models for the thskradial
misstatement prediction. The target variable is MISSTATEMENT. It includes three
models. The first model is the baseline model. The second model uses timesenti
features (the overall sentiment score and the joy score) extracted with deep learning
approach, while the third model utilizes the sentiment score calculated based on bag of
words approach. Panel B angf&senthe structure of the other two taskdjieh is
similar to that of the models in panel A, except that models in panel B use FRAUD as the

target variable while models in panel C use ERROR as the target variable.
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Panel A: MisstatementPrediction

Baseline model

Model 1(deep
learning)

Model 2 (bag of
words)

Dependent MISSTATEMEN | MISSTATEMEN | MISSTATEMEN
variable T T T
Independen| Sentimen| N/A SENTIMENT _DL | SENTIMENT_T
t variables |t JOY M
measures
Other 82 variables 82 variables 82 variables
predictor | related to related to related to
S misstatement misstatement misstatement

Panel B: Fraud Prediction

Baseline model

Model 1(deep

Model 2(bag of

3.5.1.Model Evaluation

learning) words)
Dependent FRAUD FRAUD FRAUD
variable
Independen| Sentimen | N/A SENTIMENT_DL | SENTIMENT_T
t variables |t JOY M
measures
Other 82 variables 82 variables 82 variables
predictors| related to related to related to
misstatement misstatement misstatement
Panel C:Error Prediction
Baseline model | Model 1(deep Model 2bag of
learning) words)
Dependent ERROR ERROR ERROR
variable
Independen| Sentimen | N/A SENTIMENT_DL | SENTIMENT_T
t variables |t JOY M
measures
Other 82 variables 82 variables 82 variables
predictors| related to related to related to
misstatement misstatement misstatement
3.5. Results




80

Table3.7through table8.11summarize the predictive performance of th&dl@
cross validation of the five algorithms for feghree prediction tasks. It uses the overall
accuracy (Accuracy), the false positive rate (FPR, or itygseor rate), the false negative
rate (FNR, or typdl error rate), and the area under the receiver operator characteristic
curve (AUC) to evaluate thmodel performance. The overall accuracy measures the
proportion of the accurate classifications in all observations. The FPR is related to the
false positive finding, which is the incorrect rejection of a true null hypothesis. In this
analysis false pogive means that an observation is identified as a
misstatement/fraud/error one when in fact it is normal. Thus, the FPR is the proportion of
false positives in all normal observations. Oppositely, the FNR is related to the false
negative finding, which igcorrectly retaining a false null hypothesis. In this research,
false negative means that an observation is identified as a normal one when in fact it has
misstatement/fraud/error. So, the FNR refers to the proportion of the false negatives in all
misstaement/frauds/error observatidAsAUC measures tharea under the Receiver
Operating Characteristic (ROC) curvidhe ROC curve plots false positiveadFPR) and
Ture Positive Raté(TPR) on a single graph, with the FPR values on the abscissa and the
TPR values on the ordinateUC is a summary of the overall diagnostic accuracy of the
model, with values of 0.5 representimgandom model without disorinative powerand
1 representing a perfectly accurate prediction model. AUC is not affected by the

imbalanced distribution of positive and negative observations in the sample.

BThe performance metrics used in this paper is computed as follows:

Accuracy = (TRTN)/(TP+TN+FP+FN)

False positive rate (type 1 error rate) = FP/(FP+TN)

False negative rate (type 2 error rate) = FN/(FN+TP)

True positive ratgalso calledsensitivity,hit rate andrecal)) is defined ag P/(TP+FN).


https://en.wikipedia.org/wiki/Receiver_operating_characteristic#Area_under_the_curve
https://en.wikipedia.org/wiki/Receiver_operating_characteristic#Area_under_the_curve
https://en.wikipedia.org/wiki/Sensitivity_and_specificity#Sensitivity
https://en.wikipedia.org/wiki/Hit_rate
https://en.wikipedia.org/wiki/Information_retrieval#Recall
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1 Random Forest

Table3.7 exhibits the resudtof the9 models using Distributed Random Forest
(DRF) (Ho, 1995) DRF is a powerful classification and regression technique, which
generates a forest of classification (or regression) trees, rather than a single classification
(or regression) tree. Each of thesses is a weak learner built on a subset of rows and
columns. To reduce the variance, 50 trees are built on the dataset in this study. The final

prediction is made by taking the average prediction over all of the trees.

In the case of fraud detection, th@seline model performs worse than the other two
models which use the sentiment features, in terms of the overall accuracy (75.36%), the
false positive rate (24.64%), the false negative rate (24.04%), and the AUC (0.8288).
Furthermore, model 1 that emptogentiment features with deep learning approach
outperforms model 2 that uses sentiment features with bag of words approach, as model 1
has higher AUC (0.8524) and accuracy value (77.28%) and lower false positive rate

(22.72%) and false negative rate (220).

For error prediction, the performance of all three models is much worsn tthemn
case of fraud detection. The highest AUC is 0.6786, which is achieved by model 2.
Models with sentiment features do not exhibit stronger predictive power than étliadas
model. Specifically, model 1 performs less effective than the baseline model in terms of a
lower value of overall accuracy (61.77%) and a higher false positive rate (38.23%).
Model 2 is better than the baseline model, with a slightly higher acc(6ac8%) and
AUC (0.6786) as well as lower false positive rate (36.27%) and false negative rate

(36.70%).
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For misstatement identification, model 1 and model 2 are not as effectively as they
are for misstatement prediction. Model 1 outperforms the reselsiodterms of the all
four metrics (except the false negative rate, which is the same as that of the baseline
model). Furthermore, the superiority of the model 1 is less significant as compared to the

case of fraud detection.

Table 3.7 The Results of D-Fold Cross Validation with Random Forest

Accuracy Type one | Typetwo | AUC
error rate | error rate
baseline | MIS 66.69% 33.31% 33.33% 0.7232
FRAUD | 75.36% 24.64% 24.04% 0.8288
ERROR | 61.91% 38.06% 38.53% 0.6673
Model 1 | MIS 66.88% 33.11% 33.33% 0.7325
(deep FRAUD | 77.28% 22.72% 22.12% 0.8524
learning) | ERROR | 61.77% 38.23% 37.61% 0.6683
Model 2 | MIS 65.23% 34.77% 34.89% 0.7224
(bag of FRAUD | 75.76% 24.24% 24.02% 0.8506
words) ERROR | 63.73% 36.27% 36.70% 0.6786

1 Logistic Regression

Logistic Regressiors one of the most popular classification technifftreedman,
2009) The resuk for Logistic Regression is shown Trable3.8. For fraud detection,
while model 2 has the lowest false negative rate of 31.73%, model 1 outperforms the
baseline model and tmeodel 2, in terms of the accuracy (67.93%), the false positive rate
(32.07%), and the AUC (0.7473). But the superiority of the models with sentiment
features over the baseline model is not observed for the other two prediction tasks. For
instance, model @utperforms the other models for error prediction, with slightly higher

accuracy of 61.37%, lower false positive rate of 38.62%, and lower false negative rate of
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38.99%. For the task of misstatement identification, Model 1 performs the best in terms

of all metrics.

Table 3.8 The Results of 16Fold Cross Validation with Logistic Regression

Accuracy Type one | Typetwo | AUC
error rate | error rate
baseline | MIS 60.51% 39.49% 38.94% 0.6525
FRAUD | 65.70% 34.30% 34.62% 0.7125
ERROR | 60.61% 39.39% 39.45% 0.6331
Model 1 | MIS 62.33% 37.68% 37.07% 0.6695
(deep FRAUD | 67.93% 32.07% 33.65% 0.7473
learning) | ERROR | 61.14% 38.85% 39.91% 0.6539
Model 2 | MIS 60.55% 39.45% 38.94% 0.6474
(bag of FRAUD | 66.59% 33.42% 31.73% 0.7448
words) ERROR | 61.37% 38.62% 38.99% 0.6345

M Traditional Neural Network

This research also useaditionalneural network algorithriVvanGerven and Bohte,

2017) It develops a traditional Ashall owo
of 100 nodes to conduct the same three predid¢iisks. Tabl8.9 summarizes the result.

The fraud detection result shows that the baseline model performs better than model 1
and 2. The AUC is 0.7743, slightly higher than that of model 1 and model 2. Similarly,
the accuracy of the baseline model is5086, the highest value among the three models.
The FPR and the FNR of the baseline model is lower than those of the other 2 models.
The similar result holds for error prediction and misstatement identification. Models
considering the sentiment featuresrad perform as well as the baseline model, as

suggested by the evaluation metrics. A comparison of performance between model 1 and
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2 shows that model 1 is slightly better than model 2 for all three prediction tasks, but the

AUC of model 1 is lower that ahodel 2 for fraud detection.

Table 3.9 The Results of 16Fold Cross Validation with Traditional ANN

Accuracy Type one | Typetwo | AUC
error rate | error rate
baseline | MIS 61.02% 38.98% 38.94% 0.6535
FRAUD | 73.50% 26.49% 27.88% 0.7743
ERROR | 59.87% 40.12% 40.83% 0.6359
Model 1 | MIS 59.34% 40.66% 40.81% 0.6400
(deep FRAUD | 70.07% 29.93% 29.81% 0.7622
learning) | ERROR | 59.95% 40.05% 40.83% 0.6327
Model 2 | MIS 57.81% 42.20% 42.06% 0.6264
(bag of FRAUD | 69.81% 30.19% 30.77% 0.7631
words) ERROR | 58.79% 41.21% 41.74% 0.6243

1 Deep Neural Network

The established deep neural network has three hidden layers. The first hidden layer
has 175 nodes, the second has 350 nodes, and the third has 150 flabk=3.10shows
that, for fraud classification, model 1 has the best prediction performance with a high
AUC of 0.7837. It also has the lowest FNR, which is 22.12%. The overall accuracy of
model 1 (69.26%)) is slightly lower than that of the baseline model (73.8%)dher
than that of model 2 (68.85%). The overall accuracy of the baseline model is better as the
model tends to identity the observations as negative. So, it has lower FPR (26.17%) but

higher FNR (33.65%). Model 1 is more effective in identifying frehah model 2,

15 This research uses a prevalent hyperparameter optiarizathnique, Grid Search, to select key
hyperparameters and other settings in deep learning, such as the number of hidden layers and neurons as
well as the activation function. The basic idea of Grid Search is that, the user selects several grid points of
the hyperparameter and train the neural network using every combination of those hyperparameters. The
combinationof hyperparameters that produces the lowest validation isrsetected.
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evidenced by a lower FNR, 22.12%, as opposed to 28.85% for model 2. In addition, the

FPR of model 1 (30.77%) is slightly loweiran that of model 2 (31.16%).

For error prediction, the performance of all three models worsens, as indicated by
the decreased AUC of baseline model (0.6150), model 1 (0.6159), and model 2 (0.6009).
Other metrics also show the similar result. Among the three models, there is no big
differences in the predictive performance, suggesting that the sentiment featno¢s do
help identifying errors, which are perhaps not surprising because not all misstatements
are caused by frauds (Hennes, Leone, and Miller, 2008). Similar pattern is also observed
for the models of misstatement prediction. Although model 1 has the higd€st

(0.6314), its accuracy, FPR, and FNR is worse than the baseline model.

Table 3.10 The Results of 16Fold Cross Validation with DNN

Accuracy Type one | Typetwo | AUC
error rate | error rate
baseline | MIS 59.31% 40.68% 40.81% 0.6145
FRAUD | 73.8% 26.17% 33.65% 0.7477
ERROR | 58.97% 41.02% 42.66% 0.6150
Model 1 | MIS 58.82% 41.18% 42.06% 0.6314
(deep FRAUD | 69.26% 30.77% 22.12% 0.7837
learning) | ERROR | 57.67% 42.36% 38.99% 0.6159
Model 2 | MIS 57.94% 42.04% 43.93% 0.6017
(bag of FRAUD | 68.85% 31.16% 28.85% 0.7804
words) ERROR | 54.13% 45.92% 38.99% 0.6009

1 Naive Bayes

As depicted in Table 3.11,ithh Naive Bayes algorithm, the AUC for all models are

low, with the highest score of 0.5888 for model 1 of frauds deted@lmFNR is
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extremely high. Mdel 1 has a 69.23% of FNR, suggesting that the Naive Bayes models

do not perform well for misstatement prediction with our dataset.

Table 3.11 The Results of 16Fold Cross Validation with Naive Bayes

Accuracy Type one | Typetwo | AUC
error rate | error rate
baseline | MIS 80.03% 19.73% 75.08% 0.5260
FRAUD | 85.78% 14.02% 73.08% 0.5653
ERROR | 91.48% 7.91% 93.94% 0.4874
Model 1 | MIS 80.31% 19.10% 77.26% 0.5174
(deep FRAUD | 86.91% 12.90% 69.23% 0.5888
learning) | ERROR | 90.91% 8.50% 93.91% 0.4876
Model 2 | MIS 81.96% 17.40% 79.44% 0.5151
(bag of FRAUD | 89.11% 10.68% 73.08% 0.5770
words) ERROR | 91.27% 8.15% 95.24% 0.4808

3.5.2.Predictor Importance

Table 312list the top ten important predictors of fraud detection models with
Random Forest algorithrifs The sentiment features obtained with both-bagords
and deep learning approach are listed as one of the top 10 important predictors.
SENTIMENT_DL ranks fifth in model 1, with a scaled importance of 0.4160, while
SENTIMENT _TX ranks fourth in model 2,ith a scaled importance of 0.4223. JOY,
which is not reported in table X, ranks 18th. Other important factors include, Soft assets,
accounts receivable to total assets, Property, plant, and equipment to total assets, market

value of equity, and etc.

16 This section only reports the predictor importance of fraudctietremodels developed with the most
effective algorithm, Random Forest.
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Table 312 Top 10Important Predictors of Fraud DetectionModels Random

Forest
Baseline Model Model 1 Model 2
Predictor | Scaled Predictor Scaled Predictor Scaled
Importance Importance Importanc
e
SOFT 1 SOFT 1 SOFT 1
RECAT 0.7189 RECAT 0.9222 RECAT 0.6731
PPENTAT | 0.4805 PPENTAT | 0.5454 PPENTAT | 0.5061
PENSION | 0.3816 MVE 0.4480 SENTIME | 0.4223
NT T™M
MVE 0.3004 SENTIME | 0.4160 MVE 0.3474
NT DL
LEASE 0.2775 FAAT 0.3788 PENSION | 0.3313
AT 0.2557 PENSION | 0.3613 AT 0.2906
FAAT 0.2512 AT 0.3042 LEASE 0.2458
LTXINT 0.2198 SALEAT 0.2372 FAAT 0.2447
CLEASE | 0.1795 LTXINT 0.2152 SALEAT 0.2089

3.6. Discussion

In this section, the resslof the 45 modelarediscussed from the perspective of the
prediction tasks, the classification algorithms, and the structure of the model,
respectivelyTable 3.13 compares the results (AUC) off@ldl crossvalidationfor all 45

models.

First of all, from the perspective of prediction tasks, it is found that the fraud
detection models perform much better than the error and misstatement prediction models.
It suggests that the predictive ability of sentiment features of MD&As is obserlyed on
for intentional misstatements and not for errors. In other words, the sentiment features are
informative only when managers have the intention to misreport. A possible reason is that
the management does not realize that there are unintentional evrbrstesis no

significant difference of the sentiment and emotion between the positive observations and
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the negative ones. The misstatement models perform better than the error detections
models but worse than the fraud detection model. This is becaustatemnsents involve
both errors and frauds. The ineffectiveness of detecting errors affect the ability of the

models to detect the misstatements.

Secondly, considering fraud detection alone, Random Forest models achieve the best
result of the five algoritims. The AUC score of all models exceeds 0.8, and the overall
accuracy is higher than 75%. Random Forest also perform well in terms of FPR and
FNR, which are no higher than 25%. Deep Neural Networks are less effective than
Random Forest models, with a hegtt AUC of 0.7837. With this algorithm, the two
models with sentiment features are more likely to incorrectly identify observations as
frauds, with higher FPR than that of the baseline model. The traditional Neural Networks
perform less effectively thanalDeep Neural Networks. The best AUC is 0.7743,
achieved by the baseline model. The AUC for model 1 and 2 are slightly lower, which are
0.7622 and 0.7631. Additionally, the baseline model outperforms the others in terms of
other metrics. The Logistic Reg®on has its best AUC of 0.7473 lower than that of the
Deep Neural Networks. Furthermore, the model 1 outperforms the other two models. The
Naive Bayes the least effective algorithm, which is caused by the collinearity of many

predictors in our sample.

Lastly, models with sentiment variables generally have higher predictive accuracy
than the baseline models. Furthermore, model 1 performs better than model 2 for the
prediction of fraudulent financial statement as evidenced by higher overall accuracy and
AUC and lower FPR and FNR, especially with those more effective algorithms such as

Random Forest and Deep Neural Network. This result suggests that the sentiment
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features extracted with deep learning approach have better prediction power than those

calcuaed with fAbag of wordso approach.

Table 3.13 A Comparison Table of Prediction Performance for All 45 Models

Misstatement Fraud Error

Random Forest Baseline | 0.7232 Baseline | 0.8288 | Baseline | 0.6673
Deep 0.7325 | Deep 0.8524 | Deep 0.6683
Learning Learning Learning
Bag of 0.7224 | Bag of 0.8506 | Bag of 0.6786
words words words

Logistic Regression | Baseline | 0.6525 | Baseline | 0.7125 | Baseline | 0.6331
Deep 0.6695 | Deep 0.7473 | Deep 0.6539

Learning Learning Learning
Bag of 0.6474 | Bag of 0.7448 | Bag of 0.6345
words words words
Traditional Neural Baseline | 0.6535 | Baseline | 0.7743 | Baseline | 0.6359
Network Deep | 0.6400 | Deep | 0.7622 |Deep | 0.6327
Learning Learning Learning
Bag of 0.6264 | Bag of 0.7631 | Bag of 0.6243
words words words
Deep Neural Baseline | 0.6145 | Baseline | 0.7477 | Baseline | 0.6150
Network Deep | 0.6314 |Deep | 0.7837 |Deep | 0.6159
Learning Learning Learning
Bag of 0.6017 | Bag of 0.7804 | Bag of 0.6009
words words words
Naive Bayes Baseline | 0.5260 | Baseline | 0.5653 | Baseline | 0.4874
Deep 0.5174 | Deep 0.5888 | Deep 0.4876
Learning Learning Learning
Bag of 0.5151 | Bag of 0.5770 | Bag of 0.4808
words words words

3.7. Conclusion Limitation , and Future Research

3.7.1. Conclusion

Unlike bag of words approach that ignores the meaning of the words and phrases

(Salton anaMcGill, 1983), deep learning approach is able to read and understand the
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meanings of various combinations of words and phrases with the same appearance in the
text. This essay applies deep learning technique to analyze 31,466 MD&As containing
321 firmyeass with financial misstatement (among which 104 are caused by frauds, 218
are caused by errors) from 2006 to 2015. It employs a deep learning text analyzer,
Alchemy Language API, which returns the sentiment score and the emotion index of joy
for each MD&A ext document. This essay uses the sentiment features as supplementary
predictors in conjunction with 82 quantitative predictors provided by previous work
(Perols, Bowen, Zimmermann, and Samba, 2017; Dechow et al., 2011; Perols, 2011;
Cecchini et al, 201@eneish, 1999; Huang, Re§&xeen, and Lee, 2012; Churyk, Lee,

and Clinton, 200p

This essay establishes 45 classification models under 3 types of model structure to
conduct 3 predictions tasks (including predict frauds, errors, and misstatements) using 5
algorithms. It is found that all sentiment features are considered as important predictors
by its model. The results also show that the deep lealb@sgd sentiment features
generally perform better than those based on bag of words approach. However, the
models ar@nly effectivefor fraud detection. Furthermore, among the 5 algorithms,
Random Forest achieves the best performance. The AUC of the model with deep
learningbased sentiment features reaches 0.8524. Therefore, the answers to the research
guestions are (1) the sentimeaafures obtained by both deep learning approach and bag
of words approach provide essential information for financial misstatement prediction;

(2) however, they are effective for fraud prediction only; (3) the deep learning approach

generally performs bedtr t han t he fAbag of wordso approa
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considering its effectiveness of fraud detection and efficiency for text processing, deep

learning based textual analysis is a promising technique for audit analytics.

3.7.2. Limitationand Future Research

This study has limitationSincetherestatementlata was collected in Decéer
2016, andCompustats the only database used in this paper, the sample size of the
restatements is limited. Specificallpere are fewer misstatement2014 and 20193s
some misstatements may not be identified until they will eventually be restated in the
future.Accordingly, this studgan be developed further by extending the data collection
period and referring to AAER and other sources to obtaremestatementSecondthis
study useshe sentiment and the emotion of joy to capture the linguistic cue of the
MD&A. More characteristicssuch asength, level of detail, complexity, hedging and
uncertainty language, and immediacy (Burgoon et alp€dnanalyzed in future
researchThird, the deep learning tool used by this study is not trained exclusively with
financespecific text. Furthermore, Watson does not provide detailed information
regarding the model development. For example, the madetwste as well as the
selection of other hyperparameters such as the activation function is unclear. In the
future, financespecific data (e.g., MD&As, Conference Calls, Articles in business
journals, and Press Releases) can be collected to train deapregworks for sentiment

classification of auditelated documents.
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Chapter 4 Predicting Audit Fee with Twitter: Do the 140 Characters
revealafirm 6 audit risk?

4.1. Introduction

Social media plays aimcreasinglyimportant role innformation sharing and social
networking (Asur and Huberman, 2010). Due to its ease of use, high speed and wide
reach,social media is gradually changing the nature of communication among users
(Cong and Du, 2007; Kaplan and Haenlein 2010; Du and Ji8d§) 2nthe business
area, social media platforms, including Facebook, Twitter, Pinterest, LinkedIn, Tumblr,
Google+, as well as their competitors, allow stakeholders to create, bookmark, share, and
comment on content, créa enormous, various, and valle data. This presents an
excellent opportunity to investigate the social media data to obtain insights for research in

accounting and auditing

This paper investigates the association |
the auditfeetoanswente r esear ch questaudtmskindrmatidnwe et s [
that influences audit pricimg M other words, this research aims to investigate whether
Tweets reflect the audit risk of a company
judgmentontheconpny 6 s ri sk, as mdadu rpoiesstbgl t he au
judgment based omowledge gained throughvariety of information sources regarding
the business of companies drefjuent interactions witthese companigzovides a
unique setting to asss whethefwitter can be used asnonfinancial information

source indicating the audit risk.
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Previouditerature provides a portrayal of the nature and effect of the adoption of
social media bgompanies andlaims that social media plays an importaake in
accounting information environment (e.g., Debreceny, 2H8&yveveri|t is still unclear
whether andhow social media could assist auditors to make decisions. Specifically, the
vast majority of extant studies focusoro mp ani es & u siaandtheobirkes oci all
effects ofthisusage. For example, Du and Jiang (2015) observe significant association
bet ween soci al media adoption by S&P 1500
stock price and return on assets. The social media platxaminednclude Facebook,
Twitter, YouTube, blogs, discussion forums, RSS, and LinkedIn. Furthermore, the
authors find that the significant association is mainly attributed to the usage of Facebook
and Twitter. Focused on Facebook and Twitter, Zhou et al. (2GK) all messages
posted in these two platforms from 2009 to 2013 for nearly 10,000 listed firms since their
first adoption and find that the use of Twitter is prevalent early in the study period, while
the adoption of Facebook is prevalent in the lagerpi o d . Prokoyeva (2015
significant and negative-asg&ksepiratidon abhet Wev
dissemination of mandated continuous disclosures by Australian publicly listed
companiesHowever, here is little understanding on thridarmation content of social

medi a f or auditorsod risk assessment.

Audit engagements are performed with a-osiented approactGreater audit
efforts will beappliedon client firms with higher misstatement ridkoitash, Hoitash,

and Bedard, 2008%enerally Accepted Auditing Standards (AJSection 300: Planning
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an Audit) state that, as an important fmegagement activity, the auditor should perform
investigation procedures regarding the acceptance or continuance of the client. The

auditor devotesubstantial time to understand as much as possible about the company

and its management to mitigate the audit risk of engaging with or continuing to serve a

client whose material misstatement risk exceeds the acceptable level of the accounting
fim.Theardi t or i nvestigates the companyds i ndu
i mpact of competition and other external f
misstatement in financial reporting. Audit standards also requires auditor to obtain an

overall understanding of the financial performance, litigation status, nature of the
business, control environment, managementd
existing clients, the auditor typically conducts similar retention reviews anraraliiien

necessary (Louwerst al.,2015).Based on their understanding of the company, auditors
makefee decisions by evaluatitgec | i ent 6 s e relgtadgonatezialt r i s k
misstatementvhich determiresthe nature and amount of audit evidence tresdno

gather (ISA 310Knowledge of the Business). Consequently, the auditor needs various
information from multiple sources.guwers,et al, 2015. Besides inquiring the

management, employees, banks, vendors and others within and outside the company and
examining related documents, the auditor usually refers to industry trade publications,

news articles, lawsuits, bankruptcy court outcomes, or even hires private investigators to
conduct additional searches on the occurrence of unusual events (i.emgianyg is

accused of fraud or under the investigation of SEC).

1 AU-C Section 300: Planning an Audit
https://www.aicpa.org/Research/Standards/AuditAttest/DownloadableDocumen@08300.pdf
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The efficiency of social media makewrei nf or mati on regarding t
operational and financial situation available to us. Such information could indicate the
companyo6s ptorns,aetdarioratirig reputation, gicreased business risk, internal
control deficiency, unethical behaviorsmhnagemeninappropriate business strategy,
and etc., which ar eengagethenisk. Bogisstarcd, custdmer ¢ o mp a
complaintsora product és quality or poor customer
revenue or profitability, which creates incentives for the company to commit financial
fraud (Kreutzfeldt and Wallace, 1986). Therefore, social mealidd provide a wealth of
useis | i nformation for the audiforehedetisiona&st abl i
audit pricing Recognized the value of social media, the Internal Revenue Service (IRS)
is reported using social media activity trackersnonitor the untrustworthiaxp ay er s 6
behavior (such as showing off their recent purchase of cars, houses, designer bags,

watches while working at loypaying jobs) and look for clues of tax cheatedB013).

Thisresearctiocuses on Twitter, a social networking and microbloggiatfgrm
providing multrway communication among users via short text messages, so called
tweets. With hashtags (e.g., #DeepLearning) and StockTwits (e.g., $APPL), the user
createsweets regarding topics and public companies that interest them. Otherarsers
read, bookmark, respond to, or retweet them intred. Unlike other social media like
Facebook which allows 63,206 characters, Twitter limits its message to 140 characters,

which makes tweets usually more straightforward and concise.

With the expetation that there is a significant relationship betweemrcdiméentof
tweets and the audit fee, this essay conducts tests on a sample of U.S. publicly listed

firms in 2015. Following existing studies (e.g., Zhou et al, 2015; Debreceny, Rahman,
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and Wang2016;Rui, Liu, and Whinston, 2013), this study employsdbetiment of

twees sentiment, an important metric indicating the attitude of the message gerasator

well as the volume of tweets and retweets as characteristics of information in Twitter.
Dueto the complexity and variance of natural language expressions, the biggest problem
with traditional textual analysis techniques (i.e., bag of words approach) is the difficulty

in effectively identifying the sentiment within the document (Godarzi, 2011).

Furthermore, compared to text in traditional media such as news articles and blogs,

tweets are even harder to analyze as people like using slangs and abbreviation (Synthesio,
2011). As a result, this study applies deep learning, an Atrtificial Intelligecbeigue

t hat excels at Aunderstandingodo the meaning
Specifically, this paper us@witter Insightto use the deep learning algorithm trained by

IBM Watson.

This essay hypothesizes that the more negative taeefsosted discussing the
client company the highevill the audit fede Furthermore, as the number of retweets
measures the popularity of certain topics about the company in Twitter. The second
hypothesis is that the association between negative tevegtsudit fees is stronger for
companies with more retweets. This study first uses the full sample to test the hypotheses
and does not observe a significant relationship betweametheivesentiment of tweets
and audit feedHowever, the results showahaudit fees are sensitive to the negative
sentiment of tweets when there are more retweets responding to the tweets about the
company. Furthermorghe effect ocompanie8 r i s k santheassodiation n
between characteristics of Twitter informatimd audit feess examinedThe results of

empirical analysishowthatT we et s ref |l ect t Weentherdipnssny 6 s a
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are free of goingoncernissuesand with median level of restatement riskparticular,

negative sentiment of tweets will positively affect audit fees, especially mbes

retweetsare receivedThese results hold when egear lagged value of the control
variablesareuseaédav oi d errors i nofaubdehn OhsGerareghea ki ci pa
suggest that Twitter can be used as an additional source of information for auditors to

evaluate companiés e n g argke This is meaningful not only for the pre

engagement process but also the entire planning process.

The remainder of this study organized as follows: The next section provides the
background, literature review, and hypotheses development. Thedbimhsintroduces
deeplearningbased sentiment analys&ection 4discusses the research design, followed
with section5 discus@g theresults Robustness test is conducted in sectidrirgally,

section 7 drawsonclusionand discusses limitations and directions for future research

4.2. Background, prior Literature, and Hypotheses Development

4.2.1.Audit Fees

Previous literature provides evidence that risky clients are likely to pay high audit
fees(O'Keefe et al. 1994.yon and Maher 20Q5/enkataraman, Weber, and Willenborg,
2008. The audit fee model developed by Smwu(1980) suggests that audit fee is a
function of the size and complexity of the company, as well as the audit risk assessed by
the auditor (Gul, 2007). To enable the auditor to estimate the audit hours and the hourly

rate andconsequentlypropose thewdit fee for the new client, an overall assessment of
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t h e cdngageméentsls(primarily material misstatement ris&tcurs within the

client acceptance proce3she aidit fee is negotiated and determined in the engagement
letter. Once engaged, thegadiated fee will not change except in response to unexpected
significant changes (Hackenbrack, Jenkins, and Pevzner, Zibf)to fee negotiation,
the auditor spends a great deal of ti me
operations, indstry, and the economy, such as regulatory requirement, industrial
condition, economic environment, governance profile, funding structure, and special
issues, to assess the inherent risk (Castro, Ped@idSjlva, 2015). For the existing

client, the audor conducts a retention review annually or when necessary to decide if it
is appropriate to continue serving the client (Louwers| 2015). The auditor considers
both inherent risk and control risk tieere isprior knowledge with respect to the clie® s
nature of business and internal control system. Therefore, the audit fee typically reflects
the auditorodés judgment of the potenti al
wealth of information from various sources, such as news articles (RRednradbury,

and Cahan, 2030, anal yst s 6 ,20106), mast 8ECtfilingshrmlo et al

announcements, and industry trade publications.

4.2.2. Twitter

As a public available information source, Twitter is a social networking and
microbloggingplatform providing muliway communication among users via short text
messages, tweets. With hashtags (e.g., #DeepLearning) and StockTwits (e.g., $APPL),
the user creates tweets regarding topics and public companies that interest them. Other
users can readookmark, respond to, or retweet them in-temk. Thanks to its

instantaneous latency and ubiquitous accessibility, Twitter has speedily gained its
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popularity since its birth in 2006, atite number oits monthly active users had reached

319 million & of the fourth quarter of 2016. Unlike other social media like Facebook

which allows 63,206 characters, Twitter limits its message to 140 characters, which

makes tweets usually more straightforward and concise. Consequently, Twitter is an ideal
communicabns channel for stakeholders and provides information revealing the
stakehol derds interest and attitude in ter
sentiments of the tweeters, as well as the topic of their conversations (Debreceny,

Rahman, and Wang016).

Prior literature primarily investigates
market effect. For example, using a sample of technology firms, Blankespoor, Miller, and
White (2013) document that the market liquidity is enhanced by the adtitiona
disseminationoffirmi ni t i ated news via Twitter. Proko
public companies and demonstrates that using Twitter as an information dissemination
channel is negatively associated to abnormabbslk s pr ead, ethgheci al |l y
have lower levels of analyst coverage and/or lesser visibility in traditional media. In
contrast, Lee, Hutton and Shu (2015) provide evidence for the negative market effect of
the usage of Twitter. They study the shwmdow price reaction around’I product
recalls from 2008012 and find that the increatweeting exacerbates the negative
price reaction. Besides Twitter, Du and Jiang (2015) examine other six types of social
media including Facebook, YouTube, blogs, discussion forums, RSS, aadilnrand
find that half of the S&P 1500 yrms use o0on
social media is related to yrm performance

Similarly, Yu, Duan and Cao (2013) investigate the impact of sowdia (blogs,
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forums, and Twitter) and conventional media (major newspapers, television broadcasting
companies, and business magazines) on capital markets. They claim that blogs and

Twitter have a positive association with short term stock performance.

While these studies focus on compangiated tweets, Debreceny, Rahman, and
Wang (2016) center on usmitiated tweets posted arounek8disclosures of S&P 1500
companies and examine whether tweeting is associated with stock market reactions to
corporate tclosures. They argue that existing literature using comppaiigted tweets
usually regard social media as an additional way of information dissemination rather than
Aa toolrifog mefeuma tEschenbrenrergal, and Talaproiud .
(2015 address the issue of social media (Facebook and Twitter) usage by Big 4 and
secondt i er accounting yrms other than public
information from soci al media into sever al
Asati zation and onboarding, 66 and 66brandi

class of communication.

Despite the weldocumented finding that Twitter is an important information
dissemination channel for companies and affects the capital market, fedies4i.e.,
Debreceny, Rahman, and Wang, 2016) recognize that it contains important information
reflecting stakehol dersé recognition and a
the powerful insights provided by social media and how the@uchuld leverage them
to support risk assessmemtplanning (Debreceny, 2019)his researchmainly examines
the negative sentiment of twegtghile controlling for the frequency of tweetsitis
captures the volume effect of tweeting on audit fee (Ruiabd Whinston, 2013).The

senti ment of a text shows the authordés per
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extant research as a critical feature infl
hence, their decision (Bonner, 2008; Mian andk&eaguruswamy, 2012; Prokofieva,

2015; Debreceny, Rahman, and Wang, 2016). Therefore, more and more studies make an
effort to usehe sentiment feature. For instance, Baker and Wurgler (2006) employ

Principal ComponentAnalysis(PCA)to measure theinvestodd s sent i ment . Pak
Paroubek (2010) develop a sentiment classifier and categorize the sentiment of tweets to
positive, negative, and neutral sentiments for opinion mining. Debreceny, Rahman, and

Wang (2016) utilize abnormal sentiment measure to praxyth nvest or 6s perce
the corporate disclosure. Mian and Sankaraguruswamy (2012) find that investor

sentiment influences the stock price sensitivity to earnings news.

It is noteworthy that positive and negative sentirapetform differently with
regect to their influence on decision making as one tends to be more sensitive to bad
news as opposed to good news. Yu, Duan, and Cao (2013) observe that, compared to the
effect of positive sentiment on positive market returns, negative sentiment of sveets i
more strongly associated with negative returns. Similarly, Shiller (Z0@f) larger
stock price shocks for negative sentiment rather than for positive sentiment. Negative
discussion on Twitter timely identifies potential issues in the operationahpany and
its financial situation. To illustrate, in
guestionable behavior such as insider trading, résumé fraud, and sexual misconduct
uncover his or her ethical problem, which increasesishef the financial misstatement

and consequently the risk of audit engagement

Accordingly, it hypothesizes:



102

H1: The audit fee of a company is positively associated witmégativity of the

Tweets mentioned the company.

4.2.3.Retweets

When a Twitter user is intested in a tweet he or she will repost or forward this
tweet. This behavior is called retweeting (Cétaal, 2010) and the tweets received by
their followers are called retweed/( and Shen, 20)5The number of retweets is an
important metric of popakity for a tweet, as other users found it interesting enough to
share with their audience. The popularity of the tweets for a company stresighen
association between the negative tweets and the risk of material misstatesnent
suggests that Twittausers are interested in specific topics about the companya
company receiving negative tweets, the more retweetsothpanyhas, the more likely
that the company is involved in controversial events or issnether words, a large
number of retwets for companies receiving negative tweets is a signatidasd risk
of the companyAs the number of retweet for a Tweet varies from zero to millions, this
paper uses the maximum number of retweets for all tweets about the company in the

research time period to measure the popularity of the company.
As a result, it hypothesizes:

H2: The association betwedme audit feeand the negativity of the Tweetsstronger

for companiesvith moreRetweets

4.3. Sentiment Analysis Method
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The sentiment features of tweets in this essay are extractEphearning
techniqugalso called deepeural networkjLeCun, Bengio, and Hinton, 2019} is an
Artificial Intelligence method that has been frequently adopted and effectively performed
for big data analysis over the last decédajafabadi et al., 2015Peeplearning
employs deep artificlaneural network to abstract data representations and generalize to
future data. As computers become more and more powerful, the architecture of Artificial
Neural Network becomes ddghierarchical and consists of multiple hidden layers. Due
to ite, hDe@p hNeshavaproduses staved-thekart achievement in
computer vision, speech recognition, natural lagguarocessing, and other taskgure
4.1 shows a simplified example @DNN for sentiment analysis of tweets. The DNN is
trained wih large number of tweets and the output is the identified sentiment. The input
layer is used to receive the raw tweets,ithatiple hidden layerprocesghe data, and
the output layer classifighe data. Each layer is composed of nesirimwhichcomplex
data processing takes place to conduct linear and nonlinear transformation of the received
data /features from last layer and form a new version (more abstract) of feature
(Goodfellow, Bengio, and Courville, 2016). The parameter of the complexutatigm

is Al earnedo through training with massive

This essay uses IBNwitter Insightsto surface sentiment and other enrichments
from tweets. With Deep natural language processing algorithmslBbhSocial Media
Analytics this tool includes APIs that allow searches for Twitter content based on
keywords, timeframes, and other query parameters, providesmeshnalysif

Tweets, and returns Tweets with related properties, such as the number of retweet and the


http://www.ibm.com/software/products/en/social-media-analytics/
http://www.ibm.com/software/products/en/social-media-analytics/
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overall sentiment (e.g., positive, negative, ambivalent, or netitrBifle returned values

used in this essay is the count of tweets, negative tweets, andtsefiovezach tweet.

i
[
i
[
i
J—"i Positive sentiment
i
|
i

—»Negative sentiment

4 »Neutral sentiment

Figure 4.1 A Deep Neural Network for Tweets Sentiment Analysis

4.4. Research Design

4.4.1.Sample

Table 4.1 describes the sample selection procedure, Wwegihs with a list 06130

U.S. public companies for fiscal year 20E8llowing prior research (e.gSimunic 1980

2 https://console.bluemix.net/docs/services/Twitteitten_overview.html#about_twitter
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Francis, 1984; DeFond, Francis, and Wong, 20886financial services companies (SIC
codes 600900 are eliminated| leaving5895companies for analyseSor those
companies, the financial data is drawmir€ompustat and Compustat Segments
databases and the audit data is from AuditAnalyé®r merging with these datasets,
3084observationsnissing related financial or audit information are excluded. This
process leave3811companiesFor each of the 2Bl companiestelated twitter data is
collected usingwitter Insight$. The collected data includes information about all
Tweets and Retweets containing thpostedompany
from 12 months prior to théirst day of the fiscal yedao the first day of the fiscal year
Figure 4.2 shows the timeline for tweets collecting procE&s observations missing
related twitter data ameleted Finally, the sample collection process yield332
companiesnvolving 326,659,114 tweet$able 4.2 provides the distribution of sample

across industries.

3 The finance industry is excluded from the study because many of the financial ratios used to estimate

audit fees, such as leverage, are not relevant to financial institubef®1id, Francis, and Wong, 2000

4 Twiter Insights has been retired since April 2017. Alternatively, researchers can use Twitter Gnip APIs to
retrieve the Twitter dat a. More information is disc
this chapter.

5 Auditing Standard No. 16 (PCAOB)2(b) requires auditors to document their understanding of the terms

of an engagement in an engagement letter. The engagement letter also documents the negotiated audit fee

in the first quarter of the year under audit. The negotiated audit fee is stitkysaally will not be changed

unl ess there are fAsignificant unexpected changes in
and Hogan 2005; Hackenbrack, Jenkins, and Pevzner, 2014).



106

search starting date search ending date

! I =
! ! }

12 months prior to the  The starting date of The ending date of
starting data of fiscal fiscal year t fiscal year t
vear t

Figure 4.2 Timeline for Tweets Collection

Table 4.1 Sample Selection Procedure

Number of Observations

U.S. listed companies in 2015 6130
Less: financial, insurance, and real estal (235)
firms

Less: observations with financial variab (1,869)
data missing in Compustat or Compustg
Segments
Less: observations with audit data (1,215)
missing in AuditAnalytics
Less: observations with s8ing Twitter | (479)
data
Final sample 2332
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Table 4.2 Sample Distribution acrossindustries

Industry Distribution
Count Percentage

1 Agriculture 6 0.26
2 Mining & Construction 71 3.04
3 Food & Tobacco 56 2.40
4 Textiles & Apparel 16 0.69
5 Lumber, Furniture, & Printing| 58 2.49
6 Chemicals 76 3.26
7 Refining & Extractive 165 7.08
8 Durable Manufacturers 382 16.38
9 Computers 432 18.52
10 Transportation 178 7.63
11 Utilities 42 1.80
12 Retail 167 7.16
13 Services 243 10.42
14 Banks & Insurance 39 1.67
15 Pharmaceuticals 401 17.20
Total 2332 100

4.4.2 Audit FeeModel

To analyze the relationship between audit fees and sentiment factors of tweets, the
anal ysis starts with a traditional audit f
financial and operational situation, auditor choice, audit complexity, audit risk, laed ot
variables reflecting the demand for audit services (Francis and Wangkd@¥#an,

Sami, and Zhan@005; Ghosh and Pawlewicz 2009; Choi et al. 2&tanley 2011)lt
then incorporates thwvitter variablesto test the hypotheses using the followmgdel

(variable definitions are provided in Appendix B)
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(1)

where:

Lnauditfee natural log of audit fees;

Negatie: the percentage of tweeatsth negative sentiment amoiadj tweetsmentioned
the client companyninus the percentage of tweetgh positive sentiment among all
tweetsmentioned the client company;

Tweetsthe count of all tweets mentioned the client company

Retweetsthe maxmum number of retwestfor each single tweet mentioned the client
company.

Roaearningsearnings, calculated as operating income after dep@ti@dlADP)
divided by total asset (AT)

Size natural log of total assetaT);

Invrec inventory (INVT) plus accounts receivable (RECT) divided by total assets (AT)
Leveragethe difference between total liabilities (LT) and current liabilities (LCT)
divided by total assets (AT);

Currentratio: current assets (ACT) divided by current liabilities(LCT);
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BTM: the difference between total assets (AT) and total liabilities (LT) divided by market
value of common equity (PRCC_F x CSHO);

Growth: the percentagef change in sales (SALE) from yeat to year t;

Loss equals 1 if thelientfirm reports a net loséNI<0), and 0 otherwise

Segmentsthe number of business segments

Foreign: equals 1 if the client firm has foreign operations (TXFO), and 0 otherwise;
Merger: equals 1 if the client firm reports the item related to acquisition and merger
(AQP), and 0 otherwise;

Special:equals 1 if the client firm reports special items (SPI), and 0 otherwise;
Firstyear: equals 1 if initialyear ofaudit, and 0 otherwise;

Big4: equals 1 if Big 4 auditognd O otherwise

IC: equals 1 if the current auditor indicates internal control weakness, and 0 otherwise;

GC: equals 1 if the current auditor issues a gaingcern opinion, and 0 otherwise;

To measure the effect of teentiment of tweeting on audit fees, variable
Negativeis used to measure the strengtmegativityfor tweets mentioned theompany
Consistent with Rui, Liu, and Winston (2013)istapproach avosthe multicollinearity
issue that will arise if the abkite numbers of negatifgositivetweets are used in the
model as they are significantly correlated with the total count of tweets. The control
variable, TWEETS, is the total count of twestentioredthe company (containing the
StockTwit of the companyjyhich is used to control the volume effect of tweeting on
audit fee. It is consistent with previous research in the context of marketing (for instance,

Rui, Liu, and Winston, 2013; Chintagunta, GopinaitigVenkataraman, 2010J.0 test
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the second hypotkes, Retweetss used to measuthe popularity of specific topic

about the companyfhe interaction term examigséhe simultaneous influence of

Negative Retweetas well adNegativeandRetweeton the audit feeAll other control
variables are measured as of the end of the fiscal year, and all continuous variables that
do not take log are winsorized at the 1st arld @@ centilesFinally, the audit fee model
includes industry fixed effects to isolate the effexftsdustry in the determination of

audit fees.

4.5. Results

4.5.1.DescriptiveStatistics

Table4.3 provides descriptive statisticg the variables included in the audit fee
model The averageof Lnauditfee is 13.6714 (the average of actual audit fee is
$865,792.0225 Negativeis negatively skewedwvith a mean 0f0.1339 suggesting that
there are overall more positive tweets than negative twEetsmearilTweetsor the 12
month periods 30940.69 while the mean oRetweetss 5725.934. ThaverageROAIs
5.88 percentmorethan12 % of firms received a going concern, antbre than 225 of
the observations reported a loss. In additi®rh2% of our sample changed auditors
(Firstyear), and 66.2%% of the observationare audited by the Bifpur auditfirms.

Table4.4 presentshe Pearson correlation mataxong individual variables and
the dependent variabtd the audit fee model in Equation (Bs anticipated,te
correlations betweelnauditfeeandall three twitter variableare positive butNegative
is insignificantly associated wiltnauditfee In addition,significant correlationare

observedetweerLnauditfeeand all othecontrolvariableswhich is consistent with
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prior research. The signifinacorrelations betweehweetsand bothSizeandBig 4, and
TweetsandRetweetsupportthat bigger companies or companies audited by big four
auditfirms tend to have more tweets and retweEt® variance inflation factor (VIF) is
examined for each independent variable in multiple regression analyses for estimation

and inference concerns arising from multicollinearity.

Table 4.3 Descriptive Statistics

Variable Mean Std. P25 Median | P75
Inauditfee 13.6714 1.4779 12.7281 | 13.8117 | 14.6671
Negative -0.133 0.1436 -0.1%1 | -0.1237 | -0.04/5
Tweets 30940.6900 | 157825.2000 13.9000 | 100.5%00 | 955.900
Retwees$ 5725.9340 | 21870.9200 | 2.0000 23.900 | 4340000
roa_earnings| 0.0588 0.1317 0.1614 0.0676 0.1196
size 5.9939 2.6908 4.4417 6.2309 7.8274
invrec 0.2043 0.17%4 0.0588 0.162 0.3066
leverage 0.33¢4 0.338 0.069 0.270 0.4883
current_ratio | 2.8842 3.84(@ 1.100 1.87(38 3.0977
BTM 0.4312 1.49%6 0.1540 0.3648 0.7250
growth 0.229 1.1407 -0.1056 | 0.024% 0.1667
Segmert 1.6700 1.090 1.0000 1.0000 2.0000
Loss 0.2247 0.4996 0.0000 0.0000 1.0000
Foreign 0.5279 0.4993 0.0000 1.0000 1.0000
Merger 0.1934 0.3950 0.0000 0.0000 0.0000
Special 0.1535 0.3605 0.0000 0.0000 1.0000
Firstyear 0.0952 0.2936 0.0000 0.0000 0.0000
Big4 0.6625 0.4730 0.0000 1.0000 1.0000
IC 0.0472 0.2121 0.0000 0.0000 0.0000
GC 0.1239 0.3296 0.0000 0.0000 0.0000

All continuous variables that do not take log are winsorized at the 1% and 99% to mitigate outliers.
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Table 4.4 Pearson Correlation Matrix

Panel A Part |

1 2 3 4 5 b 7 B 9 11
I Anditfee 100
2 Tweets 047 3* 10
3 Neptive 01.0241 0046 | 1000
4 Retweets O 0B | O3752% | 0.0539% | 10000
3 Bopearmngs 0 TRY* LR i LURND Rhs LRV LK)
N 1, 857" 00508 | 024 O, 0GE" | D 1A5K* [RLLAEAEN
7 Invrec 00134% [ 00023 000949 0.0120 02a2* | O 1215% 10000
B Leverage S00323% | 00033 L0146 | -00066 | 0.0970% [ -00615*% | -0.0117 AT
9 wmentratio S0L0760% ) 00068 [ D 0Gh -0 50 sz -0 0356% | -00376% | 00028 LRIEL
1 BT 0G0 -0 000 | hss 0,007 1 0005 DARZET® | -0, 0084 - 04 A -1, UK 1)
11 Growth (025a* | 00008 | 0.0049% | 00052 L0003 0245% | 00002 -0.0000 00005 00001
12 Loss SDZRLE® [ 00020 | D007 | -D0680% | D 0495 | S0 E1E6Y [ -0ZERO* [ 00124 00219 | -0001046
1} Sepments 0.2005% | -00026 | 00174 00058 [ 00016 | OQ253% ) =000 00057 [ -00041% | 00027
14 Foreign 0.5804* 0032 0.0375 00604 LRI RN 0.5087* | 0205 S00076* | S00566% [ 00007
15 Merger 0323+ 00270 0.0262 00290 LIRS 1 0.2437% | 0.0302* =(,00494 L0.0271% | -0.0008
16 Special 0.4326* 00315 LRIEY 0.0452% LRI 0.2467* SURILIY S00150% | -0.0509% | 001ZE*
17 Resignation 0 01448% | 00084 | 000120 | -00239 ) 00700 | S0 11ETE | 000007 [ 00004 00008 {000
18 Drismissal 007 64% [ 00000 | 00275 00214 410080 1.0032* | 0.0082 00035 {1 (082 L0008
19 Gl S0AEGRE L D023 [ D03 ERE | DDA ESE | D 0974% | 06007 | 001 30F L DSGE | S0D3ESE | 002 0F
20 Bigd 0.5314% 00389*% | (.0148 0.0704% | 00542% [ 0 5850% | <0, 1618% | <00241% [ 00319*% [ 0 0166*%
AN SR R A I A TN -AES] AL0E9gE L -0 3300% | -00457F | DOT4s® | -G =100
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Panel H; Part 2
11 12 13 14 15 16 17 18 |4 X 21
11 [RLI
12 00,0094 1 A0
13 00005 L.0532% | 100
14 00177 | 0.3353*% | 0.2125¢ 10000
15 00018 A0 | 00926 03312 10000
16 LR IRES 0024 3% 0, 1234* 0,302 * 1, 1 5% 1000
17 00004 00464 -0.0072 S0.0697% | -O00449% | 00367% | 10000
18 -0.0016 00745% 00087 -0 50* | 00083 O.0181* -0 A2TT* 1. 0000
19 00183 * 041149* -0.0758* | -0.3382* [ -0.1576* AL0636% | 01131 01190 10000
20 - 56" A 2660 [ D917 0, 3919* 0,13 14* 01112* -1 T1* 1434 % -, 301 [RAEELY]
21 00057 (22314* 0.0410% | <0 1685* | -0.0737* L.0245% | 0. 1150* 0. 1312% 03RI17* A 2423* 100

* Denotes twetailed significance levels at 0.05. All continuous variables that do not take log are winsorized at the 1% and 99%etoutliggat
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4.5.2. Main MultivariatedResults

Model 1 and 2 inTable 4.5 present multivariate results on the association between
audit fees and the twitter variables with the purpose of testing the first hypothesis. Columns
(1) and (2) display the coefficients and@ues for independent variables in modeTlie
results shomonsignificant relationshipetween each of the twér variablsand the audit
fee(p=0.573 for Negative, p=0.834 fokveets and p=0.365 foRetweetk indicating that
audit fees are not significantly associated with more negative tweeting for tearfidle.

Prior researcldocumentghat companies with predecessor auditor resignations are
likely to have higher audit fees, as auditor resignations signal higher audit risk (Yoon,
2016). Therefore, model 2 us@esignatiorandDismissato compare theffect ofauditor
resignationandauditor dismissabn audit fee decisiorsimilar resultsas that of model 1
are observedggarding the relationship between audit fees and the twitter variables as well
as the control variable€oefficients ofothercontol variablesfor both model 1 and are
consistent with pradtions based on prior research, except that BTM issignificant
(p=0.461 for model 1 and p=0.433 for model 2hus, H1 for the full sample is not
supported.

Totest H2, model 3 and 4 incomade the interaction between Negative and Retweet.
Similar to the setting of model 1 (2), model 3 (4) Usestyear(ResignatiorandDismissa)
to capture the effect of auditor change (the reason of auditor change) on the atitié fee.
results of Model 3Column (5) and (6)show that, whileNegativeremains insignificant,
Retweetyb 2.39A , p=0.036 andthe interactionNegative x Retweetgh Z.14Q |,

p=0.01) become significaniThese results indicate thhe auditor prices a company with
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morenegative tweets higher when there are specific topics about the company receiving
more retweetsSimilar results are shown for model 4. H2 is supported.

The explanatory power @fach modein Table4.5is consistent with prior research,
explainingapproximately 8% of the variation in audit fees. the variance inflation factor
(VIF) of each explanatory variablés reviewed and there is no indication that

multicollinearity draws concerns abdbesenferences.

4.5.3. The Effect of Risk Conditions

This research also seeks to provide evidence of associations between audit fees and

t weeting sentiment when c o mffeettheteveeting r i s k

c

(0]

activities (which may or may aswellassodre ur at el

audit fee determinants. For this purpose, tyyes ofrisks are considered: goktgpncern

risk and financial restatement risk.

1 Going-concern risk

A going-concern opinion is issued when an auditor perceives a heightened threat to a
c o mp any 0 sconanue ldrgely ig its present form for an indefinite future
(AICPA,1988; Blay, Geiger, and North, 2011). To examine whether the -goimgern
risk affects the weight that the auditor put on information in Twitter when pricing the
client, the full samplés divided into two groups: companies that receive gomagcern

opinion in the current fiscal year and companies that does not receivecgoicgrn

opinion, namely AGGCcommpaneeseoande@Bpenti v
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Table 4.5 Regression of Tweets Sentiment on Audiees

haodel | Model 2 Model 3 Model 4

Yariahle Expected | Coefficient prvalue | Coefficient pryvalue | Coefficient p-value | Coefficient pevalue
Sigmn

(1) (2) 3] (4 (5] (6] (7] (8]
[nlercepl 4/ 9 BH0{ e 0,001 R 0,001 QR *** 0.0 G R5T7TEEE 0001
Megative + 00411 0.573 00453 0.534 00745 0.214 007940 285
Retweets 4 §B5e—H 0834 f 0.839 |, 39 —fes 0.034 | 4] gfes 0033
Megative “Retweets | + 7 1dg= 0% 000l 7. Hap—fwks 0010
Tweets 7.2e 0.365 0.37 -7.9e 0.318 7897 0323
REoaearnings - L) (05" ** 0.001 A (5" 0,001 AL 0,001 (05w 0.001
Sire 4 (4433 {0,001 (4425 *** 0.001 {443 0x** {1011 1 443 | x** 001
Ivrec + 1 3n0] *** 101 LT L LT LR 1), An55%ne AT
Leverage 4 0.1010%** 0.001 01013 0.001 0101 7*** (1.0 0. 1013%** 0.001
Currentratio - A1 (2" 0014 A1 (K] 2 LRI A1 (K2 0014 -] 2 s
BT - A1 D00E 0,461 A.0006 0.433 400005 01,4649 (1. 0016 01,439
Growth . A R 0019 A0 000G 0.020 0 D0+ * 0017 0000 E*E 002zl
Loss + LU 101 L1 152%** L) L1 15a*** LR 0 1153%** AT
Forgign 4 0.I5EE*** 0,001 0.3503wee 0.001 0.350]*** 0.001 0.3586%** 0,001
Mlerser + ) 127 2*** 101 {1 25{)*** 1L 1 272%*"* LR 1), 126 T ** LA
Special 4 0.]150g%* 0.001 (.]1507wes 0.001 0.1 505% " (.01 (. 15420 0001
Firsiyenr - 4 (7R2* .06l L0771 % 0.064
Resignation + A1, 1760* (065 0,1 767 (1065
[ismisszal . 00136 0.791 00203 694
GC 4 030nTHes 0,001 0,200 ** = 0001 (2502 %« 0.0 (1, 2R4 (= 0001
Higd + LU T R 0 LU L LD LU T ks HRL 1,474 5% %% LLRIRNY:
IC 4 (0p34*es 0,001 0p3 5w 0.001 0pdge*s 0.1 MRLEE 0001
Industry effect Included Included Included
Ohbsgrvations 2332 2332 2332
Adjusted 74 08612 08611 08615

*x xx % jndicates significance at the 0.01, 0.05, and 0.10 level or better, respectively
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Table 4.6 report the results of estimation for these two groups of companies. As
shown in column (1) and (2), whiMegativeis not significant ) = -0.1755 p=0.387),
Retweetss significant at 0.1 level but the sign is negative ¢7.28Q ). The interaction
is insignificantly associated with the audit fee. Among control variables, only
RoaearningsSize Foreign, ResignationandBig4 are significantly related to the audit
fee. This is different from the results of full sample that almostoafficients of control
variables are consistent with predictions based on prior res&#ishmodel explains
74.12% of the variation in audit fees, which is lower than the full sample models shown
in Table4.6. Column (3) and (4) show the regression itesef the norGC group. Itis
found that all twitter variables are positive and significantly associated_nathditfee.
Specifically,Negativeis significantly associated with the audit fee at 0.05 level (

0.1703, and the interactioNegativex Retweetssignificantlystrengthens this association
(b=8.90Q , P<0.00}. It suggests thafweets are less likelytorefleat c o mpany 6 s
audit risk whent facesgoing-concern issues. A possible reason is that compuauiities
going-concern threatiend to adpt strategies to cope with financial distress, creating

many positiveTweets In addition, the number of maximum retweets strengthens the
positive association betweélegativeandLnauditfee So,both hypotheses are supported

for nonGC companiesAll other quantitative control variables, with the exception of
Resignationbecome significant, and the model explains 84.56% of the variation in audit

fees.
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Table 4.6 Regression of Tweets Sentiment on Audfeesby the Existence oiGC

Opinions
GC companies Non-GC companies
Variable Expected | Coefficient | p-value Coefficient p-value
Sign
1) (2) 3) 4)
Intercept +/- 11.8946** | 0.001 9.2993*** 0.001
Negative + -0.1755 0.387 0.1703** 0.032
Retweets + -7.28Q * 0.095 1.880 *** 0.004
Negativex + -3.17Q 0.201 8.90Q0 *** 0.001
Retweets
Tweets +/- 2.880 0.994 -1.180 0.121
Roaearnings | - -0.00** * 0.002 0.0159** 0.001
Size + 0.3330+** 0.001 0.4680*** 0.001
Invrec + 0.1294 0.587 0.5596+** 0.001
Leverage + 0.04%6 0.177 0.1813*** 0.001
Currentratio | - 0.0021 0.906 -0.00@B* 0.093
BTM - -0.001L2 0.357 -0.0129%*** 0.000
Growth - -0.00B 0.180 -0.0045* 0425
Loss + -0.3048 0.219 0.151F** 0.001
Foreign + 0.4588** 0.0® 0.3256** 0.001
Merger + 0.0814 0610 0.1104+** 0.001
Special + 0.0758 0.446 0.1502+** 0.001
Resignation | + -0.4833* 0.053 -0.1539 0.137
Dismissal + 0.0022 0.986 0.0468 0.408
Big4 + 0.6886** 0.001 0.4318*** 0.001
IC + 0.0058 0.849 0.0960** 0.001
Industry effect Included Included
Observations 289 2043
AdjustedY 0.7412 0.846

*xx % * indicates significance at the 0.01, 0.05, and 0.10 level or better, respectively.

 Restatement risk

To examine the influence of financial restatement risk on the association between
Twitter feeds and audit pricing, restatement risk indicator is needed. This study follows
Lobo and Zhao (2013)nd Liu et al. (2018) tobtaintherestatement riskndicator,
namelyPscore by calculating the predicted probability of restatement using the model

proposed byechow et al.Z011) as shown in Equation (2).
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(2)
Variable definitions in equation (2) are summarized in AppeBdikhis model
utilizes a list of financial variables to predict the probability of financial restatement
before the audit is conducte$ince the predicted value of restatement probability
(Pscorg is used before the audit is conducted, it is also called the indicatoradigite
restatement rislBased on the value &fscore the full sample is classified into three
groups. The first group includes companies WAsicoregreater than 0.118%hich is the
top quintile ofPscoreof the whole sample. Those companies are considered as
observations with high praudit restatement risk. The second group consists of
observations with low praudit restatement risk. ThHscorevaluesof those compange
are lower than 0.0551, which is the bottom quintil®storeof the whole sample

Companies in the third group are with median levekstiatement risk as tHescore

values are between 0.051 and 0.1185.

Column (1) and (2) of Tabk.7 depicts the coéitients and pvalue for high risk
observations, respectively. It is shown thtkiTwitter variables as well as many control
variables, such asrowth Foreign andMerger,become insignificanfThis is consistent
with the case of GC companies, and the same pattern holds for the group of low risk
companies. In contrast, for companies with median level eapdé restatement risk,
there are positive and significant associations between Twitti@bles and the audit fee.

Specifically,Negatives significant at 0.05 levép=0.034)with a coefficient of 0.1976,
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andNegativex Retweetss significantly associated with the dependent varidte (

6.132 , p=0.047. In addition, the vast majorityf the control variables become

significant with their expected sign, Higverage Growth, and Firstyearemain non
significant.These results indicatbatthe aidit fee is not sensitive to the negativity of

tweets whera companyhas anexceptional high olow risk of pre-auditrestatement, and

the positive association between audit fee and negative tweets is stronger for companies
with more retweets. H1 and H2 are supporteccéonpanies with median riskhe

results areonsistent witlthosefor companis in NorGC group as reported in Table.

For the explanatory power, the first two models explain no less than 84% of the variation

in audit fees, while the last model explains approximately 75% of the variation.

In sum,the results provide evidence th@tyeets can be used as an additional
information source to helpuditorsmake fee decisionshen th& clients have no issues
affecting the goingconcern assumption. In addition, Tweatsunreliable when the

company haan extremely high/low risk of restatement.



Table 4.7 Regression of Tweets Sentiment on Audites by thd._evel of
RestatementRisk

High risk Median risk Low risk
(Top Quintile) (Middle Quintile) (Bottom Quintile)
Variable Expected| Coefficient | p- Coefficient | p- Coefficient | p-
Sign value value value
1) (2) 3) (4) (5) (6)
Intercept +/- 12.3178* | 0.001 | 9.7059*** | 0.001 | 11.0437*** | 0.001
Negative + 0.3887 0.303 | 0.1976** | 0.034 | -0.1123 0.787
Retweets + -6.10Q 0593 | 1.36Q * 0.058 | -3.13Q 0.636
Negativex + -6.10Q 0.391 | 6.1 ** | 0.047 | 5.50Q 0.866
Retweets
Tweets +/- 4.49Q 0.385 | -1.23Q 0.114 | 4.56Q 0.741
Roaearnings| - -0.2972+* 0.050 | - 0.001 | -0.1006 0.727
0.3312***
Size + 0.4234*** 0.001 | 0.4814** | 0.001 | 0.3070*** | 0.001
Invrec + 0.9707* 0.050 | 0.5887*** | 0.001 | 1.3936* 0.058
Leverage + 0.4758 0.074 | -0.0026 0.963 | -0.098 0.709
Currentratio | - -0.06@** 0.038 | - 0.001 | -0.0143 0.365
0.0160***
BTM - -0.0079 0.891 | - 0.001 | -0.2754* 0.045
0.0467**
Growth - -0.1223 0.187 | -0.0037 0.682 | -0.0385 0.088
Loss + 0.2706 0.051 | 0.0995*+* | 0.002 | 0.0386 0.863
Foreign + 0.2077 0.241 | 0.2909** | 0.001 | 0.1768 0.278
Merger + 0.0658 0.663 | 0.0582** | 0.044 | 0.0560 0.794
Special + 0.080 0.738 | 0.1490** | 0.001 | 0.269% 0.094
Pscore + -10.8065* | 0.0% | -0.8217 0.384 | 0.8056 0.932
Firstyear - 0.0310 0.873 | -0.0732 0.158 | -0.0509 0.843
GC + 0.1367 0.648 | 0.2059** | 0.012 | 0.7562 0.134
Big4 + 0.741 1% 0.001 | 0.4124** | 0.001 | 0.8107** 0.001
IC + 0.1234** 0.046 | 0.1122** | 0.001 | Omitted
Industry Included Included Included
effect
Observations 90 2172 70
Adjusted’Y 0.8620 0.8400 0.7496

*xx Ak * indicates significance at the 0.01, 0.05, and 0.10 level or better, respectively.

4 5.4. PredictionPerformance of the Prediction Model

Furthermorethis study examines the extent to which the twitter variables are able to
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improve the predictive performance of the audit fee model. It develops a Linear

Regression, a Random Forest consisting of 50 Regression Trees, and a traditional

Artificial Neural Netvork with one hidden layer of 100 nodesth all determinant
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variables that used in previous analy&&fold cross validation is applied to validate the
constructed models. Tabde8 presentshe prediction resultsf a baseline model (that
uses alcontrol variables but does not consider Twitter variables in equatioand)
sentiment model (that incorporate all Twitter variables and control variables) for each
algorithm. The predictive accuracy is measured by two of the most commonly used
metricsfor regression problems: MAE (Mean of Absolute Eramyl RMSE (Square

Root of Mean of the Squared Errors). MAE is the average over the test sample of the

absolute differences between predictiorand actual observatian . RMSE is the
square root fthe average of squared differences between predictaond actual

observationso. The formulas for MAE and RMSE are listed below.

The results indicate th#tte sentiment model usirignear Regressioalgorithm
outperformsall othermodelsfor audit fee predictiofRMSE=0.4720 and MAE=0.3671)
The predictive accuracy generally increases as the Twitter variables are considered as
additional predictors for audit fees, especially forlthreear Regression model.
Specifically, RMSE reduces 0.1264 (0.5984720), and MAE decreases 0.0626

(0.42970.3671). With Random Forest and ANN, the RMSE of the sentiment model
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reduces to 0.6873 and 0.6248, respectively, but the MAEs for both mode&sacre

slightly.

Table 4.8 The Results of 16Fold Cross Validation

Linear Regression RF ANN

Baseline | Sentiment] Baseline | Sentiment Baseline| Sentiment

model Model model model model | model

1) (2) 3) (4) (5) (6)
RMSE | 0.5984 0.4720 0.6902 0.6879 0.6261 | 0.6248
MAE 0.4297 0.3671 0.4170 0.4269 0.4617 | 0.4619

4.7.RobustnessTl ests

Prior research of audit fe@simarily uses contemporaneous financial variables as it
is assumed that auditors are able to accurately anticipate the risks pfaspective
clients(Yoon, 2016) However, this assumption is questioned as auditors, especially the
successor auditors for the initial year of audit, may not fully predict the financial ratios
and other factors related to audit pricittptkenbrack et ak014;Yoon, 2016).To
explore the robustness of our results, @gtimate Equation (1) with oiyear lagged
values for all control variables excdpig 4 andFirstyear. Table4.9and Tablet.10
illustrate the new estimatiamsing the modified audit fee meldusing oneyear lagged
values for these control variablésolumn (1) and (2) of Table X show msignificant
coefficient ofNegative(b=0.0718, p=0.36}1 but the coefficients dRetweetsf=2.54Q ,
p<0.00) andNegative x Retweet£1.08Q , p<0.0Q@) are positive and significant at
0.01 level. Column (3) and (4) present the results for GC companies. Sintilarrt@in
results the coefficients of Negative, Retweets, and the interaction term are insignificant.

The last two columns of this table shpasitive and significant coefficients Begative
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(b=0.2140, p=0.018 Retweetg £2.29Q , p<0.001and the interactio(h=9.57Q ,

p<0.001).

The robustness test for groups of companies with different levels of restatement risk
is performed and theesults are presented in Table 4.10. Consistent with the main test,
the Twitter variables are positive and significantly associated with the audit fee for
companies with median restatement risk. Similar results are not observed for groups with
extremely hgh or low risk. To summarize, the robustness check supports the main results
that audit pricing is sensitive to the sentiment of tweets discussing the company

especially when there are a great number of retweets.



Table 4.9 Regression ofTweetsSentiment on Audit Fees for aRobustness Test

Full Sample and Groups by the Existence of GC opinions

Full sample GC companies Non-GC companies

Variable Expected | Coefficient | p- Coefficient | p- Coefficient | p-

Sign value value value

1) 2 ®3) 4) ©) (6)

Intercept +/- 9.6759*** 0.001 | 11.2758** | 0.001 | 9.6981*** 0.001
Negative + 0.0718 0.361 | 0.3220 0.121 | 0.2140* 0.013
Retweets + 2.54Q *xx 0.001 | 3.51Q 0.769 | 2.29Q ** | 0.001
Negative x + 1.08Q ** 0.001 | -3.52Q 0.580 | 9.57Q ** | 0.001
Retweets
Tweets +/- -1.080Q 0.173 | -1.920 0.124 | -1.1Q 0.143
21T AAAOT § - 0.0043* 0.068 | -0.0417 0.025 | 0.0078** | 0.001
3EUA + 0.4540** 0.001 | 0.4072*** 0.001 | 0.4789** 0.001
VEVI QB + 0.4087*** 0.001 | 0.5394** 0.033 | 0.4717** 0.001
0Q0 QI ®Qq + 0.0612%* 0.001 | 0.0452 0.105 | 0.0865* 0.064
6011 Q¢oil- -0.0109*+* | 0.001 | -0.0157 0.347 | -0.0073*+* | 0.008
0 "Y0 - -0.0025*+* | 0.003 | -0.0021* 0.056 | -0.0874** | 0.001
Oi €00 - -8.11Q 0.150 | -6.60Q 0.360 | 0.0002 0.426
0€i i + 0.1767** 0.001 | 0.4367** 0.023 | 0.1895*** 0.001
YQQa Qe 0| + 0.0177** 0.001 | 0.0100 0.724 | 0.0172** 0.001
OE 1T QQQE | + 0.2582%** 0.001 | 0.1696 0.322 | 0.2374%** 0.001
0 Q1 "QQi + 0.1394** 0.001 | 0.1837 0.343 | 0.1255%* 0.001
YRQOQOA |+ 0.0995*** 0.001 | -0.0117 0.905 | 0.1145%* 0.001
Firstyear - -0.0990** 0.020 | -0.0605 0.604 | -0.0925** 0.042
06 + 0.1519** 0.005
Big4 + 0.4307*** 0.001 | 0.7095** 0.001 | 0.3660*** 0.001
‘06 + 0.0598*** 0.001 | 0.0397 0.256 | 0.0608*** 0.001
Industry effect Included Included Included
Observations 2332 289 2043
AdjustedY 0.8662 0.7695 0.8535

*x k% % indicates significance at the 0.01, 0.05, and 0.10 level or better, respectively.
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Table 4.10 Regression of Tweets Sentiment on Audit Fees for a Robustness Test:
Groups by the Risk of Financial Restatements

High risk Median risk (Middle | Low risk

(Top Quintile) Quintile) (Bottom Quintile)
Variable Expected | Coefficient | p- Coefficient p- Coefficient | p-

Sign value value value

() (2 (3) (4) ©)] (6)
Intercept +/- 10.0545** | 0.001 | 9.3131*** 0.001 | 10.0124*= | 0.001
Negative + 0.3164 0.560 | 0.2350** 0.015 | -0.3043 0.710
Retweets + -8.130 0.556 | 2.19Q *** 0.005 | 9.47Q 0.901
Negativex + -9.200Q 0.321 | 7.88Q ** 0.012 | -1.31Q 0.734
Retweets
Tweets +/- -2.10Q 0.747 | -1.10Q 0.155 | -9.960 0.495
Roaearnings | - -0.4788 0.380 | -0.3404*** 0.001 | -0.1076 0.575
Size + 0.504 1% 0.001 | 0.4925** 0.001 | 0.3842** 0.001
Invrec + 0.8338 0.102 | 0.5072** 0.001 | 1.9899* 0.018
Leverage + 0.0855 0.756 | -0.0783 0.160 | 0.1666 0.621
Currentratio | - 0.0157 0.721 | -0.0143*** 0.007 | 0.0052 0.802
BTM - -0.2351 0.143 | -0.0967*** 0.001 | -0.0940 0.300
Growth - 0.1075 0.511 | 0.0003 0.894 | -0.0100 0.275
Loss + 0.0075 0.973 | 0.1272** 0.001 | 0.2282 0.394
Foreign + 0.3961* 0.069 | 0.2796*** 0.001 | 0.3682* 0.087
Merger + -0.0754 0.701 | 0.0819** 0.006 | -0.1348 0.598
Special + -0.0233 0.915 | 0.0905** 0.011 | 0.1319 0.525
Pscore + -2.0639 0.308 | 1.3284 0.168 | 2.5919 0.867
Firstyear - 0.2502 0.365 | -0.0602 0.252 | -0.1266 0.721
GC + -0.1743 0.689 | 0.2444** 0.021 | 1.1520* 0.066
Big4 + 0.6331*** 0.005 | 0.3716*** 0.001 | 0.6691** 0.027
IC + 0.1779** 0.031 | 0.0630*** 0.001 | 0.1894 0.677
Industry effect Included Included Included
Observations 90 2172 70
AdjustedY 0.8219 0.8433 0.7485

*x k% % indicates significance at the 0.01, 0.05, and 0.10 level or better, respectively.

4.8. Conclusion

While recent researghrovides evidence thgualitative factorssuch asl0-K

filings, 8K filings, CEO letters, MD&AS, and earnings preisgluence auditor pricing

(e.g.,Yoon, 2016, LiuVasarhelyi, and Yoor2018; Dikolli et al. 2016; Liu, 2005

researchers primarily focus on disclosures from manageiignted research uses the

gualitative information provided by both management and other stakeh(@ddgrs

investors and custom@rg his studyextend prior research with an examination of

whethercertain characteristics atterancesn social medigrovide comp ni e s 6

audi

t
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risk information affecting audit feeSpecifically,it investigateshe association between

the sentiment of usayeneratedwees and the audit fee as well as how retweets affect

this associationt usesNegative RetweetsandTweetdo measurghree characteristics of
information in Twitter, which aréhe strength of the negative sentimehtweets the

popularity ofspecific topicsabout the companynd the volume of twegtrespectively.
Furthermore, this study usasArtificial Intelligencetechniquedeeplearningto obtain

the sentiment of tweets, enriching existing textual analysis approaches in accounting and
auditing resear ch tappeoachwhiehingglectthe sénmartig of wor

content of the textual data.

This research argues that the informati o
to audit engagement. However, for the full sample analysis, higher audit fees are not
significantly associated with more negative twekthirtherseels to partition he sample
to investigate whether risk factargluence the relationship between these tweeting
characteristics and audit fee decisiofise resultsndicatethat for clients without going
concern audit opinionr companies with median level of financial restatement risk, the
morenegative tweetthe company receives, the higher the auditor chavgeite
controlling for the total volume of tweessd other factors'he popularity of tweets
about the company meaured by the maximum number of retwdetseach tweetabout
the company and is hypothesized that the relationship between audit fee and the
negative sentiment of tweets becomes stronger if the tweets are popular among the users
This hypothesiss supprtedonly for companies without goingoncern opinion and with

median restatement risk.
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To test whether the Twitter variables help improve the prediction accuracy of the
audit fee model, three algorithms are employed, including Linear Regression, Random
Forest, and Artificial Neural Network. It is found that the predictive ability of the model,
measured by RMSE and MAE, increases as theseehwailttiributes are consideréche
robustness test uses eyear lagged valuef control variables other tharweets Big 4,
andFirstyearandstill shows an audit fee premium for clients with median level of

restatement risk and withoatiditorperceived goingoncern issues.

This research offers suggestions for accounting research and praciimiments
that for companies with certain characteristics, audiolisincorporate information in
Twitter for additional evidence of audit pricingsuggests thassocial mediasuch as
Twitter provides qualitativeinformationregardingtherisk of the prospective client, it can
be used as a technology shortcumprove the quality of audit decision making
(Western Intergovernmental Audit Forum, 2018)technology likedeeplearning can
be applied to identify the sentiment of textualedaffer efficient and effective evidence

with limited human bias to support audit judgment.

4.9. Limitations and Future Research

This study is subject to limitations. Fir#itjs study directly uses the result of
sentiment analysis of Twitter Insightsopided by IBM Watson. It remains a blabkx
regarding how sentiments are calculated. Sedbedybservations agdl from one single
fiscal yeardue to the limitation of the availability of twitter dawatson Twitter Insight
has been expired since A@®017.Currently, Twitter Gnip API servicprovidestwo

APIsto allow users to collect twitter data, REST API and StrearlPlg While the
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former provides historical tweets (but with limited accessibility for the free version), the
latter streans unlimitedreattime tweetggeneratedn past seven daysuture study can
cumulatively retrievéwitter datausingStreaming APIThere are a number of tools to
access the Twitter API with varied capabilities and required levels of technical skills.
These tools include software libraries (e.g., Tweepy for Python and retweet for R),
command line tools (e.g., Twarc), web applications (e.g., DMI_TCAT), and plugins for
popular analytic packages (e.g., NVIVO, NodeXL for Excel, and TAG for Google
Sheets) (ittman, 2017)With those tools, future research @gplyDNN to extract more
featuresother than the sentiment as additional evidence to support other types of audit
judgment e.g, client acceptance and continuance, internal control risk evaluation, and
audit plan designA potential obstacle is thezarcityof labelled data fomachinetraining
purpose as it is costly and extremely tiomsuming to obtain labels of abstract
characteristics generated by human experts. A possible solution is usingti@enera
Adversarial Networks (GAN) (Goodfellow et al. 2014), one of the most important new
developmat in deep learning (LeCun, 20160 generate artificial labelled data.

addition, to enrich the qualitative database of potential audit evidence, iessaegto

exploremore data sources such as news artetesanalysts reports.
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Chapter 5 Conclusiors

5.1. Summary

This dissertation attempts to contributetie auditing field by demonstrating how
deep learning technology can be impleredrtb analyzeeixtual data to support auditor
decision makinglt seeks to answer: (1) whether the sentiment features of earnings
conference calls extracted by deep learning technique provide incremental information
regarding the existence of internal acohimaterial weaknesses; (2) whether deep
learningb ased senti ment analysis perform more ¢
wordso approach for financi a&wittennfosmatiomt e me nt
obtained by using deep learnipgpvides insights for the assessment of the prospective
clientds risk, and consequent Taplehlel ps t he
summarizes theesults of the three essays in this dissertation. It lists the rlatiedrisk
of interest for ach essay as well as how theep learningpased sentiment features

improve theexplanatory and predictive abiliof the models

Table 5.1 A Summary of Results for the Three Essays

Risk of interest Explanatory ability Predictive ability
Essay 1 | ICMW Improved Improved
Essay 2 | Financialmisstatement | N/A Improved for

fraud prediction
Essay 3 | Audit engagement risk | Improved for most of the | Improved
companies

Essay lusesthedeep learning technique to meastne overall sentiment aritle

strength othefl j oegndtionin earningsconference callsThese sentiment measures are
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used as additional variablespredictinternalControl MaterialWeaknesslisclosed

under SOX404The tool used in this essaylBM Watson Alchemy Language API
which allows users t@all web service provided by a deep learAaged textual analysis
to analyzehe sample of conference calls transcripts from 2004 to 2014. The results of
the primary analysis indicate thatith the sentiment score and the joy s¢one
explanatory ability of the model improves significardmpared tdhe baseline model
that merely utilizes the major ICMW determinants suggested by prior literature (i.e.,
Doyle, Ge, and McVay, 2007a; Ashbaugkaife, Collins, and Kinney, 2007)o

examine the prediction accuracy, Logistic Regression, Random Forest, and Artificial
Neural Network algorithms are employedctmstruct models tpredictthe ICMW. The
10-fold cross validation resulteportthat Random Forest outperforms other machine
learning modelsin terms of a list of model evaluation metrics. In additem,
improvement in prediction accuraofthe modeis observed afteéncorporatingthe
sentiment measureshis study further testhe numbeandthe persistencyf material
weaknassandfinds thatsentiment features are more effective in predicting companies

with more than one ICMW and companies that persistently have ICMW.

Essay 2 applies deep neural network to analyze the sentiment features from a sample
of 31,145 MD&As of 16K filings from 2006 to 2015. The objectivetbe study is to
investigate the ability of the sentiment features for predicting financial misstatements.
Similar to essay 1, this essay uses the sentiment score and joy score as a supplementary
predictor in conjuaction with 82 quantitative predictors provided by previous work
(Perols, Bowen, Zimmermann, and Samba, 2017; Dechow et al., 2011; Perols, 2011,

Cecchini et al, 2010; Beneish, 1999; Huang, Réseen, and Lee, 2012; Churyk, Lee,
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and Clinton, 200p Since fnancial misstatements includes both frauds and errors, this
research aims to use these qualitative and quantitative attributes to conduct three tasks:
predicting misstatements involving both frauds and errors, detecting frauds, and
identifying errors. Talemonstrate the superiority of the deep learbiaged sentiment
analysis, it compares the predictive performandgvofmodek: oneusing sentiment

features extractedith deep learningn addition to 82 factors suggested by prior

literature; theothews ng senti ment features calcul ated
same 82 factors. In addition, a model that only considers the 82 variables is developed as
a baseline. Furthermore, this study employs Logistic regression, Random Forest, Naive
Bayes, tradibnal Artificial Neural Network, as well as Deep Neural Netwtarkuildthe

final classification modelThe results show thawhile all sentiment features are

important predictors ithemodels, deep learniAgased sentiment featureshibit the
bestperformance in predicting frauddowever similar results are not observed for the

task of predicting errors and misstatements. Consequently, it concludes that (1) the
sentiment features obtained by both deep learning approach and bag of words approach
provide essential information for financial misstatement prediction; (2) however, they are
effective for fraud prediction only; (3) the deep learning approach generally performs

better than the Abag of wordso approach in

The last essagxamine theinformation inTwitter and attempts to use the sentiment
and other characteristics tweeting activities of a client compatwy predictthe audit
fee. Furthermore, it investigates the effect of risk condtadrihe client firm on the
association étweerthe characteristics of tweets and the audit fee. With TBtter

Insights, this research uses their deep natural language processing tool for tweets and
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constructs three Twitter variablddegative, TweetsndRetweetswhereNegativeis the
difference between the percentage of negative tvegetshe percentage of positive
tweetsin all tweets mentioned the client compafweetss the count of all tweets
mentioned the company; aRétweetsefers to the maximum count of retweets for all
tweets &out the company, whiameasures the popularity of the twedtkethree

Twitter variables arencorporatedn the audit fee model based on prior literature (Francis
and Wang 2005; Krishnan et al. 2005; Ghosh and Pawl&0i22; Choi et al. 2010;
Stanley 2011)Althoughit doesnotfind a significant coefficient oegativein afull
sample test, the interactibiegatives Retweetss found to bepositive and significantly
related to audit fem this test Furthermore, thistudypartitions the sample into different
groups based on risk conditions regarding the existence of-gomwgern opinion and the
probability of financial restatement. The results show that, for clients without-going
concern audit opinion and companieghwnedian level of financial restatement risk, the
more negative tweets the company receives, the higher the auditor charges. The
relationship between audit fee and the negative sentiment of tweets becomes stronger if
the tweets are popular among theitter users, measured IRetweetsThe results also
show that the Twitter variables improve the prediction accuracy of audit fee models
developed with three algorithms: Linear Regression, Random Forest, and Artificial
Neural NetworkFinally, theresults ofrobustness tesisingoneyear lagged value @l
control variables other thafweetsBig 4, andFirstyearreinforce the conclusion that
there isan audit fee premium for clients with median level of restatement risk and

without auditofperceived goingoncern issues.
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5.2. Contributions

The main contributions of this dissertation are threefold. First, it is among the first
studies to apply deep learning technolagguipport audit decision making and
demonstrates that deep learning is an effective diniket audit data analytics tool.
Second, it explores the incremental informativeness of textual documents for audit risk
assessment. Specifically, three types of textual documents are exanmsheting
conference calls, MD&As, and Tweete evaluate the risk of internal control material
weakness, financial misstatement, and audit engagement, respectively. Third, it offers
useful insights to both audit practice and academia in terms of demonstrating the
usefulness of sentiment, emotiondaother linguistic characteristics from the business

communication documents for the improvement of audit quality.

5.3. Limitations

AArtificial I ntelligence i-RFew@0l7)deadngng.

professionals likehebig four conpanies are leveraging this technology to automate
mundane and inefficient audit processes
and reading business contract or confirmatigiskina and Davenport, 2017} his
dissertation is only an initial timpt to demonstrate the effectiveness and efficiency of
deep learning in audithemajorlimitation of thisdissertations thatthedeep learning
modek developed by IBM Watsas not trainedexclusivelywith financespecific text

which may produce bsd results. Moreover, the underlying mechanism of data

processing and calculation of these deep neural networks is adolackor example, it

(e
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is unclear how the sentiment and emotion ssare extracted from the raw data and how

the hypefparameters ahe deep neural netwarlreconfigured.

Due to the availabilityssueof historical tweets, theurrentsample used in the last
essay igestricted tdweets in the year of 2015. Similarly, the misstatement samples in
the second essay are obtained solely from Compéstiaexamplethere are fewer
misstatements in 2014 and 2015, as some misstatements may not be identified until they

will eventually berestated in the future.

In addition, this dissertation does not discuss how the auditor without programming
skills can use the deep learning tools in practice. While somesmpgoe deep learning
programming libraries such as TensorFlow and Theano nkdidety high level of
programming and data analytics skills, many-gegeloped deep learning tools such as
Watson Analytics and H20 flow have a minimum requirement of these skills (Sun and

Vasarhelyi, 2018).

5.4. Future Research

To prompt the applicatioof this technique to more audit procedures, more work
needs be doneruture researcbanbe conductedo providea framework to guide
auditors to apply deep learningddferentauditstages angroceduresMore
applications, such adient acceptancand continuance, internal control risk evaluation,
and audit plan desigcan be conducted with the help of deep learrBagides textual
understanding, other two capabilities of deep learning in big data analytics, speech
recognition and visual identifation, need to be explored to obtain more sources of audit

evidencelt would be interesting to discuss how the interaction between human and
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machine can help facilitating the application of deep learning and improving the

prediction accuracy.

Besides théhree data sources in this dissertation, future research can explore more
data sources (e.g., example news articles, press releases, CEO letters, analyst reports,
customer reviews, and other social media platforms like Facebook and LinkedIn) and
apply dee neural network to extract features other ttimemotionof joy. Other types

of emotions such as anger, disgust, fear, and sadness may also be explored.

Another direction for future research is to combine sentiment features obtained with
deep learningpproach and other linguistic characteristics extracted with traditional text
mining approach. Examples of those linguistic characteristics includevitleof detalil,
thecomplexity,the use ohedging and uncertainty language, and immediacy (Burgoon et

al, 2016).

Moreover, i the future, with the availability of auepecific data, researchers can
develop their own deep neural networks to support audit judghMrile apotential
obstacle is the scarcity of labelled data for machine training purpdsie asstly and
extremely timeconsuming to obtain labels of abstract characteristics generated by human
experts apossible solution is using Generative Adversarial Networks (GAN)
(Goodfellow et al. 2014), one of the most important new development inlek@ing

(LeCun, 2016), to generate artificial labelled data.

The comparison of deep learning with traditional data analysis technique is
conducted only in the second essay. However, similar comparison can be performed for

all three essays@ther audit applicationgurthermore, a comparison between Al and
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human auditors can be conducted as a behavior reseanchlyae the differences of

prediction performance and thinking process between human and machine
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