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ABSTRACT OF THE DISSERTATION

Personalized Campaign Recommendation and Buyer Targeting for B2B Marketing

By JINGYUAN YANG

Dissertation Director: Dr. Hui Xiong

Business to Business (B2B) marketing aims at meeting the needs of other busi-

nesses instead of individual consumers, and thus entail management of more complex

business needs than consumer marketing. The buying processes of the business cus-

tomers involve series of di↵erent marketing campaigns providing multifaceted infor-

mation about the products or services. While most existing studies focus on individual

consumers, little has been done to guide business customers due to the dynamic and

complex nature of these business buying processes. In this dissertation, we focus on

providing data-driven solutions to achieve two important business goals: reduce the

buying cycle time and increase the conversion rate.

Specifically, we first introduce a unified view of social and temporal modeling for

B2B marketing campaign recommendation to reduce the buying cycle time. Along

this line, we exploit the temporal behavior patterns in the buying processes of the

business customers and develop a B2B marketing campaign recommender system.

Specifically, we first propose the temporal graph as the temporal knowledge represen-

tation of the buying process of each business customer. We then develop the low-rank

graph reconstruction framework to identify the common graph patterns and predict

the missing edges in the temporal graphs. In addition, we also exploit the com-

munity relationships of the business customers to improve the performances of the
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graph edge predictions and the marketing campaign recommendations. Results from

extensive empirical studies on real-world B2B marketing data sets show that the pro-

posed method can e↵ectively improve the quality of the campaign recommendations

for challenging B2B marketing tasks.

Furthermore, we develop two di↵erent approaches aiming at improving the con-

version rate. We first present a novel unified framework to integrate two important

marketing tasks–customer segmentation and buyer targeting. Instead of combining

these two tasks in a simple step-by-step approach, we formulate customer segmenta-

tion and buyer targeting as a unified optimization problem. Then, the customer seg-

ments are adaptively realized during the targeting optimization process. In this way,

the integrated approach not only improves the buyer targeting performances but also

provides a new perspective of segmentation based on the buying decision preferences

of the customers. Finally, we introduce a predictive lead scoring model which can

help sales representatives to identify prospective leads from a large pool of candidates

in a B2B environment. Specifically, we provide a multi-focal lead scoring framework

which can improve the performance of predictive lead scores. However, independent

modeling at focal level would be problematic for segments with few representative

samples. We use the Multi-Task Learning framework to address this problem by ex-

ploiting commonalities shared by focal groups and automatically balancing between

unification of all groups and individualization of each group. Therefore, such a multi-

focal tailored lead scoring model gives a better insight into factors influencing the

conversion of leads.
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CHAPTER 1

INTRODUCTION

Business-to-Business (B2B) marketing involves marketing of one company product

or service to another company, the business customers. In the big data era, mas-

sive amounts of marketing data, such as demographics, firmographics, and customer

behaviors, accumulated in marketing industry has greatly changed the paradigm of

marketing services. These valuable marketing data are fine-grained and informative,

and thus provide exceptional opportunities for marketing professionals to discover and

understand the relationship among customer behaviors and intentions, which can ul-

timately assist intelligent business decision-making. Data driven marketing analytics

has been utilized as a powerful tool to process marketing data for achieving the final

goal of increasing and expediting conversions and boosting profits. Indeed, the focus

of this dissertation is to develop e�cient and e↵ective techniques to address various

B2B marketing challenges by addressing the unique characteristics of real world B2B

marketing data with temporal dynamics and unprecedented complexity.

In this chapter, we provide an introduction of B2B marketing analytics. We first

provide an introduction of the background and preliminaries, briefly discuss the B2B

marketing data set, summarize the contributions of this collection of research, and

overview the major contents of this thesis.
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1.1 Background & Preliminaries

In this section, we provide a brief overview of the context and preliminaries in B2B

marketing field.

1.1.1 Business-to-Business (B2B) Marketing

In general, marketing serves for sales to better sell products or provide services to

the customers. During marketing process, the business will let the customers interact

with a variety of marketing campaigns/or events to make the customers be better

aware their products or service and finally make the buying decision.

B2B B2C

Buyer Multiple Single

Buying Process Multiple Steps Single Step

Sales Cycle Long Short

Money Volume High Low

Table 1.1: Comparison between B2B and B2C marketing.

B2B vs. B2C marketing. Due to the di↵erences between B2B and B2C

(Business-to-Consumer), the marketing processes for them are also di↵erent in four

aspects as shown in the Table 1.1:

1. Buyer: The buyer or customer for B2B is often a group or committee comprising
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multiple individuals who have di↵erent roles in evaluating the product/services.

While in B2C, the buyer is just a single person who needs the product/service

for personal use.

2. Buying Process: A standard B2B buying process usually consists of multiple

steps, which represent progressive stages a customer goes through before making

final buying decision. But in B2C the buying process is a single step.

3. Sales Cycle: The sale cycle of B2B is thus much longer than B2C sales cycle

due to more complex buying process.

4. Money Volume: B2B transactions are significantly higher in money value than

B2C transactions. The B2B market is 5 times as large as the B2C market in

the U.S.

Important Business Goals. Along the B2B marketing process, there are two

important business goals that marketers want to achieve:

• Increase The Conversion Rate: In general, the B2B marketing process is

just like a funnel process, although there are a large number of visitors/contacts

at beginning stage, only a small number of potential visitors are converted into

final paying customers. In the real-world, the average conversion rate is usually

as low as around 2-3%. Thus, to achieve a higher conversion rate is one of the

top business goal for B2B marketing.

• Reduce The Cycle Time: The B2B marketing business process is usually

very long and complex. The marketing professionals are dedicated to reduce
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the cycle time to accelerate the buying process and increase the conversion

velocity.

To achieve these two crucial business goals, novel approaches to improve the e↵ec-

tiveness and e�ciency of the marketing strategies will be needed. Advanced marketing

analytics is promised to provide marketers more intelligent and customized solutions

by applying data mining techniques to understand and investigate the large-scale

marketing data set.

Figure 1.1: Examples of customer interaction behavior.

B2B Marketing Data. Commonly, there are two types of marketing data: 1)

Static data includes demographic information about each customers and firmographic

information describing the organizational information, such as industry, company

size, years in business, and so on; 2) Dynamic customer behavior data that describe

how these customers interact with di↵erent marketing campaigns through the buying
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process. Figure 1.1 shows some examples of typical customer interactions, such as

downloading product trial, attending webinars, opening newsletter email, etc.

By utilizing the combination of information-rich static and dynamic marketing

data, we can better understand real buying intention and readiness behind the cus-

tomers’ marketing campaign behavior, which in turn helps us quickly increase the

conversion rate. Moreover, once we identify the customers in which specific buying

stage, we are able to provide proper marketing campaign recommendation, which can

help the customer move to the next level of the purchasing cycle, ultimately helping

reduce the cycle time as well.

1.1.2 Research Motivation

While most existing studies focus on individual consumers, little has been done to

guide business customers due to the dynamic and complex nature of these business

buying processes. The buying processes in B2B markets usually involve series of dif-

ferent marketing campaigns providing multi-faceted information to multiple decision

makers with di↵erent focal points and motivations. Related to the characteristics of

B2B marketing as described in Table 1.1, there are several unique challenges we are

facing when developing B2B marketing solutions. First, varies marketing campaigns

are developed to improve the low conversion rate, however o↵ering and managing

campaigns at such volume on such a large customer base poses a significant labor and

financial burden on the marketers. In practice, most of marketing strategies are made

by marketers based on experience. However, as business grows, number of marketing

campaigns as well as business customers could increase to a daunting level for humans
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to handle. There is a critical need for an automated process to provide guidance and

improve e�ciency. Second, the temporal information is critical to understand the

customers behavior pattern. The B2B buying process is very long and involves a

number of di↵erent marketing campaigns selected from a large pool of campaigns.

Potential buyers interact with di↵erent campaigns based on their current status to

get di↵erent facets of information to make further decisions. Therefore the temporal

information, especially the temporal correlation/ dependency among the marketing

campaigns, is very useful for understanding the needs of the customers and mod-

eling the customer behaviors, specifically providing crucial insights about not only

the preferences of the campaign types, but also the favorable campaign orders for

execution. However, the implicit temporal information is hidden in the noisy buying

processes and we need robust statistics to capture the temporal dynamics. Third,

there are usually multiple decision makers from a company evaluating the potential

products or services from di↵erent aspects. Accordingly, the individuals/customers

from the same company can form a committee or community, where each individual

can have impacts on the behavior preferences of others in the same community. Thus,

to provide tailored marketing strategies to potentially expedite the overall conversion

cycle, we need to consider not only each individual’s own status, but also the overall

behavior preferences of his/her colleagues in the same community.

To this end, we propose three novel marketing techniques aiming at di↵erent per-

spectives but with consideration of the aforementioned aspects, namely, 1) a B2B

marketing campaign recommender system with a unified view of social and temporal

modeling, and 2) a predictive buyer targeting model with a unified customer segmen-
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tation perspective; 3) a multi-focal lead scoring framework for predictive modeling in

B2B market.

1.2 Research Contributions

In this dissertation, we study the unique characteristics of B2B marketing data and

demonstrate how to develop data-driven solutions with di↵erent focuses. Generally,

the proposed collection of research has the following major contributions:

• Investigating the impact of the unique characteristics of B2B customer cam-

paign behavior data on the development of campaign recommender systems to

reduce the buying cycle time. To this end, we will exploit customer behav-

ior data and form the campaign selection problem into a “Next Campaign To

Run” (NCTR) recommender system task, and then present two approaches to

develop an innovative campaign recommender system with an integration of

temporal and social factors. In addition, the campaign recommder system will

also have the backward compatibility to model customer’s latent interest as in

conventional movie/product recommender systems.

• Development of a novel approach to integrate two important marketing tasks

to improve the conversion rate. The key idea is to unify customer segmentation

and buyer targeting tasks into an optimization framework. In this way, instead

of independently performing the two tasks in a step-by-step approach, we can

jointly implement these two tasks in a more integrated and optimized way. Thus,

the integrated approach not only improves the buyer targeting performances but

also provides a new perspective of segmentation based on the buying decision
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preferences of the customers.

• Design of a multi-focal lead scoring framework that can significantly improve

the quality of lead prospecting for B2B marketing applications. In particular,

this multi-focal framework allows marketers to gain better marketing insights,

such as what types of leads or lead characteristics matter most. Our findings

provide empirical evidence about how leads interact with marketing nurtur-

ing campaigns and shed new light on the drivers of lead responses to a firm’s

marketing campaigns. Moreover, the proposed framework has a potential to be

generalized to other marketing and business scenarios, such as brand promotion,

product cross-selling or up-selling, and targeted advertising.

Specifically, we first provide a novel B2B marketing campaign recommender sys-

tem to predict the customized “next-campaign” for reducing the cycle time and ex-

pediting the conversion process. Concretely, a personalized temporal graph for each

business customer is constructed based on the customer’s campaign participating

sequence to extract and integrate the campaign order preferences as the temporal

knowledge representation of the buying process. The campaign recommender is then

built in a low-rank graph reconstruction framework to identify the common graph

patterns and predict missing edges in the temporal graphs. The prediction of the

unobserved graph edges is e↵ective to recommend the marketing campaigns to the

business customers during their buying processes. Also, we incorporate social factors,

such as community relationships of the business customers, for further improving over-

all performances of the missing edge prediction and recommendation. Moreover, we
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further improve the NCTR framework with the backward compatibility and present

the low-rank temporal graph reconstruction as a probabilistic graphical model. The

graphical model intuitively demonstrates the components (and their statistical rela-

tionship) in the graph reconstruction framework and also incorporates appropriate

distribution priors to avoid over-fitting issues. Extensive empirical studies on real-

world B2B marketing data sets and the results show that the proposed method can

e↵ectively improve the quality of the campaign recommendations for challenging B2B

marketing tasks.

Second we provide another focused study of a buyer targeting optimization frame-

work aiming at improving the conversion rate and providing interpretable segmenta-

tion simultaneously. More specifically, we first provide a novel mathematical formu-

lation to integrate the customer segmentation and the buyer targeting into a unified

optimization problem. Then, we develop an iterative algorithm (K-Classifiers Seg-

mentation) to optimize the customer segmentation and targeting simultaneously. The

customers assigned to the same targeting model form one customer segment, where

the customers buying decision preferences can be explained by the associated target-

ing model. As a result, targeting performance can be improved due to the buying

decision oriented segmentation. To improve the interpretability and the robustness of

the results, we further develop a profile-consistent K-Classifiers Segmentation algo-

rithm. With the profile-consistent algorithm, the identified segmentation is consistent

with not only the customer profiles but also the customer decision preferences. Empir-

ical studies on both synthetic and real-world data sets show promising results on not

only increased targeting accuracy but also meaningful segmentation with actionable
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marketing implications.

Third we demonstrate a predictive lead scoring model which can help sales rep-

resentatives to identify prospective leads from a large pool of candidates in a B2B

environment. Specifically, we provide a multi-focal lead scoring framework which can

improve the performance of predictive lead scores by exploring discrepancy among

lead segments. In this framework, leads are first divided into several focal groups

(segments) based on their characteristic attributes (features) and marketing work-

flows. Then, a logistic regression scoring model is learned for each segment with

multi-task learning (MTL) technique. Indeed, the key of multi-focal learning in this

study is to allow predictive modeling in each segment consisting of leads with similar

characteristics rather than modeling the whole population of leads with varying char-

acteristics. However, independent modeling at focal level would be problematic for

segments with few representative samples. We use the MTL framework to address

this problem by exploiting commonalities shared by focal groups and automatically

balancing between unification of all groups and individualization of each group. Fi-

nally, empirical findings derived from real-world B2B marketing data demonstrate

that di↵erent segments may have absolutely di↵erent conversion rates and leads in

the same segment tend to have similar responses to a specific marketing campaign.

1.3 Overview

Chapter 2 presents di↵erent types of low-rank temporal graph reconstruction models

for B2B marketing campaign recommendation. Two di↵erent ways are introduced to

represent the temporal knowledge of each customer’s buying process. NCTRC is the
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low-rank temporal graph reconstruction approach with the community regularization

for customers from the same company. Then, NCTRC is extended into NCTRG with

separately defined temporal preferences and campaign interestingness and regulariza-

tion terms in a graphical model to avoid overfitting. Experimental results and a case

study with real world data are presented to validate the e↵ectiveness of campaign

recommendations.

Chapter 3 presents a unified optimization framework for buyer targeting. First,

we innovatively integrate customer segmentation and buyer targeting in a unified op-

timization framework. Then, a K-Classifiers Segmentation algorithm and the profile

consistent extension are proposed to optimize the customer segmentation and tar-

geting simultaneously. Finally, we validate our approach on both a synthetic and

real-world customer data sets. Experimental results clearly show the e↵ectiveness

of our approach and theinterpretable customer segmentation solutions reveals new

marketing insights.

Chapter 4 discuss a multi-focal lead scoring framework for improving performance

of predictive modeling in B2B market. Our multi-focal lead scoring framework con-

sists of two phases. The first phase is to form focal groups, where each focal group

is one unique segment of leads on market. In the second phase, we jointly build lead

scoring models for multiple focal groups of customers by using Multi-Task Learning

(MTL). The experimental studies show that our approach leads to better learning

performances than conventional lead scoring methods.



- 12 -

CHAPTER 2

B2B MARKETING CAMPAIGN RECOMMENDER SYSTEM

Business to Business (B2B) marketing aims at meeting the needs of other businesses

instead of individual consumers, and thus entails management of more complex busi-

ness needs than consumer marketing. The buying processes of the business customers

involve series of di↵erent marketing campaigns providing multifaceted information

about the products or services. While most existing studies focus on individual con-

sumers, little has been done to guide business customers due to the dynamic and

complex nature of these business buying processes. To this end, in this chapter,

we focus on providing a unified view of social and temporal modeling for B2B mar-

keting campaign recommendation. Along this line, we first exploit the temporal

behavior patterns in the B2B buying processes and develop a marketing campaign

recommender system. Specifically, we start with constructing temporal graph as the

knowledge representation of the buying process of each business customer. Tem-

poral graph can e↵ectively extract and integrate the campaign order preferences of

individual business customers. It is also worth noting that our system is backward

compatible since the participating frequency used in conventional static recommender

systems is naturally embedded in our temporal graph. The campaign recommender

is then built in a low-rank graph reconstruction framework based on probabilistic

graphical models. Our framework can identify the common graph patterns and pre-
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dict missing edges in the temporal graphs. In addition, since business customers very

often have di↵erent decision makers from the same company, we also incorporate so-

cial factors, such as community relationships of the business customers, for further

improving overall performances of the missing edge prediction and recommendation.

Finally, we have performed extensive empirical studies on real-world B2B marketing

data sets and the results show that the proposed method can e↵ectively improve the

quality of the campaign recommendations for challenging B2B marketing tasks.

2.1 Introduction

Business-to-Business (B2B) marketing involves marketing of one company product

or service to another company, the business customers. The B2B market is the

largest of all the markets, and exceeds the consumer market in dollar value. These

marketing campaigns help in every layer of the sales funnel, all the way to the final

goal of increasing and expediting conversions and boosting profits. Success of the B2B

marketing always lies in choosing the right campaigns and the right timing. Today

most of such decisions are made by marketers based on experience. However, as

business grows, number of marketing campaigns as well as business customers could

increase to a daunting level for humans to handle. For example, in our collected

B2B marketing data from a Fortune 500 software company, one business marketer

o↵ered 24,125 marketing campaigns to 2,119 customers, each with a unique series of

campaigns, from January 2013 to December 2014. O↵ering and managing campaigns

at such volume on such a large customer base poses a significant labor and financial

burden on the marketers. There is a critical need for an automated process to provide
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guidance and improve e�ciency. Therefore, we propose a B2B marketing campaign

recommender system, which can not only reduce the burden and cut costs, but also

better serve customer needs and lead to better marketing performance.

Developing such a B2B marketing campaign recommender system, however, is a

nontrivial task. The buying processes in B2B markets usually involve series of dif-

ferent marketing campaigns providing multi-faceted information to multiple decision

makers with di↵erent focal points and motivations. These processes are naturally

dynamic and complex. As a result, to recommend the right campaign at the right

time, it is important to identify the customer behavior patterns hidden in the buying

processes, so as to meet the dynamically changing information needs of the business

customers. More specifically, we summarize the unique challenges for providing rec-

ommendation for “Next Campaign To Run” (NCTR) in B2B marketing as follows:

• Temporal Dynamics. During the di↵erent stages of the buying process, the

business customers often engage in di↵erent campaigns for information most

relevant to them at that particular point of time. This information is then

necessary for them to make further decisions and possible move on to the next

stage. Therefore the temporal information, especially the temporal correla-

tion/dependency among the marketing campaigns, is very useful for under-

standing the needs of the customers and modeling the customer behaviors. In

other words, temporal-aware models are essential for providing e↵ective market-

ing campaign recommendations. However, the implicit temporal information is

hidden in the noisy buying processes and we need robust statistics to capture
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the temporal dynamics.

• Backward Compatibility. By backward compatibility, we mean that the

‘latent interest’ of each decision maker should still be modeled as in the con-

ventional static recommender system. In conventional movie/product recom-

mender systems, the interaction frequency between the user and item (e.g.,

movie, product) is often used as the interest indicator [50, 40]. We would like to

keep this backward compatibility in our B2B marketing campaign recommender

system. Therefore, the campaign participating frequency of the business cus-

tomers should also be modeled, together with temporal dynamics in the buying

process.

• Multiple Decision-makers. For B2B marketing, there are usually multiple

decision makers from the same business/company evaluating the potential prod-

ucts or services from di↵erent aspects. Accordingly, the individuals/customers

from the same company can form a community, where each individual can have

impacts on the behavior preferences of others in the same community. Thus,

to provide recommendations potentially expediting the overall conversion cycle,

we need to consider not only each individual’s own status, but also the overall

behavior preferences of his/her colleagues in the same community.

In the literature, there have been some related work on the “next-item” recom-

mendation making attempts at some of these challenges we are facing, though mostly

from B2C marketing perspective. For example, a factorization framework of Markov

chains (FPMC) is proposed by [57, 17]. The idea is to transform the sequential data
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of each user into a transition matrix and then predict the users next action by fac-

torizing the matrices. Yap et al. [74] search the personalized sequential patterns for

next-item recommendation. In addition, Zhao et al. [77, 78] consider the temporal

intervals between the purchase behaviors to increase the temporal diversity in the

recommendations. Generally speaking, these approaches first extract the temporal

knowledge to capture the temporal dynamics of user’s preference and then integrate

the knowledge in the recommender system. Although these methods have been suc-

cessfully applied in the B2C (Business-to-Consumer) markets, they are not designed

for our B2B marketing scenarios:

• First, the temporal dynamics of individual consumer’s preferences on di↵erent

products are di↵erent from the business customers’ need on B2B campaigns.

In particular, in B2B buying process, di↵erent campaigns reveal di↵erent lev-

els/facets of information about the same buying process, while such evolution

of levels/facets is rare in campaigns for consumer products.

• Second, the existing temporal knowledge representations, such as Markov tran-

sition matrix and personalized sequential patterns, are not resistant to noisy

behavior records in the complex buying processes. For example, the business

customer may occasionally participate in campaigns irrelevant to the current

context in the process. This kind of random behavior is sometimes strategic

and necessary in B2B marketing but may dramatically a↵ect the recommen-

dation system if we adopt simple Markov transitions or sequential patterns as

frequently used in B2C recommendation.
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• Third, the multiple decision-makers scenario in B2B marketing makes commu-

nity structure crucial to recommending a holistic solution for the company as

a whole. However, only a scarce of studies have integrated both the individual

behavior records and the community structures within a unified recommender

system. Our integration of the community structures in the B2B campaign

recommender system is motivated by the work of [43, 53, 75].

To address all the challenges and solve the Next Campaign To Run (NCTR)

problem for B2B marketing campaign recommendations, we present a novel NCTR

campaign recommender system. Specifically, we start with the adoption of tempo-

ral graph as the temporal knowledge representation of the buying process of each

business customer. The key idea is to extract and integrate the campaign order pref-

erences of the customer using the temporal graph. Next, we develop the low-rank

graph reconstruction framework to identify the common graph patterns and predict

the unobserved edges in the temporal graphs. We showed that the prediction of the

unobserved graph edges is e↵ective to recommend the marketing campaigns to the

business customers during their buying processes. In addition, to exploit the com-

munity structure of the business customers for marketing campaign recommendation,

we formulated e↵ective regularizers for the low-rank temporal graph reconstruction,

which approach was named as NCTRC [72].

Moreover, we further improve our NCTR framework and propose the graphical

model approach—NCTRG. First, we present the low-rank temporal graph recon-

struction as a probabilistic graphical model. The graphical model intuitively demon-
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strates the components (and their statistical relationship) in the graph reconstruction

framework. The graphical model also incorporates appropriate distribution priors to

avoid over-fitting issues. Second, although the temporal graph used in our prelim-

inary work NCTRC naturally embedded the campaign participating frequencies of

the business customers, NCTRC factorized these frequencies without careful proba-

bilistic justification. To this end, we factorize the campaign participating frequencies

with Poisson distribution and integrate the frequency factorization with the low-rank

reconstruction of the temporal graphs. In other words, our recommender system

based on the temporal graph is backward compatible with the conventional static

recommender systems. Finally, the experimental results on real-world B2B market-

ing data show that the proposed method can capture the unique characteristics of B2B

marketing campaign behaviors and e↵ectively improve the quality of the campaign

recommendations for challenging B2B marketing tasks.

The remainder of the chapter is organized as follows. In Section 2.2, we formu-

late the problem of “Next Campaign To Run” (NCTR) with intuitive examples. In

Section 3.2, we introduce the main framework of NCTR with Section 2.3.1 defining

the temporal graph to represent the buying process, Section 2.3.2 giving an overview

on recommendation process, and NCTRC Section 2.3.3 and NCTRG Section 2.3.4

predicting the unobserved graph edges with low-rank graph reconstruction as a prob-

abilistic graphical model. Then, the graph reconstruction is regularized in Section 2.4

with community structure of the business customers. The details of the learning al-

gorithm for the regularized low-rank graph reconstruction are presented in Section .2,

after which we present the experimental results in Section 2.6 on several real-world
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(b) The marketing campaigns.

Figure 2.1: Examples of Customer Behavior Records.

B2B marketing data sets. In addition, we provide an overview of the related works in

Section 4.2 and a discussion of the results in the Section 2.8. Finally, the summary

of this chapter is in Section 2.9.

2.2 Problem Formulation

We recommend the “Next Campaign To Run” (NCTR) for the business customers

by modeling their historical behavior records in the buying processes. Figure 2.1

shows some examples of the behavior records. Specifically, there are three campaign

sequences for three customers C1, C2, and C3 from two companies. For the campaign

sequences, we also have the event-happening time when the customer participated in

the campaign, therefore we are able to compute the intervals between consecutive

events. The intervals can reveal interesting relationship (e.g., the temporal correla-

tions) between the dependent marketing campaigns. For example, both customer C1

and C2 downloaded the trial product two or three days after attending a webinar. If
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Figure 2.2: Examples of Personalized Temporal Knowledge Representa-

tion.

these similar patterns are followed by the majority of the customers, we could rec-

ommend to download trial products to the customers who attended webinars about

2-3 days ago. Intuitively, recommending the dependent campaigns according to the

customer’s current context in the decision-making process will expedite the buying

cycle. Therefore, our main objective is to exploit the temporal patterns in the behavior

records of all customers for providing accurate marketing campaign recommendations.

2.3 A NCTR Recommender System

This section presents our NCTR recommender system, including: 1) A novel graph-

based representation to encode the temporal information in the customer buying

process; 2) NCTRC—a low-rank graph reconstruction approach to predict the unob-

served graph edges which can be used for NCTR recommendations; 3) NCTRG—the

extension of NCTRC with a probabilistic graphical model. 3) A regularization of the

graph reconstruction to incorporate the community structure of the customers; 4)
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Symbol Description

N,M The number of customers and campaigns, respectively.

s
n = (sn

1
, s

n
2
, · · · , snLn

) The behavior records or buying process of n-th customer.

Ln The length of campaign sequence.

t
n
l The campaign-participating time of snl .

G
n The temporal graph of the n-th customer.

R
n
ij The graph edge from the i-th campaign to the j-th campaign for

the n-th customer temporal graph.

R
n
jj The campaign participating frequency of campaign j in the se-

quence s
n.

A 2 RN⇥K The reconstruction coe�cients in low-rank temporal graph con-

struction.

B
k 2 RM⇥M The adjacency matrix of the k-th graph basis, for k = 1, 2, · · · , K.

Table 2.1: Mathematical Notations.
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A stochastic gradient descent learning algorithm to optimize the regularized graph

reconstruction.

2.3.1 Temporal Knowledge Representation

Our first step to develop the NCTR recommender system is to design the informative

representation of the temporal knowledge hidden in the behavior records of each

customer. Inspired by C. Liu et al. [42], we propose the personalized temporal graph

which e↵ectively encodes the temporal relationships of the campaigns participated in

by each customer.

Suppose we have M campaigns under study. For one specific customer, e.g., the

n-th customer, we have his/her behavior records which are represented as a sequence

of campaigns sn = (sn
1
, s

n
2
, · · · , snLn

), where snl 2 {1, 2, · · · ,M} is the l-th campaign in

the sequence. We also record the campaign-participating time t
n
l for snl . With these

notations, we define the personalized temporal graph G
n for the n-th customer, with

all the M campaigns as graph nodes. The direct edge from the i-th node to the j-th

node is weighted by:

R
n
ij =

1

Ln

X

1pqLn

[snp = i ^ s
n
q = j](tnq � t

n
p ), (2.1)

where (·) is a non-increasing function.

The non-increasing property of the function (·) enables us to compute a higher

edge weight Rn
ij if the i-th and j-th campaigns appear close to each other in s

n. For

example, we can use the simple Iverson bracket:

(�|�) = [�  �], (2.2)
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where � is a threshold. In this way, we assume the marketing events happened within

the temporal range of � are temporally related for this customer. An appropriate

value of � can be thus determined with the domain knowledge in a particular ap-

plication. More generally, we can also use a smooth function to further discriminate

di↵erent temporal intervals between the events. In this chapter, we use the truncated

exceedance of the Exponential distribution:

(�|�, r) =

8
>>><

>>>:

exp(��/r) �  �

0 � > �

. (2.3)

Here, we exclude the weight computing between events with relatively large time in-

terval, e.g., larger than �, and a scaling parameter r is used to compute the remaining

weights. We use this definition for three reasons:

• According to the weight definition in Equation 2.1, the frequency of campaign

i in the sequence s
n is included in R

n
ii (i.e., i-th diagonal entry), normalized

by the sequence length Ln. These frequencies have been used in the design

of conventional static recommender systems, while the temporal graphs extend

the static frequencies with temporal correlations/dependencies.

• When r ! +1, Equation 2.3 and 2.2 are equivalent:

lim
r!1

(�|�, r) = (�|�).

The reason is that, when r is su�ciently large, each pair of events in the sequence

s
n within the temporal range of � will be equally connected and weighted in

the temporal graph G
n.
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• When r ! 0+, we have:

lim
r!0+

(�|�, r) =

8
>>><

>>>:

1 � = 0,

0 � > 0.

In this case, the graph weight matrix R
n with (·) defined in Equation 2.3 is

almost diagonal, since very few distinct events happened at exactly the same

time.

For the sake of simplicity, in the remaining of this chapter, we let (�) = (�|�, r).

Table 2.1 lists some of the notations used in this chapter.

To provide an intuitive understanding, 1 shows the computation details of the

personalized temporal graph. As can be seen, the graph-based representation trans-

lates the event sequences into the pairwise relationships, which captures the temporal

closeness between any pair of campaigns. In the following, we utilize the personalized

temporal graphs in our NCTR recommender system.

Example 1 We consider customer C1 in Figure 2.1. There are Ln = 5 behavior

records. We let the scaling parameter r = (1 + 2 + 3 + 2)/4 = 2 and � is set to

90 days, then the personalized temporal graph R
C1 can be constructed as shown in

Figure 2.2a. The following are the calculations for the first row of the adjacency
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matrix:

R
C1

AA =
1

5
(exp(0) + exp(0) + exp(�6

2
) = 0.41,

R
C1

AB = 0,

R
C1

AC =
1

5
exp(�1

2
) = 0.12,

R
C1

AD =
1

5
exp(�3

2
) = 0.05,

R
C1

AE =
1

5
(exp(�8

2
) + exp(�2

2
)) = 0.08.

Backward Compatibility. As aforementioned, Rn
ii includes the normalized fre-

quency of campaign i in the sequence s
n. These campaign participating frequency

can be used to infer the “latent interest” of each business customer as in the con-

ventional recommender systems. Therefore, our approach can be deemed a proper

generalization of the conventional static recommender systems considering only the

event frequencies as the implicit preferences/rating.

2.3.2 Recommendation with Temporal Graph

Suppose we have constructed the personalized temporal graphs for all customers

with su�cient observations. Then for a specific customer with the last campaign i

in his/her behavior records sn, we can sort the campaigns j = 1, 2, · · · ,M and j 6= i

with respect to the values R
n
jj ⇥ R

n
ij in descending order. Here the two terms R

n
jj

and R
n
ij computes the interest preference and the temporal preference, respectively.

The campaigns ranked at the top will be recommended to the customer. However,

it is expected that the constructed temporal graphs are very sparse with many edges
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unobserved, and the NCTR recommendation tasks rely on accurate prediction of the

unobserved edges. In the next subsection, we develop the collaborative low-rank

graph reconstruction approach to predict these unobserved graph edges.

2.3.3 Low-Rank Graph Reconstruction with NCTRC

Inspired by the popular matrix factorization [36, 50] for predicting the unobserved

customer-item ratings, we develop the low-rank graph reconstruction approach named

as NCTRG for predicting the unobserved edges in the personalized temporal graphs.

The assumption is that, each observed temporal graph can be reconstructed by opti-

mally combining a set of graph basis. To be specific, suppose we have N customers

and constructed the temporal graph G
n for each n = 1, 2, · · · , N . As introduced in

Section 2.3.1, each graph G
n is associated with the adjacency matrix R

n 2 RM⇥M ,

where M is the number of campaigns o↵ered by the company. To reconstruct Gn, we

assume there are K graph basis and each base graph is associated with a adjacency

matrix B
k 2 RM⇥M for k = 1, 2, . . . , K. Then we use the graph basis to approximate

the adjacency matrix R
n:

R
n ⇠

X

k

AnkB
k
, (2.4)

where Ank is the reconstruction coe�cients. Note that, the number of graph basis, K,

can be deemed the rank of the graph reconstruction, which is set to be much smaller

than the number of observed temporal graphs, N : K ⌧ N .

To compute the optimal graph basis Bk for k = 1, 2, · · · , K, and at the same time

the reconstruction coe�cients in matrix A for all the observed temporal graphs Gn,
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n = 1, 2, · · · , N , we can minimize the following reconstruction error:

J (A,B) =
1

2

NX

n=1

kRn �
KX

k=1

AnkB
kk2F , (2.5)

where k · kF denotes the Frobenius norm and we have constraints A � 0 and B
k � 0

for all k.

However, due to the sparsity of the temporal graphs, it is more e�cient that we

compute the reconstruction error with only the observed edges:

J (A,B) =
1

2

NX

n=1

k(Rn �
KX

k=1

AnkB
k)� I

nk2F , (2.6)

where � is the Hadamard product operator, i.e., element-wise multiplication of ma-

trices. The binary indicator I
n
ij = 1 if and only if we have the edge from i to j in

graph G
n, i.e., Rn

ij > 0. Otherwise I
n
ij = 0.

2.3.4 Low-Rank Graph Reconstruction with NCTRG

�A An⇤ R
n
ij B

⇤
ij �B

�N

M

M

(a)

�A An⇤

R
n
jj

R
n
ij B

⇤
ij

B
⇤
jj ⌘, ✓

�B

�N

M

M � 1

(b)

Figure 2.3: The graphical model of graph reconstruction. The left panel di-

rectly adapts PMF for graph reconstruction. The right panel distinguishes

the modeling for campaign participating frequency R
n
jj and campaign order

preference R
n
ij.
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More intuitively, the low-rank graph reconstruction can be demonstrated as a

probabilistic graphical model shown in Figure 2.3. In the left panel, we decompose

each graph edge R
n
ij by two factor vectors: 1) the reconstruction coe�cients in An⇤;

2) the edge weights in the graph basis B⇤
ij, such that:

R
n
ij ⇠ Gaussian(hAn⇤, B

⇤
iji, �),

where hAn⇤, B
⇤
iji =

P
k AnkB

k
ij. However, the campaign participating frequencies Rn

jj

often follows the Poisson distribution instead of Gaussian [13, 39, 40]. Therefore

in the right panel of Figure 2.3, we further distinguish the modelling for campaign

participating frequency R
n
jj and the campaign order preferences Rn

ij, i 6= j:

R
n
ij ⇠ Gaussian(hAn⇤, B

⇤
iji, �), 8n, i 6= j

R
n
jj ⇠ Poisson(hAn⇤, B

⇤
jji), 8n, j

The graphical models are flexible to incorporate priors of the latent reconstruction

coe�cients and the graph basis to reduce the generalization errors (mistakes on unseen

data). We use the following priors:

Ank ⇠ Gaussian(0, �A), 8n, k

B
k
ij ⇠ Gaussian(0, �B), 8k, i 6= j

B
k
jj ⇠ Gamma(⌘, ✓), 8k, j

In particular, we use the Gamma distribution B
k
jj ⇠ Gamma(⌘, ✓) since it is the

conjugate one with Poisson.
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With the above settings, we have the joint probability density:

Pr(R|A,B) Pr(A) Pr(B)

=
Y

n,i,j 6=i

✓
1p
2⇡�

exp(�
(Rn

ij � hAn⇤, B
⇤
iji)2

2�2
)

◆Inij

⇥
Y

n,j

 
(hAn⇤, B

⇤
jji)R

n
jj

�(Rn
jj + 1)

exp(�hAn⇤, B
⇤
jji)
!Injj

⇥
Y

n,k

1p
2⇡�A

exp(�(Ank)2

2�2

A

)

⇥
Y

k,i,j 6=i

1p
2⇡�B

exp(�
(Bk

ij)
2

2�2

B

)

⇥
Y

k,j

✓
⌘

�(⌘)
(Bk

jj)
⌘�1 exp(�✓Bk

jj)

(2.7)

where �(·) is the gamma function (�(n+1) = n! for non-negative integer n), and I is

the indicator such that Inij = 1 if and only if Rn
ij > 0, otherwise I

n
ij = 0, for all n, i, j.

Now, we can formulate the (negative) log-likelihood as the objective function to

compute the optimal graph basis Bk for k = 1, 2, · · · , K, and at the same time the re-

construction coe�cients in matrix A for all the temporal graphs Gn, n = 1, 2, · · · , N :

L(A,B) = � log Pr(R|A,B) Pr(A) Pr(B) + const

=
1

2�2

NX

n=1

MX

i=1

MX

j 6=i

I
n
ij(R

n
ij �

KX

k=1

AnkB
k
ij)

2

�
NX

n=1

MX

j=1

I
n
jj(R

n
jj lnhAn⇤, B

⇤
jji � hAn⇤, B

⇤
jji)

+
1

2�2

A

kAk2 + 1

2�2

B

KX

k=1

MX

i=1

MX

j 6=i

(Bk
ij)

2

�
KX

k=1

MX

j=1

((⌘ � 1) logBk
jj � ✓B

k
jj)

(2.8)

where A 2 RN⇥K , Bk 2 RM⇥M , for k = 1, 2, · · · , K.
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2.4 Community Regularization

Indeed, in addition to modeling the temporal relationships of the marketing cam-

paigns in the complicated decision-making process of the business customers, another

important factor which can be leveraged to improve the NCTR recommendations

is the community network of the customers. As we mentioned in Section 2.1, in

the B2B markets, it is often that multiple customers from the same company will

make the business purchase decision together. These customers working on the same

buying task or in the same company form a small community, where the members

cooperate and communicate with each other. Therefore, during the reconstruction of

their temporal graphs, these customers may share similar reconstruction coe�cients.

To integrate these constraints into our problem formulation, we adopt the so-called

community regularization.

Suppose we have the community network encoded in the matrix H, where Huv = 1

if and only if the two customers u and v are from the same company, and Huv = 0

otherwise. Then our objective function is

J (A,B) = L(A,B) + � · ⌦(A), (2.9)

where the community regularization ⌦(A) encourages the customers from the same

company to have similar reconstruction coe�cients in A:

⌦(A) =
1

2

NX

u=1

NX

v=1

1

2
HuvkAu � Avk2

=
1

2
tr(A0(D �H)A),

where D is the diagonal degree matrix such that Duu =
PN

v=1
Huv.
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The level of the community regularization is controlled by the parameter �. Specif-

ically, a large � will tend to make the campaign preferences of di↵erent customers

to be the same in the same community. On the other hand, a small � will tend

to make the community network e↵ects insignificant. In practice, the optimal � is

dependent on the actual data characteristics, and it can be realized with the cross

validation procedure. Moreover, the regularization ⌦(·) is quite flexible to encode

di↵erent assumptions on the community networks. Generally speaking, the structure

in H can also be provided by domain experts or derived from external knowledge on

the customer relationships.

2.5 Learning Algorithm

For the sake of simplicity, here we only show the learning algorithm for the NCTRG

approach. We use gradient descent procedures to iteratively update the optimization

variables: Ank, B
k
ij, and B

k
jj, for n = 1, · · · , N , k = 1, · · · , K, i, j = 1, · · · ,M ,

and i 6= j. The element-wise gradients are given below, but note that the gradient

updating can be vectorized for improved e�ciency (e.g., in MATLAB/Numpy).

@J (A,B)

@An0,k0

=
1

�2

MX

i=1

MX

j 6=i

I
n0
i,j (R

n0
i,j �

KX

k=1

An0,kB
k
i,j)(�Bk0

i,j)

�
MX

j=1

I
n0
j,j (

R
n0
j,jB

k0
j,j

< An0,⇤, B
⇤
j,j >

� B
k0
j,j)

+
1

�
2

A

An0,k0 + �
@⌦(A)

@An,k

(2.10)
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@J (A,B)

@B
k0
i0,j0

=
1

�2

NX

n=1

I
n
i0,j0(R

n
i0,j0 �

KX

k=1

An,kB
k
i0,j0)(�An,k0)

+
1

�
2

B

B
k0
i0,j0

(2.11)

@J (A,B)

@B
k0
j0,j0

=
NX

n=1

Ij0,j0(
R

n
j0,j0An,k0

< An,⇤, B
⇤
j0,j0 >

� An,k0)

+
⌘ � 1

B
k0
j0,j0

� ✓

(2.12)

2.6 Empirical Experiments

In this section, we evaluate the performances of our approach in comparison with

several state-of-the-art methods. All the experiments are performed on a GNU/Linux

system with 2 CPUs (AMD 2.4GHz) and 4G RAM.

2.6.1 Data Description
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(c) Campaign Popularity

Figure 2.4: Statistics of the B2B Marketing Data.

We have collected three data sets of behavior records of the business customers

interested in di↵erent products o↵ered by a Fortune 500 company. For each customer,

we collect the marketing campaigns participated in by the customer. The campaigns

are ordered by the event-happening time as a marketing event sequence. A summary
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Characteristics Data A Data B Data C

# of Customers 2,119 568 930

# of Companies 597 250 144

# of Distinct Campaign 116 90 125

Total Campaign Events 24,125 6,758 23,977

Average Time Interval (day) 17.41 19.49 16.88

Average Sequence Length 11.43 11.90 25.78

Average Size of The Communities 3.55 2.27 6.46

Table 2.2: Characteristics of the B2B Marketing Data.

of all the data sets is shown in Table 2.2 with more statistics in Figure 2.4. One can

see diverse characteristics in terms of data size (e.g., number of customers, number

of companies, and number of campaigns) and event frequency (e.g., total campaign

events, average time interval, and average sequence length).

2.6.2 Evaluation Metrics

We use the following evaluation metrics to measure the recommendation perfor-

mances:
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• Normalized Discounted Cumulative Gain (NDCG): The NDCG measures

the ranking quality of the recommended list based on a graded relevance scale. It is

widely used in researches on recommendation, information retrieval, search engine,

etc. For a ranking list with K items:

DCG@K =
KX

k=1

2relk � 1

log(k + 1)
,

NDCG@K =
DCG@K

IDCG@K
,

where IDCG is the maximum possible DCG for the recommended items, and reli

is the graded relevance of the list at position i. The range of NDCG is [0, 1], with

1 representing the perfect ranking quality.

• Precision and Recall: For a ranking list with K items:

Precision@K =
#relevant recommendations

K
,

Recall@K =
#relevant recommendations

#all relevant items
.

The value of Precision@K and Recall@K closer to 1.0 means better recommen-

dation performances.

• Area Under the Precision and Recall Curve (AUPR): The AUPR usually

is computed as the average of all precisions at evenly spaced recall levels [63]. The

value is between 0 and 1 and higher is better.

In our experiments, we use the first 65% of the behavior records of each customer

for training and the remaining 35% for testing. All the metrics are computed for each

customer and then the overall average is summarized to compare di↵erent methods or
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parameter settings. We also report the running time of all methods and the number of

iterations for methods using iterative optimization, with the same level of tolerance (a

lower bound on the change in the value of the objective function during an iteration)

as 0.001.

2.6.3 Benchmark Methods

We compare our approaches (NCTR, NCTRC and NCTRG) with several benchmark

methods, including both conventional static recommender systems (Customer/Item

Mean, NMF) and state-of-the-art methods based on temporal behavior patterns

(FPMC, PIMF) or sequential rule mining (RuleGrowth). We summarize all the meth-

ods as follows:

1. Customer Mean (CustMean): This method makes prediction based on the

mean value of each customer:

bRn
ij =

P
ij R

n
ijI

n
ijP

ij I
n
ij

.

2. Item Mean: This method makes prediction based on the mean value of each

item:

bRn
ij =

P
n R

n
ijI

n
ijP

n I
n
ij

.

3. NMF: NMF is a widely used collaborative filtering approach [30], which factor-

izes the customer-campaign binary matrix (1 means the customer participated

in the campaign, 0 otherwise).

4. FPMC: The Factorized Personalized Markov Chains model [57] transforms the

sequential data of each user into a transition matrix and then predict the users
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next action by factorizing the matrices.

5. PIMF: The Purchase Interval based Matrix Factorization model [77] incor-

porates purchase interval into the marginal utility model to predict the most

relevant items for recommendation at a given time.

6. RuleGrowth: The RuleGrowth [24] uses a pattern-growth approach for discov-

ering sequential rules common to several sequences in the sequence databases,

which containing sequences of discrete events.

7. NCTR: This is our low-rank temporal graph reconstruction approach without

any additional regularization.

8. NCTRC: This method is our low-rank temporal graph reconstruction approach

with the community regularization for customers from the same company.

9. NCTRG: This method is the extension of the NCTRC approach with sepa-

rately defined temporal preferences and campaign interestingness and regular-

ization terms in a graphical model to avoid overfitting.

2.6.4 Performance Comparison and Discussion

In the performance comparison, we are curious about two questions:

• How the enhanced NCTRG framework improves baselines (CustMean, ItemMean,

NMF) as well as state-of-the-art models (FPMC, PIMF, RuleGrowth)?

• How the enhanced NCTRG framework improves our earlier approaches (NCTR,

NCTRC )?
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Table 2.3, 2.4, and 2.5 summarizes the comparison results on three B2B marketing

data sets, respectively. For all methods, the parameters (if any) are tuned by the

cross-validation procedure. More details on parameter selection in our method are

provided in Section 2.6.6. From the results, we have the following observations:

1. In general, our methods (NCTR, NCTRC and NCTRG) consistently outperform

other baseline methods such as Customer Mean, Item Mean, and NMF on all data

sets. This observation well a�rms our idea that the performance of NCTR recom-

mendation can be improved by considering the temporal information in customer

behaviors and the B2B community structures.

2. NCTR, NCTRC and NCTRG also outperform FPMC for predicting the next

possible campaigns. The reason is that, the temporal graphs in our methods are

more robust in representing the event sequences. For example, in our data, the

events happen irregularly with varying time intervals. Meanwhile, there are miss-

ing events not recorded in the behavior logs. All of these make the simple transition

probabilities of FPMC less meaningful. In contrast, our temporal graphs directly

compute the temporal correlations between marketing events for recommenda-

tions. The irregular time intervals are counted with robust smooth functions and

the missing events cannot a↵ect the construction of graph edges between observed

events.

3. Moreover, NCTR, NCTRC and NCTRG outperform PIMF which considers the

diminishing product’s utility and user’s satisfaction. In our data, the diminishing

marginal utility pattern does not fit into the B2B marketing events. For example, a



- 41 -

customer might participate in the same campaign (such as ‘Webinar’) several times

consecutively. Our temporal graphs can model not only this kind of repeatability

using self-connecting edges but also temporal correlations between campaigns in

the evolving buying processes.

4. In addition, NCTR, NCTRC and NCTRG outperform RuleGrowh by a large mar-

gin in terms of precision, recall and AUPR. Note that NDCG metric is not applica-

ble for RuleGrowh due to the lack of the graded relevance score for the sequential

rules. Although RuleGrowh as a sequential rule mining approach could find out

the most frequently co-occurred campaign sequences, it is less suitable for the B2B

marketing scenario than our approaches. This may be due to the reason that Rule-

Growth is less personalized by not taking into account the individual customer’s

campaign interests nor the B2B community structure among the customers.

5. NCTRC and NCTRG achieve higher recommendation quality than NCTR, which

shows the benefits gained by incorporating the community information when com-

puting the low-rank graph reconstruction. Moreover, our proposed NCTRG fur-

ther improves NCTRC significantly. From the results in the three tables, we can

observe an average of 0.0660 improvement in terms of all the measures for NCTRG

over NCTRC. This improvement can be attributed to the following reasons. First,

the Poisson-based enhanced method is more appropriate for modeling the cam-

paign frequency to capture the campaign interestingness preference. Second, the

NCTRG separately models the campaign frequency and the temporal preference

in the temporal graph, in which providing a more rigorous model than the NCTR
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and NCTRC applied an approximation solution. Moreover, the added regulariza-

tion terms in the model also help to avoid overfitting thus to improve the overall

performance.

Comparisons across di↵erent datasets. In general, we find that consistent improve-

ments of the proposed extension over all the baseline methods, even though these three

datasets di↵er in terms of data size, campaign sequence length, and community den-

sity. We also notice some interesting di↵erent results of these three datasets. First,

we find that in Data A and B, the method CustomerMean outperforms ItemMean,

while in Data C, the method ItemMean outperforms CustomerMean. This can be ex-

plained by the statistics in Figure 2.4 and Table 2.2. In Data C, the average sequence

length is much longer than those in Data A and Data B. In this case, campaign-based

approach can generally generate better results since more campaign information has

been utilized. In contrast, Data A and Data B have relatively shorter sequence length,

this is the possible reason that the ItemMean performed worse than CustomerMean.

Secondly, the average size of the B2B community varies in these datasets. Specifically,

dataset B has the smaller size of average 2-3 contacts for each company, which dataset

C has the larger size with above 6 contacts for each company. Due to the diverse

size of community, the improvement of the methods with community regularization

also varies. From the results we find that, the smaller size of the community, the

better improvements of the approach. The possible reason for the finding is that the

smaller community means tighter connection among the community members, thus

more significant influences on each others’ behavior.
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Summary. The temporal preference, community relationships and the campaign

interesting frequency are three of the most important characteristics for B2B mar-

keting data, and play an important role in the B2B campaign recommendation. The

NCTRC which fuses the first two factors–the temporal preference and the community

relationships into the B2B customer overall preferences can improve the NCTR and

other baselines. However, an integrated and enhanced of all three characteristics for

the B2B campaign recommendation lead to further improvements. The proposed NC-

TRG not only considers the temporal preferences from the behavior sequence and the

community relationship for recommendation, but also constructs the temporal graph

by considering the campaign visiting frequency as the campaign interestingness. As a

result, we can observe significant improvements over all the baseline algorithms. Also,

as shown in the performance comparison between NCTRC and NCTRG, we observe

improvements by NCTRG, as Poisson distribution is more suitable for modeling the

campaign frequency data.

2.6.5 Case Study

To provide a better understanding, we demonstrate some detailed recommendation

results in Table 2.6 and Figure 2.5 for 5 customers from two companies. With di↵erent

last behavior records, our approach recommends to each customer a list including

distinct contents. For example, as shown in Figure 2.5, the last record of customer

C1 is “Search”, which indicates that C1 is still in the primitive decision-making

stage. Therefore, the recommended campaigns for C1 include first “Email Campaign”

and “Web Advertising” to enhance the product awareness, and later “Webinar”,
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Customer Last Record Recommended List

Company A

C1 Search Email, Web Advertising, Webinar, Seminar, Trial Download

C2 Webinar Webinar, Seminar, Trade Show, Corporate Event, Conference

Company B

C3 Trade Show Training, Trade Show, Webinar, Corporate Event, Outbound

Telemarketing

C4 Trial Download Trade Show, Training, Webinar, Seminar, Corporate Event

C5 Search Webinar, Seminar, Trade Show, Trial Download, Training

Table 2.6: Examples of Recommended Lists.
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“Seminar”, and “Trial Download” to boost the interest level of the customer C1.

In comparison, with “Trade Show” as the last record, C3 is currently in a more

mature status toward purchase. Thus, this customer is provided with some late-

stage marketing campaigns such as “Training”, “Corporate Event”, and “Outbound

Telemarketing”, which can accelerate the buying process for final purchase decision.

Another interesting observation is that, although customer C5 has the same last

record with C1, the customer C5 is provided with very di↵erent recommendations.

This becomes natural with the consideration of the community relationships. Specif-

ically, we investigated the historical records of other community members and found

that the customers from this company are more proactive. They are already well

aware of the products without those advertisement related campaigns. Therefore,

some late-stage campaigns such as “Trade Show” and “Training” are recommended

to C5 for further information.

Furthermore, by separately modeling the temporal preferences and the campaign

interestingness and especially using Poisson distribution to model the campaign par-

ticipating frequency, NCTRG can better capture customers’ preferences and recom-

mend the campaigns with consideration of both time relevance and interestingness.

For example, “Webinar” is recommended again to C2 even though it is same as the

last record. This is due to the fact that “Webinar” is one of the most popular B2B

marketing campaign types and C2 attended webinars several times.

These observations clearly show that, for recommending the next campaign to

run, our approach can model not only the customer-specific behavior preferences

but also the community-related behavior commonalities. Moreover, both campaign
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interestingness and temporal relevance are carefully taken into consideration for rec-

ommendation. All these perspectives are e↵ective to improve the recommendation

performances in terms of various measures.

2.6.6 Parameter Selection

Now we consider the important parameters (�, r,K,�, �A, �B, ✓, ⌘) in our NCTR

recommender system and provide detailed discussion on the impacts of parameter

changing values on the model performance, which can also provide some guidance for

the parameter value selection. Specifically, we optimize the parameters following a

nature order, which first decides temporal graph parameters with domain knowledge,

then the number of graph bases, the degree of regularization, finally probability prior

parameters. This procedure is computationally e�cient and produces superior results

on our data sets. In general case, an iterative optimization of parameters or an

exhaustive grid search should be used for the best performance in practice. For the

sake of simplicity, we only show the results for the validation dataset of Data B.

Temporal Graph Parameters: The values of two parameters (� and r) for

constructing the temporal graphs can be chosen according to the domain knowledge.

For example, the thresholding parameter � in Equation 2.3 is set to be 90 days in

our data sets. The reason is that the customer will make decisions hardly based on

actions taken three months ago. Moreover, to make the numerical computing stable

in the function exp(·), the scaling parameter r for computing the temporal correlation

in Equation 2.3 can be chosen as the average time interval between all the consecutive

marketing events.
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The Number of Graph Basis K: We show how the value of graph basis K for

reconstructing the temporal graphs impact on model performances in Equation 3.1.

As shown in Figure 2.6a, we plot the recommendation performances with increasing

number of graph basis. As can be seen, the performances in terms of di↵erent mea-

sures vary significantly with the di↵erent numbers of graph bases. It is worthy to note

that the performances might not increase with more bases. The reason is that, more

bases imply higher modeling complexity and may lead to overfitting in the training

data and decreasing generality of the identified graph bases. Based on Figure 2.6a,

we see that K = 30 is a feasible trade o↵ between the modeling complexity and the

empirical accuracy, with which we achieve the optimal performance consistently in

terms of all measures. Therefore we choose K = 30 for this data set.

The Community Regularization Parameter �: Now we discuss the set of

regularization parameter �, which controls the degree of the regularization using the

community network in Equation 3.1. The appropriate values of these parameters can

also be chosen according to the recommendation performance. Intuitively, if we use

a small value of �, then we only employ the temporal graphs encoding the customer

behavior preferences for making recommendations. On the other hand, if � is larger,

the community network information will have a stronger impact on the reconstruction

of the temporal graphs. To choose the optimal value for �, Figure 2.6b shows the

recommendation performances with di↵erent increasing values of �. When � is greater

than 0, it becomes stable and gives the optimal results in terms of Precision, Recall

and NDCG.
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(a) K (b) �

Figure 2.6: Impacts of K and � on Model Performances.

The Graphical Model Priors Parameters �A, �B, ✓, ⌘: Finally, we demon-

strate the impacts of the changing values for the set of graphical model prior param-

eters �A, �B, ✓ and ⌘ for di↵erent distributions, respectively. As shown in Figure 2.7

and Figure 2.8, the suitable values of these parameters can also be decided based on

the recommendation performance. For �A, �B, and ✓, we can find the peak values of

the recommendation performances from Figure 2.7a, Figure 2.7b and Figure 2.8a, re-

spectively. Specifically, for Data B, the optimal results of the performance measures

can be reached with the parameter values around �A = 10, �B = 0.1, and ✓ = 1.

While for ⌘, the range of ⌘ is good for 4  ⌘  16 based on the Figure 2.8b.

2.7 Related Work

In this section, we reviews several categories of the existing work that are closely

related to the proposed research.
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(a) �A (b) �B

Figure 2.7: Impacts of �A and �B on Model Performances.

(a) ✓ (b) ⌘

Figure 2.8: Impacts of ✓ and ⌘ on Model Performances.
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2.7.1 Traditional Recommender Systems

The research of recommender systems have been an active topic in recent years. In

general, there are three major recommendation approaches including content-based

methods, collaborative filtering (CF), and hybrid methods [9, 1]. One of the most

widely used approaches is the collaborative filtering, which provides recommendations

by predicting what users will like based on their similarity to other users. One way to

define the similarity is to compute statistics in the user-item rating data. Another way

is to define the similarity implicitly by fitting the observed data with latent models

which can be used to make unobserved predictions. The model-based approaches

received a great attention especially in the Netflix movie recommendation competition

[36], where the low-rank matrix factorization was shown e↵ective and e�cient with

sparse observations [55, 50, 71].

2.7.2 Temporal Recommender Systems

Another type of useful information in the design of recommender systems is the

temporal pattern, which is still under-explored yet. For example, [35, 22, 71, 15]

showed that the temporal dynamics can be considered in the collaborative filtering

model to learn the dynamic characteristics of the users and items. Also, Tang &

Zhou [62] proposed to extract dynamic features using time-series analysis and apply

the adaptively weighting algorithm to make recommendations. N. N. Liu et al. [43]

proposed to combine explicit and implicit user feedbacks to learn the seasonality or

short-term preferences for movie recommendations. Xiang et al. [70] proposed to

combine the user similarity as the long-term preference and the product similarity as
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the short-term bias to make recommendations.

Another research direction of the temporal recommender system is to exploit the

time factors for short-term “next-item” recommendations. To this end, Rendle et

al. [57] integrated the latent factor model and Markov chain model for next-basket

recommendation. Wang & Zhang [67] proposed an opportunity model to estimate

the follow-up purchase probability of a user at a specific time. Yap et al. [74] pro-

posed to learn user-specific “sequence important knowledge” through personalized

sequential pattern mining. Recently, to improve the next-product recommendations

in e-commerce, the time interval between purchase behaviors has been modeled by

Zhao et al. [77, 78]. Similar ideas have also been used in other applications [12], such

as the recommendation of the next-POI (Point-of-Interest) to check-in in location-

based services [17, 76]. We implemented the closely related and applicable methods

in these researches and discussed more details in Section 2.6.

2.7.3 Recommender Systems with Social Information

Finally, the social information has been used to improve the recommendation perfor-

mances. In particular, [46, 47, 48] proposed to integrate the social network with the

matrix factorization method to learn the latent factors for both users and items with

di↵erent applications. To improve review quality prediction, Lu et al. [45] developed

a generic framework for incorporating social context information by adding regular-

ization constraints in the text-based predictor. To better utilize user’s social trust

information, X. Yang et al. [73] developed a category-specific social trust circle based

model with the user-item rating data combined with social network data. Moreover,
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in [19], the social correlation is used with Latent Dirichlet Allocation (LDA) to model

the users’ adoption of items. The authors further devised a hybrid model that com-

bines a user’s own latent factors with her friends’ for adoption prediction. In [60],

a joint personal and social latent factor (PSLF) model is used for social recommen-

dation by explicitly expressing the varieties of the social relationships for each user.

In this chapter, we have a simple community structure of the business customers.

We observed that the individuals in the same community collaborate with each other

and thus we incorporate a community regularization to reflect the relationship in our

NCTR approach to improve the marketing campaign recommendations.

2.8 Discussion

Here, we discuss the advantages and limitations of this study. From the experimental

results, we can see that the proposed NCTR framework works very well for predicting

the B2B customers campaign preferences by exploiting the temporal and community

characteristics of the B2B marketing campaign data. Also, in this paper, we describe

the work in a domain depended (i.e., B2B marketing) way where users are B2B con-

tacts from di↵erent companies, items are various marketing campaigns, and features

of items are extracted from the campaign behavior sequences and so on. However, it

is worth noting that the idea of integration the temporal factors and the relationships

of the users into a recommendation framework should be generally applicable to other

recommendation scenarios.

In the meantime, the NCTR framework has some limitations. First, we focus on

designing the recommendation algorithm for the next possible campaign based on
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the customer’s past behavior records. So there are maybe some cold-start problems

for a new customer come in and without any behavior records. Thus, our approach

may be more useful are existing customers with a few behavior records. Also, if we

want to deploy this work for real-world services, we have to incorporate more practical

functions. Second, there are some limitations with the performance evaluation, which

is justified based on the three test data and a simple user study. For instance, preferred

and relevant campaigns in the test set may be just a small fraction of the entire

relevant ones that are actually favored by the customers. For real-world applications,

more sophisticated experiments are required. In addition, note that, currently we

define the communities for customers from the same company. In the future, we may

identify more fine-grained community structures among customers, e.g., customers

can form di↵erent groups for di↵erent buying tasks.

2.9 Summary

In this chapter, we developed a novel recommender system to combine the temporal

and social factors captured in customer behavior records and the customer community

networks for B2B marketing campaign recommendations. The goal is to provide the

marketers with a better marketing strategy to expedite the customer conversion cycle

and boost the customer conversion ratio. The proposed B2B marketing campaign

recommender system strategically integrates the temporal preferences, community

relationships and the campaign interestingness in the framework. Specifically, we first

represented the rich temporal content in customer behavior records using the temporal

graphs. Next, with the personalized temporal graphs, we computed the low-rank
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graph reconstruction to predict the unobserved graph edges. Moreover, we regularized

the graph reconstruction with the community network of the business customers.

Furthermore, the proposed approach NCTRG extended the preliminary work NCTRC

by considering the skewed campaign frequency data characteristic of B2B marketing

data, to incorporate the campaign interestingness information in the model. Finally,

we developed e�cient algorithms to compute the optimal solutions, which we have

applied on several real-world B2B marketing data sets. The experiments clearly

validated the e↵ectiveness of the proposed approach in comparison with the state-of-

the-art methods.
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CHAPTER 3

BUYER TARGETING OPTIMIZATION: A UNIFIED CUSTOMER

SEGMENTATION PERSPECTIVE

In marketing analytics, customer segmentation (clustering) divides a customer base

into groups of similar individuals, while buyer targeting (classification) identifies

promising customers. Both customer segmentation and buyer targeting help the busi-

ness to improve marketing performances by allocating resources to the most profitable

customers. Due to the heterogeneity across the customer groups, some studies have

been made on combining the tasks of customer segmentation and buyer targeting for

tailored marketing strategies. However, these e↵orts usually combine these two tasks

in a simple step-by-step approach. It is still unclear how to implement these two tasks

in a more integrated and optimized way, which is the research objective of this work.

Specifically, we formulate customer segmentation and buyer targeting as a unified

optimization problem. Then, the customer segments are adaptively realized during

the targeting optimization process. In this way, the integrated approach not only

improves the buyer targeting performances but also provides a new perspective of

segmentation based on the buying decision preferences of the customers. The unified

customer segmentation and buyer targeting method not only quantifies the purchase

tendency of a specific customer but also characterizes the buying decision behaviors at

the segment level. We also develop an e�cient K-Classifiers Segmentation algorithm
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to solve the unified optimization problem. Moreover, we show that the customer

segmentation based on the buying decision preferences can also be consistent with

the features on customer profiles. Finally, we have performed the extensive exper-

iments on several real-world Business to Business (B2B) marketing data sets. The

results show that our approach o↵ers not only more accurate targeting of promising

customers but also meaningful customer segmentation solutions with interpretable

buying decision preferences for each customer segment.

3.1 Introduction

Customer segmentation and buyer targeting are two intelligent components of the

customer relationship management (CRM) systems. Specifically, customer segmen-

tation targets on dividing the customer base into groups of individuals who share

similar profiles, product needs, or marketing priorities. Customer segmentation pro-

vides better understanding of the customers’ characteristics at a finer granularity level

and enables di↵erentiated marketing strategies to meet the customers’ needs. On the

other hand, buyer targeting identifies promising customers and allocates marketing

resources on them to increase sales/profits. Finding better ways of customer segmen-

tation and buyer targeting is essential to reduce marketing cost and boost business

performances in modern marketing analytics [2, 3, 18].

Marketing professionals traditionally accomplish these two tasks in two indepen-

dent steps: using a clustering method for customer segmentation and using a classifi-

cation method for buyer targeting. Given the discrepancies among customer groups,

the segmentation results have been leveraged to improve the classification perfor-
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mance for buyer targeting [51, 18, 3, 58]. For example, Chou et al. [18] proposed

to first use K-Means clustering to segment customers and then build the segment-

wise predictive models for better targeting the promising customers. Also, Apte et

al. [3] developed individually tailored predictive models for each segment to maxi-

mize targeting accuracy in the direct-mail industry. In such a step-by-step approach,

the buyer targeting (the second step) becomes dependent on the results of customer

segmentation (the first step). However, the customer segmentation has to be imple-

mented independently and can only provide limited improvements for the subsequent

buyer targeting.

Is it possible to further optimize the buyer targeting performances by implementing

these two tasks in a more integrated way? This is the research question we would like

to answer in this chapter. To this end, we investigate how to integrate these techniques

in a unified optimization framework. Our key idea is to group the customers based

on their decision preferences, which are quantified with the targeting models. In this

way, it is possible to divide the customer base in an optimal way with respect to the

targeting performance. Also, segmentation and targeting in our unified approach are

intrinsically related and can be mutually supportive. To the best of our knowledge, the

integration of both segmentation and targeting into a unified and optimized process is

an innovative approach in solving classic marketing problems. In a more general sense,

our approach unifies the clustering process and the classification modeling so that the

clustering solution can best boost the classification performance. Our algorithm can

also be used for other applications in addition to marketing optimizations.

More specifically, we first provide a novel mathematical formulation to integrate
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the customer segmentation and the buyer targeting into a unified optimization prob-

lem. Inspired by the K-Means clustering, we then develop an iterative algorithm

(K-Classifiers Segmentation) to optimize the customer segmentation and targeting

simultaneously. In comparison with K-Means clustering using the centroid as the

partition and update criteria, we learn a set of targeting models and assign each

customer to his/her most appropriate model. The customers assigned to the same

targeting model form one customer segment, where the customers’ buying decision

preferences can be explained by the associated targeting model. As a result, targeting

accuracy is improved due to the buying decision oriented segmentation.

To improve the interpretability and the robustness of the results, we further de-

velop a profile-consistent K-Classifiers Segmentation algorithm. Indeed, using the

straightforward process similar with K-Means clustering, the resultant segmenta-

tion may group customers with similar profiles into very distinct segments, which

are di�cult for marketing professionals to interpret. To solve the profile inconsis-

tency issue, we exploit the Nearest Neighbor Clustering framework [10]. With the

profile-consistent algorithm, the identified segmentation is consistent with not only

the customer profiles but also the customer decision preferences.

Finally, we demonstrate our approach on both synthetic data set and real-world

B2B marketing data sets. We use the synthetic data to better illustrate the algorithm

details. The results of the real-world data sets show that the proposed approach can

greatly improve the accuracy of the buyer targeting than other benchmark methods.

Moreover, we validate that our approach can also o↵er good clustering performance

comparing to K-Means clustering. In addition, the interpretation of the buying de-
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cision oriented segmentation result can help us to understand the di↵erent behaviors

of the customers. The marketers can use the decision preferences of each customer

segment to develop tailored marketing campaigns to attract prospects.

In summary, the contributions of this work include:

• An innovative formal framework to integrate the customer segmentation and

buyer targeting into a unified optimization problem;

• A practical profile-consistent K-Classifiers Segmentation algorithm to optimize

the unified problem with interpretable solutions;

• An empirical study on real-world data, showing promising results on both better

targeting accuracy and segmentation with actionable marketing implications.

Overview. The remainder of this chapter is organized as follows. In Section 3.2

we provide a detailed description of our integrated framework, and in Section 3.2.3 we

propose a Profile-Consistent algorithm to enhance our approach. Next, Section 3.3

reports the experimental results for both synthetic data set and real-world B2B data

set. Section 3.4 shows the related works and finally Section 2.9 concludes this work.

3.2 Buyer Targeting with Unified Segmentation

In this section, we develop the unified optimization framework to address the follow-

ing two complementary tasks:

1) Customer Segmentation: The task of customer segmentation is to find a set of

segments, where similar customers are grouped together. A clustering algorithm is

often used for this purpose by treating each cluster as one segment.
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2) Buyer Targeting: With a large number of customers, buyer targeting uses clas-

sification algorithms to identify the promising prospects for marketers to pursue.

In the literature, to cope with the heterogeneity of the customers, the buyer

targeting models are often learned for each segment separately, and conventionally,

the customer segmentation is an independent pre-step. In this work, we show that

these two tasks are indeed intrinsically related and can be mutually supportive. We

propose a unified framework to simultaneously segment the customers and fit the

buyer targeting models. The identified segmentation is consistent with not only the

customer profiles but also the customer decision preferences, which are quantified

with the loss function of a targeting model.

Specifically, we unify the two tasks as an integrated optimization problem. Sup-

pose we have a data matrix X 2 RN⇥D, where the n-th row xn represents the profile

features of the n-th customer. Also, we have the responses {yn|n = 1, · · · , N}, with

yn = +1 for buyers and yn = �1 otherwise. We want to group the customers into K

segments (clusters), {S1, S2, · · · , SK}, and learn the buyer targeting model (classifier)

Ck for each segment Sk respectively. In the following, we take the linear model as the

example, i.e., the decision function of Ck is of the form:

Ck(x) = hx, hki+ ck,

where hk represents the model coe�cients and ck is a constant bias.

With the linear buyer targeting models, we simultaneously group the customers
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and optimize the model parameters by minimizing the following total loss:

J (S,C) =
1

N

NX

n=1

loss(xn, yn|C`n) (3.1)

=
1

N

KX

k=1

X

n2Sk

loss(xn, yn|Ck)

where `n is the segment (cluster) assignment of the n-th customer, i.e., `n = k if

and only if n 2 Sk. In other words, each customer-specific loss in the total loss is

computed with the user’s respective targeting model.

This formulation is flexible enough to incorporate di↵erent types of loss functions

in di↵erent classification models. In this work, we consider both Logistic Regression

and Support Vector Machine (SVM), while other models can also be applied. To be

specific, when applying Logistic Regression, we have the logit loss:

loss(x, y|C) = log(1 + exp(�y · C(x))), (3.2)

and when applying SVM, we have the hinge loss:

loss(x, y|C) = max{0, 1� y · C(x)}. (3.3)

Here, x is a customer profile, y is the corresponding response, and C is the buyer

targeting model.

3.2.1 K-Classifiers Segmentation

Intuitively, the objective in Equation 3.1 is very similar to that of the K-Means

clustering. We replace each centroid in K-Means clustering with a classifier, and we

replace the distance between the centroid and a nearby point with the loss of that

point in our classification model. Consequently, the problem to minimize J (S,C)
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is NP-hard. Starting with a random initialization, we use an iterative process to

optimize the segmentation and targeting models (Algorithm 1). The K-Classifiers

Segmentation Algorithm begins with the randomly formed (or predefined) segments.

Then, the following two steps are iterated until convergence. First, in the update

step, we learn a classifier Ck for each cluster Sk. Second, in the assignment step, we

assign every point xn (with response yn) to the `n-th classifier with the minimum loss

based on the specified loss function.

Although the optimization process is similar with K-Means clustering, the K-

Classifiers Segmentation Algorithm does not inherit critical shortcomings of K-Means

clustering. Particularly, the simple K-Means is based on Euclidean distances, and thus

it is prone to generate spherical clusters with similar sizes. However, the real data sets

may not satisfy these assumptions. In contrast, the K-Classifiers Segmentation Algo-

rithm is based on a loss function, which quantifies the customer decision preferences

without any assumptions on the shapes or sizes of the segments.

3.2.2 Profile Inconsistency Problem

The optimization in Algorithm 1 works solely with the classification loss of the data.

Therefore, in some cases, it may lead to profile inconsistency. In other words, there

may be the circumstance that points close to each other may end up being assigned

into di↵erent clusters. For instance, Figure 3.1(a) shows the situation that both of

two clusters (represented by blue triangle and red circle respectively) have points in

the associated cluster region but belong to the other cluster (e.g. the red circles in the

upper right corner and the blue triangles in the lower right corner), while Figure 3.1(b)
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shows the desired profile-consistent results. For the case of customer segmentation,

the profile inconsistency means that customers with very similar feature profiles may

be grouped into di↵erent segments, and consequently, it is very di�cult to interpret

and apply the results in practice. To cope with this challenge, we further propose

profile-consistent strategy in the following section.

Cluster 1
Cluster 2

(a) An Example of Profile Inconsistency

Case.

Cluster 1
Cluster 2

(b) An Example of Profile-Consistent

Case.

Figure 3.1: Inconsistency vs. Consistency.

3.2.3 Profile-Consistent Algorithm

To improve the interpretability and the robustness of the results, now we optimize

the J (S,C) with Sk consistent with the customer profiles xn 2 Sk. We adopt the

Nearest Neighbor Clustering algorithm [10], which is very flexible and shown to pro-

duce consistent clustering solutions with arbitrary objective functions. Using the idea

of Nearest Neighbor Clustering, the Profile-Consistent K-Classifiers Segmentation is

provided in Algorithm 2.
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K-Means K-Classifiers Profile Consistent K-Classifiers

Initialization Randomly select K ob-

servations as the initial

centroids.

Randomly select K observa-

tions as the initial centroids.

Randomly select M seed points to con-

struct M sub-regions.

Update Criteria The centroid. The classifier learned based on

all the points in the segment.

The classifier learned based on all the

points in the segment.

Objective Minimize the within-

cluster distance.

Minimize the point-wise classi-

fication loss.

Minimize the classification loss for each

sub-region.

Table 3.1: The Comparisons of Three Algorithms.

In addition to settings in Algorithm 1, a new parameter M (K  M ⌧ N)

is needed to form sub-regions in the space, and the optimization process is con-

strained with consistent clustering assignments for each sub-region. The sub-regions

are formed with the closeness between the customers, and thus this procedure can

improve the profile consistency. To be specific, we randomly select M seed points and

construct the Voronoi decomposition as the sub-regions T1, · · · , TM . Then, we start

with random segment assignments for the sub-regions and iterate the update step and

the assignment step as in Algorithm 1. The only di↵erence is that, the assignment

step will group the sub-regions instead of individual points. Intuitively, we actually

first identify profile-consistent sub-segments of customers, and then identify the fi-

nal customer segmentation by re-allocating the sub-segments based on the targeting

models. In this way, we can simultaneously learn the targeting models and identify

the profile-consistent customer segments.
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(b) The total loss at each iteration.

Figure 3.2: Synthetic data plot and the loss curve.

To further illustrate the profile-consistent algorithm, in Figure 3.3, we show the

intermediate optimization results on a synthetic data set. Specifically, we have gen-

erated a two dimensional data set with two classes (the positive class in red and the

negative class in blue), as shown in Figure 3.2(a). As can be seen, these two classes

(red and blue) cannot be classified using just one simple linear model. However, if we

partition the space into several segments, it is possible that the classes are separable

within each segment. For example, the data can be divided two segments, one is the

top blue points with large group of red points on left, and the other is lower blue

points with small group of red points. As illustrated in Figure 3.2(b) and Figure 3.3,

the profile-consistent algorithm can successfully identify the two segments and fit

their respective classification models by minimizing the total classification loss, in a

small number of iteration steps.
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In Table 3.1, we summarize the di↵erences among the K-Means clustering (KM),

the K-Classifiers Segmentation (KC), and the Profile Consistent K-Classifiers Seg-

mentation (PC) with respective to three specific aspects: the initialization step, the

update criteria, and the optimization objective. Again, as we mentioned in Sec-

tion 3.2.1, due to the intrinsic di↵erences among the KM, our proposed KC and

PC algorithms, the KC and PC algorithms will not inherit critical shortcomings of

K-Means clustering.

3.2.4 Convergence Analysis

Similar to classical K-Means clustering algorithm, our approaches also have the prop-

erty of convergence. The total cost monotonically decreases since each iteration of

Algorithm 1 and Algorithm 2 necessarily lowers the cost, as shown in the following.

Let C
(t)
1
, . . . , C

(t)
k , S

(t)
1
, . . . , S

(t)
k denote the classifiers and clusters at the start of

the t-th iteration of both algorithms. The t-th iteration assigns each data point

to the classifier with the minimum loss based on specified loss function. Therefore

loss(S(t+1)

1
, . . . , S

(t+1)

k ;C(t)
1
, . . . , C

(t)
k )  loss(S(t)

1
, . . . , S

(t)
k ;C(t)

1
, . . . , C

(t)
k ). Next, each

cluster is reformed by the data points with corresponding classifier, then

loss(S(t+1)

1
, . . . , S

(t+1)

k ;C(t+1)

1
, . . . , C

(t+1)

k )  loss(S(t+1)

1
, . . . , S

(t+1)

k ;C(t)
1
, . . . , C

(t)
k ).

3.3 Experimental Results

In this section, we demonstrate the e↵ectiveness of our approach on both synthetic

data and real-world B2B marketing data. All the experiments are performed on a

Window 7 system with 2 CPUs (Intel i5 2.5GHz) and 8G RAM.
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3.3.1 The Experimental Setup

Synthetic Data: As aforementioned, we have simulated a small two-dimensional

data set with two classes represented by red and blue color, respectively, as shown

in Figure 3.2(a). Some data characteristics of the synthetic data are summarized in

Table 3.2.

Real-world B2B Marketing Data: In this study, we obtained a B2B marketing

data from a large multinational software company. Specifically, we have two sets of

customers interested in di↵erent products. One is the network appliance denoted as

Product A, and the other one is the desktop visualization software denoted as Product

B. With “dormant” customer (no activities for six months) records removed, we have

remaining 30, 475 customer records (8, 315 for Product A and 22, 160 for Product B

respectively). Each customer record includes 49 profile attributes and a binary class

label to indicate buyer or otherwise.

More specifically, the B2B marketing data set includes demographic attributes,

such as industry, company size, and job title information. We also have detailed cus-

tomer behavior attributes (valued by interaction counts) related to customers’ inter-

actions with the company through four major types of marketing campaigns, such as

Event related campaigns, O↵er related campaigns, Product Trial related campaigns,

and Activity related campaigns. These behavior attributes reveal meaningful insights

about how the prospects behave in specific campaign activities and show their pref-

erences of the marketing campaigns. The data characteristics are shown in Table 3.2,

and more details of the attributes are summarized in Table 3.3.
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Table 3.2: Synthetic and Two Real-world B2B Data Sets.

Data Size Positive Class Negative Class

Synthetic 300 193 107

Product A 8,315 1,680 6,635

Product B 22,160 4,232 17,828

Benchmark Methods: We compare our approaches with other benchmark

methods using two base classifiers (LR and SVM), and we summarize all the methods

as follows, where the last two methods (KC and PC) are proposed in this work.

1. Single Classification (LR and SVM): A single general classification approach,

not segment-wise classification.

2. Segment-wise Classification using K-Means clustering (SWLR and SWSVM): A

step-by-step approach to first use K-Means clustering to do segmentation and

then develop classification models for each segment.

3. K-Classifiers Segmentation Approach (KCLR and KCSVM): An integrated ap-

proach to use K-Classifiers Segmentation Algorithm to find out both meaningful

segmentation and optimized classification models.

4. Profile Consistent Approach (PCLR, PCSVM): An integrated approach to use

Profile Consistent Algorithm to ensure profile consistency.
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Table 3.3: Demographic Variables and Behavior Variables.

Demographics Values

Company Size Small Business, Enterprise, Unknown

Industry Heavy Hitters, Potentials

Job Title IT Sta↵, IT Manager, Executive, Researcher, Non-IT, Unknown

Behaviors Values

Event Corporate Event, Trade Show, Conference, Webinar, Seminar,

Technology Preview

O↵er O�cial Website, Direct Mail, Email, Call Center, Search Engine,

Web Advertising (third party), Social Media

Product Product Download, Product Free Trial, Product Renewal, Product

Activation, Product Training

Activity Subscribe, Unsubscribe, Active, Inactive
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3.3.2 Comparison of Targeting Performances

We apply ten-fold cross validation to evaluate the targeting/classification performance

with six widely used metrics: Accuracy, Precision, Recall, F-measure, Average Pre-

cision Score (AP), and Area Under Curve (AUC) [54]. We report the average per-

formances of the cross-validation in Table 3.4 for both the synthetic data and the

real-world B2B marketing data. From Table 3.4, we have the following observations:

• First, we clearly see that our PC approach outperforms other baselines under

di↵erent metrics, which demonstrates the e↵ectiveness of our framework for

buyer targeting optimization. In general, PC has a much better classification

performance than KC due to the profile-consistency property of PC.

• Second, PC outperforms other baselines with a more significant margin on syn-

thetic data than on the B2B marketing data. The class ratio of the synthetic

data is more balanced, and PC shows a great advantage in terms of all six

measures. While for the B2B marketing data, PC achieves better results in

terms of Precision, Recall, F-measure and AP. This may be due to that the

B2B marketing data is more sparse and with relatively high imbalanced class

ratio.

• Third, with utilization of either logistic regression or SVM base classifier, our

approach works well and stable on all the data sets. This observation well

a�rms the advantage of our approach that it is very flexible and can adopt any

loss functions.
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• Lastly, in some cases, the segment-wise classification approach may have simi-

lar performance or even slightly outperform our approach. However, for these

two classic and challenging marketing problems, our approach is an innovative

attempt for enhancing the marketing performance in a new way and can get im-

provement from baselines. Also, it is worth noting that the greater performance

improvement from KC to PC approach than from SW to PC.

3.3.3 Comparison of the Clustering Performances

In addition to targeting performance, we also compare the clustering performance

of our approaches to the benchmark methods. Since there is no external clustering

labels as true labels, so we measure the goodness of the clustering results using some

internal clustering validation measures based on the compactness and separation.

Clustering Evaluation Metrics: Calinski � Harabasz (CH) index, I index

and Silhouette index are used are the evaluation measures [44]. The formulas to

calculate the metrics are as follows:

CH :

P
i nid

2(ci, c)/(NC � 1)P
i

P
x2Si

d2(x, ci)/(n�NC)
,

I : (
1

NC
⇥

P
x2D d(x, c)P

i

P
x2Si

d(x, ci)⇥maxi,j d(ci, cj)
)P ,

Silhouette(S) :
1

NC

X

i

{ 1

ni

X

x2Si

b(x)� a(x)

max[b(x), a(x)]
},

where D: data set; n: number of objects in D; c: center of D; P : attributes number

of D; NC: number of clusters; Si: the i-th cluster; ni: number of objects in Si; ci:

center of Si; d(x, y): distance between x and y; a(x) =
1

ni�1

P
y2Ci,y 6=x d(x, y); b(x) =

minj,j 6=i[
1

nj

P
y2Cj

d(x, y)].
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The CH index validates the cluster performance based on the average between-

and within-cluster sum of squares. Index I (I) measures both separation and com-

pactness in terms of the maximum distance between cluster centers and the sum of

distances between objects and their cluster center respectively. The Silhouette in-

dex measures the clustering validity based on the pairwise di↵erence of between- and

within-cluster distances. In addition, the larger the values of these three metrics, the

better the clustering results.

Except for the single classification approaches, we compare the clustering per-

formances of our proposed approach (KC and PC approaches) to the Segment-wise

(SW) approach using K-Means clustering with the aforementioned three metrics. As

the experiment results show in Table 3.5, in general, all methods can achieve better

clustering results on synthetic data set than real-world B2B data sets. This is be-

cause the real-world data sets are more complicated with higher dimensionality than

the synthetic data set. Moreover, we can see that our KCSVM approach performs

slightly better than Segment-wise approach based on K-means clustering on the syn-

thetic data set. While for the two real-world data sets, KCLR and PCSVM can achieve

significant higher values of three metrics. This observation well demonstrate that the

our approaches can also achieve great clustering results, and the unified clustering

and classification approach can mutually benefit each other.

3.3.4 Decision Oriented Segmentation Analysis

Our approach also provides deep insights in addition to the improved targeting per-

formances. Through the integrated process, distinct classification models for each
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segment are developed to capture various segment-wise buying decision preferences.

Particularly, the attribute coe�cients in the classification models can reflect the sig-

nificance of the impact on the buying decision. Taking Product A for example, we

plot the absolute values of the attribute coe�cients for five segments as shown in

Figure 3.4. The darker the cell color, the larger the value of the coe�cient.

As can be seen, each segment has di↵erent and diversified sets of significant fea-

tures, which reveals the di↵erent characteristics and buying preferences of the specific

segment. Moreover, the set of important features of segment 1 to 5 move from left to

right. In general, for customers interested in product A, most important features are

among the O↵er related campaigns and Event related campaigns. In contrast, the

Product related and Activity related campaigns are less influential.

To further understand the decision preference of the customers, we list the top

influential variables for several segments in Table 3.6. As can be seen, each segment

shows di↵erent significant variables. 1) For example, for Segment 1 of Product A, four

out of five features are the O↵er related campaigns, namely, website advertising, the

company o�cial website and the search engine advertising. Thus, we may summarize

the buying preferences of Segment 1 as O↵er Campaign Oriented segment. 2) It is

worth noting that Segment 3 is defined as Job Title Oriented due to the job title

attributes, such as “Non IT” and “Researcher”, which indicate that in this segment

customers with these job titles have a more apparent buying decision pattern.

In addition, the di↵erences of the decision preferences exist not only among seg-

ments, but also between the two products. As we mentioned before, the buying

preferences of Product A’s segments mostly focus on the O↵er related campaigns
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and Event related campaigns. In contrast, Product B have various kinds of buying

preference patterns. For example, Segment 1 seems to be Product Campaign Oriented

due to the majority of the features are product campaigns such as free trial, the total

number of product campaign participated in, product activation, product training.

Moreover, Segment 3 demonstrates the characteristic of Activity Campaign Oriented.

These mentioned significant variables in Product B are quite di↵erent from those of

segments in Product A, which indicates that the customers of these two products

behave di↵erently. The above examples show that our approach can grasp the diver-

sified decision preferences of di↵erent segments. In summary, the results can help the

marketing managers to optimize investment on more e�cacious decision preference

oriented campaign strategies.

3.3.5 Parameter Sensitivity

In our algorithm, there are two parameters, K and M , which represents the number

of segments and the number of subregions, respectively. We fix any one of them and

investigate the sensitivity of the other one in turns. For the sake of simplicity, we

only show the parameter tuning experiment results of Product B data.

First, we show how to decide the optimal number of clusters K. As shown in

Figure 3.5a, we plot the classification performances with increasing number of clusters

by fixing M = 150. As can be seen, the performances in terms of di↵erent measures

(F � measure and AUC) vary significantly with the di↵erent number of clusters.

It is worthy noting that the performances might not increase with either smaller or

larger number of clusters. The reason is that, on the one hand, a smaller number of
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clusters may not be enough to capture the real natural clusters, on the other hand,

a larger number of clusters may break the true shape of the natural clutters. Based

on Figure 3.5a, we see that K in range of {3, 4, 5, 6} have similar performances but

K = 3 is a feasible choice which we achieve the optimal performance consistently in

terms of these two measures. Therefore we choose K = 3 for this data set.

Second, the other parameter M , which controls the number of sub-regions using

in the Algorithm 2 can also be chosen according to the classification performance.

Intuitively, the sub-regions are formed to capture the closeness between the customers.

Similarly to the parameter K, either a small or large number of M may not represent

the closeness well or even make the sub-regions too trivial. To choose the optimal

M , Figure 3.5a shows the classification performances with increasing value of M

with fixed K = 3, where M = 150 gives the consistently optimal results in terms of

F-measure and AUC.

3.4 Related Work

Customer segmentation is one of the principal components of CRM since it helps to

gain a deep understanding of customers’ needs and characteristics [66, 31, 52, 64].

Many data mining techniques are gaining popularity in the market segmentation, such

as CHAID decision tree [11, 29, 38], logistic regression [49], neural network analysis

[65, 7], and K-Means clustering analysis [26]. In contrast, we formulate an optimized

problem with advantages of providing a concrete segmentation focusing on buying

decision preferences.

Another key problem in CRM is buyer targeting, that is, to identify the prospects
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that are most likely to become customers or most valuable to the company. Many

database marketers are applying intelligent data mining tools to solve the problem,

such as in [6] the authors focused on classification of online customers based on

their online website behaviors, and Kim et al. [34] applied neural networks guided by

genetic algorithms to target households. Comparing to the previous work that focus

on providing a general predicting model for the total customer base, our approach

provides an optimized segment-wise approach which can o↵er more customized and

tailored strategies for each segment to improve the customer conversion rate.

Furthermore, the idea of using of segmentation to help build segment-wise pre-

diction models has been recognized by many researchers. Several previous work

[18, 3, 2, 58, 25] combined the segmentation and prediction together, and applied

on the di↵erent business scenarios.

However, the problem for the existing works is that the combination of these two

tasks is in a simple step-by-step way, which is di�cult to theoretically guarantee the

improvement for classification performance. In contrast, our work is distinguished by

our development of a joint optimized classification framework, in which the two tasks

are unified in a mutually supportive way.

In terms of general-purpose clustering research, this work is related to [41]. As

shown, a specific cluster center should be computed for a given distance/loss metric

used in the clustering process. In our case, the cluster center is modeled as a classifier

to improved the overall classification performance. In other words, our work in this

paper is an attempt to unify the supervised and the unsupervised learning methods.
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3.5 Summary

Now we answer the question asked in the beginning of this chapter: We can indeed

optimally integrate the two essential marketing tasks, customer segmentation and

buyer targeting, so that the customers are grouped into segments where the promis-

ing buyers can be most easily identified. In our approach, the two tasks are performed

simultaneously in a unified optimization framework which combines the clustering and

classification objectives. To solve the optimization problem, we developed an itera-

tive K-Classifiers Segmentation algorithm, where the customer segments are formed

with customers’ buyer targeting models. Moreover, we showed that the segmenta-

tion results can also be consistent with the features on customer profiles. Finally,

we applied our approach on both synthetic data and real-world Business-to-Business

(B2B) marketing scenarios. Extensive experiments clearly validated the e↵ectiveness

of the proposed approach and its improvements in comparison with alternative meth-

ods. In addition to targeting (classification) accuracies, we showed that our approach

can provide interpretable customer segmentation solutions and reveals new marketing

insights.
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Algorithm 1 K-Classifiers Segmentation Algorithm.
Input: X, Y , K, loss.

Output: S, C.

1: for n = 1, · · · , N do

2: `n  rand{1, · · · , K}.

3: end for

4: repeat

5: #Update step:

6: for k = 1, · · · , K do

7: Learn Ck based on {xn, yn|n 2 Sk}.

8: end for

9: #Assignment step:

10: for n = 1, · · · , N do

11: `n  argmin
k

loss(xn, yn|Ck).

12: end for

13: until Convergence.
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Algorithm 2 Profile-Consistent Algorithm.
Input: X, Y , K, M , loss.

Output: S, C.

1: Randomly select M seed points to construct the Voronoi decomposition

T1, · · · , TM .

2: for m = 1, · · · ,M do

3: `
t
m  rand{1, · · · , K}.

4: end for

5: repeat

6: #Update step:

7: for k = 1, · · · , K do

8: Learn Ck based on {xn, yn|n 2 Sk}.

9: end for

10: #Assignment step:

11: for m = 1, · · · ,M do

12: `
t
m  argmin

k

P
n2Tm

loss(xn, yn|Ck).

13: end for

14: until Convergence.
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Table 3.4: The comparisons of targeting performances. For all methods,

all parameters (if any) are empirically selected through cross-validation.

Accuracy Precision Recall F � measure AP AUC

S
y
n
th

e
ti
c
(K

=
2
,
M

=
8
)

LR 0.6466 ± 0.07 0.7295 ± 0.05 0.7492 ± 0.14 0.7325 ± 0.07 0.8226 ± 0.03 0.5964 ± 0.08

SWLR 0.8800 ± 0.06 0.9441 ± 0.05 0.8744 ± 0.08 0.9052 ± 0.05 0.9510 ± 0.03 0.8831 ± 0.06

KCLR 0.5296 ± 0.16 0.6861 ± 0.15 0.5279 ± 0.16 0.5918 ± 0.15 0.7636 ± 0.10 0.5299 ± 0.17

PCLR 0.9499 ± 0.05 0.9651 ± 0.03 0.9600 ± 0.05 0.9618 ± 0.04 0.9759 ± 0.02 0.9450 ± 0.05

SV M 0.7039 ± 0.08 0.8272 ± 0.14 0.7692 ± 0.18 0.7686 ± 0.07 0.8751 ± 0.05 0.6746 ± 0.13

SWSV M 0.7935 ± 0.10 0.9018 ± 0.12 0.8092 ± 0.16 0.8345 ± 0.10 0.9188 ± 0.05 0.7846 ± 0.14

KCSV M 0.5873 ± 0.10 0.8630 ± 0.13 0.4834 ± 0.17 0.5897 ± 0.14 0.8444 ± 0.05 0.6367 ± 0.09

PCSVM 0.9268 ± 0.06 0.9688 ± 0.03 0.9200 ± 0.07 0.9422 ± 0.05 0.9710 ± 0.02 0.9300 ± 0.05

Accuracy Precision Recall F � measure AP AUC

P
ro

d
-A

(K
=
5
,
M

=
6
0
)

LR 0.8922 ± 0.01 0.7737 ± 0.02 0.6536 ± 0.03 0.7081 ± 0.03 0.7483 ± 0.02 0.8028 ± 0.01

SWLR 0.8942 ± 0.01 0.7798 ± 0.03 0.6554 ± 0.03 0.7132 ± 0.02 0.7530 ± 0.02 0.8055 ± 0.01

KCLR 0.5547 ± 0.13 0.2774 ± 0.20 0.5406 ± 0.06 0.3471 ± 0.14 0.4549 ± 0.12 0.5494 ± 0.10

PCLR 0.8954 ± 0.01 0.7875 ± 0.05 0.6578 ± 0.04 0.7146 ± 0.03 0.7559 ± 0.03 0.8054 ± 0.02

SV M 0.8117 ± 0.05 0.5482 ± 0.13 0.5495 ± 0.09 0.5414 ± 0.09 0.5939 ± 0.08 0.7133 ± 0.05

SWSV M 0.8255 ± 0.04 0.5813 ± 0.12 0.5875 ± 0.10 0.5738 ± 0.08 0.6257 ± 0.07 0.7363 ± 0.04

KCSV M 0.5399 ± 0.03 0.2222 ± 0.02 0.5194 ± 0.07 0.3108 ± 0.03 0.4188 ± 0.04 0.5322 ± 0.03

PCSVM 0.8504 ± 0.01 0.6635 ± 0.04 0.5165 ± 0.09 0.5766 ± 0.06 0.6383 ± 0.04 0.7252 ± 0.04

Accuracy Precision Recall F � measure AP AUC

P
ro

d
-B

(K
=
3
,
M

=
1
5
0
)

LR 0.9277 ± 0.01 0.8555 ± 0.01 0.7682 ± 0.05 0.8087 ± 0.03 0.8350 ± 0.02 0.8679 ± 0.02

SWLR 0.9281 ± 0.01 0.8557 ± 0.01 0.7705 ± 0.05 0.8102 ± 0.03 0.8360 ± 0.02 0.8690 ± 0.02

KCLR 0.6053 ± 0.12 0.3120 ± 0.19 0.5737 ± 0.04 0.3864 ± 0.12 0.4855 ± 0.11 0.5935 ± 0.08

PCLR 0.9292 ± 0.00 0.8556 ± 0.01 0.7771 ± 0.02 0.8143 ± 0.01 0.8386 ± 0.01 0.8721 ± 0.01

SV M 0.8551 ± 0.02 0.6313 ± 0.07 0.7042 ± 0.07 0.6610 ± 0.04 0.6973 ± 0.03 0.7985 ± 0.03

SWSV M 0.8534 ± 0.03 0.6285 ± 0.07 0.6830 ± 0.09 0.6500 ± 0.06 0.6875 ± 0.05 0.7895 ± 0.04

KCSV M 0.5346 ± 0.07 0.2259 ± 0.03 0.5347 ± 0.09 0.3157 ± 0.04 0.4268 ± 0.05 0.5346 ± 0.05

PCSVM 0.8961 ± 0.01 0.7736 ± 0.04 0.6871 ± 0.09 0.7230 ± 0.05 0.7616 ± 0.03 0.8177 ± 0.04
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Figure 3.4: A heat map of the targeting coe�cients of profile variables for

Product A.
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Table 3.6: The top 5 most significant variables per segment for Product

A & B.

Segment Significant Variables Property

Product A

S1 O↵er-WebAds, O↵er-O�cialSite, O↵er-SearchEngine,

O↵ernumtotal, Evnt-Webinars

O↵er Campaign Oriented

S2 Evntnumtotal, Evnt-Corpevents, Evnt-Webinars,

Evnt-Conferences, Activitynumtotal

Event Campaign Oriented

S3 Evntnumtotal, Non-IT, Activitynumtotal, Researcher,

Evnt-Webinars

Job Title Oriented

S4 O↵er-SocialMedia,O↵er-CallCenter, Executive, O↵er-

Email, O↵er-Directmail

O↵er Campaign Oriented

S5 Evnt-Tradeshow, Evnt-Seminars, Evnt-Webinars,

O↵er-Email, Evnt-TechPrev

Event Campaign Oriented

Product B

S1 Prod-Trialfree, Prodnumtotal, Prod-Activation, Evnt-

numtotal, Prod-Training

Product Campaign Oriented

S2 Evnt-Corpevents, Evnt-Webinars, Prod-Trialfree, Evnt-

Seminars, Evnt-Webinars

Event Campaign Oriented

S3 Activ-Subscribe, Activein3m, Activitynumtotal, O↵er-

SearchEngine, Activ-Unsubscribe

Activity Campaign Oriented
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CHAPTER 4

MULTI-FOCAL LEAD SCORING FOR PREDICTIVE MODELING IN

BUSINESS-TO-BUSINESS MARKET

An important aspect of customer acquisition in business-to-business (B2B) marketing

is lead prospecting which guides the business to select the right leads to pursue.

While the current practice is often to use arbitrary rules to select leads with ad-

hoc basis or pure managerial intuitions, a more systematic and data-driven approach

is needed to improve the quality of lead selection by quantifying a specific lead’s

tendency to become a customer. To this end, in this chapter, we introduce a predictive

lead scoring model which can help sales representatives to identify prospective leads

from a large pool of candidates in a B2B environment. Existing studies along this

line have a focus on predicting “propensity to buy”, yet limited e↵orts have been

made on exploring discrepancy between lead segments. In response, we provide a

multi-focal lead scoring framework which can improve the performance of predictive

lead scoring. Specifically, in this framework, leads are first divided into several focal

groups (segments) based on their characteristic attributes (features) and marketing

workflows. Then, a logistic regression scoring model is learned for each segment

with multi-task learning (MTL) technique, a machine learning approach to jointly

constructing predictive models for multiple focal groups. Indeed, the key of multi-

focal learning in this study is to allow predictive modeling in each segment consisting
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of leads with similar characteristics rather than modeling the whole population of

leads with varying characteristics. However, independent modeling at focal level

would be problematic for segments with few representative samples. We use the MTL

framework to address this problem by exploiting commonalities shared by focal groups

and automatically balancing between unification of all groups and individualization of

each group. Finally, empirical findings derived from real-world B2B marketing data

demonstrate that di↵erent segments may have absolutely di↵erent conversion rates

and leads in the same segment tend to have similar responses to a specific marketing

campaign. Therefore, such a multi-focal tailored lead scoring model gives a better

insight into factors influencing the conversion of leads.

4.1 Introduction

In the big data era, marketers rely on data analytics to ensure that they are equipped

with the best insights to stay tuned in today’s dynamic business environment. In

Business-to-Business (B2B) marketing, successful marketers can collect plenty of in-

formation about potential customers, which are also known as leads. The information

usually consists of demographic attributes (e.g., job title, education background), fir-

mographic attributes (e.g., company industry and size), and behavioral records (e.g.,

online footprints from an email click, webpage visits, white paper downloads, or other

marketing activity touch-points). However, the vast amount of information seems

overwhelming to B2B marketers [68]. It is practically infeasible for sales team to

contact everyone who has expressed any level of interests. Thus, automatically se-

lecting promising leads from a large pool of customers is an essential B2B marketing
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tool. With high predictive power in identifying the right leads to pursue, a lead scor-

ing tool can significantly improve the e↵ectiveness of lead generation and the overall

marketing performance of enterprises.

Indeed, data-driven lead scoring has been a critical component of B2B marketing

strategy. A lead scoring model can score leads with respect to their readiness or

maturity for sales. Marketers usually prioritize leads with higher scores as more

promising candidates for sales, thus leads with scores that meet or exceed a threshold

are passed along to the sales team for marketing engagement. The scores can also

be transformed to ranks such as “hot”, “warm” or “cold” with multiple thresholds,

and sales team can the use di↵erent engagement strategies to interact with customers

from di↵erent ranks.

Therefore, a well-planned, carefully-designed, and optimized lead scoring model

is a key contributor to marketing productivity, sales engagement, and the rate at

which inbound leads convert to sales opportunities and business deals. However,

existing empirical approaches of lead scoring are often not optimized. For example,

by fitting historical sales records and attributes of customers with statistical models

(e.g., logistic regression), a lead scoring model can be a simple summation of scores

of all attributes of customers.

Due to the existence of heterogeneity of lead behaviors, building just one scoring

model for all records may not be appropriate. To alleviate this problem, customer

segmentation has also been utilized for developing better leading scoring models. The

idea is to first split the overall population of customers into several homogeneous focal

segments and then build a lead scoring model specifically for each segment. By doing
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so, [20, 51, 3] revealed that segmentation-based lead scoring models can be much

more e↵ective in terms of predictive power.

Nonetheless, there are still major issues with the existing approaches. In par-

ticular, customers from di↵erent segments may have di↵erent attributes and behave

di↵erently, they still share commonalities given that they are all leads of the same

marketer or in the same market environment. However, aforementioned indepen-

dent focal-level lead scoring approach completely ignores any relationships among

di↵erent segments by not exploring commonalities among leads from di↵erent seg-

ments. Indeed, it’s a nontrivial endeavor to quantify and utilize global commonalities

among focal customer segments for improved lead scoring models and marketing per-

formance.

In this chapter, we develop a multi-focal leading scoring framework which can au-

tomatically balance between unification of all customer groups and individualization

of each group. The key di↵erence between our multi-focal leading scoring and the

aforementioned independent scoring models at focal levels is that, our framework can

jointly build predictive models for all groups by exploring their structural connec-

tions. By doing so, we address several important challenges for predictive modeling

in B2B marketing:

• Customers from di↵erent market segments have di↵erent demographic and fir-

mographic attributes, and may react di↵erently toward the same marketing

engagement strategy. As a consequence, customer attributes should have dif-

ferent levels of significance for di↵erent customer segments in the lead scoring
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models. Our framework can take into account di↵erences among market seg-

ments so that the lead scoring performs better than one global scoring model

for all customer segments. The modeling results can answer questions such as:

how likely a prospect will be converted to sales opportunity; what are the top

predictors; how strong each predictor is in di↵erent segments.

• Our framework can quantify and utilize structural connections among market

segments for improved lead scoring performance. In fact, e↵ective lead scoring

require both su�cient sample size and conversion rate, where the sample size is

the number of customers fitting the model and the conversion rate is the ratio

between converted leads and non-converted leads. The customer segmentation

strategy may reduce both sample size and conversion rate for some segments,

resulting in the imbalanced learning problem (also known as rare class problem)

[69]. By exploring connections among customer groups, multiple lead scoring

models can reinforce each other and e↵ectively address the imbalanced learning

problem. In other words, segments with good modeling performance can help

other segments while maintaining relative independence.

Our multi-focal lead scoring framework consists of two phases. The first phase is

to form focal groups, where each focal group is one unique segment of leads on market.

To this end, we exploit CHAID [32], one popular customer segmentation tool in mar-

keting research, to form the lead segmentation. As a decision tree technique, CHAID

uses adjusted significance testing (Bonferroni testing) to construct multi-split trees

of customers with both categorical and continuous variables, and the segmentation
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result is easy to interpret represented with an intuitive tree structure. Of note, we

want to emphasize that, though we use CHAID in this work, our framework is flexible

to use alternative clustering approaches to discover the multi-focal groups.

In the second phase, we jointly build lead scoring models for multiple focal groups

of customers. We will use Multi-Task Learning (MTL), a machine learning approach

to quantify and utilize structural connections among market segments. Here, building

the lead scoring model for each customer segment is a learning task in the MTL

approach. The key benefit of MTL is its ability to improve the overall learning

performances by transferring knowledge among the learning tasks.

In summary, this study contributes to the understanding of lead prospecting in

several ways. First of all, we propose a multi-focal lead scoring framework that can

significantly improve the quality of lead prospecting for B2B marketing applications.

In particular, this multi-focal framework allows marketers to gain better marketing

insights, such as what types of leads or lead characteristics matter most. Second, our

findings provide empirical evidence about how leads interact with marketing nurturing

campaigns and shed new light on the drivers of lead responses to a firm’s marketing

campaigns. Finally, the proposed framework has a potential to be generalized to other

marketing and business scenarios, such as brand promotion, product cross-selling or

up-selling, and targeted advertising. To the best of our knowledge, how to score the

readiness of the prospects using data-driven techniques and then deploy proactive

marketing campaign management is still under-explored, and our work is the first

deployment of advanced predictive learning in address these questions.

Overview. The rest of this chapter is organized as follows. In Section 4.2, we
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discuss related work on predictive modeling in marketing related research areas. In

Section 4.3, we discuss how to do processing B2B marketing data, including the data-

mining techniques used to identify di↵erent multi-focal groups (segments), and the

methods used to identify important characteristics of highly potential prospects. Sec-

tion 4.4 gives an overview of the multi-focal lead scoring approach. In Section 4.5,

we show empirical results. Finally, Section 4.7 gives the conclusions, marketing im-

plications, and future research directions.

4.2 Related Work

The related literature can be grouped in two categories: customer segmentation for

predictive marketing models and multi-task learning (MTL) for marketing applica-

tions.

4.2.1 Customer Segmentation For Predictive Marketing Models

First, customer segmentation is one of the most important components of Customer

Relationship Management (CRM) since it helps to gain a deep understanding of cus-

tomers’ needs and characteristics [? 52]. The objective of customer segmentation

is to partition a heterogeneous group of customers into several identifiable and in-

ternally homogeneous subgroups based on both demographical characteristics and

purchasing behavior of customers. After segmenting customers, firms can o↵er di↵er-

entiated marketing strategies to targeted customer groups to improve the marketing

ROI (Return on Investment). Therefore, customer segmentation is recognized as a

fundamental aspect of customer-centric marketing paradigm [66, 64, 31].

Well-known approaches to customer segmentation include both conventional mod-
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els such as RFM (Recency, Frequency, and Monetary) [5] and FRAC (Frequency,

Recency, Amount (of Money) and Category (of Product)) [33], as well as recently de-

veloped data mining techniques. With the increasing volume of big marketing data,

data mining methods are gaining popularity in the application of market segmenta-

tion, such as clustering analysis [56, 59, 21], Neural Networks [65, 7, 16], and especially

Decision Trees [32, 52]. Using one specific decision tree model, CHAID (CHi-square

Automatic Interaction Detection), Haughton & Oulabi [29] studied the performance

of direct marketing based on customer segmentation; Bult & Wansbeek [11] devised

a profit maximization approach to select customer segments; and Levin & Zahavi

[38] studied CHAID using logistic regression model as a benchmark for comparative

analysis of customers.

Customer segmentation can improve the e↵ectiveness of predictive models in sales

forecasts or prospect acquisition. The reason is that, a general and aggregated predic-

tive model for all customers is less e↵ective and can be misleading given the discrepan-

cies among customer segments [2]. In the literature, several studies have investigated

this hypothesis. For instance, Currim [20] revealed that a segment-based model is

preferable to an aggregate model, depending on the extent of heterogeneity in the

market. Also, people have shown that more accurate predictive results can be ob-

tained by first using specific methods to segment customers [51, 37]. Moreover, in

some cases, segmentation-based models are more e↵ectively for improving predictive

accuracy in targeted marketing [3]. Finally, Reutterer et al. [58] proposed a dynamic

segmentation approach for targeting and customizing direct marketing campaigns,

and they demonstrated the procedure in a controlled field experiment. However, the



- 93 -

existing approaches follow a simple segmentation-and-prediction procedure and ignore

the potential risk of segmentation. Indeed, in B2B marketing, prospect acquisition

is usually a rare-class prediction problem; that is, there are far more less converted

prospects than the candidate prospects. In other words, there will be short of rep-

resentative converted prospects in the whole data. After segmentation, this issue

will become more salient in some segments and the learning performances in these

segments will be deteriorated instead of being improved. Therefore, in this work, we

develop a multi-focal learning framework to address the new challenges, in particular

for B2B marketing.

4.2.2 Multi-task Learning for Marketing Applications

When there are intrinsic relatedness among separate tasks to learn, Multi-task learn-

ing (MTL) takes advantage of the relatedness by learning all tasks simultaneously

instead of following the traditional single task learning (STL) approach which learns

each task independently. Some experimental studies proved the benefits of MTL com-

pared to STL when the tasks are related. Caruana [14] summarized previous works

on MTL and presented evidences to show that MTL in backprop nets utilized task

relatedness to improve performances with k-nearest neighbor, kernel regression and

decision tree algorithms. Also, Bakker & Heskes [4] implemented multi-task learning

as a hierarchical Bayesian approach on a well-known clustering school problem. This

study showed that the tasks were modeled better through Bayesian multitask learn-

ing. There are also theoretical studies on MTL about di↵erent assumptions on task

relatedness. For example, mean regularized MTL assumes all the tasks are related
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and the task-specific models come from a common distribution [23].

Generally speaking, our multi-focal learning framework is specially designed for

predictive modeling in B2B market. First of all, the customer segmentation is nec-

essary for prioritizing customer handling and marketing interventions according to

the importance of each customer. However, predictive modeling in B2B market is

essentially a rare-class learning problem. After segmentation, the imbalanced class

distribution can be improved in some segments; that is, the percentages of converted

prospects in these segments are larger than that of converted prospects in the whole

data. As a result, the learning performances in these segments can be naturally im-

proved. In contrast, the imbalanced class distribution can become more skewed in the

rest segments; that is, the percentages of converted prospects can be reduced in these

segments compared to that of converted prospects in the whole data. In other words,

less representative converted samples will be available in these segments, and thus the

learning performances will be naturally deteriorated. Instead, in our framework, MTL

has been exploited as a complement to enhance multi-focal learning. MTL has the

ability in leveraging converted samples from other segments to improve the learning

performances in a segment with very few representative converted prospects.

4.3 B2B Marketing Data Description

In this study, we obtained the B2B marketing data from a 500 fortune software

company. This real-world B2B marketing data set contains marketing activities of

all the prospects from 2011 to 2013. Moreover, this data set has imbalanced class

distribution, where the number of observations belonging to the conversion class is
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significantly lower than those belonging to the not-conversion class. Concretely, the

conversion rate is 6%, with 2, 989 conversion cases out of total 49, 575 individuals.

The B2B marketing data set includes 4 demographic variables and 36 behavior

variables related to four major types of marketing campaigns. Demographic variables

include industry, company size, job title and existing/new accounts. Table 4.1 shows

the detailed values of demographic variables.

There are two important data preprocessing steps. First, the values of demo-

graphic variables are aggregated into high level categories. For example, for the

Industry variable, there are more than 20 di↵erent categorical values, which lead to

very sparse results in the segmentation process. In other words, the segmentation at

the original level is too sparse to derive meaningful and useful insights of customers

buying patterns. Therefore, we merge industry values into 3 categories according to

the level of conversion rates and profits. Second, there are a significant number of

missing values in the demographic variables. To deal with this situation, we create

an “Unknown” value for all the missing entries. The detailed aggregation rules are

listed in the Appendix 1.

As for the behavior variables, they depict the insights about how the prospects in-

teract with specific campaign activities, which can indicate the readiness of prospects

to convert. Particularly, behavior variables are associated with four major types of

marketing campaign activities, such as events, promotion o↵er (from di↵erent chan-

nels), product download, and unsubscribe activities. Most behavior variables are

binary attributes, “1” indicating the prospect involved in a specific activity and “0”

meaning not involved. In addition, only a few variables are numeric attributes de-
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Table 4.1: Demographic variables in the B2B marketing dataset

Variable Name Value

CompanySize {Small Business, Enterprise, Unknown}

ExistingorNew {Existing, New}

Industry {Heavy Hitters, Potentials, Laggards, Unknown}

JobTitle {IT Sta↵, IT Manager, Executive, Researcher, NonIT, Unknown}

scribe the frequency of specific activity. From the Figure 4.1 of the pairwise Pearson

correlation of these numeric variables, we find that there is a relative weak posi-

tive linear correlation between O↵ernumO�cialWebsite and Productnumtotal, Of-

fernumO�cialWebsite and O↵ernumSEM,O↵ernumSEM and O↵ernumWebads, and

Evntnumconferences and Evntnumcorpevents. But in general, there is no strong linear

correlation among these numeric behavior variables.

Moreover, there are some other variables such as “DayssinceMindate” indicating

the number of days since the prospect account was created, “Num of Interaction”

for the number of total interactions and “Num of Contacts” for the number of total

contacts within di↵erent time periods (first 3 months or 6 months). Table 4.2 shows

the detailed values of behavior variables. Based on above variables, we then develop

a scoring model to identify and qualify those prospects as prospective leads.



- 97 -

Table 4.2: Behavior variables in the B2B marketing dataset

Behavior Category Specific Activity

Event {Corporate Event, Tradeshow, Conference, Webinar, Seminar}

O↵er {O�cialWebsite, Direct Mail, Email, Search Engine, Web Ads (Third party) }

Product {Product Download, Product Free Trial}

Unsubscribe {Unsubscribe}

Other {DayssinceMindate, Num of Interaction, Num of Contacts}

1 0.07

1

0.03

0.36

1

0

0.01

0

1

0

0

−0.01

0

1

0

0

−0.01

0.01

0.04

1

0

0.07

0.02

0

0.03

0.34

1

0

0.01

−0.01

0

−0.01

0

0.01

1

−0.03

0.02

−0.05

0

0.03

0.05

0.13

0

1

0.03

0.44

0.24

0.01

0

0.02

0.16

0.03

0.08

1

0

0.24

0.09

0.01

−0.01

0.02

0.15

0

0.09

0.45

1

−0.01

0.08

0.06

0.01

0.01

0.03

0.19

0.02

0.27

0.2

0.2

1

−0.01

0.07

0.1

0

0.02

0.02

0.1

0.01

0.14

0.22

0.19

0.36

1

Activitynumunscribetotal

Offernumsem

Offernumwebads

Offernumdirectmail

Evntnumtradeshows

Evntnumconferences

Evntnumcorpevents

Prodnumtotalfree

Evntnumseminars

Offernumcitrixcom

Prodnumtotal

Evntnumwebinars

Offernumemail

Ac
tivi
tyn
um
un
scr
ibe
tot
al

Of
fer
nu
ms
em

Of
fer
nu
mw
eb
ad
s

Of
fer
nu
md
ire
ctm
ail

Ev
ntn
um
tra
de
sh
ow
s

Ev
ntn
um
co
nfe
ren
ce
s

Ev
ntn
um
co
rpe
ve
nts

Pro
dn
um
tot
alf
ree

Ev
ntn
um
se
mi
na
rs

Of
fer
nu
mc
itri
xco
m

Pro
dn
um
tot
al

Ev
ntn
um
we
bin
ars

Of
fer
nu
me
ma
il

−1.0 −0.5 0.0 0.5 1.0

Pearson
Correlation

Figure 4.1: The heatmap of the Pearson correlations of numeric variables.



- 98 -

4.4 The Multi-focal Lead Scoring Framework

In this section, we provide a multi-focal lead scoring framework which can produce

a lead score for each prospect to represent their readiness and importance based on

di↵erent multi-focal groups. Figure 4.2 shows the multi-focal lead scoring framework.

The data set is usually split into two parts: training set and test set. We learn

the models on the training set with known customer buying decision (converted or

not) and then use the test data set to evaluate the models’ prediction performance.

As can be seen, there are two main stages for multi-focal lead scoring. In the

first stage, the task is to identify di↵erent focal groups (segments) in a way such that

training instances in the same group are more similar to each other and instances from

di↵erent groups are distinct from each other as much as possible. The second stage is

to estimate lead scoring models for each segment using multi-task learning (MTL). All

the tasks from these segments are related and will be learned simultaneously by MTL.

Then, every test sample in each segment will be assigned a lead score based on the

corresponding model. Therefore, in this framework, we can prioritize the prospects as

qualified leads within each segment, and thus generate a top-k list of the prospective

leads for sales representatives to pursue.

4.4.1 The Formation of Multi-focal Groups

The formation of multi-focal groups is important for exploiting the inherent hetero-

geneity of prospects. Any widely applied clustering approaches can be applied to

discover the multi-focal groups. Moreover, we can always form focal groups based

on business rules or directly use the given group setting. In this study we employ
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Figure 4.2: The Multi-focal Lead Scoring Framework Using Multi-task

Learning.

Stage 2
MTL

Customer
Segments

Stage 1
Segmentation

Behavior
Variables

Demographic
Variables

Customer Data

Multi-task Learning with
Logistic Regression

Clustering Approach
Segment-wise
Data Sets

Lead Score
Prediction

Segment-wise
Predictive Models

CHAID [29], a popular automatic tree-structured segmentation method in marketing

research, for identifying the focal groups of prospects.

The result of the CHAID analysis (using SPSS Statistics Version 22) is shown

in Figure 4.3. Here, the segmentation phase is focused on the demographical and

firmographical features, while in the second phase, the lead scoring model is built

using the behavior variables which indicates the engagement and readiness of the

prospects. The combination of both profile and behavior features can provide more

enriched information about the prospects, and thus improve the e↵ectiveness of lead

scoring models. Hence, when implementing a segmentation scheme, demographic
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Figure 4.3: The Segmentation Result using CHAID

features can lead to a better delineation of segments by characterizing segments using

semantic information [27]. To achieve a small size of terminal nodes, we specified

that the level of the CHAID tree is 2. Thus, four variables are used to construct the

CHAID tree, namely, ExistingorNew, CompanySize, Industry and JobTitle, which are

represented using di↵erent colors.

Figure 4.3 shows that the most significant splitting variable for segmentation is

ExistingorNew. For existing prospects, who had business with the company before,

the next significant variable is Industry. However, for completely new prospects, the

next significant variable is CompanySize. This result indicates some insights for the

existing prospects of the company; that is, Industry can segment the prospects better

according to chi-square than CompanySize. In contrast, for those new prospects,

CompanySize plays a more important role than Industryto distinguish instances in
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two nodes.

As shown in the tree plot, there are five leaf nodes representing Segment 1 to 5

respectively. We also include the information of size and conversion rate for each seg-

ment in the Figure 4.3. The top three segments ranked based on the conversion rates

are: Segment 5 (existing prospects in the industry of heavy hitters and potentials)

has the highest conversion rate of 14.2%, Segment 4 (existing prospects in Laggards

industry) with 7.7% conversion rate and Segment 2 (new prospects in enterprise)

with 7.0% conversion rate. In contrast, Segment 3 has the lowest conversion rate

of 0.5% and has a very skewed class distribution. In Segment 3, the directly-built

model cannot perform well. Instead, we propose to use MTL in the second phase as

a complement to enhance multi-focal learning.

In sum, we may summarize the characteristics for each segment as follows:

• Segment 1: new customers from small and median businesses.

• Segment 2: new customers from enterprise businesses.

• Segment 3: new customers from businesses with unknown company size.

• Segment 4: existing customer from industry type laggards.

• Segment 5: existing customer from both heavy hitter and potential industry.

In addition, we plot histograms to show the distribution of customer interactions

with di↵erent marketing campaign types across five segments in Figure 4.4 and Figure

4.5. For the product type campaigns, all five segments have consistent preferences

with 95% of interactions are Product Trial and 5% are Product free. As shown in
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the chart, we can clearly see that the proportion of di↵erent campaign types is also

variant in di↵erent segments. This also proves that di↵erent segments have distinct

preferences and behavior patterns, thus indicating a strong need for clustering cus-

tomer bases into focal groups. In general, a few campaign types such as webinar, web

advertisement, are always the most popular campaigns in Event and O↵er type re-

spectively. In contrast, Conference and Direct mail are the least popular campaigns.

The di↵erent distribution of specific campaign types in di↵erent segments shows that

the multi-focal property is inherent in segments. Also, we can see the hidden relat-

edness among these five segments, thus MTL approach can be applied in the second

phase.

4.4.2 Multi-task Learning

The second phase of the proposed multi-focal framework is responsible for building a

lead scoring model for each segment to rank the prospects based on the propensity

to be converted by using their behavior information related to marketing campaigns.

The conversion possibility of a prospect can be viewed as the quality or the “score”

of the prospect. As a result, the marketers are able to rank all the prospects based
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on the scores to further prioritize the top prospects as prospective leads, and provide

a deep understanding about what kind of campaigns works the best on a specific

group of prospects. This is a learning problem which can be solved by predictive

modeling techniques. The predictive modeling technique we employ in this study is

Logistic Regression, which is one of the benchmark “predictive” modeling techniques

in marketing research [49, 28, 8].

Based on the segmentation result, there are five predictive models to be learned.

However, it may not be optimal to learn a logistic regression model for each segment

separately. Indeed, although we believe prospects from di↵erent segments will behave

in di↵erent ways during their corresponding buying processes, the prospects might also

share some intrinsic commonalities. Therefore, a data driven procedure is desired to

take the discrepancy of the di↵erent segments into account and identify the potential

common characteristics of their predictive models. To this end, we exploit the Multi-

Task Learning (MTL) techniques to simultaneously build the predictive models of all

the segments by balancing the model complexity of all these models. In this way,

the models of di↵erent segments will share a common structure and the information

in the data of di↵erent segments can be shared during the learning process. These

benefits are especially important for some segments containing very few converted

samples. In these segments, the separately learning procedure may fail to produce

robust results.

In this research, let us consider the following setup. We have T learning tasks

associated with our T segments respectively. For the t-th task, we have Nt customers

represented by the behavioral attributes {x(t)
n |n = 1, · · · , Nt} and the corresponding
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Figure 4.6: An illustration of MTL [79].

conversion label {y(t)n |n = 1, · · · , Nt}. The goal is to learn T functions ft(x) =

xw
(t) + c

(t) for t = 1, · · · , T respectively, which can be applied on x
(t) to predict y(t).

A general approach to this end is to minimize the penalized empirical loss:

min
W

L(W, c) + ⌦(W ) (4.1)

where W = (w(1)
, w

(2)
, · · · , w(T )), c = (c(1), c(2), · · · , c(T )) are the parameters to be

estimated, L(W, c) is the empirical loss on the training samples, and ⌦(W ) is a

regularization term [23] representing the entire model complexity of all the tasks.

When applying logistic regression, we have the loss

L(W, c) =
TX

t=1

NtX

n=1

log(1 + exp(�y(t)n (x(t)
n w

(t) + c
(t)))). (4.2)

An intuitive demonstration of our setup is shown in Figure 4.6.

A general way to formulate the model complexity ⌦(W ) is through a graph G

encoding the task relatedness. Specifically, G is defined with the tasks as nodes.

We have an edge connecting two tasks if and only if they are related. Each edge

connecting the i-th and j-th tasks can also be weighted by a positive measurement,
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denoted by Gij. Then, the regularization can be formalized as

⌦(W ) = �

TX

i=1

TX

j=1

Gijkw(i) � w
(j)k2 = �tr(WLW

0),

where L = D � G is the graph Laplacian of G, D is diagonal degree matrix of

G such that Dii =
PT

j=1
Gij, and tr(·) represents the trace. Intuitively, the graph

based regularization ⌦(W ) imposes constraints on the distance between the model

parameters w(i) and w
(j) if their corresponding tasks are related, where the constraint

degree is controlled by a positive parameter �. Specifically, a large � will tend to

make the related models to be the same model and the segmentation structure can

be ignored. On the other hand, a small � will tend to make all the tasks unrelated

and the problem reduces to solving the T tasks independently. However, the optimal

� is dependent on the actual data characteristics, and it can be achieved by applying

the cross validation procedure.

The graph based regularization is quite flexible to encode di↵erent assumptions

on the task relatedness. For example, [23] proposed the Mean-induced regularization

by assuming all tasks are related in the way that the models of all tasks are close

to their mean, and it can be shown that this is equivalent to apply the graph based

regularization with a graph G whose elements are all ones.

More generally, the graph structure can also be provided by domain experts or

derived from external knowledge on the tasks. For example, we can derive a graph for

multi-task learning based on our hierarchical segmentation structure in Figure 4.3.

To be specific, we define two di↵erent Tree-induced graph G with levelwise granularity

and nodewise granularity, respectively.
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• MTL-Level Approach

For the levelwise granularity (denoted as MTL-level):

G =
LX

`=1

�`G`,

where ` represents the level of the segmentation tree, and G` is the adjacency matrix

for the `-th level. Moreover, �` is the weight of `-th level, and we consider that �`

increases when the tree grows deep.

• MTL-Node Approach

For the nodewise granularity (denoted as MTL-node):

G =
PX

p=1

�pGp,

where p represents the parent nodes of all the leaf nodes, and Gp is the adjacency

matrix for the p-th parent node. Similarly, �p is the weight of p-th parent node,

which can represent the behavior similarities among the connected nodes, and we

also consider that �p increases when the tree grows deep.

Let us take the MTL-Node for the segmentation tree in Figure 4.3 as an example,

in which there are only two levels with P = 3 parent nodes in addition to the leaf

nodes. In the first level of the root node, the two children nodes are connected to-

gether. However, in the second level, Segments 1, 2, 3 are more related and Segments

4, 5 are more related to each other. Hence, in the first level, we can consider all 5

segments are connected with the weight of �1. In the second level, segments 1, 2, 3

are linked together with �2. Also, segments 4, 5 are linked together with �3. Hence,

the G can be shown as the following:
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We will examine the performances of both the Mean-induced regularization and

the Tree-induced regularization in Section 4.5.

In summary, there are several advantages of the proposed framework. First, by

segmenting customers, a business can develop specific predictive modeling approaches

and marketing strategies to appreciate the value of precise marketing campaigns and

increase ROI in marketing. Second, in B2B market, it is essential to identify multi-

focal groups of prospects. The predictive modeling task in B2B market is a rare-class

learning problem due to low conversion rates. The segmentation process can help to

improve the imbalanced class distributions in some segments with higher marketing

priorities, and thus can help to produce high quality leads in these segments. Finally,

while some segments will have insu�cient representative samples and the class dis-

tributions of these segments can be more imbalanced, the proposed MTL strategy

can leverage the converted cases from some other segments to enhance the overall

performances of all the tasks.
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4.4.3 Parameter Tuning Process

In the regularization term, there are two hyperparameters, namely, the trade-o↵ pa-

rameter � and the weights �p (1  p  P ) of the tree structure. To find the optimal

values for the hyperparameters, we use the traditional strategy–grid search, which is

an exhaustive searching through a pre-specified subset of the hyperparameter space.

And the grid search approach is guided by the performance metrics (details can be

find in 4.5.1), which are evaluated by cross-validation on the training data set. In

specific, we exhaustively evaluate all the possible combinations of parameter values

sampled from 0, 0.25, . . . , 0.75, 1 and 1, 2, . . . , 9, 10 with five-fold cross-validation and

the best combination is retained.

4.5 Empirical Analysis and Results

4.5.1 Experimental Setup

In this section, we present the empirical study of the multi-focal lead scoring approach.

Specifically, we investigate the proposed method using real-world B2B marketing

data which capture the probability of prospects to be converted when they interact

with marketing campaign activities. As discussed before, the lead scoring model

is built using 36 campaign related behavior variables (summarized in Table 4.2) as

explanatory variables. The dependent variable is whether the prospect converted or

not.

Baselines We compare the performances of five approaches:

• Traditional: one general non-segment approach for all the prospects.
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• Single Task Learning (STL): separately built predictive model for each segment.

• MTL-Mean (MTL): Multi-task learning using Mean-induced regularization [23].

• MTL-Level: Multi-task learning using levelwise tree-induced regularization.

• MTL-Node: Multi-task learning using nodewise tree-induced regularization.

The last two approaches are proposed in this work. All the experiments are per-

formed using MATLAB and the MALSAR package for multi-task learning [79]. In

the experiments, we perform ten-fold cross validation. Moreover, normalization using

z-score has been done before training the model.

Performance Metrics Three classic evaluation metrics, namely, precision, recall,

F-measure [61], are used for validation. Since we are more interested in the converted

class rather than the not-converted class, all these three measures are focus on the

prediction of the converted class. The formulas of these three measures are as follows:

Recall =
number of correct positive predictions

total number of positive examples

Precision =
number of correct positive predictions

total number of positive predictions

F-measure = 2 · Recall · Precision
Recall+ Precision

4.5.2 Performance Comparison

As shown in Figure 4.3, di↵erent segments have di↵erent conversion rates. Therefore,

it is natural for us to use lift chart by the cumulative of ranked top K samples
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to show the performance of three approaches on each decile, where K equals to

the number of conversions in specific segment. Hence, the performance of all four

approaches are presented in Figure 4.7. More specifically, the first five rows in the

figure represent the results of five segments, respectively. The last row demonstrates

the weighted average of performances in five segments, and the weight w is defined

as w = number of conversions in the segment

total number of conversions
.

From the weighted average results, we can clearly observe that MTL approaches

are superior than traditional non-segment approach and STL approach. In particular,

although MTL approaches have similar performances, MTL-Node approach with � =

0.25, �1 = 1, �2 = 7, and �3 = 4 yields the consistently better performances than

MTL-Mean on all three metrics. In general, both MTL-Level and MTL-Node have

much more advantages at the top 30% of the leads across five segments, but MTL-

Node consistently reaches better performances at the 100% of total conversion.

As expected, both tree-induced MTL approaches (MTL-Level and MTL-Node)

outperform other three approaches in the overall performance. This proves our hy-

pothesis that tree-induced MTL can be used to fine tune the predictive model. STL

is not always better than traditional non-segment approach, however the creative

integration of MTL in the multi-focal framework can lead to consistent better per-

formances. Also, Segment 3 has the lowest conversion rate of 0.5%. In other words,

there are 73 conversions out of 13,456 prospects. Certainly, Segment 3 has insu�-

cient conversion examples to learn the model. However, it is intuitive that similar

conversion patterns are shared among di↵erent segments, MTL can take advantage

of the conversion patterns from other tasks to make up the issue of inadequate rep-
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resentative training samples. In contrast, traditional non-segment approach tends

to fail when the number of training examples are small. Therefore, in Segment 3,

No-Segment approach yields the worst performance all the time, but MTL-Node can

get the final F-measure four times better than that of No-Segment approach.

4.6 Managerial Implications.

4.6.1 Segment Relationships

As we mentioned in Section 4.4.2, �p represents the weight of p-th parent node, which

can interpreted as the behavior similarities among the connected nodes/segments.

We also assume that the deeper the tree grows, the larger the value of �p. This

can be validated by the learned optimal values for �1 = 1 < �3 = 4 < �2 = 7.

The smaller value of �1 indicates that there is limited commonalities among the five

segments, while larger values of �2 and �3 show that the commonalities are stronger

among the connected segments, especially for the segments connected in �2. One

possible implication for �2 > �3 is that segments grouped based on CompanySize are

more closely related to each other than those grouped based on Industry. Thus, it

is beneficial to take into account the inner relatedness among some segments when

developing new marketing strategies, by using the segment commonality as a general

pattern for guidance.

4.6.2 Diversified Campaign Preferences

In Table 4.3, we list the learned coe�cients of 36 variables generated by No-Segment,

STL and MTL-Node methods in 5 Segments. The positive coe�cient represents the
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Figure 4.7: The Performance Comparison of Traditional, STL, MTL-

Mean, MTL-Level, and MTL-Node.
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positive relationship between the variable and the expected result. A comparison

of the signs of the coe�cients tells why there is a di↵erence in the performances

of these three approaches. For example, there are several opposite signs of coe�-

cients between the results of STL and that of MTL-Tree, such as the coe�cients of

Evntnumcorpevents(Corporate events) and O↵ernumsem (O↵er from search engine

marketing) are negative in STL models but are positive in MTL-Node. Positive re-

lationships showed in MTL models seem more reasonable because corporate events

and o↵ers from search engine marketing are quite influential and e�cient in practice.

On the other hand, the coe�cients of O↵ernumtotal are negative in MTL models

but are positive in STL models. It is commonly understood that a large number of

clicked o↵ers from all kinds of sources does not necessarily lead to the high volume of

conversions, and thus there is no positive relationship between these two incidents.

Furthermore, we discuss the shared e↵ective campaign types across segments with

di↵erent conversion rates. To study the e↵ectiveness of a specific campaign, the ab-

solute value of the coe�cient of the campaign variable reflects the influence of that

variable to some extent. For example, Prod1trialfree (“free product trial”) has the

highest positive value across segments. This indicates that “free product trial” is

the most significant campaign to generate more conversion cases. Also, the followed

positive influential campaign types are Evnt1seminar (seminar), O↵ernumemail (of-

fer from email), O↵ernumO�cialwebsite (o↵er from company o�cial website), and

Evnt1webinar (webinar). This may suggest that for the the event campain type,

Seminar is relatively more e↵ective than Webinar since the former contains more .

While for the o↵er campaign type, the o↵ers from email and o�cial website are more
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e↵ective than that from search engine ads and other website ads, possibly due to

the perceived higher quality communication via its corporate advertising. Since Web

ads related o↵er campaign variables have relatively high negative coe�cients, we can

infer that Web ads related o↵er campaigns have insignificant or even unfavorable in-

fluence on boosting the conversion rate. In short, from the analysis of the MTL-Node

model we can find the pattern of e↵ective campaigns shared among di↵erent seg-

ments. This understanding can help the marketing managers to optimize investment

on more e�cacious campaigns.

In addition, we also show the significance for all the model coe�cient estimates.

All estimates are statistically significant at 0.01 level, except for those denoted as ns.

Specifically, Evnt1conference, Evntnumconference, and O↵ernumsem appear to have

relatively less significance across all the segments. This is consistent with the fact

that conference is a rare campaign type with relatively fewer attendants. Moreover,

a key insight is that there are di↵erent preferences between new customers (Segment

1-3) and existing customers (Segment 4-5) due to the di↵erent significant levels in

O↵er1Email and Evntnumcorpevents. The email campaign type is more important

in the prediction models for new customers than existing customers. In contrast,

corporate events are more critical for the existing customers than new customers.

Also, in the STL, variables related to the count of attended o↵er campaign types (such

as O↵ernumemail, O↵ernumsem) are meaningful addition to the prediction model for

customers in Segment 1 but not in the model for Segment 2. These variables however

are significant in our MTL-Node models.
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4.7 Summary

In this work, we developed a multi-focal leading scoring approach to assist B2B

marketing from two aspects. First, it can help to prioritize a large collection of

prospects into a high-quality lead list. Second, it can help to develop customized

segment-specific marketing campaign strategies. Indeed, conventional lead scoring

models are largely rely on marketers’ experiences and business rules, while there are

significant marketing insights buried in the large collection of B2B marketing data.

Thus, it is critical for us to understand how data-driven lead scoring techniques can

help to increase conversion rates, general sales pipeline, and improve marketing ROI.

Specifically, in the multi-focal learning framework, leads are first divided into sev-

eral di↵erent focal groups (segments) based on the CHAID decision tree. Then, a lead

scoring model is built for each segment by multi-task learning. There are both techni-

cal and marketing advantages of our approach. In terms of technical advantages, the

multi-focal learning can directly improve the learning performances of the segments

which have a more balanced class distribution due to segmentation. Also, the cre-

ative integration of multi-task learning into the multi-focal learning framework can

help to improve the learning performances in segments which are short of representa-

tive samples due to segmentation. In terms of marketing advantages, the multi-focal

learning allows us to directly increase conversion rates in high-quality customer seg-

ments. Also, with the help of MTL, it helps to improve the overall marketing ROI as

well.

As a real-world deployment, we applied the multi-focal lead scoring model for B2B
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marketing in a large database containing a large amount of prospects’ demographic

and behavior information. The experimental studies show that our approach leads to

better learning performances than conventional lead scoring methods.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

In this chapter, we conclude the dissertation first with an overall review and then a

general discussion about future research directions.

5.1 Review of Major Results

This thesis addresses real-world B2B marketing challenges and develop several data-

intensive application for marketing anlaytics by e↵ectively modeling with various

customer data. More specifically, the research work has yielded the following results.

B2B marketing campaign recommendation. In this work, we developed

a novel recommender system to combine the temporal and social factors captured

in customer campaign participating records and the customer community networks

for B2B marketing campaign recommendations. The goal is to provide the marketers

with a better marketing strategy to expedite the customer conversion cycle and boost

the customer conversion ratio. The proposed B2B marketing campaign recommender

system strategically integrates the temporal preferences, community relationships and

the campaign interestingness in the framework. Specifically, we first represented the

information-rich temporal content in customer behavior records using the temporal

graphs. Next, with the personalized temporal graphs, we computed the low-rank

graph reconstruction to predict the unobserved graph edges. Moreover, we regular-
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ized the graph reconstruction with the community network of the business customers.

Furthermore, the proposed approach extended the preliminary work by considering

the skewed campaign frequency data characteristic of B2B marketing data, to incor-

porate the campaign interestingness information in the model. Finally, we developed

e�cient algorithms to compute the optimal solutions, which we have applied on sev-

eral real-world B2B marketing data sets.

Buyer targeting optimization. Due to the heterogeneity across the customer

groups, customer segmentation and buyer targeting these two essential marketing

tasks are combined in a simple step-by-step way for tailored marketing strategies. It

is still unclear how to implement these two tasks in a more integrated and optimized

way. To this end, we first provided a novel mathematical formulation to integrate

customer segmentation and buyer targeting into a unified optimization problem, so

that the customers are grouped into segments where the promising buyers can be

most easily identified. In other words, these two tasks are performed simultaneously

in a unified optimization framework which combines the clustering and classification

objectives. To solve the optimization problem, we developed an iterative K-Classifiers

Segmentation algorithm, where the customer segments are formed with customers’

buyer targeting models. Moreover, we showed that the segmentation results can also

be consistent with the features on customer profiles. Finally, we applied our approach

on both synthetic data and real-world Business-to- Business (B2B) marketing scenar-

ios. In addition to targeting (classification) accuracies, experiment results showed

that our approach can provide interpretable customer segmentation solutions and

reveals new marketing insights.
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Multi-focal lead scoring. In this work, we developed a multi-focal leading

scoring approach to help not only prioritize a large collection of prospects into a

high-quality lead list, but also develop customized segment-specific marketing cam-

paign strategies. Specifically, leads are first divided into several di↵erent focal groups

(segments) based on the CHAID decision tree. Then, a lead scoring model is built

for each segment with multi-task learning. The inventive integration of multi-task

learning into the multi-focal learning framework can help to improve the learning

performances in segments which are short of representative samples due to segmen-

tation. Finally, we applied the multi-focal lead scoring model on a real-world B2B

marketing dataset. The experimental studies show that our approach gives a better

insight into factors influencing the conversion of leads.

5.2 Future Work

The big data accumulated in marketing industry has greatly changed the paradigm of

marketing services. Data-driven solutions are needed for e↵ective knowledge discovery

from large scale marketing datasets. In general, my current and future research

focus will still be on the fundamental analytical challenges of big marketing data

and the discovery of in-depth business insights. I would like to contribute to the

systematic research on business intelligence, particularly from the perspectives of

marketing analytics, and personalized recommendation, to combine business data

with time series, mobile, and personalized dimensions, to make informed decisions,

to reduce managerial risk, and finally, to boost return on investment. Towards this

direction, I will focus on the following three topics: (i) B2B buyer stage and cycle time
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analysis, (ii) customer churn and retention analysis, and (iii) product cross-selling/up-

selling recommender system. For instance, it is of significant business value if we

can discover characteristic and critical purchase stages from B2B customer behavior

observations, and if we can visually display the important stages of the buying process.

To this end, we can apply data mining techniques such as clustering and association

analysis to derive the temporal relationships among the customer’s behavior and

discover the significant indicators of stage transition during the process.
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APPENDIX

.1 Aggregation Rules of Demographic Variables

Table 1: Aggregation Rules of Demographic Variables

Term Definition

New Contact from an account with the account status of not “Current” or “Former”

Existing Contact from an account with the account status of “Current”

Enterprise Account with more than 500 employees

SMB Account with less than or equal to 500 employees

IT Sta↵ {Analyst, Network Administrator/Engineer, Architect, System Administrator}

IT Management {IT Manager, Director}

Executive {C-Level / President / VP}

Researcher {Student, Owner / Partner, Consultant}

Other {Assistant, Developer / Programmer, Business Manager, Other}

Heavy Hitter High volume and high conversion industry: Healthcare, Finance, Retail, Education, Manufacturing, Government

Laggard High volume and low conversion industry : Business Services, Technology, Business Consulting

Potential Low volume and high conversion industry
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.2 Mathematical Derivations

We use gradient descent procedures to iteratively update the optimization variables:

W , c, �, and �p for p = 1, · · · , P . The element-wise gradients are given below, but

note that the gradient updating can be vectorized for improved e�ciency (e.g., in

MATLAB/Numpy).
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