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ABSTRACT OF THE DISSERTATION

An Empirical Study of Verbal Irony; Identification,

Interpretation, and its Role in Turn-taking Discourse

By DEBANJAN GHOSH

Dissertation Director:

Smaranda Muresan, Ph.D.

Human communication often involves the use of figurative language, such as verbal

irony or sarcasm, where the speakers usually mean the opposite of what they say. In

this dissertation, I address three problems regarding verbal irony: automatic identifica-

tion of verbal irony and its characteristics from social media platforms, interpretation

of verbal irony, and examining the role of verbal irony in identifying dis(agreement)

relations in discussion forums. To automatically detect verbal irony I propose compu-

tational models that are based on theoretical underpinnings of irony. I first reframe the

question of irony identification as a word-sense disambiguation problem to understand

how particular target words are used in the literal or figurative sense. Next, I thoroughly

analyze two characteristics of irony; irony markers, and irony factors. I propose em-

pirical models to identify irony, irrespective of contextual knowledge as well as with

conversation context. I also analyze the context to understand what triggers an ironic

reply and perform user studies to explain the machine learning model predictions. Re-

garding the interpretation of irony, I offer a typology of linguistic strategies for verbal

irony interpretation and link it to various theoretical linguistic frameworks. I design

ii



computational models to capture these strategies and present empirical studies aimed to

answer two questions: (1) what is the distribution of linguistic strategies used by hearers

to interpret ironic messages; (2) do hearers adopt similar strategies for interpreting the

speaker’s ironic intent? Finally, I turn to the application of irony to show how the use

of irony-based features assists in identifying argumentative relations from discussion

forums.

I perform this research on two types of social media datasets: self-labeled data (e.g.,

microblogging platforms such as Twitter and Reddit threads), and crowdsource-labeled

corpus (e.g., Internet Argumentative Corpus).
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Chapter 1

Introduction

1.1 Overview

Natural Language Understanding (NLU) is an area of Computational Linguistics that

aims to give computers the ability to process and understand human language. Ap-

plications range from conversational agents, detecting people’s attitudes such as their

sentiments and beliefs, to web-based search and question answering. Equipping com-

puters with the ability to process and understand language is a hard problem for many

reasons. First, natural language is ambiguous, both at the lexical level and the syntactic

level. Lexical ambiguity arises since the same word may have multiple meanings (i.e.,

polysemy). For instance, the word “bank” can mean a financial institution, but it could

also mean “river bank” (“we stood on the river bank”) or “blood bank”. In this case,

based on the usage/context of the word “bank” we need to identify its sense such as

whether it has been used to depict a financial institution or the bank of a river. Like-

wise, syntactic ambiguity appears because a sentence can have multiple parse trees. For

example, consider the following sentence, “I saw the man with a telescope”. Here, the

prepositional phrase “with a telescope” can attach to either of the two noun phrases, “I”

or “the man”. Second, a concept or an entity can be described using multiple verbaliza-

tions, such as, “HRC”, “Hillary”, “Ms. Clinton” of the same entity “Hillary Clinton”.

Third, meaning can be implicitly expressed in text. In this dissertation, we focus on

this third challenge of Natural Language Understanding, that is the modality of implicit

meaning.

An area of Natural Language Understanding that has seen a lot of progress has been

the identification and extraction of the propositional aspects of meaning that explicitly

stated in a text. Systems that study propositional aspects of meaning typically extract
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factual information, such as “who” (agent) did “what” (theme) to “whom” (target) at

“where” (location). Semantic role labeling and semantic parsing tasks are used to ex-

tract such factual information. Consider the following examples:

(1) Mary went to the movie.

(2) John is reading a novel.

Here, a semantic role labeling system (i.e., shallow semantic parser) could identify

that “Mary” and “John” are the agents of the respective events “going to the movie”

and “reading a book”. Computational approaches derive the meaning of such utterances

by applying the “principle of compositionality” (sometimes called “Frege’s Principle”)

(Partee, 1984). The principle states that,

The meaning of an expression is a function of the meanings of its parts and

the way they are syntactically combined.

However, understanding language often involves detecting meaning that is implicit

or indirect and different from the literal meaning. This type of implicit meaning is

usually categorized under the umbrella term — “extra-propositional aspects of mean-

ing” – and often featured in human communication as figurative language.1 Figurative

(or non-literal) utterances include additional information associated with the contextual

situation in which they occur (Regel, 2009).2

Roberts and Kreuz (1994) have defined a total of eight distinct types of figurative

use of language. They are, hyperbole (i.e., exaggeration), idiom, indirect request, un-

derstatement, metaphor, rhetorical question, simile, and irony.3 Use of such figurative

language is ubiquitous in natural language text (Shutova, 2011). In this dissertation, we

focus on one particular type of figurative language, verbal irony. Irony is common to all

forms of discourse, be it literary or scientific. It is used in novels, poems, periodicals,

films, and in popular culture. Moreover, the use of irony is common on social-media

1Extra propositional aspects also cover areas such as detection of hedging, factuality or belief, to
name a few.

2The expression “creative thought” is also used sometime to represent the figurative language genres
(Shutova, 2011).

3Note, hyperboles, metaphors, and rhetorical questions are sometime used as indicators of irony. See
the discussion on irony markers in Section 3.3.1.



3

platforms such as Twitter and discussion forums (e.g., Reddit). Verbal irony is a subtype

of irony that takes shape when a speaker’s intended meaning is the opposite of what they

are saying. This dissertation applies computational models to study how verbal irony is

expressed in text.

A Natural Language Understanding system that is not able to detect verbal irony

would fail to properly understand people’s attitudes such as sentiments and beliefs.

Consider the following examples.

(3) I love spending Saturday night in the emergency room!!

(4) Shooting in Oakland? That NEVER happens.

In example (3), although the positive sentiment word “love” is used, the author is

ironic, and the intended sentiment is negative. Likewise, in example (4), the author is

ironic and believes that shootings frequently occur in Oakland.

Automatic processing of figurative language such as irony, however, is different

from recognizing literal meaning in many aspects. First, the principle of compositional-

ity cannot be used directly in the figurative language. In example (3), the use of positive

sentiment such as “love” does not directly agree with the circumstance described in the

utterance, that is, spending a weekend in the emergency room. In fact, the intended

meaning of the utterance is the opposite of the literal meaning (i.e., disliking the situa-

tion of spending Saturday in the emergency room). For both examples, an off-the-shelf

sentiment and belief detection system will also probably fail since they might not detect

any irony in the utterance. Second, irony needs to be inferred using pragmatic interpre-

tation. Pragmatic interpretation is the process by which language users systematically

apply information about social convention and conversation context to infer aspects of

speaker intention that are not reflected in literal sentence meaning. For (3), the social

convention informs us that “visiting the emergency room during the weekend” is not

something that we associate with “love”. Likewise, pragmatic interpretation is applied

to understand irony when people are engaged in a conversation. Consider the following

example of a dialogue on Twitter:

(5) UserA: plane window shades are open during take-off and landing so that
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people can see if there is fire in case of an accident

UserB: @UserA awesome! one more reason to feel really great about

flying.

Here, UserB’s utterance is ironic, but without the conversation context, irony cannot

be detected.

Most people can recognize irony from the above utterances (3)-(5) without diffi-

culty. For an automatic Natural Language Understanding system, however, to carry out

such a task is challenging. To a minimum, the system needs to detect the semantic in-

congruency between “fire in case of an accident” (UserA’s utterance) and “feel really

great about flying” (UserB’s utterance), which is a characteristic of irony.

In this dissertation, through a combination of theoretically grounded computational

models and user studies we investigate (1) how to identify verbal irony and its char-

acteristics in social media, (2) how do people interpret verbal irony, and (3) what is

the role of irony in detecting agreement and disagreement between participants in a

conversation. We discuss them in the following sections.

1.1.1 Irony Identification

In the last couple of years, verbal irony detection has received a lot of attention in

computational linguistics (Davidov et al., 2010; Liebrecht et al., 2013; Maynard and

Greenwood, 2014; Wallace et al., 2014; Zhang et al., 2016; Ghosh and Veale, 2016;

Schifanella et al., 2016). Most of the current research treats the problem as a general

text classification problem to identify whether an utterance is ironic or not. Moreover,

these approaches are not based on theoretical frameworks of irony with the notable

exception of Riloff et al. (2013); Joshi et al. (2015); Bamman and Smith (2015).

In this dissertation we investigate two aspects of verbal irony studied in linguistics:

irony markers and irony factors (Attardo, 2000a; Burgers, 2010) and develop theoreti-

cally grounded computational models for irony identification. Irony markers are indi-

cators of irony that alert the readers that an utterance is ironic. We compare their usage

across different social media platforms and identify specific markers that are associ-

ated with a particular platform. Table 1.1 presents a couple of ironic utterances with
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Platform Utterances
Discussion
Forum
(Reddit)

Are you telling me my iPhone 5 is only
marginally better than iPhone 4S? I thought
we were reaching a golden age with this
game-changing device.

Twitter With 1 followers I must be AWESOME. :P
Twitter Stepping on tic tacs feel sooooo good :(

Table 1.1: Use of irony markers in two social media platforms

markers (hyperbole, such as “game-changing device”, the elongated word “sooooo”,

the uppercase word “AWESOME”, tag question “are you”, etc.).

In contrary, irony factors, point to the inherent characteristics of irony, such as se-

mantic incongruence, that occurs when the ironic situation (e.g., “visiting the emer-

gency room”) is incongruent with the sentiment of the utterance (e.g., “love”). We

study two irony factors in this dissertation: “reversal of valence” and “semantic incon-

gruence”. The first factor informs us that the ironic meaning is opposite of the intended

meaning of irony. To analyze the first factor, we reframe the detection of irony to a

word/multi-word sense disambiguation problem. Two challenges need to be addressed

here. First, how to collect a set of target words that can have either literal or ironic

meaning, depending on context, and second, given an utterance and a target word, how

to identify whether the sense of the target word is literal or ironic. We first propose an

unsupervised alignment technique to retrieve specific target words (e.g., “love”, “bril-

liant”, “shocked”) that can have both an ironic and a literal sense depending on the

context. Next, given an unknown utterance and a target word we identify whether the

use of the target word is literal or ironic. Table 1.2 presents two examples. Here, the

task is to determine that the target word love is used in an ironic sense in the top exam-

ple and used in its literal sense in the below example. We compare several distributional

semantics methods and show that using word embeddings in a modified SVM kernel

achieves the best results (i.e., 7-10% improvement in accuracy over a robust lexical

baseline).

To analyze the second irony factor, i.e., the semantic incongruence, we conduct two

separate experiments. In the first, we employ a novel architecture of dual Convolutional
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Sense Utterance
Irony love going to the hospital on birthday
Not
Irony

all want for christmas is fell in love

Table 1.2: Examples of ironic and non ironic utterance

Neural Networks (CNN) (LeCun and Bengio, 1995) that focuses on modeling the com-

position between the target (“love”) and context (“visiting the emergency room”) to de-

tect the incongruence. Second, we use conversation context (e.g., prior turn in an online

discussion) for irony identification and show that computational models that consider

the conversation context outperform the model that models only the ironic post. We

discuss our research on irony markers and irony factors in detail in Chapter 3. We have

used two social media platforms, Twitter and discussion forums (e.g., Reddit, internet

argument corpus).

1.1.2 Irony Interpretation

Apart from the identification of various aspects of irony, in this dissertation, we also

examine how humans interpret irony. Verbal irony is always intended for an audience,

and thus, we argue that besides recognizing the speaker’s ironic intent it is equally

important to understand how the hearer interprets the ironic message. We conduct

experiments on the Amazon Mechanical Turk (MTurk) platform where we ask the an-

notators to rephrase ironic messages to express the intended meaning of the message.

The rephrasings are the verbalizations of how hearers interpret irony, and we utilize

the rephrasings for our analysis. Table 1.3 shows an example where given an ironic

message Iim (e.g., “It’s encouraging how Portland Police Officers feel they’re above the

law”) three Turkers rephrase that to represent the intended meanings (e.g., Hi
int). For

the ironic utterance, the strength of negative sentiment perceived by the hearer depends

on how they interpret the speaker’s intended meaning. For instance, Turkers may prefer

to use direct antonyms (e.g., “encouraging”→ “discouraging”) or negate the sentiment

(e.g., “encouraging” → “not encouraging”); thus, the negative sentiment perceived in

the first case might be higher than the latter. We propose a new typology of linguistic

strategies to categorize the rephrasings posted by the Turkers. We empirically validate
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these strategies and investigate the distribution of the strategies in two corpora. We

also look at when hearers adopt similar or dissimilar strategies to interpret the speaker’s

ironic intent.

Irony interpretation research is primarily correlated to the psycholinguistics ap-

proach of irony analysis. In psycholinguistics, researchers study the processing time

of ironic utterances compared to the literal meaning (Gibbs Jr, 1993; Grice et al., 1975;

Giora et al., 1998). Instead, here, we analyze the strategies adopted by the users to

interpret the intended meaning of ironic messages. We discuss the psycholinguistics

studies in detail in the related area sections of the following chapters.

Iim H1
int H2

int H3
int

It’s encouraging
how Portland Police
Officers feel they’re
above the law

I’m discouraged that
many Portland Police
Officers think they’re
above the law

It’s not encouraging
how Portland Police
Officers feel they’re
above the law

It’s discouraging
how Portland Police
Officers feel they’re
above the law

Table 1.3: Example of speaker’s ironic messages (Iim) and interpretations given by 3 Turkers
(Hi

int).

1.1.3 Role of Irony to Detect Dis(agreement) Relations

Finally, in Chapter 5, we discuss the role of irony in argument mining research. On-

line discussion forums, blogs, webpage comments provide a wealth of naturally occur-

ring arguments. Determining the nature of arguments and their relations is instrumen-

tal for argument mining and persuasion analysis research. A particular task has been

to identify the agreement and disagreement in online discussion forums (for brevity,

we adopted the naming convention of “dis(agreement)” from Rosenthal and McKeown

(2015) to represent both relations together). We hypothesize that detection of irony can

assist in identifying the dis(agreement) relations. We select a subcorpus from the Inter-

net Argument Corpus (Walker et al., 2012b) where each response post is labeled with

its argument relation (e.g., disagreement, agreement or neither relation to the quote

it is responding to). Beside gold labels of argument relations, this corpus also con-

tains information regarding whether a response is ironic to the previous post. Table 1.4

presents a pair of argument components and the argument relation (disagree or agree).
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Argument
Relation

Verbal
Irony

Turn Pairs

userA: I read it in the text.
Disagree Irony userB: Well , as we can see from other recent posts,

your reading comprehension is below high school
level. Why do folks think lying enhances their POV ?
userA: Today, no informed creationist would deny
natural selection.

Agree Irony userB: Seeing how this was proposed over a century
and a half ago by Darwin, what took the creationists
so long to catch up ?

Table 1.4: Ironic messages from userB and their respective prior turns from IAC.

Note, both response posts from UserB to UserA are ironic. We first exploit argument

features to identify the argument relations from the pairs (results are comparable to the

state-of-the-arts). Next, we demonstrate the impact of the irony features (features that

are traditionally used to identify verbal irony and sarcasm) to detect the agree/disagree

relation (we observe a 5% F1 improvement).

Before presenting the main contributions of the dissertation, we first discuss the

definition and some characteristics of irony.

1.2 Irony and its Characteristics

The term irony takes its name from a character Eirõn featured in ancient Greek comedy

(Kreuz and Roberts, 1993). Eirõn articulates beliefs and opinions that do not hold in

order to conceal their actual feeling. This term also means the act of concealing the

truth. According to the Merriam Webster (MW) dictionary, irony is defined as “the

use of words to express something other than and especially the opposite of the literal

meaning.” In another definition in the same dictionary, it is noted that irony is often used

in order to be funny. The meaning of irony has expanded to include at least four types

of distinct concepts: Socratic irony, dramatic irony, irony of fate, and verbal irony.

Kreuz and Roberts (1993) noted that although other types of irony are also possible

(i.e., tragic irony), these four types are the basic descriptor of irony: all four share a

common feature that there is a discrepancy between mental representation and the state

of affairs. Below is a short description of the four types of irony.
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• Socratic irony: This refers to the rhetorical technique of pretending ignorance to

reveal a flaw in others’ thinking.4 An imperative characteristic of socratic irony

is the act of pretense. The speaker knows the answer of the question but they are

playing the role of the fool by acting as if they are not aware of the answer.

• Dramatic irony: This type of irony refers to a type of dramatic act: the audience

possesses some information whereas the characters in the drama do not.

• Irony of fate: This is used by the speakers/authors to call attention to a partic-

ular incongruous relationship between two events. Kreuz and Roberts (1993)

observed that there has been a tendency to overuse irony of fate to refer any odd

or unexpected events (“a conference on electrical machines is having electricity

problem!”). Irony of fate is also regarded as situational irony.

• Verbal irony: Here, the speakers/authors intentionally make statements that are

opposite to the literal meaning. The utterances “Oh man, do I love doing sample

returns” and “yeah, I really wanna be on public transportation ALL DAY. sounds

GREAT!”, are two examples of verbal irony, using positive words and phrases

(“love,” “great”) but expressing negative sentiment towards the events of return-

ing samples and spending all day on public transportation.

This conceptual variation between the different types of irony is one of the reasons

why irony is approached differently from areas within philosophy, rhetoric, linguistics,

and psychology (Regel, 2009). In this dissertation, I focus specifically on verbal irony.

Verbal irony is also defined similarly as irony, where the speakers/authors intention-

ally make statements that are opposite to the literal meaning. Note, although sarcasm

is frequently treated as verbal irony, MW dictionary mentions that sarcasm is a subtype

of verbal irony, which is used to insult or mock someone and to show irritation. The

majority of the current supervised research in irony and sarcasm detection are trained

on social media data (i.e., Twitter data) collected based on the hashtags (e.g., #irony,

#sarcastic, #sarcasm) labels given by the authors. Naturally, it is unclear whether the

4The source of this type of irony refers to Socrates, the famous Greek philosopher who was known
for his probing questions.
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authors are clear about the subtle differences between these figurative use of language.

For example, we observe that majority of the instances on Twitter that are labeled with

the hashtag #sarcasm are instances of verbal irony and not sarcastic since the % of in-

sults to others is low on Twitter. Instead, on Twitter, sarcastic tweets often intended to

be funny and complain about the author’s status (e.g., going to the emergency room dur-

ing the weekend) and state of mind (e.g., being alone on Friday night; only one follower

on Twitter). In contrary, in discussion forums, such as the Internet Argument Corpus

and Reddit, we observe a decent number of sarcastic utterances that show irritation or

mocking of others. These posts are mostly collected from controversial discussion fo-

rums on politics, religion, gun-control debate, etc. Since users often exchange heated

arguments in such forums, it is not surprising that often these posts are bitter and sarcas-

tic. Although there have been some empirical research efforts, notably (Attardo et al.,

2003; Joshi et al., 2016) that propose differences in verbal irony and sarcasm, a clear

distinction between these two phenomenons has not been established so far. In this the-

sis, we consider verbal irony/sarcasm as two interchangeable phenomena and use the

working definition of verbal irony (i.e., use of words which actually means the opposite

of what it seems to say [. . . ]). Also, sometimes for brevity, we call verbal irony as

simply irony.

The contributions, as well as the structure of the thesis is described next.

1.3 Contributions

Theoretically grounded computational methods: In this dissertation, we develop com-

putational models to detect verbal irony that are grounded in theoretical frameworks

from Linguistics, Philosophy, and Communication Science. We propose both machine

learning methods based on discrete linguistically-motivated features and deep learn-

ing models that do not require feature engineering. We investigate irony markers and

irony factors, two fundamental characteristics of irony (Burgers et al., 2012; Attardo,

2000b; Camp, 2012) (Chapter 3). We propose a reframing of verbal irony detection as

a word-sense disambiguating problem: given an utterance, and a target word, identify
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whether the sense of the target word is literal or ironic. For this we propose a new Sup-

port Vector Machine kernel that uses word-embeddings, which is able to achieve the

best performance even for target words where we do not have a lot of training exam-

ples. One of the irony factors that we model in this thesis is the incongruence between

the literal meaning of irony and context (e.g., the incongruence between the expressed

positive sentiment and the negative situation). This incongruence can happen inside an

utterance, or between an utterance and the prior conversation context. We propose dual

deep learning architectures that are able to model directly this incongruence.

Apart from irony identification, Chapter 4 is based on developing a new typology of

linguistic strategies to categorize users’ interpretation of ironic messages. Our research

on irony interpretation complements behavioral research that looks at processing mech-

anism (e.g., the time taken to process ironic vs. literal utterances) of irony (Regel, 2009).

Finally, Chapter 5 offers a new insight of the use of figurative language such as verbal

irony in argument mining. Verbal irony can be used to express implicitly agreement or

disagreement in online conversations. We investigate whether linguistic features used

to detect ironic messages can help in detecting agreement and disagreement relations in

online discussions.

User studies for explaining the prediction of models and for irony interpretation:

One question that this dissertation investigates is “what triggers” an ironic reply in a

conversation. We conduct user studies to address this question. We compare compu-

tational models with human annotations to investigate their agreement in identifying

what part of the context can trigger an ironic reply in a conversation. This study is re-

lated to the question of explainability in computational (i.e., machine learning) models

that are confirmed by user study. We looked at the important features (i.e., part of con-

text) predicted by the models and investigated whether humans also recognize the same

context that may trigger the ironic reply. We also examine if an ironic post contains

multiple sentences, whether computational models and human annotations identify the

same ironic sentences from the post.

In the second user study, we analyze how people interpret irony. We asked the an-

notators to rephrase ironic utterances to represent the intended meaning. We developed
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a new typology of linguistic strategies and investigate annotators’ behaviors (i.e., for

which ironic messages all the annotators use identical strategy to rephrase, etc.).

Research on diverse dataset: An essential aspect of supervised research is the avail-

ability of labels for the classification task. We look at two types of labels in this dis-

sertation. One, self-annotated, where the users self-labeled their posts. For example,

twitter dataset is self-annotated since the hashtags (e.g., “#sarcasm”, “#irony”) given by

the authors are used as gold labels. The second type is crowdsourced (e.g., discussion

forum data from the Internet Argument Corpus), where crowdsourcing is employed to

annotate whether an online post is ironic or not. In the following chapters, we describe

our research in detail.

We also released several datasets for the research community. Below is a short

description of the datasets.

• Twitter data with target words: As part of our sense-disambiguation research,

we built a corpus of close to 700K tweets collected based on sentiment words

(e.g., “love”, “great”, “mature”; details in Section 3.5.2.1) balanced between

irony/sarcasm and non-irony data. This dataset is available here.56

• Twitter data with time-stamp: For our research on evaluating the generalization

quality of tweets we also built a corpus of approximately 660K tweets that come

with time-stamp information. This data spans over tweets from 2013-2014 and

2014-2015.

• Twitter data with conversation context: We utilize a corpus of tweets in conversa-

tion thread for our research on our research on the role of conversation context in

irony detection. This corpus contains around 26K tweets with full conversation

(i.e., most of the conversation thread includes three-five tweets as context).

• Twitter data with rephrasing: This is the dataset used in irony interpretation re-

search described in Chapter 4. This data contains 1,000 English, and 800 Spanish

5https://github.com/debanjanghosh/sarcasm wsd
6According to the data sharing policy of Twitter, we are only allowed to share the serial numbers of

tweets and not the actual text. This is inconvenient, because users often remove their tweets or delete
their accounts.
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tweets with five rephrase (i.e., rephrase present the intended meaning of the utter-

ances) created by annotators.

1.4 Structure of the Chapters

• Data and Methods: Chapter 2 describes the data utilized in this dissertation. We

introduce all the different corpora from different platforms, such as Twitter, Red-

dit, and Internet Argument Corpus. Our research is based on two types of so-

cial media content: self-annotated (i.e., speakers labeled their own utterances

as ironic) and externally-annotated (i.e., external annotators annotated the utter-

ances).

• Verbal Irony Identification: Chapter 3 presents various empirical models to iden-

tify verbal irony/sarcasm from social media. This chapter contains bulk of the re-

search conducted in the dissertation. We develop theoretically grounded compu-

tational methods to study different characteristics of irony. We first introduce our

study on the irony markers, the meta-communicative markers that alert readers

about irony in utterances. We analyze the markers in microblogging platform as

well as in the discussion forums (Section 3.5.1). Next, we discuss our research on

irony factors. We first analyze irony detection as a sense-disambiguation problem

(i.e., also referred as the “reverse of valence”; for details see section 3.5.2.1). We

also investigate the semantic incongruence aspect of irony (see section 3.5.2.2).

We also examine the role of conversation context in irony detection (section 3.6).

We finish the chapter with an extensive qualitative study that addresses two ques-

tions. (1) can humans and computational models identify what part of a conversa-

tion context trigger an ironic reply, and (2) given an ironic utterance that contains

multiple sentences, can humans and computational models identify the specific

sentence that is ironic?

• Verbal Irony Interpretation: In chapter 4, we propose user studies to investigate

how readers interpret verbal irony. We first conduct an annotation study where
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Turkers on the Amazon Mechanical Turk (MTurk) platform rephrase ironic ut-

terances to present the intended meanings. Next, we propose a new typology of

linguistic strategies that Turkers have utilized to interpret irony. We empirically

validate the linguistic strategies over two datasets to automatically identify the

strategies. We conduct thorough analysis of the behaviors of the Turkers. We

particularly analyze the annotations of three Turkers who finished the most num-

ber of tasks (i.e., around five-hundred rephrasing) to detect where they use similar

and dissimilar strategies for interpretation. Further, we provide an analysis of par-

ticular ironic utterances, i.e., utterances for which all Turkers use similar strategy

for interpretation, and where they all took different strategies.

• Role of Verbal Irony for Dis(agreement) Detection: Chapter 5 demonstrates the

use of irony recognition for down-stream applications. For instance, we inves-

tigate the role of verbal irony, particularly, in detecting dis(agreement) relations

between online posts in discussion forum. We use the IAC corpus where posts

are labeled with dis(agreement) relations as well as with verbal irony labels. We

utilize state-of-the-arts features for both tasks, dis(agreement) detection as well as

irony detection. We show how irony features assist in identifying dis(agreement)

relations.

• Conclusions and Future Work: finally, in Chapter 6 we summarize our contribu-

tions of this dissertation. We also discuss the limitations and future work.
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Chapter 2

Data

2.1 Overview

In this chapter, we introduce all the datasets used in this dissertation. Two platforms of

social media data are used in our research: micro-blogging platform such as Twitter and

online discussion forums such as Reddit and Internet Argument Corpus (for brevity,

henceforth IAC). We briefly introduce the two platforms here.

With the rapid development of social media, spontaneously user-generated content

is extremely important to analyze users’ opinions and sentiments online. Out of all the

social media platforms, Twitter has become a major resource for research in natural

language processing, from sentiment analysis (Agarwal et al., 2011; Bollen et al., 2011;

Rosenthal et al., 2017) to event and relation detection (Becker et al., 2011; Weng and

Lee, 2011; Ritter et al., 2012), topic modeling (Ramage et al., 2010; Hong and Davison,

2010), and dialog acts identification (Ritter et al., 2010). Twitter has also been a major

source of information for different applications such as earthquake detection (Sakaki

et al., 2010) and disease surveillance (Lamb et al., 2013). One of the major charac-

teristics of Twitter is it allows its users to write messages up to only 140 characters.1

Since the messages are short, users use various indicators, such as hashtags, URLs,

and emoticons. Hashtags (#hashtag) are tags that are often assigned by the author to

mark content/topic/category (e.g., #teaparty, #worldcup), sentiment (e.g., #angry, #sad,

#happy, #sarcasm), and/or location (e.g., #Paris, #NYC), among other uses. These

hasthags are used for indexing purposes; tweets that contain a candidate hashtag will be

retrieved if someone searches in Twitter using the hashtag as a query. For instance the

1Recently Twitter has doubled the length of the messages to 280 characters. However, majority of our
research is based on tweets that are collected between 2013-2016 so our training dataset is still based on
the tweets that are up to 140 characters.
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tweet, “each morning presents a new beginning #love #compassion URL”, contains two

hashtags #love and #compassion. Next, if any of the two hashtags are queried this par-

ticular tweet can be retrieved from Twitter. This is one of the main motives of users to

label tweets with sentiment hashtags. From the perspective of NLP research, the length

restriction is both an advantage (lexical factors may be more prominent than syntactic

factors) and a challenge (abbreviations and symbols with special interpretation in Twit-

ter may decrease the effectiveness of natural language processing tools optimized for

more standard language use). Data collection from Twitter for different experiments are

described in Section 2.2.1.

Apart from Twitter we also analyze social media platform such as online discussion

forums. An increasing portion of information and opinion exchange occurs in online

interactions such as discussion forums, blogs, and webpage comments. Online posts in

discussion forums such as Reddit and IAC contain many instances of verbal irony and

sarcasm.

Reddit is a social news aggregation, web content rating, and discussion website.

Members of the website can posts messages, links, as well as images. Posts are orga-

nized by subject into user-created discussions called “subreddits”, which cover a variety

of topics including news, science, movies, video games, music, books, fitness, food, and

image-sharing. Specific subreddits of Reddit such as the “change-my-view” subreddit

has already became popular for research on automatic detection of persuasion, influ-

ence, and concessions (Tan et al., 2016a; Hidey and McKeown, 2018; Musi, 2017).

IAC is also based on discussions extracted from the online debate site 4forums.com,

ConvinceMe, and CreateDebate (Abbott et al., 2016). This corpus is used in multiple re-

search related to argument mining such as dis(agreement) detection (Misra and Walker,

2013; Abbott et al., 2011). Since many subreddits in Reddit and discussion threads

in IAC are based on contentious topics we observe users often reply with ironic and

sarcastic posts in the discussion.

One major difference between Twitter and the discussion forums is naturally the

length of the posts. As stated earlier, Twitter limits users to write up to 140 characters

where as discussion forums do not have such limitation. We observe, often ironic posts
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in Reddit and IAC contain multiple sentences. For instance, the majority of the posts

in IAC are between three and ten sentences.

Another difference among the social media platforms stems from the nature of the

labels. Supervised classification models use gold labels for training and we observe two

types of labels are available here. (a) data that are self-annotated with sarcasm or verbal

irony labels, and (b) data that are annotated by external annotators such as crowdsourc-

ing. For instance, Twitter and Reddit dataset can be denoted as self-annotated corpus

since we have used the hashtags (e.g., “#sarcasm”, “#irony”) as labels whereas discus-

sion forum data from the Internet Argument Corpus (IAC) is external-annotated since

crowdsourcing is used to annotate the posts. In other words, for Twitter and Reddit

corpus our models are based on how users/author perceive the concept of verbal irony

since we are directly using their labels. In contrary, for IAC, annotators were provided

with the definition and examples of sarcasm while annotating.

All three corpora are described in the following sections.

2.2 Datasets

2.2.1 Twitter Dataset

As stated earlier, we have relied upon the annotations that users assign to their tweets

using hashtags. For instance, users label sarcastic and ironic tweets with hashtags such

as #sarcasm, #sarcastic, or #ironic. We used Twitter developer APIs to collect tweets

for our research.2

To identify ironic tweets we focused on classification models (i.e., we train ver-

bal ironic utterances vs. non-ironic utterances). As non-ironic utterances, we consider

random objective utterances (i.e., tweets that do not have sentiment, irony, or sarcasm

related hashtags) as well as sentiment tweets. These sentiment tweets are composed

of positive and negative sentiment. The positive tweets express direct positive sen-

timent and they are collected based on tweets with positive hashtags; #happy, #love,

2Particularly, we use two libraries, the “twitter4j” (in Java) and the “twarc” (in Python) to accumulate
the tweets.3



18

Category Utterance
I . . . starting off the new year great !!!!! sick in bed . . .
I yay something to be proud of 3rd poorest in the NA-

TION . . .
NIrand . . . you don’t need a record label to have great music . . .
NIrand im filipino with dark brown eye and forever true and

proud . . .
NIsent . . . i’m in love with this song great job justin . . .
NIsent but i’m proud of all the beliebers AROUND THE

WORLD . . .

Table 2.1: Examples of ironic and non ironic utterances

#lucky, etc. Similarly, the negative tweets express direct negative sentiment and are

collected based on tweets with negative hashtags; #sadness, #angry, #frustrated etc. Al-

though most of the related research on verbal irony detection identifies ironic utterances

against “any” non-ironic utterances (i.e., objective utterances) we use both random ob-

jective and sentiment utterances for classification. We reckon classifying ironic against

sentiment utterances is a difficult task since many ironic utterances also contain senti-

ment terms. See Table 2.2 for a full list of hashtags used in our research. For brevity, we

denote ironic utterances as I and non-ironic utterances as NI . The non-ironic objective

utterances are denoted as NIrand and the sentiment (non-ironic) utterances are NIsent.

Table 2.1 presents examples of ironic, non-ironic sentiment, as well as non-ironic ran-

dom utterances. The first column in the table depicts the type of the tweet (whether it is

verbal irony or not) and the second column presents the utterance. Table 2.3 represent

the overall number of the tweets used in different experiments in this dissertation.

We utilize tweets that are individual and irrespective of any conversation as well

as tweets that are part of a conversation. Conversation tweets are usually marked by

“@ < user >”, where the interpretation of a particular tweet is most likely dependent

on the entire conversation. based on the occurrence of “@ < user >” symbol we

collected the full dialogue (whenever available) and used in our research described in

Chapter 3.

We utilize a couple of preprocessing techniques that are only applied to tweets.

For instance, we lowercased the tweets, except the words where all the characters are

uppercased (e.g., we did not lowercase “GREAT”, “SO”, and “WONDERFUL” in the
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Category Hashtags for CollectingTweets
Irony (I) #irony, #sarcasm, #sarcastic
Positive
(P)

#happy, #joy, #happiness, #love, #grate-
ful, #optimistic, #loved, #excited, #posi-
tive, #wonderful, #positivity, #lucky

Negative
(N)

#angry, #frustrated, #sad, #scared, #aw-
ful, #frustration, #disappointed, #fear,
#sadness, #hate, #stressed

Table 2.2: Sentiment Hashtags for Collecting Tweets

Experiment Data used Comment
sarcasm/verbal
irony markers

350K utterances (Section 3.5.1)

generalization
of markers

660K utterances timestamp of the utterances are
used to split utterances based on
weeks/months for experiments
(Section 3.5.1.2)

verbal irony
sense-
disambiguation

total 712K utterances separate experiment on target
words. Size of training data
varies from 56K (target word
“love”) to 1K (target work “ma-
ture”) (Section 3.5.2.1)

co-text in-
congruence
identification

- same - - same - (Section 3.5.2.2)

verbal irony
identification
using conversa-
tion context

26K utterances data is collected based on
whether tweets are replies to
other tweets; we collect the full
thread of dialogue (Section 3.6)

irony interpreta-
tion research

1K utterances and 5K
rephrases from anno-
tators

Rephrases represent the intended
meaning of the users (Chapter 4)

Table 2.3: Tweet Datasets for different irony identification and interpretation research
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utterance, “GREAT i’m SO happy shattered phone on this WONDERFUL day!!!”. We

deleted all tweets where the hashtags of interest were not located at the very end of

the message. As a result, we eliminated utterance such as “#sarcasm is something

that I love”. We removed the retweets (e.g., tweets that start with “RT”), duplicates,

and quotes. Finally, we also eliminated tweets written in languages other than English

using the library Textblob.4

2.2.2 Reddit Corpus

Khodak et al. (2017) introduce the self-annotated Reddit Corpus, which is a very large

collection of sarcastic and non sarcastic posts (over one million) from different sub-

reddits. This corpus contains the prior turn that is either the original post or a prior

turn in the discussion thread that the current turn is a reply to. This corpus contain

self-annotated data, that is, the speakers labeled their own posts/comments as sarcastic

using the marker “/s” to the end of sarcastic posts. For obvious reasons, the data is noisy

since many users do not make use of the marker “/s”, do not know about it, or only use

it where sarcastic intent is not otherwise obvious. Khodak et al. (2017) have conducted

a evaluation of the data having three human evaluators manually check a random subset

of 500 comments from the corpus tagged as sarcastic and 500 tagged as non-sarcastic,

with full access to the post’s context. They found around 3% of the non-sarcastic data is

false negative. We collected 50K posts (balanced between verbal irony and non-verbal

irony) and denote this corpus in subsequent section as Reddit. Table 2.4 shows an ex-

ample of sarcastic current turn (userF’s post) and its prior turn (userE’s post) from the

Reddit dataset.

We use standard preprocessing, such as sentence boundary detection and word tok-

enization when necessary. Also, we selected posts as well as their contexts only when

the reply posts are at least two sentences and their context are at least three (maximum

of seven) sentences. These thresholds are used to determine whether our algorithms

can detect (a) sentences from the context that trigger verbal irony in replies and (b)

handle posts that are longer (i.e., more than one sentence). This corpus is used in two

4Textblob:http://textblob.readthedocs.io/en/dev/
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Turn pairs
userA: nothing will happen, this is going to die a quiet death like 99.99 %
of other private member motions. this whole thing is being made into a big
ordeal by those that either don’t know how our parliament works, or are trying
to push an agenda. feel free to let your mp know how you feel though but i
doubt this motion gets more than a few minutes of discussion before it is send
to the trashcan.
userB: the usual “nothing to see here” response. whew! we can sleep at night
and ignore this.
userA: They’re (media) lying. The Uk, covers up islamic violence. Just
pretend it’s not happening is the rule. Any who points out the truth will be
arrested.
userB: But did they mention the gender of the attacker? No, because the
media is covering the fact that it is 99of the times men that commit these
crimes. #deportallmen.

Table 2.4: Examples from Reddit. We show sarcastic posts (posts from userB) as well
as their conversation context (posts from userA)

studies. (1) examining the use of irony markers in Reddit threads and (2) the role of

conversation context in irony detection.

Note, Wallace et al. (2014) first suggested using the Reddit discussion forums for

irony detection research. They released a small corpus of Reddit posts where each

sentence in every post had been labeled by three independent annotators. However, the

corpus used in their research was small and heavily skewed - only 292 posts contain an

instance of verbal irony where the rest of 1,153 posts do not. Thus this corpus is not

suited for empirical research that we have conducted in the following chapters.

2.2.3 Internet Argument Corpus

Apart from self-labeled utterances we also use verbal ironic utterances that are labeled

by external annotators. For instance, we use discussion forum data from the Internet

Argument Corpus (IAC) (Walker et al., 2012b). Internet Argument Corpus (IAC)

is a publicly available corpus of online forum conversations on a range of social and

political topics from gun control debates, marijuana legalization, climate change, evo-

lution, and so on. IAC comes with annotations of different types of social language

categories such as agreement/disagreement (between a pair of posts), nastiness, and

sarcasm. There are different versions of IAC and we use two such subsets of IAC in
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our research.

First, we utilize, the “Sarcasm Corpus 2”, a corpus that is annotated by a large

number of annotators (i.e., 5 to 7 Turkers) to identify sarcasm (Justo et al., 2014; Oraby

et al., 2016a). Oraby et al. (2016a) have introduced this corpus, which is a subset of

the Internet Argument Corpus V2. This corpus (denoted as IACv2 in our research)

contain 9,400 posts labeled as sarcastic or non-sarcastic (balanced dataset). IACv2

not only contains sarcastic posts but all the contexts (i.e., prior posts or prior turns) to

which the sarcastic posts are replies to. To obtain the gold labels, Oraby et al. (2016a)

first employed a weakly supervised pattern learner to learn sarcastic and non-sarcastic

patterns from the IAC posts and later employ a multiple stage crowdsourcing process

via Amazon Mechanical Trunk. Although the dataset described by Oraby et al. (2016a)

consists of 9,400 post, only 50% of that corpus is currently available for research (4,692

altogether; balanced between sarcastic and non-sarcastic categories). This is the dataset

we used in our study, particularly, for the research on examining the role of conversation

context (Section 3.6).5 Table 2.5 show examples of ironic current turn (userB’s post)

and its prior turn (userA’s post) from the IACv2 dataset.

Beside the IACv2 we also extract a subset of posts from IAC that we utilize in

our research on investigating the role of verbal irony to determine the argumentative

relations. We collected around 10K posts as well as their context that are marked with

argumentative relations (i.e., agree/disagree/no-relation) and sarcasm (i.e., sarcastic or

non-sarcastic posts).

Apart from the nature of annotators, there is another difference between the two

types of the corpus. On one hand, for the other-annotated corpus, the annotators are

usually provided with proper guidelines to identify verbal irony or sarcasm in discus-

sion forums. For instance, (Oraby et al., 2016a) provided two definitions and a couple

of examples of verbal irony. The first definition states that sarcasm is a sharp and often

satirical phenomena designed to be snarky, mocking, or humorous and the second defi-

nition states that sarcasm is a mode of satirical wit often directed towards an individual

5Oraby et al. (2016a) reported best F1 scores between 65% to 74% for sarcasm detection. However,
we foresee the reduction in the training size of the available corpus will have obvious effects in the
classification performance.
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Turn pairs
userA: How do we rationally explain these creatures existence so recently
in our human history if they were extinct for millions of years? and if they
were the imaginings of bronze age sheep herders as your atheists/evolutionists
would have you believe, then how did these ignorant people describe creatures
we can now recognize from fossil evidence? and while your at it, ask your-
self if it’s reasonable that the bones of dead creatures have survived from 60
million years to some estimated to be more than 200 million years without
becoming dust?
userB: How about this explanation - you’re reading WAAAAAY too much
into your precious Bible.
userA: If I may chime in, George W. Bush was not responsible for 9/11.
As I have stated on one of the other threads, Bill Clinton,et. al. did not
do a rat’s (explicitive deleted) to improve intelligence sharing between Law
enforcement and intelligence. Does Able Danger ring a bell? :-S :-S

userB: Stick with the bass guitar.@@ And if you break a string....TRY not to
blame it on Clinton. :P

Table 2.5: Examples from IAC corpus. We show ironic posts as well as their conver-
sation context here.

or situation. On the other hand, it is unclear whether the authors of the self-labeled

sarcastic utterances (i.e., on platforms such as Twitter or Reddit) follow any specific

guideline or definition of verbal irony. It is highly plausible that the authors use their

own interpretation while labeling verbal irony or sarcasm.

Table 2.6 presents the gist of all the experiments and data used. The first column

shows the main three aspects (i.e., verbal irony identification, interpretation, and appli-

cation) of the dissertation. The second column presents the source of the data. Finally,

the third and the fourth column present the gist of the experiments. The subscript u de-

notes the experiments where “utterance” are used independently of the context c. u+ c

subscripts depicts the experiments where the utterance u and the context c both are used.
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Type of Experi-
ments

Data source Type of
Data

Experiments

Twitter Twitteru verbal irony markers
Twitter Twitteru verbal irony factors (reversal of

valence, context incongruity)
Twitter Twitteru+c role of conversation context

(1) irony identi-
fication

Twitter Twitteru+c role of conversation context

IACv2 IACv2u+c role of conversation context
Reddit Redditu verbal irony markers
Reddit Redditu+c role of conversation context

(2) irony inter-
pretation

Twitter Twitteru -

(3) role of irony IACrole IACroleu+c verbal irony in argumentation re-
search

Table 2.6: Different corpus and associated experiments (u denotes utterances and c
denotes context
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Chapter 3

Verbal Irony Identification

3.1 Overview

Human communication often employs the use of verbal irony and sarcasm. 1 Failing to

identify verbal irony will lead to errors in detecting people’s attitude such as sentiment

and beliefs. In this chapter, we discuss our research on building computational models

for detecting verbal irony. There are three major contributions. First, we model various

characteristics of verbal irony, such as irony factors and irony markers that are based

on theoretical frameworks of irony. Second, we model utterances in isolation as well as

part of a local conversation context. Third, we utilize a dual neural network architecture

to model the contextual knowledge. For instance, in Section 3.5.2.2, we build a dual

Convolutional Neural Network (CNN) where one CNN models the co-text (i.e., context

that is present in the utterance) and the other CNN models the sentiment of the utterance.

Likewise, in Section 3.6 our analysis is based on Long Short-Term Memory (LSTM)

networks that models each message/turn in a social media conversation separately.

This chapter is structured as follows. First, Section 3.2 introduces the theoreti-

cal underpinnings of verbal irony and Section 3.2.1 discusses related studies on irony

recognition from linguistics and psycholinguistics studies. In Section 3.2.2 we discuss

related research in Natural Language Processing on automatic detection of verbal irony.

Next, in Section 3.4, we briefly introduce the datasets and data representation used in

this chapter.2 Following that, we introduce our empirical investigations on verbal irony

identification. We first consider the utterances in isolation (i.e., without any contextual

1Parts of the chapter already published in (Muresan et al., 2016; Ghosh et al., 2017, 2015; Ghosh
and Muresan, 2018). Also, the section on conversation context is accepted (with minor revisions) at
Computational Linguistics Journal.

2Note, Chapter 2 discusses all the datasets used in this dissertation in details.
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knowledge) (Section 3.5). Second, we use the conversation context, a type of contextual

information to discover whether the use of context assists in verbal irony identification

(Section 3.6). As stated before, we use the terms — verbal irony and sarcasm – inter-

changeably.

3.2 Background and Related Work

Irony and sarcasm are well-studied phenomena in linguistics, philosophy, psychol-

ogy, and communication, where several theoretical frameworks have been put forward,

sometimes at odds with each other (Grice et al., 1975; Gibbs, 1986; Gibbs and Col-

ston, 2007; Giora, 1995; Kreuz and Glucksberg, 1989; Utsumi, 2000; Camp, 2012). In

the Natural Language Processing community, we observe a recent surge in research on

automatic methods for sarcasm detection, mainly treating the problem as a binary clas-

sification task (González-Ibáñez et al., 2011; Riloff et al., 2013; Davidov et al., 2010;

Liebrecht et al., 2013; Joshi et al., 2015; Reyes and Rosso, 2011). We first discuss some

of the competing theories that attempt to explain irony and sarcasm and then consider

the recent empirical studies.

3.2.1 Theoretical Approaches of Irony Analysis

In the introduction chapter we present different definitions and types of irony. We also

discuss the scope of sarcasm and verbal irony and their similarities. Broadly speaking,

we are following the typical definition of verbal irony that is often defined as a figurative

language in which the speakers say the opposite of what they mean. We observe that

this definition captures the most visible and prevalent cases of verbal irony and sarcasm.

For instance, if John utters “I love going to the emergency room during the weekend”,

it is likely that John is being ironic and John expresses the exact opposite of the literal

meaning (i.e., John hates to go to the emergency room during the weekend).

Grice et al. (1975) first put forward a discussion of figurative language and proposed

four rules of conversation obeyed by the interlocutors (Grice et al., 1975; Grice, 1978).

These rules are referred as “conversational maxims”. They are:
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• The maxim of quantity: where one tries to be as informative as one possibly can,

and gives as much information as is needed, and no more.

• The maxim of quality: where one tries to be truthful, and does not give informa-

tion that is false or that is not supported by evidence.

• The maxim of relation: where one tries to be relevant, and says things that are

pertinent to the discussion.

• The maxim of manner: when one tries to be as clear, as brief, and as orderly as

one can in what one says, and where one avoids obscurity and ambiguity.

Grice proposed the Standard Pragmatic Model (for brevity, SPM) that presumes

interlocutors contribute to an efficient and successful conversational exchange by con-

veying truthful, relevant and clear information. However, figurative utterances such as

irony are assumed to violate the principle of maxim, thus allowing for the possibility of

implicatures. According to Grice, in the above example, John is intentionally violating

the maxim of quality (Grice et al., 1975; Attardo, 2000b; Palinkas, 2013). In Grice’s

explanation, ironic expressions are untrue in their literal meaning and understanding of

irony is a two-stage process. In the first stage, the literal meaning (i.e., John loves going

to the emergency room) is evaluated, and when the reader finds that the literal meaning

is incongruent with the context, it is rejected. Next, the intended meaning (i.e., John

hates going to the emergency room during the weekend), which is the opposite of the

literal meaning is initiated.

In contrary to SPM, Gibbs (1986) proposes the “direct access view” model that

suggests instead of the two-stage processing for ironic messages, humans use identical

mechanisms to process figurative and literal language. According to this view, the com-

prehension of figurative language does not involve any additional cognitive processes,

but rather processing is largely based on the pragmatic knowledge used by the human

to understand ironic messages.

Giora et al. (1998) came up with the “Graded Salience Hypothesis” that sits in

between the “SPM” and “direct access view” model. It states that processing of lexical

meaning (i.e., figurative or literal) is a graded process (i.e., not a binary process) that is
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heavily based on retrieving the salient meaning of words from the mental lexicon (Giora

et al., 1998). When expressions have multiple meanings, the most salient meaning is

first retrieved and then the remaining ones are graded. In contrast to the direct access

view, contextual information does not play a very important role in accessing the salient

meanings. Giora also proposed another model of irony interpretation that is based on

the indirect negation view of irony. According to this model, the hearer retains the

literal sense of the utterance to compute the difference between the literal meaning and

the less desirable, ironic meaning. In this respect, the indirect negation view of irony

differs from Grice’s model (Grice et al., 1975), which assumes that the literal meaning

should not be retained, but rejected and suppressed. This model also states that when

one expresses irony, it is equivalent to adding a negation term like “not”.

Wilson and Sperber (1992) critiques the SPM model and argues that the very defi-

nition of verbal irony (i.e., intended meaning is the opposite of the literal meaning) is

not comprehensive. First, this definition does not capture the cases of ironic understate-

ments. For instance, Sara’s friend returns her suit with a large wine stain. In response,

she made an understatement, “it doesnt look too bad”. Here, the literal opposite will

be that the suit looks great, however, this was not what the speaker intended. The ut-

terance “it doesnt look too bad” mocks the proposition, i.e., given the circumstances

of wine stains, it is absurd to make such a statement and it is exactly what the speaker

is ironic about (Wallace, 2015). Wilson and Sperber (1992) provide additional exam-

ples of verbal irony that are not captured by the SPM and they discuss the model of

echoic mention. In echoic mention, verbal irony implicitly suggest to some real or hy-

pothetical proposition in the form of quoting opinions of other persons. Here, speakers

merely repeating utterances made by others in order to achieve irony. Burgers (2010)

discussed a particular example of echoic mention. Suppose, someone is visiting Tus-

cany in the summer to enjoy the great weather. However, they face a terrible storm

and exclaim - “Ah, Tuscany in May” (Wilson and Sperber, 1992). Here, the speaker

suggesting to some hypothetical proposition (i.e., enjoying weather during the storm,

probably uttered by his local friends from Tuscany) to show the absurdity of the situa-

tion by mocking using irony. According to Wilson and Sperber (1992) it is hard, if not
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impossible to explain this type of irony through the SPM, because, it is unclear whether

there is any particular lexical item in this type of utterance that can be replaced by its

semantic opposite to identify the intended meaning.

Clark and Gerrig (1984) proposed the “pretense theory” where the authors catego-

rize the irony audience in two categories. This theory suggests two type of audiences:

those who can detect the ironic instances and understand the intended meaning and

those who will accept the ironic utterances at its surface literal meaning.

Attardo (2000b) regards irony as a type of “relevant inappropriateness” that is equiv-

alent to Grice’s SPM. According to the “relevant inappropriateness” model, ironic ut-

terances are contextually inappropriate and the readers reject the literal meaning, since

they understand that the utterance is inappropriate, and accept the intended meaning.

Attardo (2000b) also introduced two major characteristics of irony - irony markers and

irony factors. In Section 3.3 we continue the discussion on irony factors and irony

markers since we analyze these aspects in detail in this discussion.

3.2.2 Computational Approaches for Irony Identification

Supervised computational models for detecting irony and sarcasm depend on having

access to annotated data. Since annotating and building a corpus for irony detection

is expensive, most research relies on social media data, such as tweets because users

label the tweets using hashtags. Hashtags such as #sarcasm and #sarcastic, in turn,

are used as gold labels for supervised sarcasm detection. As we will see subsequently

in this chapter and in related research, Twitter is the de-facto platform for collecting

training data in verbal irony based research (Davidov et al., 2010; Reyes and Rosso,

2011; González-Ibáñez et al., 2011; Riloff et al., 2013; Joshi et al., 2015; Muresan et al.,

2016; Wang et al., 2015; Bamman and Smith, 2015; Rajadesingan et al., 2015; Reyes

et al., 2013). Apart from tweets, researchers have also used discussion forums such

as Reddit discussion threads (Khodak et al., 2017; Wallace et al., 2014) and Internet

Argumentative Corpus (for brevity henceforth, IAC), which consist of debate threads

ranging from political and social topics topic such as “gun control” to “death penalty”,

etc. (Justo et al., 2014; Oraby et al., 2016a)
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Method-wise we observe that researchers have utilized rules, discrete features (i.e.,

n-grams and lexicons) as well as word embedding and neural networks based tech-

niques to identify verbal irony. We briefly discuss the approaches here. Regarding use

of the hand-crafted rules, Veale and Hao (2010) came up with a pattern “* as a” and

used Google search to determine whether such patterns are sarcastic. They categorize

patterns such as “as private as a park-bench” or “crazy as a fox” as sarcastic. They

employed different types of post-processing based on the web frequency of the pattern

and lexical/morphological similarities between the bold words. For instance, “as cool

as a cucumber” or “manly as a man” are not considered sarcastic due to the high lexi-

cal similarities between cool and cucumber and manly and man. However, the scope

of finding verbal irony with only such a single pattern is highly limited. Instead of

hand-crafted text patterns, Maynard and Greenwood (2014) studied the use of various

hashtags to identify sarcasm in Twitter. They have developed a set of rules based on the

“polarity” of the hashtags to identify sarcasm. For example, in the utterance “heading

to the dentist. #great #notreally”, they first identify that “#notreally” is a irony indicator

(Burgers et al., 2012) and it is following a positive hashtag “#great”. In cases where an

irony indicator follows another hashtag (that is presenting positive or neutral sentiment)

Maynard and Greenwood (2014) alter the sentiment of the tweet and identify sarcasm.

Similar to Maynard and Greenwood (2014), Liebrecht et al. (2013) looked into the use

of the particular hashtag “#not” as label for verbal irony detection. In a similar vein,

(Davidov et al., 2010; Tsur et al., 2010) aim to identify sarcastic utterances from Twit-

ter and Amazon product reviews using semi-supervised approach (i.e., textual patterns)

as well as syntactic features. The semi-supervised strategy exploits labeled as well as

unlabeled instances. Their patterns are based on word frequencies (i.e., use of frequent

words and content words) whereas the syntactic features capture the number of quo-

tations, exclamation marks, uppercase words etc. Such features are common in verbal

irony detection and we also have used such features in our research. Davidov et al.

(2010) and Reyes and Rosso (2011) have tackled the problem of sarcasm detection in

customer reviews on Amazon, comparing the sarcastic reviews to plain negative reviews

from Amazon and Slashdot.
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Beside the pattern based semi-supervised approaches the majority of the verbal

irony detection research is fully supervised. Although most of the classifiers classify

ironic against “any” non-ironic utterances (i.e., they could be objective without any

sentiment), González-Ibáñez et al. (2011) considered the somewhat harder problem of

distinguishing ironic tweets from non-ironic tweets that directly convey positive and

negative sentiment. They used lexical features (i.e., n-grams) and lexicons such as

Linguistic Inquiry and Word Count (LIWC) (Pennebaker et al., 2001a) and WordNet

Affect (Strapparava et al., 2004). In addition, their work explored the use of indicators

and pragmatic features such as emoticons, interjection, and the use of “@user” feature

(also examined by Carvalho et al. (2009)).

We also observe a few recent research attempts to detect verbal irony in languages

other than English. For example, Ptáček et al. (2014) use various n-grams, includ-

ing unigrams, bigrams, trigrams and a set of language-independent features, including

punctuation marks, emoticons, quotes, capitalized words, character n-grams features

to identify sarcasm in Czech tweets. Similarly, (Liu et al., 2014) introduce POS se-

quences, homophony features to detect sarcasm from Chinese utterances. Bharti et al.

(2017) compared tweets written in Hindi to news context for irony identification.

Similar to other NLP problems such as machine translation, parsing, relation ex-

traction, textual entailment (Bahdanau et al., 2014; Chen and Manning, 2014; Zeng

et al., 2014; Rocktäschel et al., 2015) to name a few, recently researchers are also in-

volved in using word embeddings and deep learning based techniques to detect verbal

irony. Zhang et al. (2016) employed a bi-directional gated recurrent neural network to

categorize sarcastic tweets. Their results show that neural network based models give

improved accuracies for verbal irony detection compared to baselines (i.e., based on

content word and historical tweets of the authors). Ghosh and Veale (2016) used a com-

bination of the convolutional neural network (CNN) and the Long Short-Term Memory

networks (LSTM) and achieved over 90% accuracy when they trained their model on

tweets.

Apart from looking only at lexical/pragmatic features for the binary classification

task, researchers have also investigated different properties of verbal irony. For instance,
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Riloff et al. (2013) observed that a common form of verbal irony on Twitter consists of a

positive sentiment contrasted with a negative situation. For example, many ironic tweets

include a positive sentiment, such as “love” or “enjoy”, followed by an expression that

describes an undesirable activity or state (e.g., “taking exams” or “being ignored”).

They presented a bootstrapping approach that identifies such positive sentiment words

and and negative situations. Joshi et al. (2015) improved the recall by allowing negative

seed words to this bootstrapping approach.

The effect of contextual information is also studied in verbal irony detection, in the

form of modeling the conversation context (Wallace et al., 2014) or modeling the au-

thor (i.e., previous tweets or previous posts) (Bamman and Smith, 2015; Amir et al.,

2016; Khattri et al., 2015). Khattri et al. (2015) studied the previous tweets of a user

to identify whether the sentiment expressed towards an entity in the candidate tweet

agrees with the sentiment expressed by the author towards that same entity in the past

tweets. Checking the author’s previous tweets can confirm (a) if an user is often ironic

to a specific target, and (b) if the sentiment alters (i.e., negative to positive) towards the

target, which may results in verbal irony. Amir et al. (2016) created user embeddings

based on the tweets of users and combined that with regular utterance-based word em-

beddings to show improvement in irony detection. Instead of learning the history of the

authors (Bamman and Smith, 2015) used only the previous tweet (if a sarcastic tweet

is a part of a conversation) to build a local-context based model that showed a modest

improvement in verbal irony detection accuracy.

Beside the linguistically motivated contextual knowledge, cognitive features, such

as eye-tracking information is also used in irony detection (Mishra et al., 2016). Tep-

perman et al. (2006) used a particular audio feature where individuals uttered the phrase

“yeah right” both ironically and literally. They encoded various spectral features such

as pitch of voice, rising/falling frames etc. They achieved F1 of 70%. Similarly, Schar-

rer and Christmann (2011) studied how voice modulations accompany ironic utterances

in speech. Schifanella et al. (2016) proposed a multi-modal approach, where textual

and visual features are combined for irony detection.
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Although all of these recent studies are pushing the boundary of verbal irony de-

tection in social media and other genres, our focus is on theoretically grounded com-

putational models of irony analysis in the text. We model two characteristics of verbal

irony, irony markers and irony factors that shows analysis of such characteristics helps

in irony detection. We propose linguistically motivated models as well as deep learning

models. We model utterances both in isolation and when part of a conversation context.

3.3 Introduction to Irony Markers and Irony Factors

Attardo (2000b) proposed a theory of irony and discussed two particular characteristics

of ironic utterances that we also observe applicable to written communication express-

ing verbal irony and sarcasm. These two characteristics are irony markers and irony

factors, and we adopt them in our analysis. Irony markers are explicit indicators of

irony. They are the “meta-communicative” clues that alert a reader about the presence

of irony in an utterance (Attardo, 2000b; Burgers et al., 2012). In contrast, irony mark-

ers can be removed without destroying the irony. For example, the capitalization of

“NEVER” in the ironic utterance “A shooting in Oakland? That NEVER happens”, sig-

nals verbal irony, but removing the marker, i.e., the capitalization of the word “NEVER”

to “never” will not affect the presence of irony. Attardo (2000b) also noted that these

markers in written communication behave like indicators of verbal irony in face-to-face

conversation (e.g., facial expression, posture, voice intonation). In contrary, an irony

factor is an inherent characteristic of the ironic utterance. This means that an irony

factor cannot be eliminated from a ironic utterance without destroying the irony. For

instance, consider the utterance that we introduced in the previous section ( e.g., “I love

going to the emergency room during the weekend”). We can modify the utterance in

two ways. First, we can alter the situation (e.g., “I love going to the soccer field dur-

ing the weekend”). Second, we can modify the sentiment (e.g., “I hate going to the

emergency room during the weekend”). Both changes remove irony from the original

utterance.
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3.3.1 Theoretical Overview of Irony Markers

In spoken communication, there are various markers used by the speakers to express

irony and sarcasm, namely, the variation of the intonation, nasalization, and excessive

stress (Attardo, 2000b). However, while writing, users cannot use these verbal markers

and instead they use capitalization to express stress, and interjection, emoticons and

emojis to communicate different types of intonations. An irony marker should be inter-

preted as a “clue” to help a reader to understand an utterance is ironic. In other words,

for instance, if an ironic utterance contains hyperbolic words and multiple exclamation

marks then it could be easier to recognize irony in it. However, this does not imply that

use of a hyperbolic word always leads a reader to a ironic interpretation. Rather, this

serves as a clue to indicate verbal irony (Burgers, 2010).

Hallmann et al. (2016) mentioned that historically, in literature and poems, irony

markers were never preferred, particularly, due to the reason that markers being explicit

“meta-communicator” would be a spoiler and ambiguity is precisely one of the goals

of poets. However, in social media, it is common to use markers because the ironic

intention of the author may go unnoticed. Moreover, tweets are short messages of

only one-hundred and forty characters. Burgers (2010) categorize the markers in three

major categories – tropes, morpho-syntactic, and typographic. We discuss them in the

following section.

3.3.1.1 Tropes as Irony Markers:

Tropes are a type of figurative language. An ironic instance can be considered a trope

in itself.

• Metaphors - Metaphors often facilitate ironic representation and are used as mark-

ers. Metaphors are defined as “implicit comparisons” between two entities or

mentions where the entities are coming from two domains.

• Hyperbole - Hyperboles or intensifiers are commonly used in irony because speak-

ers frequently overstate the magnitude of a situation or event. For instance, words
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that are denoted as “strong subjective” (positive/negative), such as “greatest”,

“best”, “genius”, are frequently used in ironic utterances to stress the intensity.

• Rhetorical Questions - Rhetorical questions have the structure of a question but

are not typical information seeking questions since the reader is not supposed to

provide an answer to the question. Rhetorical questions are very common markers

for verbal irony, especially in social media.

3.3.1.2 Morpho-syntactic Irony Markers:

This type of markers are based on the morphologic and syntactic levels of the utterance.

• Exclamation - Exclamation marks emphasize a sense of surprise on the literal

evaluation that is reversed in the ironic reading (Burgers, 2010). Single or multi-

ple exclamation marker are common in ironic utterances.

• Tag questions - Tag questions (e.g., “did n’t you?”, “are n’t we?”, “must we?”) are

declarative or imperative statements that are turned into interrogatives. Authors

of ironic utterances often explicitly state the irony and then attach a tag question

to the statement.

• Interjections - Interjections seem to undermine a literal evaluation and occur com-

monly in ironic utterances (e.g., “wow”, “yay”,“ouch” etc.). Similar to the tag

questions interjections are often used in ironic utterances.

3.3.1.3 Typographic Irony Markers:

The last group of irony markers is the typographic markers.

• Capitalization - Users often capitalize words to represent their ironic use (i.e., use

of “GREAT”, “SO”, and “WONDERFUL” in the ironic tweet “GREAT i’m SO

happy shattered phone on this WONDERFUL day!!!”).

• Quotation mark - Users regularly put quotation mark to stress (i.e., “great” instead

of “GREAT” in the above example) irony. Apart from stress, quotation marks

highlight the non-standard meaning.
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Figure 3.1: Ironic utterance with emoji (best in color)

• Other punctuation marks - Punctuation marks such as “?”, “.”, “;” and their var-

ious uses (e.g., single/multiple/mix of two different punctuations) are used as

features.

• Emoticon - Emoticons are fashionable to emphasize the ironic intent of the user.

Such as in “I love the weather ;) #irony”, the emoticon “;)” (wink) alerts the

reader to a possible ironic interpretation of weather (i.e., bad weather).

• Emoji - Emojis are like emoticons, but they are actual pictures instead of typo-

graphic and recently became very popular in social media since pictures represent

sentiment better than typographic markers such as emoticons. Figure 3.1 shows

a tweet with two emojis (i.e., “unassumed” and “confounded” faces respectively)

used as markers.

3.3.2 Theoretical Overview of Irony Factors

Irony factors are inherent characteristics of the ironic utterance, that cannot be removed

without destroying the irony (Attardo, 2000a). Identifying irony factors is complex

since unlike the irony markers they are not a set of indicators. Burgers et al. (2012)

compared various definitions of irony and found that irony should at least have five

characteristics. They argue that every ironic utterance needs to have all of these five

characteristics in order to be qualified as ironic. Therefore these characteristics are

nothing but different types of irony factors. We briefly discuss them here.

• Evaluativeness: Irony factors are always evaluative. However, depending upon

the use of terms (i.e., terms that could be substituted for its opposite term in the

intended meaning) they are either explicit (i.e., explicitly evaluative) or implicit
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(i.e., implicitly evaluative). For instance, the utterance “That was a great invest-

ment idea!” is an example of an explicitly evaluative factor since great could be

substituted for its opposite term to understand the intended meaning. Where as,

the utterance “Investing in company X really earned me a lot of money!” is an

example of an implicitly evaluative factor since the utterance does not directly

discuss the merit of the investment idea. Rather, the utterance implies that the

investment idea was not good. These two examples are from Burgers (2010).

• Valence: The reversal of valence is a well-discussed topic in pragmatics litera-

ture (Gibbs, 1986; Burgers, 2010). Irony can be ironic praise (i.e., irony with a

positive literal meaning as in “Good game, Bob!”, when the game was poor, and

ironic blame (i.e., irony with a negative literal meaning as in “Bad game, Bob!”

when the game was great). We observe that the ironic praise is used more often

than ironic blames in social media.3 We model this characteristic of irony in the

sense-disambiguation study (Section 3.5.2.1).

• Target: Irony and sarcasm are always aimed at somebody or something: its target

(Burgers, 2010). Users often mock themselves or complain about their status or

state of mind (standard in Twitter) or target other audiences (i.e., family, friends,

etc.).

• Relevance: Irony should be relevant to the communicative situation. Giora (1995)

stated that relevance of ironic utterances refers to the number of inferences that

are needed to understand.

• Incongruence: Finally, irony is always dependent on some form of incongruence

between the literal meaning of the utterance and the situation or context (Attardo,

2000a). It is possible that the incongruence is present in the utterance itself. For

instance, in the running example, the incongruence between love and going to the

emergency room is present in the utterance itself. This phenomenon often denoted

as co-text incongruence. In contrary, the literal meaning could be incongruent

with previous knowledge or utterances. For instance, UserB tweeted, “@UserA

3Burgers (2010); Jorgensen et al. (1984) also made similar observations.
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Annotations Source Type Experiments
self-label Twitter Twitteru irony markers
same Twitter Twitteru irony factors (reversal of valence,

context incongruity)
same Twitter Twitteru+c role of conversation context
same Reddit Redditu irony markers
same Reddit Redditu+c role of conversation context
crowdsourced IACv2 IACv2u+c role of conversation context

Table 3.1: Different corpus and associated experiments (u denotes only the utterances
whereas u+ c denotes utterances with their context) for verbal irony identification

one more reason to feel really great #sarcasm” in reply to UserA’s tweet “plane

window shades are open . . . so that people can see if there is fire”. Here, UserB

is ironic about the experience of flying. In that case, irony is incongruent in a

particular type of context, conversation context. The details on using conversation

context are in Section 3.6.

In this dissertation, we examine ironic utterances in isolation as well as with con-

text (i.e., we study a particular type of context – conversation context in Section 3.6).

At the same time we build our analysis on the irony factors and markers since these

components can serve to differentiate between ironic and non-ironic utterances. In the

following sections we present our empirical analysis of the irony markers and irony

factors. We particularly analyze two irony factors — the reversal of valence property

(Section 3.5.2.1) and semantic incongruence (Section 3.5.2.2 and Section 3.6). But first

in the next section, we briefly revisit all the datasets that we have utilized in verbal irony

identification.

3.4 Data and Preprocessing

In Chapter 2 we discuss all the datasets (i.e., self-labeled, such as tweets and Reddit

posts and crowdsource-labeled, such as the Internet Argument Corpus) used in the dis-

sertation. Here is a quick recap of the data used in irony identification (Table 3.1).

Table 3.1 represents the different types of data and their description. Detail uses

(i.e., quantity of training data used in a particular experiment) are described as part of

subsequent sections when applicable.
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3.4.1 Twitter Data

Our primary data source is Twitter, and we have relied upon the annotations that users

assign to their tweets using hashtags. For instance, users label tweets with hashtags

such as #sarcasm, #sarcastic, or #ironic. We used Twitter APIs to collect tweets for

our research. As non-ironic utterances, we consider random objective utterances (i.e.,

tweets that do not have sentiment, irony, or irony related hashtags) as well as sentiment

tweets. These sentiment tweets are composed of positive and negative sentiment. The

positive tweets express direct positive sentiment (e.g., tweets with positive hashtags;

#happy, #love, #lucky, etc.) and the negative tweets express direct negative sentiment

(e.g., tweets with negative hashtags; #sadness, #angry, #frustrated etc.). See Table 2.2

for a full list of hashtags used. For brevity, we denote ironic utterances as I and non-

ironic utterances as NI . The non-ironic random utterances are denoted as NIrand and

the sentiment (non-ironic) utterances are NIsent.

3.4.2 Internet Argument Corpus

Oraby et al. (2016a) introduced the Sarcasm Corpus V2, a subset of the Internet Ar-

gument Corpus V2, which contain 9,400 posts labeled as sarcastic or non-sarcastic

(balanced dataset). This corpus not only contains sarcastic posts but all the contexts

(i.e., prior posts or prior turns) to which the sarcastic posts are replies to. Although the

dataset described by Oraby et al. (2016a) consists of 9,400 post, only 50% of that cor-

pus is currently available for research (4,692 altogether; balanced between sarcastic and

non-sarcastic categories). Labels were obtained via crowdsourcing. This is the dataset

we used in our study, particularly for the research on examining the role of conversation

context (Section 3.6).

3.4.3 Reddit Corpus

Khodak et al. (2017) introduced the self-annotated Reddit Corpus, which is a very large

collection of sarcastic and non sarcastic posts (over one million) from different sub-

reddits. Similar to the IACv2, this corpus also contains the prior turn as conversation
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context (the prior turn is either the original post or a prior turn in the discussion thread

that the current turn is a reply to). We have extracted 50K reddit posts and their context

for investigating the role of irony markers as well as research on conversation context.

As shown in Table 3.1, this corpus is self-labeled.

3.4.4 Dense Representation of Input Data

Beside various discrete features such as lexical and pragmatic features, we have heavily

used dense representation of words in our research. Particularly, we have used word-

embeddings for modeling the semantics of words (vector based representation). In

this section we propose a brief introduction of the various types of word embeddings

employed in this dissertation.

Recently, a new set of language techniques in natural language processing (NLP)

have received a major success where words are mapped to vectors of real numbers.

Conceptually it involves a mathematical embedding from a space with one dimension

per word to a continuous vector space with much lower dimension. These techniques

involve learning representation of words from its context where the models typically

train on a very large corpus (i.e., Wikipedia, common crawl corpora of billion web pages

etc.). Methods to generate this mapping include neural networks and dimensionality

reduction on the word co-occurrence matrix (Pennington et al., 2014; Mikolov et al.,

2013a). The vector representations in word embeddings show excellent mathematical

relations: for instance the geometric distance between the vectors between Germany

and Berlin is similar to the distance between the vectors between France and Paris and

so on. Word embeddings, when used as the underlying input representation (i.e., vectors

for supervised learning such as SVM linear kernel or input for neural network models)

have been shown to boost the performance in NLP tasks such as syntactic parsing,

sentiment analysis, information extraction tasks (i.e., relation extraction) and machine

translations (Socher et al., 2010; Zeng et al., 2014; Zou et al., 2013; Dos Santos and

Gatti, 2014). Below are short description of the word embedding approaches.

• Weighted Textual Matrix Factorization (WTMF): Low-dimensional vectors have
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been used in Word Sense Disambiguation (WSD) tasks, since they are computa-

tionally efficient and provide better generalization than surface words. A dimen-

sion reduction method is Weighted Textual Matrix Factorization (WTMF), which

is designed specifically for short texts, and has been successfully applied in WSD

tasks (Guo and Diab, 2012a). WTMF typically models unobserved words (i.e,

not seen during training), thus providing more robust embeddings for short texts

such as tweets.

• word2vec Representation: We use both the Skip-gram model and the Continuous

Bag-of-Words (CBOW) model (Mikolov et al., 2013a,b) as implemented in the

word2vec gensim python library.4 Given a window size of nwords around a word

w, the skip-gram model predicts the neighboring words given the current word.

In contrast, the CBOW model predicts the current word w, given the neighbor-

ing words in the window. For research that are based on tweets, we build our

own word2vec models where we considered a context window of ten words. For

research based on discussion forums, we use the standard Google n-gram word

embedding.

• GloVe Representation: GloVe (Pennington et al., 2014) is a word embedding

model that is based upon weighted least-square model trained on global word-

word co-occurrence counts instead of the local context used by word2vec. We re-

train GloVe model with the same number of tweets that we utilized for Word2Vec.

For WTMF, Word2Vec, and GloVe, vector dimension was set to 100.

We build the above word embedding models in an unsupervised fashion with around

3 millions tweets from our Twitter collection. In each of the three models, each word

w is represented by its d-dimensional vector ~w of real numbers, where d=100 for all of

the embedding algorithms in our experiments. We use the context window of ten words

to build the embeddings. In all the subsequent research using Twitter data, we are

using this particular word embeddings. However, for research using discussion forum

data (e.g., Reddit and IACv2) we use the standard Google n-gram off-the-shelf word

4https://radimrehurek.com/gensim/models/word2vec.html
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(a)

(b)

Figure 3.2: Examples of word embeddings via t-SNE ((a): “great”; (b) “:)”

embeddings (Mikolov et al., 2013a).

3.5 Utterance-level Analysis

In this section, we discuss our research on verbal irony identification while treating the

utterance in isolation. We first describe our research on examining the role of irony

markers.

3.5.1 Empirical Analysis of Irony Markers

In Section 3.3.1 we introduced the theoretical framework of irony markers and dis-

cussed different types of markers, such as the tropes, morpho-syntactic, and typographic

markers. In this section, we examine the role of irony markers, particularly in the con-

text of utterance level classification. We address the following research questions:
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• RQ1: Are irony markers discriminative features for automatic irony identifica-

tion?

• RQ2: Do irony markers differ across platforms such as Twitter and discussion

forums (Reddit)?

• RQ3: Can irony markers generalize well over data collected from different time

periods?

For the first question, we want to analyze whether the markers are sufficient as

discriminative features to classify ironic utterances vs. non-ironic utterances with high

accuracy.

For the second question, we compare irony markers across two platforms, Twitter

and Reddit. We also investigate different subreddits (e.g., technology vs. political

forums) to identify whether there are specific markers used more frequently in different

subreddits.

The third question arises from a particular type of sampling bias in social media

platform such as Twitter. An important issue while working with social media is that

users’ sentiments, opinions or beliefs might be about specific events that are tempo-

rary and thus systems trained on social media content (e.g., tweets) collected from a

period of time might not generalize well when tested on tweets from a different period

of time. Tufekci (2014) argued that language in Twitter is continuously evolving and

users are bringing new terms, hashtags and other linguistic expressions to present their

sentiment and opinions. Thus, we need to examine whether the same irony markers are

consistently used across different topics, events, and time periods. In this scenario, it

is unclear whether specific irony markers are related to specific trending events or are

consistently used by users to express various types of verbal irony in social media. This

question is addressed in Section 3.5.1.2.

To answer the first and second question we conduct a series of classification exper-

iments with features that are based on irony markers. As stated earlier, irony category

is denoted as I and the non-ironic categories are denoted respectively as NIrand and

NIsent (details in Section 3.4).
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3.5.1.1 Irony Markers as Discriminative Features

We first address RQ1 and RQ2. Below we describe the irony markers we have used as

features to identify ironic utterances from Twitter and Reddit. These markers were

already introduced in Section 3.3.1. Here we discuss the implementation details.

Tropes: Tropes are a type of figurative language.

• Metaphors - We have drawn metaphors from two different sources (e.g., 884 and

8,600 adjective/noun metaphors from Tsvetkov et al. (2014) and Gutiérrez et al.

(2016), respectively) and used them as binary features. Here, all the metaphors

are bigrams (e.g., ‘black hole”)

We also evaluate the metaphor detector described in Rei et al. (2017) over Twitter

andReddit datasets to examine whether the metaphor detector finds new metaphors.

We consider metaphor candidates that have precision ≥ 0.75; (see (Rei et al.,

2017)) and use them as binary features. Note, similar to the metaphor sources,

the metaphor detector also only works on metaphors of two words and does not

detect metaphor such as “all the world’s a stage”. We consider this is a limitation

of metaphor marker.

• Hyperbole - We use terms that are denoted as “strong subjective” (positive/negative)

in the Multi-Perspective Question Answering (MPQA) corpus (Wilson et al.,

2005) as hyperboles or intensifiers. Apart from using hyperboles directly as bi-

nary features we also use their sentiment (i.e., positive/negative) as features.

• Rhetorical Questions - We follow the hypothesis from Oraby et al. (2017) who

found RQs by searching questions in the middle of an utterance since question

followed by text cannot be typical information seeking question. The presence of

RQ is used as a binary feature.

Morpho-syntactic Irony Markers: This type of markers works on the morphologi-

cal levels of the utterance.

• Exclamation - We use two binary features, single and multiple uses of the marker.
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• Tag questions - We drew a list of tag questions from grammar site and use them

as binary indicators.5

• Interjections - Similar to tag questions we assembled interjections (e.g., “wow”,

“yay”,“ouch” etc., a total of 250) from different grammar sites and employ them

as features.

Typographic Irony Markers:

• Capitalization - Binary feature to check whether all the characters of a word are

uppercase.

• Quotation marks - Users regularly put quotation mark to stress irony (binary fea-

ture).

• Other punctuation marks - Punctuation marks such as “?”, “.”, “;” and their var-

ious uses (e.g., single/multiple/mix of two different punctuations) are used as

features.

• Emoticon - We collected (a) a comprehensive list of emoticons (over one-hundred)

from Wikipedia and (b) use standard regular expressions to identify emoticons.6

Aside from using the emoticons directly as binary features, we use their senti-

ment as well (e.g., “wink” is regarded as positive sentiment in the MPQA corpus)

as features.

• Emoji - Emojis are like emoticons, but they are actual pictures instead of typo-

graphic and recently became very popular in social media since pictures represent

sentiment better than typographic. We utilize an emoji library of 1,400 emojis to

identify the particular emoji appear in ironic utterance and treat them as binary

features.7

5http://www.perfect-english-grammar.com/tag-questions.html
6http://sentiment.christopherpotts.net/code-data/
7https://github.com/vdurmont/emoji-java
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Features Category P R F1

all
I 78.16 75.18 76.64

NIrand 76.10 78.98 77.51

all - tropes
I 78.98 44.33 56.79

NIrand 61.30 88.20 72.33

all - morpho syntactic
I 60.63 73.26 66.35

NIrand 66.22 52.42 58.52

all - typography
I 75.16 72.55 73.83

NIrand 73.47 76.02 74.73

Table 3.2: Ablation tests of irony markers (I vs. NIrand). bold are best scores (in %).

We first conduct a classification task to decide whether an utterance (e.g., a tweet

or a Reddit post) is ironic or non-ironic, exclusively based on the irony marker fea-

tures. We adopt a binary Support Vector Machines (SVM) classification setup (linear

kernel from Fan et al. (2008)) with category weights inversely proportional to utterance

frequencies. Linear kernel is preferred since this kernel provides us the opportunity

to directly look at the weights of the features that informs us about the discriminating

power of the features. For instance if the feature “presence of an emoticon x” has high

weight for the class I we interpret that this emoticon x feature is a powerful discrimi-

natory feature to identify verbal irony.

Table 3.2 shows the accuracy of identification of ironic (I) instances vs. random

(NIrand). Likewise, Table 3.3 shows the accuracy of identification of ironic (I) in-

stances vs. sentiment (NIsent) utterances via ablation tests for tweets. For both exper-

iments, we used 300K training data and 40K test data (balanced training data between

the two categories). We observe that the F1 score with all features for the I class in

Table 3.2 is higher than Table 3.3. This is expected since NIsent also use many mark-

ers such as hyperbole or emoticons and thus NIsent is more similar to I than NIrand.

Both tables also show that removal of the tropes (e.g., mainly the hyperboles) have the

maximum effect on the F1 scores for the I category since the recall drops in both cases.

Finally, we also observe that the removal of morpho-syntactic markers (e.g., exclama-

tions, interjections) have more effect on the I vs. NIrand experiment than on the I vs.

NIsent.

Table 3.4 presents the result of I vs. NI classification using irony markers as fea-

tures for Reddit posts. We use the full Reddit corpus (50K posts) for the experiment.
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Features Category P R F1

all
I 66.93 77.32 71.75

NIsent 73.13 61.78 66.97

all - tropes
I 67.70 48.00 56.18

NIsent 59.70 77.09 67.29

all - morpho syntactic
I 63.59 78.09 70.10

NIsent 71.59 55.27 62.38

all - typography
I 57.30 77.95 66.05

NIsent 65.49 41.86 51.07

Table 3.3: Ablation tests of irony markers (I vs. NIsent). bold are best scores (in %).

Features Category P R F1

all
I 73.16 48.52 58.35
NI 61.49 82.20 70.35

all - tropes
I 71.45 50.36 59.08
NI 61.67 79.88 69.61

all - morpho syntactic
I 58.37 49.36 53.49
NI 56.13 64.8 60.16

all - typography
I 73.29 48.52 58.39
NI 61.52 82.32 70.42

Table 3.4: Ablation Tests of irony markers for Reddit posts. bold are best scores (in
%).

In comparison to the results on Twitter (Table 3.2 and Table 3.3), Table 3.4 shows

that removal of typography such as emoticons do not affect the F1 scores (in fact, the

F1 increases a little with removal of typography markers) whereas morpho-syntactic

markers, e.g., tag questions, interjections have more effect on the F1 for Reddit posts.

This is expected since the use of typography markers such as emojis and emoticons are

less frequent in Reddit than Twitter.

Table 3.5 and Table 3.6 represent the top features for both categories based on the

feature weights learned during the SVM training for Twitter (from both I vs. NIrand

and I vs. NIsent experiments) and Reddit, respectively. Table 3.5 shows typographic

features such as emojis and emoticons have the highest feature weights for both cate-

gories (Twitter). Interestingly, we observe for ironic tweets users often express neg-

ative sentiment directly via emojis (e.g., angry face, rage) whereas for non-ironic ut-

terances, emojis with positive sentiments (e.g., hearts, wedding) are familiar. For the

Irony category, interjections emphasize strong positive emotions (i.e., “yay”, “yippee”,

“aww”). As users are not able to use any spoken communication type features (i.e.,
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CategoryTop features
I emoticons: annoyed (“- -”), perplexed (“:-/”); emo-

jis: angry face/monster, unamused, expressionless,
confounded, rage, neutral face, thumbsdown; neg-
ative tag questions (“is n’t it?”, “don’t they?”), in-
terjections (e.g., “yay”, “yippee”, “aww”), multi-
ple exclamations (“!!!”)

NI emojis: birthday, tophat, hearts, wedding, rose,
ballot box with check; quotations, hashtags (posi-
tive sentiment), emoticons: happy (“:)”), overjoyed
(“∧ ∧”)

Table 3.5: Irony markers based on feature weights for Twitter

CategoryTop features
I exclamation (single, multiple), negative tag ques-

tions (“is n’t it?”, “don’t they?”), interjections, pres-
ence of metaphors, positive sentiment hyperbolic
words (e.g., “notably”, “goodwill”, “recommenda-
tion”)

NI negative sentiment hyperbolic words (e.g., “vile”,
“lowly”, “fanatic”), emoticon: laugh (“:))”), posi-
tive taq questions (“is it?”, “are they?”), punctua-
tions such as periods/multiple periods

Table 3.6: Irony markers based on feature weights for Reddit

intonation, nasalization, excessive stress to represent strong sentiment), they tend to

use interjections to convey verbal irony. Similar to interjections, it is common to apply

multiple exclamation marks (to represent exaggerated stress) in ironic utterances, many

times multiple (“!!!”) ones. From Table 3.6 for Reddit, we observe instead of emojis,

other markers such as exclamation marks, negative tag questions, metaphors are dis-

criminatory markers for irony category. In contrary, for the non-irony category, positive

tag questions and negative sentiment hyperboles are influential features.

We also conduct frequency analysis of the irony markers on both platforms. Table

3.7 shows the frequency analysis of the markers on Twitter and Reddit. Likewise, we

conduct frequency analysis of markers on different subreddits from Reddit corpus.

We report the mean of occurrence per utterance and the standard deviation (SD) of

each irony marker. Table 3.7 demonstrates that markers such as hyperbole, punctua-

tions, and interjections are popular in both platforms. Emojis and emoticons, although

the two most popular markers in Twitter, are almost unused in Reddit. In contrast,
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Irony Markers Corpus
Type Marker Twitter Reddit

Metaphor 0.02 (0.16) 0.01 (0.08)
Trope Hyperbole 0.45 (0.50) 0.43 (0.50)

RQ 0.01 (0.08) 0.15 (0.36)
Exclamation 0.02 (0.16) 0.19 (0.39)

Morpho Syntactic Tag Question 0.02 (0.10) 0.08 (0.26)
Interjection 0.22 (0.42) 0.32 (0.46)
Capitalization 0.03 (0.16) 0.10 (0.30)
Quotation 0.01 (0.01) -

Typographic Punctuations 0.10 (0.29) 0.47 (0.50)
Emoticon 0.03 (0.14) 0.001 (0.03)
Emoji 0.05 (0.22) -

Table 3.7: Frequency of irony markers in ironic utterances from Twitter and Reddit
platforms. The mean and the Standard Deviation (SD, in bracket) are reported.

exclamations and RQs are more common in the Reddit corpus. We also combine each

marker to the group they belong to (i.e., either of the trope, morpho-syntactic and typo-

graphic) and compare the means between a pair of the groups via independent t-tests.

We found that the difference of means is significant (p ≤ 0.005) for all pair of groups

across the two platforms.

Since Reddit posts are collected from different topics (i.e., subreddits), it is impor-

tant to study whether particular markers are more common to a particular subreddit.

Thus, we conduct an experiment over irony posts from specific subreddits. We look at

political subreddits (e.g., hillary, the donald), forums related to sports (e.g., nba, foot-

ball, soccer), religion subreddits, and technology subreddits. Table 3.8 presents the

mean and SD for each subreddit genre. We observe that users use tropes such as hy-

perbole and rhetorical questions, morpho-syntactic markers such as exclamation, and

interjections, and multiple-punctuation marks more in politics and religion than in tech-

nology and sports subreddits. This is expected since subreddits regarding politics and

religion are often more controversial than technology and sports.

3.5.1.2 Generalization of Irony Markers

To address the third research question RQ3 we are interested in evaluating the general-

ization power of verbal irony detection systems when trained and tested on data sets that

span different time frames. We want to examine whether the markers are characteristics
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Irony Markers Genres
Type Marker Technology

(a)
Sports (b) Politics (c) Religion (d)

Metaphor 0.01 (0.06) 0.002 (0.05) 0.02 (0.12) 0.01 (0.10)
Trope Hyperbole 0.19 (0.39) 0.34

(0.48)a
∗∗

0.74 (0.44)(a,b)
∗∗

0.76
(0.43)(a,b)

∗∗,c∗

RQ 0.06 (0.23) 0.11
(0.32)a

∗∗
0.22 (0.41)(a,b)

∗∗
0.2 (0.4)(a,b)

∗∗

Exclamation 0.09 (0.29) 0.14
(0.34)a

∗∗
0.42 (0.49)(a,b)

∗∗
0.37
(0.48)(a,b,c)

∗∗

MS Tag Ques-
tion

0.03 (0.16) 0.05
(0.23)a

∗∗
0.11 (0.32)(a,b)

∗∗
0.1 (0.30)(a,b)

∗∗

Interjection 0.13 (0.34) 0.23
(0.42)a

∗∗
0.45 (0.50)(a,b)

∗∗
0.52
(0.5)(a,b,c)

∗∗

Capitalization 0.04 (0.19) 0.08
(0.27)a

∗∗
0.20 (0.40)(a,b)

∗∗
0.1
(0.31)(a,b,c)

∗∗

TypographicPunctuations 0.23 (0.42) 0.45
(0.50)a

∗∗
0.84 (0.36)(a,b)

∗∗
0.89
(0.31)(a,b,c)

∗∗

Table 3.8: Frequency of irony markers in different genres (subreddits). For brevity,
Morpho Syntactic is represented as MS. The mean and the Standard Deviation (SD,
in bracket) are reported.x∗∗ and x∗ depict significance at p ≤ 0.005 and p ≤ 0.05,
respectively.

of trending events or are generalizable over social media data collected over extended

time – we used the time-stamp of the tweets and split the dataset by weeks, training on

each week and testing on all the other weeks.8 We have tweets collected over seventeen

weeks between 2013-2014 (for brevity, S1314 corpus) and over five weeks between

2014-2015 (for brevity, S1415 corpus).

We created balanced training datasets for each of the seventeen weeks in S1314.

Each training set consists of 24,000 instances (balanced between I and NIsent cat-

egories) and corresponding test sets for each weekly time frame consisting of 6,000

instances (again, balanced between I and NIsent categories). For the S1415 corpus, we

noticed that the Twitter-API did not retrieve as many sarcastic tweets (per week) as in

the previous year, thus the number of training and test instances per week was 20,800

and 5,200 respectively balanced between the I and NIsent categories. However, the

order of magnitude seems to be consistent in the two corpora representing two different

8trending events are those events that are popular for a short period.
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years. Since the non-sarcastic category consists of tweets collected using various hash-

tags, we kept the actual distribution of these hashtags when building the training and

test sets for each week time frame. In other words, we use the actual distribution of the

hashtags (e.g., “love”, “mature” etc.) of the tweets. Given the S1314 corpus span over

17 weeks of tweets, thus we conducted 17 * 17 = 289 experiments (training and test on

each week in S1314).

We implement a simple heuristic to chose the most discriminative features. First,

we obtain the weight vector w ∈ R from the linear SVM model to decide the relevance

of the features. Next, we rank the features according to the wj value for the jth feature

in each week (training data) from S1314 and S1415, respectively. Irony markers that

appeared in at least two highest positive (indicative of the ironic category I) or negative

(indicative of the non-ironic NIsent category) weight lists across all weeks are consid-

ered for our analysis. We observe there are several consistent features with high feature

weights occurring in every week and most of the features are verbal irony markers. The

most discriminative ones are listed below.

• interjections emphasizing strong positive emotions (e.g., “whoohoo”, “hooray”)

• hyperbolic markers that denote the extreme end of a normative scale (e.g., “bril-

liant”, “exciting”, “genius”)

• uppercase words that serve as proxy for accented speech (e.g., “GREAT”, “NEVER”)

• hashtags such as “#funny”, “#humor”

• multiword expression given as hashtags (e.g., “#soexcited”, “#notreally”)

• use of quotation, emoticons such as winking- face (“;)”) and sticking tongue out

(“:P”)

• alternate spelling of words to attract readers (e.g., ‘yeah” as “yay”, “yayy”, “yayyy”)

• intensifiers, interjections, punctuations (multiple question marks and exclama-

tions)
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In other words, irony markers can very well generalize over different time periods.

We discover that no matter when the utterance appeared between 2013-2014 or 2014-

2015, markers in the above list are always associated strongly with ironic utterances.

One limitation of this method is that the time period is relatively short. So we can

hypothesize that there could be more variations over longer time frames.

So far to address the research questions related to the irony markers we have shown

that (1) certain irony markers are useful predictive features for verbal irony, (2) we can

identify particular irony markers that are associated with specific social media platform

(e.g., Twitter or different subreddits fromReddit), and (3) they occur consistently over

different time-frames.

However, the results in Table 3.2 and Table 3.3 show that many ironic utterances

do not contain any indicators. In other words, the ironic nature of these utterances is

marked by other characteristics, possibly by irony factors (Attardo, 2000b).

3.5.2 Modeling of Irony Factors

In this dissertation, we model two types of irony factors, the reversal of valence and

the effect of meaning incongruence in ironic utterances. Reversal of valence states that

the intended meaning of the ironic statement is opposite to its literal meaning. We ob-

serve in numerous utterances in Twitter, users user sentiment words in conjunction with

negative situations to express the verbal irony. For instance, in our running example,

the author used the positive sentiment word “love” to express the verbal irony in con-

junction with the negative situation “going to the emergency room”. Thus, to identify

the reversal of valence, it is crucial to recognize the sense (i.e., literal or ironic) of the

sentiment word in an utterance. To solve this problem we reframed the task of detect-

ing verbal irony detection to a sense-disambiguation problem: given an utterance that

contains a sentiment word we identify its sense (i.e., literal vs. ironic). We refer to this

task as the Literal Ironic Sense Disambiguation (LISD) task.

3.5.2.1 Literal/Ironic Sense Disambiguation (LISD) task

The research question we address in this section is,
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• RQ4: How to detect whether a word is used in a literal or ironic sense in an

utterance?

We address two challenges here:

• how to collect a set of words (hereafter, target words) that can have either literal

or ironic meaning depending on context. For instance, “love” from the running

example “ love going to . . . ” is a target word.

• given an unknown utterance and a target word, how to automatically detect whether

the target word is used in the literal or the ironic sense.

3.5.2.1.1 Identifying Target Words: We conducted a crowd-sourcing experiment

to identify the target words. The task is framed as follows: given a ironic message

(IM), Turkers on Amazon Mechanical Turk (MTurk) are asked to re-write the message

so that the new message is likely to express the speaker’s intended meaning (Hi
int). We

collected 1,000 IMs from Twitter using the Twitter APIs and received 5,000 Hi
ints from

the Turkers.9 Examples of an original ironic message (1) and three messages generated

by the Turkers (a,b,c) are below:

1. IM: I am so happy that I am going back to the emergency room.

(a) H1
int: I don’t like that I have to go to the emergency room again.

(b) H2
int: I am so upset I have to return to the emergency room.

(c) H3
int: I’m so unhappy that I am going back to the emergency room.

From the above examples, we see that aligning the ironic message (IM) to the au-

thor’s intended meanings ( Hi
int) will allow us to detect that “happy” can be aligned to

“don’t like”, “upset”, and “unhappy”. Based on this alignment, “happy” will be con-

sidered as a target word for the LISD task. We treat the IM-Hi
int data as a parallel

corpus for alignment (Statistical Machine Translation parlance) and apply the monolin-

gual alignment algorithm as developed by Barzilay and McKeown (2001).

9We explain the crowd-sourcing experiment in detail in Chapter 4 since we utilize the same datasets.
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This algorithm is used for two specific reasons. First, our dataset is similar in na-

ture to the parallel monolingual dataset used in Barzilay and McKeown (2001), and

thus lexical and contextual information from tweets can be used to extract the candi-

date targets words for LISD. For instance, we can align the [IM] and [H3
int] (from the

above examples), where except for the words happy and unhappy, the majority of the

words in the two messages are anchor words (i.e., specific words that are common in

both the messages) and thus happy and unhappy can be extracted as paraphrases via

co-training. We used Tweet NLP to extract parts-of-speech of the words in the utter-

ances (Gimpel et al., 2011). Second, Bannard and Callison-Burch (2005) noticed that

the co-training method proposed by Barzilay and McKeown (2001) requires identical

bounding substrings and has a bias towards single words while extracting paraphrases.

This apparent limitation, however, is advantageous to us because we are specifically

interested in extracting target unigrams. Co-training extracted 367 extracted pairs of

paraphrases.

Next we considered a statistical machine translation (SMT) alignment method -

IBM Model 4 with HMM alignment implemented in Giza++ (Och and Ney, 2000). We

used Moses software (Koehn et al., 2007a) to extract lexical translations by aligning the

dataset of 5,000 SM-IM pairs. From the set of 367 extracted paraphrases using (Barzi-

lay and McKeown, 2001)’s approach, we selected only those paraphrases where the

lexical translation scores φ (resulted after running Moses) are ≥ 0.8. After filtering via

translation scores and manual inspection, we obtained a set of 80 semantically opposite

paraphrases. Given this set of semantically opposite words, the words that appear in the

ironic messages were consider our target words for LISD (70 target words after lemma-

tization). They include verbs, such as “love” and “like”, adjectives, such as “brilliant”,

“genius”, and adverbs, such as “really”.10

3.5.2.1.2 Disambiguation Task: Once the MTurk task and alignment algorithms

have finished collecting target words we propose several distributional semantics meth-

ods to classify ironic vs. literal meaning of words. We consider two classification tasks:

10In the next chaper we delve into understanding the rephrasing strategies of the Turkers and subse-
quently we describe the MTurk experiments in detail.
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Target
words

Sense Utterance

I . . . starting off the new year great !!!!! sick in bed . . .
great L . . . you don’t need a record label to have great music . . .

Lsent . . . i’m in love with this song great job justin . . .
I yay something to be proud of 3rd poorest in the NATION . . .

proud L im filipino with dark brown eye and forever true and proud
. . .

Lsent but i’m proud of all the beliebers AROUND THE WORLD
. . .

Table 3.9: Examples of target words(underlined) and their senses

love(26802), like(14995), great(14495), good(11624),
really(9825), right(6771), fun(6603), best(6182), bet-
ter(5960), glad(5748), yeah(5504), nice(4443), awe-
some(4196), excited(4027), always(3807), happy(3098),
cool(2705), amazing(1952), favorite(1883), perfect(1792),
wonderful(1749), wonder(1476), lovely(1424), su-
per(1390), fantastic(1369), joy(1176), cute(1007), beauti-
ful(981), sweet(800), hot(729), proud(703), shocked(645),
interested(624), brilliant(576), genius(481), attractive(449),
mature(427)

Table 3.10: Target words and # of training instances per class

verbal irony vs. literal (for brevity, I vs. L) and verbal irony vs. sentiment (for brevity,

I vs. Lsent), and aim to collect a balanced data set for each target word.

The tweets that contain a target word and are annotated with the #sarcasm, #sarcas-

tic, and #irony hashtags represent the ironic sense (I). In contrary, tweets that contain

the target word and are not annotated with the #sarcastic or #sarcasm hashtags designate

the literal sense. Table 3.9 shows examples of two target words (“great” and “proud”)

and their ironic sense (I) and literal sense (L). Also, for the literal sense, we consider a

special case, where the tweets are labeled with either positive or negative hashtag (e.g.,

#happy, #sad) (Table 3.9). As before, we represent these tweets as Lsent. We used a

setup where 80% of data is used for training, 10% for development, and 10% for the

test. We empirically set the number of minimum training instances for each sense of

the target word to 400 without any upper restriction. This resulted in 37 target words

to be used in the LISD experiments. Table 3.10 shows all the target words and their

corresponding number of training instances for each sense (I and L/Lsent). The size of

training data ranges from 54 K for the target word “love” to 900 for the word “mature”.
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As we will see in the results sections, however, the size of the training data is not always

the key factor, especially for the methods that use word embeddings.11

Computational Models and Experimental Setup: We consider two strategies for

the LISD tasks: (1) in the distributional approach, context vectors derived from the

training data represent each sense of a target word and (2) classification approach (I vs.

L; I vs. Lsent) for each target word.

(1) Distributional Approaches: The Distributional Hypothesis is derived from the

semantic theory of language use, i.e., words that are used and occur in the same con-

texts tend to purport similar meanings (Harris, 1954). Distributional semantic models

(DSMs) use vectors that represent the contexts (e.g., co-occurring words) in which can-

didate words appear in a corpus, as proxies for meaning representations. Geometric

techniques such as cosine similarity are then applied to these vectors to measure the

similarity in meaning of corresponding words.

The DSMs are a natural approach to model our LISD task. For each target word t

we build two context-vectors that represent the two senses of the target word t using the

training data: one for the ironic sense I using the training data for t (~vi) and one for the

literal sense L using the literal sense training data for t (~vl).12 Given a test utterance u

containing a target word t, we first represent the target word as a vector ~vu using all the

context words inside u. To predict whether t is used in a literal or ironic sense in the

test message u we simply apply geometric techniques (e.g., cosine similarity) between

~vu and the two sense vectors ~vi and ~vl, choosing the one with the maximum score.

We created the sense vectors in two ways.

• Using positive pointwise mutual information model (PPMI) (Church and Hanks,

1990): Based on t’s context words ck in a window of ten words, we separately

computed PPMI for ironic and non-ironic senses using t’s training data. The size

of the context window used in DSMs is generally between two and five, and in

our experiments we used a window of ten words since tweets often include mean-

ingful words/tokens at the end of the tweets (e.g., interjections, such as “yay”,

11The datasets as well as the embeddings used in the experiments are available at
https://github.com/debanjanghosh/sarcasm wsd.

12In the remaining of this section we will only mention L and not Lsent for clarity and brevity.
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“ohh”; upper-case words, such as “GREAT”; novel hashtags, such as “#notre-

ally”, “#lolol”; emoticons, such as “:(”). We sorted the context words based on

the PPMI scores and for each target word t we selected a maximum of 1,000 con-

text words per sense to approximate the two senses of the target word (i.e., the

vectors ~vi and ~vl for each target word t consist of a maximum of 1,000 words).

Table 3.11 shows some target words and their corresponding context words that

were selected based on high PPMI scores. To predict whether t is used in a ironic

or non-ironic sense in the test message u we simply apply the cosine similarity

to the ~vu (vector representation of the target word t in the test message u) and the

two sense vectors ~vi and ~vl of t, choosing the one with the maximum score. All

vector elements are given by the tf-idf values of the corresponding words. This

approach, denoted as the “PPMI baseline”, is the baseline for our DSM experi-

ments.

• using word embedding model: We enhance the representation of context vectors

to represent each word in the context vector by its word embedding. We experi-

ment with three different methods of obtaining word embeddings: Weighted Tex-

tual Matrix Factorization (WTMF) (Guo and Diab, 2012b); word2vec that imple-

ments the skip-gram and continuous bag-of-words models (CBOW) of (Mikolov

et al., 2013a), and GloVe (Pennington et al., 2014). Details of the word embed-

ding models are in Section 3.4. Here the difference from the baseline is twofold:

First, all vectors elements are word embeddings (i.e., 100-d vectors). Second, we

use the maximum-valued matrix-element (MVME) algorithm introduced by Islam

and Inkpen (2008), which has been shown to be particularly useful for computing

the similarity of short texts. Once the similarity is computed via MVME algo-

rithm (details are in Algorithm 1), similar to the PPMI approach we use a simi-

larity measure between the ~vu and the two sense vectors ~vi and ~vl of t, choosing

the one with the maximum score.

We modify this algorithm to use word embeddings (MVMEwe). The idea behind

the MVME algorithm is that it finds a one-to-one “word alignment” between two ut-

terances based on the pairwise word similarity. Only the aligned words contribute to
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Target Senses Context Vector
I ignored, being, waking, work, sick, #not

love L please, follow, ♥, her, :)
Lsent happy, family, blessed, cute, birthday
I work, tomorrow, homework, friday, sleep

fun L hope, join, girl, game, friend
Lsent #friends, #family, weekend, amazing,

#christmas
I working, snow, waking, studying, sick

joy L yesterday, sweet, special, prayer, laughter
Lsent wishing, warmth, love, christmas, peace

Table 3.11: Target words and their context words

Algorithm 1 Description of MVMEwe Algorithm
1: procedure MVMEwe(vs,vu)
2: vswords

← vs.elements()
3: vuwords

← vu.elements()
4: M [vswords

.size(), vuwords
.size()]← 0

5: for k ← 0, vswords
.size() do

6: ck ← vswords
[k]

7: ~ck ← getEmbedding(ck)
8: for j ← 0, vuwords

.size() do
9: wj ← vuwords

[j]
10: ~wj ← getEmbedding(wj)
11: M [k][j]← cosine(~ck, ~wj)
12: end for
13: end for
14: while True do
15: repeat
16: max← getMax(M)
17: Sim← Sim+max
18: rm, cm ← getRowCol(M,max)
19: . Remove rm row and cm column from M
20: remove(M, rm, cm)
21: until max > 0 Or M.size() > 0
22: end while
23: Return Sim
24: end procedure
25:
26: procedure GETEMBEDDING(word)
27: Return wemodel[word]
28: end procedure
29: procedure GETROWCOL(M,max)
30: row, col←M.indexOf(max)
31: Return row, col
32: end procedure
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the overall similarity score. Algorithm 1 presents the pseudocode of our modified algo-

rithm for word embeddings, MVMEwe. Let the total similarity between ~vs and ~vu be

Sim. For each context word ck from ~vs and each wordwj from ~vu, we compute a matrix

where the value of the matrix element Mjk denotes the cosine similarity between the

embedded vectors ~ck and ~wj [lines 5 -13]. Next, we first select the matrix cell that has

the highest similarity value inM (max) and add this to the Sim score [lines 16-17]. Let

the rm and cm be the row and the column of the cell containing max (maximum-valued

matrix element), respectively. Next, we remove all the matrix elements of the rm-th

row and the cm-th column from M [line 20]. We repeat this procedure until we have

traversed through all the rows and columns of M or max = 0 [line 21].

(2) Classification Approaches: The second approach for our LISD task is to treat

it as a binary classification task to identify the ironic or literal sense of a target word t.

We have two classification tasks: I vs. L and I vs. Lsent for each of the 37 target words.

We use the libSVM toolkit (Chang and Lin, 2011). Development data is used for tuning

parameters. We propose two classification setups: (1) SVM classification (SVMbl)

using lexical features such as n-grams (i.e., unigrams and bigrams), LIWC dictionary

to identify the pragmatic features Pennebaker et al. (2001b), interjections (e.g., “ah”,

“oh”, “yeah”), punctuations, exclamations (e.g., “!”, “?”), and emoticons for the SVM

baseline. (2) A new kernel kernelwe to compute the semantic similarity between two

tweets ur and us using the MVMEwe method introduced for the DSM approach, and

the three types of word embeddings (WTMF, word2vec, and GloVe). The similarity

measure in the kernel is similar to the algorithm MVMEwe described in Algorithm 1,

but instead of measuring the similarity between the sense vectors of t (~vi, ~vl) and the

vector representation of t in test message (~vu), now we measure the similarity between

two tweets ur and us. For each k-th index word wk in ur and l-th index word wl in us

we compute the cosine similarity between the embedded vectors of the words and fill

up a similarity matrix M . We select the matrix cell that has the highest similarity, add

this similarity score to the total similarity Sim, remove the row and column from M

that has highest similarity score, and repeat the procedure (similar to Algorithm 1). We

noticed that MVMEwe algorithm carefully chooses the best candidate word wl in us
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Expr. Senses Avg. P Avg. R Avg. F1 Max.
F1(Target)

Min.
F1(Target)

I 73.5 ± 3.6 84.6 ± 6.0 78.5 ± 3.2 83.9(mature) 68.8(wonder)
L 83.1 ± 5.0 70.6 ± 5.5 76.1 ± 3.4 82.7(love) 68.3(nice)

PPMIbl I 67.8 ± 7.0 76.2± 13.6 70.4 ± 7.6 81.8(joy) 43.8(like)
Lsent 74.2 ± 7.1 62.7± 12.8 66.9 ± 6.6 78.6(joy) 47.1(interested)
I 83.0 ± 3.4 87.2 ± 5.4 84.9 ± 2.4 91.4(mature) 78.7(wonder)
L 87.5 ± 4.4 82.7 ± 4.5 84.9 ± 2.2 90.5(mature) 80.6(nice)

WTMF I 67.4 ± 5.5 86.5 ± 5.1 75.6 ± 3.9 84.4(joy) 65.8(interested)
Lsent 82.1 ± 5.8 58.9 ± 9.7 68.1 ± 7.2 81.5(joy) 50.0(genius)
I 83.7 ± 3.6 85.6 ± 5.6 84.5 ± 2.8 90.6(joy) 78.8(sweet)
L 86.3 ± 4.6 84.0 ± 4.3 85.0 ± 2.5 89.6(joy) 79.2(like)

GloVe I 70.7 ± 5.1 84.3 ± 5.0 76.8 ± 3.9 85.4(joy) 67.1(interested)
Lsent 80.7 ± 5.4 64.7 ± 8.5 71.5 ± 6.1 84.0(joy) 54.7(hot)
I 84.9 ± 3.3 87.0 ± 4.8 85.8 ± 2.6 90.9(mature) 80.7(like)
L 87.5 ± 4.1 85.1 ± 4.0 86.2 ± 2.5 90.7(mature) 80.2(like)

w2vsg I 70.8 ± 4.8 85.7 ± 5.1 77.4 ± 4.0 86.7(joy) 68.1(interested)
Lsent 82.2 ± 5.7 64.3 ± 7.8 71.9 ± 5.9 85.4(joy) 57.4(interested)
I 84.9 ± 3.2 86.7 ± 4.7 85.6 ± 2.5 90.9(mature) 80.7(like)
L 87.3 ± 4.0 85.1 ± 3.8 86.1 ± 2.4 90.7(mature) 80.2(like)

w2vcbow I 70.7 ± 4.8 85.8 ± 5.0 77.4 ± 4.0 86.4(joy) 68.6(attractive)
Lsent 82.0 ± 5.6 64.0 ± 7.7 71.7 ± 5.8 85.0(joy) 58.7(interested)

Table 3.12: Evaluation of distributional approaches (PMI and word embedding) for
LISD experiments

for the wk word in ur since wl is the most similar word to wk. The algorithm continues

the same procedure for all the remaining words in ur and us. The final Sim is used as

the kernel similarity between ur and us. We augment this kernel kernelwe into libSVM

tool and during evaluation we run supervised LISD classification for each target word t

separately.

Results and Discussion: Tables 3.12 and 3.13 show the results for the LISD ex-

periments using the distributional approaches and classification-based approaches. For

brevity, we only report the average Precision (P), Recall (R), and F1 scores with their

standard deviation (SD) (given by “±”), and the targets with maximum/minimum F1

scores. w2vsg and w2vcbow represent the skip-gram and CBOW models implemented in

word2vec, respectively.

Table 3.12 presents the results of distributional approaches. We observe that the

word embedding methods have better performance than the PPMI baseline for both I

vs. L and I vs. Lsent disambiguation tasks. Also, the average P/R/F1 scores for I vs. L

are much higher than for I vs. Lsent. Since all tweets with Lsent sense were collected
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Expr. Senses Avg. P Avg. R Avg. F1 Max.
F1(Target)

Min.
F1(Target)

I 87.0 ± 3.3 85.6 ± 3.1 86.3 ± 2.7 91.7(yeah) 75.4(sweet)
L 85.9 ± 2.8 87.1 ± 3.6 86.5 ± 2.8 91.8(yeah) 76.1(sweet)

SVMbl I 77.3 ± 4.6 78.2 ± 4.2 77.7 ± 3.8 85.5(love) 68.6(brilliant)
Lsent 77.8 ± 3.7 76.7 ± 6.4 77.1 ± 4.7 85.8(love) 64.6(attractive)
I 94.1 ± 2.2 94.6 ± 1.8 94.3 ± 1.8 97.3(brilliant) 88.3(joy)
L 94.6 ± 1.8 94.0 ± 2.3 94.3 ± 1.9 97.2(mature) 87.9(joy)

kWTMF I 79.0 ± 4.6 78.8 ± 4.4 78.8 ± 3.8 84.8(mature) 61.0(genius)
Lsent 78.8 ± 3.7 78.9 ± 4.9 78.8 ± 3.6 85.4(mature) 63.5(genius)
I 95.7 ± 1.6 97.4 ± 1.7 96.5 ± 1.1 99.1(mature) 92.9(glad)
L 97.4 ± 1.6 95.6 ± 1.7 96.5 ± 1.2 99.1(mature) 92.7(interested)

kGloV e I 79.5 ± 3.5 83.1 ± 3.0 81.2 ± 2.8 86.9(joy) 74.2(attractive)
Lsent 82.2 ± 3.0 78.3 ± 4.4 80.2 ± 3.4 86.6(joy) 69.2(attractive)
I 96.6 ± 1.1 98.5 ± 0.6 97.5 ± 0.4 99.2(cute) 93.8(interested)
L 98.5 ± 0.7 96.5 ± 1.2 97.5 ± 0.5 99.2(cute) 93.5(interested)

kw2vsg I 81.9 ± 3.8 88.1 ± 3.2 84.8 ± 3.0 88.8(love) 74.2(genius)
Lsent 87.0 ± 3.2 80.2 ± 4.7 83.4 ± 3.5 88.8(love) 73.3(genius)
I 96.4 ± 1.0 98.2 ± 1.1 97.3 ± 0.6 99.1(mature) 93.8(interested)
L 98.2 ± 1.1 96.3 ± 1.1 97.2 ± 0.7 99.1(mature) 93.5(interested)

kw2vcbow I 81.7 ± 3.8 88.6 ± 2.9 84.9 ± 2.8 89.5(love) 74.8(genius)
Lsent 87.4 ± 2.9 79.9 ± 4.8 83.4 ± 3.4 89.2(love) 74.4(genius)

Table 3.13: Evaluation of classification approaches (SVMbl and kernelwe) for LISD
experiments. kernelwes are abbreviated as kwe for brevity.

using sentiment hashtags (González-Ibáñez et al., 2011), they might be lexically more

similar to the I tweets than the L tweets are and thus identifying the sense of a target

word t between I vs. Lsent is a harder task. In Table 3.12 we also observe that the

average F1 scores between WTMF, w2vsg, w2vcbow, and GloVe are comparable and

between 84%-86%, with w2vsg and w2vcbow achieving slightly higher F1.

Table 3.13 outlines the LISD experiments using the classification approaches: SVM

baseline (SVMbl) and SVM using the kernelwe with word embeddings (kernelWTMF ,

kernelGloV e, kernelw2vsg , and kernelw2vcbow). The classification approaches give better

performance compared to the distributional approaches. The SVMbl is around 7-8 %

higher than the PPMIbl and comparable with the word embeddings used in distribu-

tional approaches (Table 3.12).

In addition, our new SVM kernel method using word embeddings shows signifi-

cantly better results when compared to the SVMbl (and distributional approaches). For

instance, for the I vs. L task, the average F1 is 96-97%, which is more than 10%
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higher than SVMbl. Similarly, for I vs. Lsent task, F1 scores reported by the kernel us-

ing word2vec embeddings are in the range of 83%-84% compared to 77% given by the

SVMbl, showing an absolute increase of 7%. As stated earlier, MVME algorithm aligns

similar word pairs found in its inputs and this performs well for short texts (i.e., tweets).

Thus, the MVME algorithm combined with word embedding in kernelwe results in very

high F1. Among the word embedding models, word2vec models give marginally bet-

ter results compared to GloVe and WTMF, and GloVe outperforms marginally WTMF.

Similar to Table 3.12, here, the average F1 scores for I vs. L task are higher than the I

vs. Lsent results.

In terms of the best and worst performing targets, SVMbl prefers targets with more

training data (e.g., “yeah”, “love” vs. “sweet”, “attractive”; see Table 3.10). In contrast,

word embedding models for “joy” and “mature”, two targets with comparatively low

number of training instances have achieved very high F1 using both distributional and

classification approaches (Table 3.12 and 3.13). This can be explained by the fact that

for words, such as “joy”, “mature”, “cute”, and “brilliant”, the co-texts of their literal

and ironic sense are quite different, and DSMs and word embeddings are able to capture

the difference. For example, observe in the Table 3.11, negative sentiment words, i.e.,

“sick”, “working”, “snow” are the context words for targets “joy” and “love”, where

as positive sentiment words, such as, “blessed”, “family”, “christmas”, and “peace”

are the context words for I or Lsent senses. Overall, out of 37 targets, only 5 targets

(“mature”, “joy”, “cute”, “love”, and “yeah”) achieved “maximum” F1 scores in vari-

ous experimental settings (Tables 3.12 and 3.13) whereas targets such as “interested”,

“genius”, and “attractive” achieved low F1 scores. In terms of variance in results, SVM

results show low SD (0-4%). For distributional approaches, Standard Deviation (SD) is

slightly higher (5-8%) for several cases.

3.5.2.2 Identifying Incongruence at the Utterance Level

In the current section, we address whether we can identify the incongruence in the utter-

ance itself. Later, in Section 3.6 we present our research in using conversation context

for verbal irony identification and show how incongruence can be detected between a
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ironic utterance and its prior comments in a conversation. We address the following

research question here,

• RQ5: Does modeling semantic incongruence assists in verbal irony detection at

utterance level?

Riloff et al. (2013) have first shown that a common form of verbal irony on Twit-

ter consists of a positive sentiment contrasted with a negative situation. For example,

many ironic tweets include a positive sentiment, such as“love” or “enjoy”, followed by

an expression that describes an undesirable activity or state (e.g., “going to the hospi-

tal’ or “being ignored”). They used a bootstrapping algorithm to identify the positive

sentiment words and n-grams representing the negative situations and used these as fea-

tures in verbal irony detection. However, the recall was low and later Joshi et al. (2015)

improved the accuracy while combining both positive/negative and negative/positive

contrast between a sentiment and a situation.

To detect the contrast (i.e., semantic incongruence) between the sentiment and the

situation in an ironic utterance we continue working on the same framework of reversal

of valence identification that was introduced in the previous section. This setup enables

a clear identification of the “target” words (words that can have a literal or a ironic

sense) and allows us to model the relation between the target words and their co-text in

order to predict whether the target word is used in a ironic or literal sense. Thus, instead

of applying bootstrapping algorithm to detect positive/negative sentiment and situation

(similar to Riloff et al. (2013)), we directly use all the target words (from the LISD

experiments in the previous section) and their situations to predict the incongruence.

We employ convolutional neural networks (CNN) (LeCun and Bengio, 1995) to

model incongruence between the sentiment and the situation. CNN is a type of feed-

forward artificial neural network that exploits spatially-local correlation by enforcing a

local connectivity pattern between neurons of adjacent layers. Although, originally de-

veloped for image recognitions, CNNs have recently been shown to achieve impressive

results on various tasks that can be modeled as sentence classification (e.g., sentiment

analysis, question type classification) (Kim, 2014; Kalchbrenner et al., 2014; Lei et al.,
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2015). In NLP problems, the input to CNNs are usually n-grams (e.g., a trigram or

four-gram) but it could be characters too. Typically, the n-grams are presented by their

word embeddings (low-dimensional representations) like word2vec or GloVe (Mikolov

et al., 2013a; Pennington et al., 2014). CNN filters slide over the n-grams where the

width of the filters are usually same as the width of the n-grams. Note, although CNNs

do not care about the position of a word in a sentence unlike the Recurrent Neural Net-

works (Mikolov et al., 2010), they perform reasonably well for classification, especially

for short texts such as tweets.13 Another argument in favor of using CNNs is training

process if much faster than recurrent networks. CNN directly enables us to discover

whether there is any incongruity between a target and their co-text. Our model is based

on the use of a dual-CNN architecture. The first CNN is applied over the target word

and its direct neighbor. The second CNN is applied over the rest of the utterance (i.e.,

the ironic situation). We reckon such explicit and generic modeling of the n-gram infor-

mation between sentiment and ironic situation will help in identifying the incongruence.

We utilize the same training/test corpus for all the target words (i.e., 37 target words)

introduced in the LSSD section. Below, we formally introduce the model.

We propose a modification of Kim (2014) one-layer CNN (shown in Figure 3.3),

subsequently denoted as CNNT . Given a tweet u of n words let xi ∈ Rd represents the

d dimensional word representation of the ith word u. A convolution operation involves

filters w ∈ Rkd, which is applied to a window of k words to produce a new feature. For

instance, a feature fi can be generated from the words xi:i+k−1 by

fi = c(w.xi:i+k−1 + b) (3.1)

Here b ∈ R is a bias term and c is a non-linear function such as a Rectified Linear

Unit (ReLU). This filter is applied to each window of words to generate a feature map.

The concatenation of k words (⊕ is the concatenation operator) is represented as

13This is comparable to the idea of using Bag of Words model for text classification. The n-grams are
treated independently without emphasizing their positions, but has nonetheless been the standard baseline
approach for years in NLP research.
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Figure 3.3: Example of the CNNT architecture (Figure is inspired by Kim (2014))

follows:

x1:k = [x1 ⊕ x2 ⊕ · · · ⊕ xk] (3.2)

Lets assume u contains a target word xt, then we propose an architecture with two

CNNs with the goal of explicitly modeling the relation between the target word xt and

its co-text. In this architecture, shown in the Figure 3.3 we use two separate CNNs;

one performs convolution operations over xt and its immediate neighboring words and

the other CNN operates convolutions over the remaining words in u (i.e., the co-text

of xt).14 We use very simple heuristics to select the text for the first CNN; (a) if the

target word xt appears in the first three words or the last three words of the utterance,

then respectively x1 ⊕ x2 ⊕ x3 or xn−2 ⊕ xn−1 ⊕ xn represent the CNN that performs

convolution operations over xt. (b) Otherwise, we consider the trigrams that contain the

target xt (i.e., [xt−1⊕xt⊕xt+1]). Remaining words in the utterance are operated by the

second CNN.

14The use of two or more identical subnetworks is sometime denoted as the “siamese network” (Koch
et al., 2015).
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Consider the Figure 3.3 that represents the CNNT architecture on the ironic ut-

terance - “financial accounting at 8 am is soo much fun”. The lower CNN performs

convolution operations over “soo much fun” (i.e., the last three words of the utterance

represented by xn−2⊕xn−1⊕xn, we do not model the hashtag label). The second CNN

has as input the rest of utterance (i.e., “financial accounting at 8 am is”). We separately

apply max-pooling operation to each feature maps generated from the convolution op-

erations in the two CNNs and then concatenate the maximum valued features from the

two CNNs for the softmax layer. We use three separate filters of unigram, bigram, and

trigrams and applied zero-padding when necessary.

Parameters and pre-trained word vectors: We select rectified linear units (ReLU)

as the non-linear operator, filter windows with 100 feature maps for each unigram,

bigram, and trigram filters, dropout rate of 0.5, and mini-batch size of 25 (similar to

Kim (2014)). We use the word-embedding model (Skip-gram model in word2vec tool

(Mikolov et al., 2013a)) that was used in the LSSD experiment (Section 3.5.2.1). We

kept the same settings used (100-d vectors; 10 word context window).

Results and Discussions:

We present the results in the Table 3.14. SVMbl is a strong BoW baseline based

on binary morpho-syntactic and typography features (i.e., n-grams, sentiment lexicons,

interjections, tag questions, emoticons, the same baseline reported in the LSSD exper-

iment). kw2vcbow is the best SVM kernel (with cbow-embedding) that we designed in

the LSSD experiment (Section 3.5.2.1). CNNKim is the one-layer CNN (filter win-

dows of 1, 2, 3 with 100 feature maps) of Kim (2014), and CNNLei is the non-linear,

non-consecutive CNN with default parameters (Lei et al., 2015).

For brevity, we only report the average Precision (P), Recall (R), and F1 scores with

their standard deviation (given by ‘±’), and the targets with maximum/minimum F1

scores. We notice for both I and Lsent category, CNNT performs best with around

2% F1 improvement over other CNN (CNNKim) and around 4% F1 improvement over

word embeddings kernel (kw2vcbow). The target-centric CNN shows highest performance

for target words that have considerable less training data (<2K instances per class).

While the performance of all CNNs models are similar, error analysis highlighted an
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interesting qualitative difference between the CNNT and the baseline CNN models

(we compared against different CNN models proposed by (Kim, 2014) and (Lei et al.,

2015)). We observe that when the verbal irony is characterized by co-text incongruity

the target-centric CNNs are more accurate in predicting the correct class, especially

where the incongruity is indirect (i.e., “it cool . . . nothing better than wait in parking

lot for brother”, “spending your saturday night in bed is always the best”; target words

are bold). Comparing the target-centric CNNs to SVMwe we found that the former is

more precise when the target appears at the end (“financial accounting is sooooo much

fun at 8am’’, “leaving homecoming early to be ill . . . was fantastic”). CNN models

are superior in capturing the sequential information whereas SVMwe algorithm runs an

alignment between words without capturing the order of words. We also experimented

with different settings, such as we keep the embedding vectors as non-static (i.e., let-

ting the word-vectors to update during the training). However, we do not observe any

significant difference in performance.

In this research using the CNNT we observe often the model fails where the “in-

congruity” is beyond the boundary of the utterance. However, many times in these case,

users tend to use irony markers to express the verbal irony and we notice even though

the CNN models are unable to identify verbal irony, discrete feature based methods

can identify the verbal irony. Particularly in Twitter, where the scope of expressing

the context is limited (140 chars), users try to overcome the limitation by using emoti-

cons, multiple interjections, alternate spellings (observe the use of multiple “!” and the

emoticon “:(” for co-text incongruity. In future we plan to combine models that capture

irony markers (i.e., discrete features) and irony factors (i.e., deep learning methods) to

advance the state-of-the-art in verbal irony detection.

Until this section we have described utterance-based models. In the next section, we

present our research where we model both utterance and the local conversation context

to detect verbal irony.
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Expr. Senses Avg. P Avg. R Avg. F1 Max. F1(Target) Min. F1(Target)
SVMbl I 77.3 ± 4.6 78.2 ± 4.2 77.7 ± 3.8 85.5(love) 68.6(brilliant)

Lsent 77.8 ± 3.7 76.7 ± 6.4 77.1 ± 4.7 85.8(love) 64.6(attractive)
kw2vcbow I 81.7 ± 3.8 88.6 ± 2.9 84.9 ± 2.8 89.5(love) 74.8(genius)

Lsent 87.4 ± 2.9 79.9 ± 4.8 83.4 ± 3.4 89.2(love) 74.4(genius)
CNNKim I 88.3 ± 7.2 86.6 ± 17.3 87.3 ± 6.1 93.3(shocked) 72.9(genius)

Lsent 85.9 ± 7.2 87.3 ± 17.3 86.5 ± 6.1 92.9(love) 71.1(genius)
CNNLei I 78.8 ± 8.9 85.2 ± 5.6 81.5 ± 5.3 92.2(love) 70.8(attractive)

Lsent 83.6 ± 4.9 75.4 ± 14.3 78.6 ± 9.7 92.1(love) 51.7(interested)
CNNT I 89.8 ± 7.1 88.4 ± 7.9 89.0 ± 5.3 94.4(love) 75.4(genius)

Lsent 87.5 ± 7.4 88.9 ± 8.3 88.4 ± 5.0 94.3(love) 69.7(genius)

Table 3.14: Evaluation of classification approaches for sense-disambiguation experi-
ments (highest scores are bold)

Platform Turn Type Turn pairs

Twiter
P TURN userA: Plane window shades are open during

take-off & landing so that people can see if there
is fire in case of an accident URL .

C TURN userB: @UserA awesome !! one more reason
to feel really great about flying . . . #sarcasm.

Table 3.15: Ironic turns (C TURN) and their respective prior turns (P TURN) in Twitter
and discussion forums.

3.6 Role of Conversation Context in Verbal Irony Identification

Our analysis of irony markers and factors has been based on the modeling of utterances

in isolation. However, it has been argued that verbal irony, is a type of interactional

phenomenon with specific perlocutionary effects on the hearer (Haverkate, 1990), such

as to break their pattern of expectation. Thus, to be able to detect speakers’ ironic

intent it is necessary (even if maybe not sufficient) to consider their utterances in the

larger conversation context. Consider the Twitter conversation example in Table 3.15.

Without the context of UserA’s statement, the ironic intent of UserB’s response might

not be detected.

In this section, we investigate the role of conversation context for the detection of

verbal irony in social media discussions (Twitter conversations and discussion forums).

The unit of analysis (i.e., what we label as ironic or non-ironic) is a message/turn in a
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social media conversation (i.e., a tweet in Twitter or a post/comment in discussion fo-

rums). We call this unit current turn (C TURN). The conversation context that we con-

sider is the prior turn (P TURN), and when available also the succeeding turn (S TURN),

which is the reply to the current turn. Table 3.16 and Table 3.17 show examples from the

IACv2 corpus and Reddit of ironic messages (C TURNs; userB’s post) and the conver-

sation context given by the prior turn (P TURN; userA’ post) as well as the subsequent

turn (S TURN; userC’s post, only in Table 3.16 ), respectively.

We address three specific research questions in this section:

• RQ6: Does modeling of conversation context help in verbal irony detection?

• RQ7: Can humans and computational models identify what part of the prior

turn (P TURN) triggered the ironic reply (C TURN) (e.g., which sentence(s) from

userC’s turn triggered userD’s ironic reply in Table 2.5.)?

• RQ8: Given a ironic message (C TURN) that contains multiple sentences, can

humans and computational models identify the specific sentence that is ironic?

To answer the sixth RQ, we investigate both Support Vector Machine models (Chang

and Lin, 2011) with linguistically-motivated discrete features and several types of Long

Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber, 1997) that can

model both conversation context (i.e., P TURN, S TURN or both) and current turn (C TURN).

LSTM networks (formally introduced in the next section) are sequential networks that

are able to learn long-term dependencies (Hochreiter and Schmidhuber, 1997). The

reasons for using LSTMs are threefold. First, it has been shown in related literature that

LSTM networks are superior in semantic representation of sentences, especially captur-

ing the long-distance dependency between words. Posts from discussion forums often

contain multiple lines and LSTMs can maintain a hierarchical structure where words,

sentences, and the full post can be represented by a single semantic vector. Second,

LSTMs are also known as gated networks, meaning, in a sequence of n words, LSTM

can control how much information to pass/block between the words. This is impor-

tant because in discussion forums some posts are long and the model needs to identify

the critical portions of the posts that are useful in irony detection. In the proposed
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architecture, each turn (i.e., context turn or the current turn) is represented by sepa-

rate LSTM node. The output vectors from the nodes are concatenated and the model

classifies that particular vector. In other words, the model learns how does the conver-

sation context trigger an ironic turn. We also show that the conditional LSTM network

(Rocktäschel et al., 2015) and LSTM networks with sentence level attention on current

turn (C TURN) and context (particularly the prior turn) outperform the LSTM model

that reads only the current turn (C TURN). Third and finally, LSTMs have been shown

to be effective in Natural Language Inference (NLI) tasks such as Recognizing Textual

Entailment, where the goal is to establish the relationship between two inputs (e.g., a

premise and a hypothesis) (Bowman et al., 2015; Rocktäschel et al., 2015; Parikh et al.,

2016)). Likewise, our aim is also determining the relationship between context and re-

sponse, thus LSTM fits the goal of utilizing the contextual information. Finally, vanilla

LSTMs can be modified into the “attention-based networks”, which is useful for the

qualitative research we conducted in Section 3.6.3.

Our computational models are tested on two different types of platforms: Twitter

and discussion forums - IACv2 and Reddit. We introduced all three corpora in Chapter

2 and Section 3.4 in detail. For IACv2 corpus, of around 5 K ironic posts and their

context are available whereas for Reddit we are using 50 K posts. Both corpus are

balanced between irony and non-irony categories. Note, since the discussion forum

posts are not dependent on hashtags (i.e., sentiment hashtags) we do not make use of

notations such as NIrand or NIsent as applicable to Twitter. Rather we denote any non-

ironic utterances as NI and ironic utterances as I . The IACv2 corpus contains only

the prior turn as conversation context. Given that we are interested in studying also the

subsequent turn as context, we checked to see whether for a current turn we can extract

its subsequent turn from the general IAC corpus. Out of the 4,692 current turns, we

found a total of 2,309 that have a subsequent turn (e.g., number of total subsequent turns

is 2,786, since a candidate turn can have more than one subsequent reply) in the IAC

corpus. We denote this corpus as IAC+
v2. Examples from the IAC+

v2 are given in Table

3.16.

For Twitter we observe that around 26 K of tweets are a reply to another tweet and
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Turn Type Social media discussion
P TURN userA: my State is going to heII in a handbasket since these

lefties took over. emoticonXBanghead.
C TURN userB: Well since Bush took office the mantra has bee ”Lo-

cal Control” has it not. Apparently the people of your state
want whats happening. Local control in action. Rejoice in
your victory.

S TURN userC: I think the trip was a constructive idea, especially
for high risk middle school youths . . . . Perhaps the pro-
gram didn’t respect their high risk homes enough. If it were
a different group of students, the parents would have been
told. The program was the YMCA, not lefty, but Christian
based.

P TURN userA: In his early life, X had a reputation for drinking too
much. Whether or not this affected his thinking is a question
which should to be considered when asking questions about
mormon theology . . . emoticonXBanghead.

C TURN userB: Wow, that must be some good stuff he was drinking
to keep him ’under the influence’ for THAT long!! :p

S TURN userC: Perhaps he was stoned on other drugs like the early
writers of the bible.

Table 3.16: Ironic messages (C TURNs) and their respective prior turns (P TURN) and
subsequent turns (S TURN) from IACv2.

Turn Type Social media discussion
P TURN userA: They’re (media) lying. The Uk, covers up islamic

violence. Just pretend it’s not happening is the rule. Any
who points out the truth will be arrested.

C TURN userB: But did they mention the gender of the attacker?
No, because the media is covering the fact that it is 99of the
times men that commit these crimes. #deportallmen

Table 3.17: Ironic messages (C TURNs) and their respective prior turns (P TURN) and
subsequent turns (S TURN) from Reddit.
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thus our final Twitter conversations set contains 25,991 instances (12,215 instances for

I class and 13,776 instances for the NI class).15 We notice that 30% of the tweets have

more than one tweet in the conversation context.

To address the seventh and the eighth RQs, we present a qualitative analysis of

attention weights produced by the LSTM models with attention, and discuss the results

compared with human performance on the tasks (Section 3.6.3).

3.6.1 Computational Models and Experimental Setup

To answer the sixth research question “does modeling of conversation context help in

verbal irony detection” we consider two binary classification tasks. As stated earlier,

we refer to ironic instances as I and non-ironic instances as NI .

The first task is to predict whether the current turn (C TURN abbreviated as ct) is

ironic or not, considering it in isolation — Ict vs. NIct task.

The second task is to predict whether the current turn is ironic or not, by taking

into account both the current turn and its conversation context given by the prior turn

(P TURN, abbreviated as pt), succeeding turn (S TURN, abbreviated as st) or both —

Ict+context vs. NIct+context task, where context is pt, st or pt+st.

For all the corpora introduced in Section 3.4 — IACv2, IAC+
v2,Reddit, and Twitter

— we conduct Ict vs. NIct and Ict+pt vs. NIct+pt classification tasks. For IAC+
v2 we

also perform experiments considering the succeeding turn st as conversation context

(i.e., Ict+st vs. NIct+st and Ict+pt+st vs. NIct+pt+st).

SVM with discrete features (SVMbl)

For baseline features, we used the same set of discrete features used in the LSSD

experiment (Section 3.5.2.1) and identifying incongruity (Section 3.5.2.2). We used

BoW features (i.e., unigram, bigram, and trigram representation of words), LIWC lex-

icons to represent pragmatic features, and irony markers as features (for irony marker

features, see Section 3.5.1. For modeling conversation context, we introduce a new

set of sentiment features that measure the similarities and dissimilarities in the context

15For tweets, this time we do not consider the NSrand tweets.
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and response. Here, two sentiment lexicons are also used to model the utterance sen-

timent: “MPQA” (Wilson et al., 2005) and “Opinion Lexicon” (Hu and Liu, 2004a).

To capture sentiment, we count the number of positive and negative sentiment tokens,

negations, and use a boolean feature that represents whether a reply contains both pos-

itive and negative sentiment tokens. For the Ict+pt vs. NIct+pt classification task, we

check whether the current turn ct has a different sentiment than the prior turn pt (similar

to Joshi et al. (2015)). Given that ironic utterances often contain a positive sentiment

towards a negative situation, we hypothesize that this feature will capture this type of

sentiment incongruity.

Tokenization is conducted via CMU’s Tweeboparser (Gimpel et al., 2011). For the

discussion forum dataset we use the NLTK tool (Bird, 2006) for sentence boundary

detection and tokenization. We used libSVM toolkit with Linear Kernel (Chang and

Lin, 2011) with weights inversely proportional to the number of instances in each class.

Long Short-Term Memory Networks

LSTMs are a type of recurrent neural networks (RNNs) that are able to learn long-

term dependencies (Hochreiter and Schmidhuber, 1997). LSTMs address the vanishing

gradient problem commonly found in RNNs by incorporating gating functions into their

state dynamics (Hochreiter and Schmidhuber, 1997). We introduce some notations and

terminology standard in the LSTM literature (Tai et al., 2015). The LSTM unit at each

time step t is defined as a collection of vectors: an input gate it, a forget gate ft, an

output gate ot, a memory cell ct, and a hidden state ht. The LSTM transition equations

are listed below:

it = σ(Wi ∗ [ht−1, xt] + bi)

ft = σ(Wf ∗ [ht−1, xt] + bf )

ot = σ(Wo ∗ [ht−1, xt] + bo)

C̃t = tanh(Wc ∗ [ht−1, xt] + bc)

ct = ft � ct−1 + it � C̃t

ht = ot � tanh(ct)

(3.3)
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where xt is the input at the current time step, σ is the logistic sigmoid function and

� denotes element-wise multiplication. The input gate controls how much each unit

is updated, the forget gate controls the extent to which the previous memory cell is

forgotten, and the output gate controls the exposure of the internal memory state. The

hidden state vector is a gated, partial view of the state of the unit’s internal memory

cell. Since the value of the gating variables vary for each vector element, the model can

learn to represent information over multiple time scales.

Since our goal is to explore the role of contextual information (e.g., prior turn and/or

succeeding turn) for recognizing whether the current turn is ironic or not, we will use

multiple LSTMs: one which reads the current turn and one (or two) which read(s) the

context (e.g., one LSTM will read the prior turn and one will read the succeeding turn

when available).

Attention-based LSTM Networks

Attentive neural networks have been shown to perform well on a variety of NLP

tasks (Yang et al., 2016; Yin et al., 2015; Xu et al., 2015). Using attention-based LSTM

will accomplish two goals: (1) test whether they achieve higher performance than sim-

ple LSTM models and (2) use the attention weights produced by the LSTM models to

perform the qualitative analyses that enable us to answer the last two questions we want

to address (e.g., which portions of context triggers the ironic reply, used to answer RQ7

and RQ8).

Yang et al. (2016) have included two levels of attention mechanisms, one at the

word level and another at the sentence level where the sentences are in turn produced

by attentions over words (i.e., the hierarchical model). We experiment with two archi-

tectures: one hierarchical that uses both word-level and sentence level attention (Yang

et al., 2016), and one which uses only sentence-level attention (here we use only the

average word embeddings to represent the sentences).

One question we want to address is whether sentence level attention weights in-

dicate what sentence(s) in prior turn trigger(s) the ironic reply. In the discussion fo-

rum datasets, prior turns are usually more than three sentences long and thus attention

weights could indicate what part of the prior turn triggers the ironic post ct.
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Figure 3.4 shows the high-level structure of the model where the conversation con-

text is represented by the prior turn pt. The context (left) is read by an LSTM (LSTMpt)

whereas the current turn ct (right) is read by another LSTM (LSTMct). Note, for the

model where we consider the succeeding turn st as well, we simply use another LSTM

to read st. For brevity we only show the sentence-level attention.

Let the context pt contain d sentences and each sentence spti contain Tpti words.

Similar to the notation of (Yang et al., 2016), we first feed the sentence annotation hpti

through a one layer MLP to get upti as a hidden representation of hpti , then we weight

the sentence upti by measuring similarity with a sentence level context vector upts . This

gives a normalized importance weight αpti through a softmax function. vpt is the vector

that summarize all the information of sentences in the context (LSTMpt).

vpt =
∑
i∈[1,d]

αptihpti (3.4)

where attention is calculated as:

αpti =
exp(uTptiupts)∑

i∈[1,d] exp(u
T
pti
upts)

(3.5)

Likewise we compute vct for the current turn ct via LSTMct (similar to equation

3.4; also shown in Figure 3.4). Finally, we concatenate the vector vpt and vct from the

two LSTMs for the final softmax decision (i.e., predicting the I or NI class). In case of

using the succeeding turn st also in the model, we concatenate the vectors vpt, vct and

vst.

As stated earlier in this section, we also experiment with both word and sentence

level attentions in a hierarchical fashion similarly to the approach proposed by Yang

et al. (2016). As we show in Section 3.6.2 however, we achieve best performance

using just the sentence-level attention. A possible explanation is that attention over

both words and sentences seek to learn a large number of model parameters and given

the moderate size of the discussion forum corpora they might overfit.

For tweets, we treat each individual tweet as a sentence. The majority of tweets

consist of a single sentence and even if there are multiple sentences in a tweet, often
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Figure 3.4: Sentence-level Attention Network for prior turn pt and current turn ct.
Figure is inspired by Yang et al. (2016)

one sentence contains only hashtags, URLs, and emoticons making them uninformative

if treated in isolation.

Conditional LSTM Networks We also experiment with the conditional encoding

model as introduced by Rocktäschel et al. (2015) for the task of recognizing textual

entailment. In this architecture, two separate LSTMs are used – LSTMpt and LSTMct

– similar to the previous architecture without any attention, but for LSTMct, its mem-

ory state is initialized with the last cell state of LSTMpt. In other words, LSTMct is

conditioned on the representation of the LSTMpt that is built on the prior turn pt. For

models that use the successive turn st as the context the LSTM representation LSTMst

is conditioned on the representation of the LSTMct. Figure 3.5 shows the model where

we consider the current turn ct is conditioned on the prior turn pt.

Parameters and pre-trained word vectors For both discussion forum and Twitter,

we split randomly the corpus into training (80%), development (10%), and test (10%),

maintaining the same distribution of ironic vs. non-ironic data in training, development

and test. For Twitter we used the skip-gram word-embeddings (100-dimension) used in
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Figure 3.5: Conditional LSTM Network for prior turn pt and current turn ct; Figure is
inspired by the model proposed in Rocktäschel et al. (2015)

the LSSD experiments that was built using over 2.5 million tweets.16 For discussion fo-

rums, we use the standard Google n-gramword2vec pre-trained model (300-dimension)

(Mikolov et al., 2013a). We do not optimize the word embedding during training. Out-

of-vocabulary words in the training set are randomly initialized via sampling values

uniformly from (-0.05,0.05). We use the development data to tune the parameters and

selected dropout rate of 0.5 (from [.25,0.5, 0.75]), L2 regularization strength and eval-

uate only that configuration on the test set. For both datasets mini-batch size of 16 is

employed.

3.6.2 Results and Discussion

In this section we present a quantitative analysis aimed at addressing our first RQ‘

“does modeling conversation context help in verbal irony detection?” First, we consider

just the prior turn as conversation context and show results of our various models on

all datasets: IACv2, Reddit and Twitter (Section 3.6.2.1). In addition, we perform

an experiment where we train on Reddit (discussion forum, self-labeled) and test on

IACv2 (discussion forum, labeled via crowdsourcing). Second, we consider both prior

turn and the succeeding turn as context, and report results of various models on our

IAC+
v2 dataset (Section 3.6.2.2). We report Precision (P), Recall (R), and F1 scores on

16https://github.com/debanjanghosh/sarcasm wsd
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Experiment
I NI

P R F1 P R F1
SVMct

bl 65.55 66.67 66.10 66.10 64.96 65.52
SVMct+pt

bl 63.32 61.97 62.63 62.77 64.10 63.5
LSTMct 67.90 66.23 67.1 67.08 68.80 67.93
LSTMct+LSTMpt 66.19 79.49 72.23 74.33 59.40 66.03
LSTMconditional 70.03 76.92 73.32 74.41 67.10 70.56
LSTMctas 69.45 70.94 70.19 70.30 68.80 69.45
LSTMctas+LSTMptas 66.90 82.05 73.70 76.80 59.40 66.99
LSTMctaw+s+LSTMptaw+s 65.90 74.35 69.88 70.59 61.53 65.75

Table 3.18: Experimental results for the discussion forum dataset (IACv2) (bold are
best scores)

ironic (I) and non-ironic (NI) classes.

3.6.2.1 Prior Turn as Conversation Context

SVMct
bl and SVMct+pt

bl represent the performance of the SVM models with discrete fea-

tures when using only the current turn ct and the ct together with the prior turn pt,

respectively. LSTMct and LSTMct+pt represent the performance of the simple LSTM

models when using only the current turn ct and the ct together with the prior turn pt,

respectively. LSTMpta and LSTMcta are the attention-based LSTM models of context

pt and current turn ct, where the w, s and w + s subscripts denote the word-level,

sentence-level or word and sentence level attentions. LSTMconditional is the conditional

encoding model that conditions the LSTM that reads the current turn on the LSTM that

reads the prior turn (no attention). Given these notations we present the results on each

of the three datasets.

IACv2 corpus: Table 3.18 shows the classification results on the IACv2 dataset.

Although a vast majority of the prior turn posts contain 3-4 sentences, around 100 have

more than ten sentences and thus we set a cutoff to a maximum of ten sentences for

context modeling. For the current turn ct we consider the entire post.

The SVMbl models that are based on discrete features did not perform very well,

and adding the context of the prior turn pt actually hurt the performance. Regard-

ing the performance of the neural network models, we observe that modeling prior

turn pt as context improves the performance using all types of LSTM architectures
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that read both context (pt) and current turn(ct) (results are statistically significant when

compared to LSTMct). The highest performance when considering both the I and NI

classes is achieved by the LSTMconditional model (73.32% F1 for I class and 70.56%

F1 for NI , showing a 6% and 3% improvement over LSTMct for I and NI classes,

respectively). The LSTM model with sentence-level attentions on both context and cur-

rent turn (LSTMptas+LSTMctas ) gives the best F1 score of 73.7% for the I class. For

the NI class, while we notice an improvement in precision we notice a drop in recall

when compared to the LSTM model with sentence level attention only on the current

post (LSTMctas ). Remember that sentence-level attentions are based on average word

embeddings. We also experimented with the hierarchical attention model where each

sentence is represented by a weighted average of its word embeddings. In this case, at-

tentions are based on words and sentences and we follow the architecture of hierarchical

attention network (Yang et al., 2016). We observe that the performance (69.88% F1 for

I category) deteriorates, probably due to the lack of enough training data. Since atten-

tion over words and sentences (together) seek to learn more model parameters, adding

more training data will be helpful. For the Reddit and Twitter data (see below), these

models may become better, but still not on par with just sentence level attention showing

that even larger datasets might be needed.

Twitter Corpus Table 3.19 shows the results on the Twitter dataset. As for IACv2,

adding context using the SVM models does not show a statistically significant improve-

ment. For the neural networks models, similar to the results on the IACv2 dataset, the

LSTM models that read both context and current turn outperform the LSTM model

that reads only the current turn (LSTMct). The best performing architectures are again

the LSTMconditional and LSTM with sentence-level attentions (LSTMctas +LSTMptas ).

LSTMconditional model shows an improvement of 11% F1 on the I class and 4-5%F1

on the NI class, compared to LSTMct. For the attention-based models, the improve-

ment using context is smaller (∼2% F1). We kept the maximum length of prior tweets

to the last five tweets in the conversation context, when available. We also considered

experiment with only the “last” tweet (i.e., LSTMctas+LSTMlast ptas ). We observe al-

though the F1 for the non-ironic category is high (76%), for the ironic category it is
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Experiment
I NI

P R F1 P R F1
SVMct

bl 64.20 64.95 64.57 69.0 68.30 68.7
SVMct+pt

bl 65.64 65.86 65.75 70.11 69.91 70.0
LSTMct 73.25 58.72 65.19 61.47 75.44 67.74
LSTMct+LSTMpt 70.89 67.95 69.39 64.94 68.03 66.45
LSTMconditional 76.08 76.53 76.30 72.93 72.44 72.68
LSTMctas 76.00 73.18 74.56 70.52 73.52 71.9
LSTMctas+LSTMptas 77.25 75.51 76.36 72.65 74.52 73.57
LSTMctas+LSTMlast ptas 73.10 69.69 71.36 74.58 77.62 76.07
LSTMctaw +LSTMptaw 76.74 69.77 73.09 68.63 75.77 72.02
LSTMctaw+s+LSTMptaw+s 76.42 71.37 73.81 69.50 74.77 72.04

Table 3.19: Experimental results for Twitter dataset (bold are best scores)

low (e.g., 71.3%). This shows that considering a larger conversation context of multiple

prior turns rather than just the last prior turn could assists in achieving higher accuracy

particularly in Twitter where each turn/tweet is short.

Reddit Corpus Table 3.20 shows the results of the experiments on Reddit data.

There are two major differences between this corpus and the IACv2 corpus. First,

since the original release of the Reddit corpus (Khodak et al., 2017) is very large, we

select a subcorpus that is much largers than the IACv2 data containing 50K instances.

In addition, we selected posts (both pt and ct) that consist of a maximum of seven

sentences primarily to be comparable with the IACv2 data.17 Second, unlike the IACv2

corpus, the ironic current turns ct are self-labeled so it is unknown whether there are

any similarities between the nature of the data in the two discussion forums.

We observe that the SVMbl models perform similarly to the other discussion fo-

rum corpus IACv2. The SVMct+pt
bl model performs poorly compared to the SVMct

bl

model. Similarly with the other datasets, adding the context of the prior turn when

using the LSTM models helps. LSTM with sentence-level attention performs best for

the ironic category. Except for the SVMbl we observe adding the prior turn pt helps

in achieving higher performance. Note, Khodak et al. (2017) have evaluated the ironic

utterances via BoW features and sentence embeddings and achieved an accuracy in mid

70%. However, they selected sentences between two to fifty words for the classification

17IACv2 contains prior and current turns which contains mostly seven or fewer sentences.
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Experiment
I NI

P R F1 P R F1
SVMct

bl 72.54 72.92 72.73 72.77 72.4 72.56
SVMct+pt

bl 66.3 67.52 66.90 66.91 65.68 66.29
LSTMct 81.29 59.6 68.77 68.1 86.28 76.12
LSTMct+LSTMpt 74.46 73.72 74.09 73.98 74.72 74.35
LSTMconditional 73.72 71.6 72.64 72.40 74.48 73.42
LSTMctas 74.87 74.28 74.58 74.48 75.08 74.78
LSTMctas+LSTMptas 73.11 80.60 76.67 78.39 70.36 74.16
LSTMctaw+s +LSTMptaw+s 74.50 74.68 74.59 74.62 74.44 74.52

Table 3.20: Experimental results for Reddit dataset (bold are best scores)

which is very different from our setups, where we use larger comments (up to 7 sen-

tences). We also conducted experiments with word and sentence-level attentions (i.e.,

LSTMctas+LSTMptas ). Even though we obtain slightly lower accuracy (i.e., 76.67% for

the ironic category) in comparison to sentence level attention models, the difference is

not as high as other corpus, which we believe is due to the larger size of the training

data.

Impact of Size and Nature of Corpus Overall, while the results on the Reddit

dataset are slightly better than on the IACv2, given that the Reddit corpus is ten times

larger, we believe that the self-labeled nature of the Reddit dataset might make the

problem harder. To verify this hypothesis to this end we conducted two separate ex-

periments. First, we selected a subset of the Reddit corpus that is equivalent to the

IACv2 corpus size (i.e., 5,000 examples balanced between ironic and non-ironic cate-

gory). We utilize the best LSTM model (i.e., attention on prior and current turn) and

the model achieves respectively 69.17% and 71.54% F1 for the ironic and non non-

ironic category which is lower than what we observe for the IACv2 corpus using the

same amount of training data and much lower than the performances reported on Table

3.20. Second, we tried an experiment where we trained our best models (LSTM models

with sentence-level attention) on the Reddit corpus and tested on the test portion of the

IACv2 corpus. The results, shown in Table 3.21, are much lower than when training

using 10 times less amount of data from IACv2 corpus, particularly for the ironic class

(more than 10% F1 measure drop). Moreover, unlike all other experiments, adding

context does not assist the classifier which seems to highlight a difference between the
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Experiment
I NI

P R F1 P R F1
LSTMctas 66.51 61.11 63.69 64.03 69.23 66.53
LSTMctas+LSTMptas 63.96 60.68 62.28 62.60 65.81 64.17

Table 3.21: Experimental results for training on Reddit dataset and testing on IACv2

using the best LSTM models (sentence-level attention).

nature of the two datasets including the gold annotations (self-labeled for Reddit vs.

crowdsource labeled for IACv2). We believe the lower performance is due to two main

reasons. First, unlike Reddit, which is self-labeled, IAC is annotated via crowdsourc-

ing so the nature of the annotations is different between the two corpus. Second, we

observe, IAC is predominately based on contentious topics whereas Reddit corpus

contains more general topics (i.e., video-games, sports, etc.).

3.6.2.2 Prior Turn and Subsequent Turn as Conversation Context

We also experiment using both the prior turn pt and the succeeding turn st as conver-

sation context. Table 3.22 shows the experiments on the IAC+
v2 corpus. We observe

that the performance of the LSTM models is high in general (i.e., F1 scores in be-

tween 78-84%, consistently for both the ironic (I) and non-ironic (NI) classes) com-

pared to the discrete feature based models (i.e.,SVMbl). Table 3.22 shows that when

we use conversation context, particularly the prior turn pt or the prior turn and the

succeeding turn together, the performance improves (i.e., around 3% F1 for ironic cat-

egory and almost 6% F1 improvement for non-ironic category). For the I category,

the highest F1 is achieved by the LSTMct+LSTMpt model (i.e, 83.92%) whereas the

LSTMct+LSTMpt+LSTMst model performs best for the non-sarcastic class (83.09%).

In comparison to the attention-based models, although using attention over prior turn pt

and successive turn st helps in verbal irony identification compared to the attention over

only the current turn ct (i.e., improvement of around 2% F1 for ironic as well as non-

ironic class), generally the accuracy is slightly lower than the models without attention.

We suspect this is due to the small size of the IAC+
v2 corpus (< 3000 instances).

We also observe that the numbers obtained for IAC+v2 are higher than the one for

the IACv2 corpus even if less training data is used. To understand the the difference, we
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Experiment
I NI

P R F1 P R F1
SVMct

bl 76.97 78.67 77.81 78.83 77.14 77.97
SVMct+pt

bl 76.69 75.0 75.83 76.22 77.85 77.03
SVMct+st

bl 67.36 71.32 69.28 70.45 66.43 68.38
SVMct+pt+st

bl 74.02 69.12 71.48 71.81 76.43 74.05
LSTMct 74.84 87.50 80.68 85.47 71.43 77.82
LSTMct+LSTMpt 80.00 88.24 83.92 87.30 78.57 82.71
LSTMct+LSTMst 79.73 86.76 83.10 85.94 78.57 82.09
LSTMct+LSTMpt+LSTMst 81.25 86.03 83.57 85.61 80.71 83.09
LSTMconditional(pt−>ct) 79.26 78.68 78.97 79.43 80.00 79.71
LSTMconditional(ct−>st) 70.89 69.85 70.37 71.13 72.14 71.63
LSTMctas 77.18 84.56 80.70 83.46 75.71 79.40
LSTMctas+LSTMptas 80.14 83.09 81.59 82.96 80.00 81.45
LSTMctas+LSTMstas 75.78 89.71 82.15 87.83 72.14 79.22
LSTMctas+LSTMptas+LSTMstas 76.58 88.97 82.31 87.29 73.57 79.84
LSTMctaw+s+LSTMptaw+s 79.00 80.14 79.56 80.43 79.29 79.86

Table 3.22: Experimental results for IACv2st dataset using post prior and succeeding
turns as context (bold are best scores)

analyze the type of the ironic and non-ironic posts from the IAC+
v2 and found that almost

94% of the corpus consists of ironic messages of “general” type, 5% of “rhetorical

questions ” type and very few (0.6%) examples of the “hyperbolic” type (Oraby et al.,

2016a). Looking at Oraby et al. (2016a) it seems the “general” type obtain the best

results (Table 7 in (Oraby et al., 2016a)) with almost 10% F1 over the hyperbolic type

set. As we stated before, although IACv2 corpus is larger than the IAC+
v2 corpus, IACv2

maintains exactly the same distribution of general, rhetorical questions, and hyperbolic

examples. This also explains why Table 3.22 shows superior results since classifying

the generic category of verbal irony could be an easier task.

3.6.3 Qualitative Analysis

We address the remaining two research questions (e.g., RQ7 and RQ8) in this section.

Wallace et al. (2014) showed that by providing additional conversation context humans

are able to identify ironic utterances which they were unable to do without the context.

However, it will be useful to understand whether a specific part of the conversation

context triggers the ironic reply. To begin to address this issue, we conducted a qual-

itative study to understand whether (a) human annotators are able to identify parts of
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context that trigger the ironic reply and (b) the attention weights of the LSTM models

are able to signal similar information. For (a) we designed a crowdsourcing experiment

(Crowdsourcing Experiment 1 in Section 3.6.3.1) and for (b) we looked at the attention

weights of the LSTM networks (Section 3.6.3.2). This addresses RQ7.

Discussion forums posts are usually long (several sentences), and we noticed in our

analysis that computational models have a harder time to correctly label them as ironic

or not. Thus, we want to investigate whether there is a particular sentence in the ironic

post that expresses the speaker’s ironic intent (i.e., addressing the RQ8). To begin to ad-

dress this issue we conducted another qualitative study to understand whether (a) human

annotators are able to identify a sentence in the ironic post that particularly expresses

speaker’s ironic intent and (b) the sentence-level attention weights are able to signal

similar information. For (a) we designed a crowdsourcing experiment (Crowdsourcing

Experiment 2 in Section 3.6.3.1) and for (b) we looked at the attention weights of the

LSTM networks (Section 3.6.3.2).

For both studies, we compare human annotators’ selections with attention weights

to examine whether attention weight of the LSTM networks are correlated to human

annotations.

3.6.3.1 Crowdsourcing Experiments

3.6.3.1.1 Crowdsourcing Experiment 1 We designed an Amazon Mechanical Turk

task (for brevity, MTurk) framed as follows: given an ironic current turn (C TURN) and

its prior turn (P TURN), we ask Turkers to identify one or more sentences in P TURN

that they think triggered the ironic reply. Turkers could select one or more sentences

from the conversation context P TURN, including the entire turn. We selected all ironic

examples from the IACv2 test set where the prior turn, since for longer turns might

have been a more complex task for the Turkers. This resulted in 85 pairs. We provided

multiple definitions of verbal irony. The first definition is inspired by the Standard Prag-

matic Model (Grice et al., 1975) that says verbal irony is a speech or form of writing

which means the opposite of what it seems to say. In another definition, taken from

Oraby et al. (2016a), we mentioned that verbal irony often is used with the intention to
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(a) (b)

Figure 3.6: Crowdsourcing Experiment 1: (a) number of different trigger selections
made by the five turkers (1 means all Turkers selected the exact same trigger(s)) and
(b) distribution of the number of sentences chosen by the Turkers as triggers in a given
post; both in %

mock or insult someone or to be funny. We provided a couple of examples of verbal

irony from the IACv2 dataset to show how to successfully complete the task. Each HIT

contains only one pair of C TURN and P TURN and five Turkers were allowed to attempt

each HIT. Turkers with reasonable quality (i.e., more than 95% of acceptance rate with

experience of over 8,000 HITs) were selected and paid seven cents per task. Since

Turkers were asked to select one or multiple sentences from the prior turn, standard

inter-annotator agreement (IAA) metrics are not applicable. To understand the user an-

notation behaviour though, we look at two aspects. First, we look at the distribution of

trigger selection by the five annotators (Figure 3.6. It can be seen that in 3% of cases all

five annotators selected the exact same trigger(s), while in 58% of cases 3 or 4 different

selections were made per posts. Second, we looked the distribution of the number of

sentences in the P TURN that were selected as triggers by Turkers, and we observe that

43% of time 3 sentences were selected.

3.6.3.1.2 Crowdsourcing Experiment 2 The second study is an extension of the

first study. Given a pair of a ironic turn C TURN and its prior turn P TURN, we ask

Turkers perform two subtasks. First, they were asked to identify “only one” sentence

from C TURN that expresses the speaker’s ironic intent. Next, based on the selected

ironic sentence, they were asked to identify one or more sentences in P TURN that

may trigger that ironic sentence (similarly to study 1). We select examples both from

the IACv2 corpus (60 pairs) as well as the Reddit corpus (100 pairs). Each of the

P TURN and C TURN contain three to seven sentences (note that the examples from the
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(a) (b)

Figure 3.7: Crowdsourcing Experiment 2: (a) number of different trigger selections
made by the five turkers (1 means all Turkers selected the exact same trigger(s)) and
(b) distribution of the number of sentences chosen by the Turkers as triggers in a given
post; both in %

IACv2 corpus is a subset of the ones used in the previous experiment). We replicate

the same design as the previous MTurk (i.e, we included definition of verbal irony, gave

example, use one pair per HIT, same qualification for Turkers, same payment). Each

HIT was done by five Turkers (a total of 160 HITS). To measure the IAA between

the Turkers for the first subtask (i.e., identifying a particular sentence from C TURN

that expresses speaker’s ironic intent) we used Krippendorf’s α (Krippendorff, 2012).

We are measuring IAA on nominal data, i.e., each sentence is treated as a separate

category. Since the number of sentences (i.e., categories) can vary between three to

seven we report separate α scores based on the number of sentences. For C TURN that

contains three, four, five or more than five sentences, the α scores are 0.66, 0.71, 0.65,

0.72, respectively. The α scores are modest and illustrate (a) identifying ironic sentence

from a discussion forum post is a hard task and (b) it is plausible that the current turn

(C TURN) contains multiple ironic sentences. For the second subtask, we carried a

similar analysis as for experiment 1, and results are shown in Figure 3.7 both for the

IACv2 and Reddit data.

3.6.3.2 Comparing Turkers’ Answers with Attention Models

In this section we compared the Turker’s answers for both tasks with the sentence the

sentence-level attention weights of the LSTM models.

To address the RQ7, i.e., the issue of identifying what part of the prior turn triggers

the ironic reply, we first measure the overlap of Turkers choice with the sentence-level

attention weights of the LSTMctas +LSTMptas model. For Crowdsourcing Experiment
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1, we used the models train/tested on the IACv2 corpus. We selected the sentence with

highest attention weight and matched it to the sentence selected by Turkers using ma-

jority voting. We found that 41% of times the sentence with the highest attention weight

is also the one picked by Turkers. Figures 3.8 and 3.9 shows side by side the heat maps

of the attention weights of LSTM models (LHS) and Turkers’ choices when picking up

sentences from the prior turn that they thought triggered the ironic reply (RHS). For

Crowdsourcing Experiment 2, respectively 51% and 30% of times the sentence with

the highest attention weight is also the one picked by Turker for respectively IACv2 an

Reddit.

To address the last two RQs, i.e., the issue of identifying what sentence of the ironic

current turn expresses best the speaker’s ironic intent, we again measure the overlap of

Turkers choice with the sentence-level attention weights of LSTMctas+LSTMptas model

(looking at the sentence-level attention weights from the current turn). We selected

the sentence with highest attention weight and matched it to the sentence selected by

Turkers using majority voting. For IACv2, we found that 25% of times the sentence

with the highest attention weight is also the one picked by Turkers. For Reddit 13% of

times the sentence with the highest attention weight is also the one picked by Turkers.

The low agreement on Reddit illustrates that many posts may contain multiple ironic

sentences.

For both of these research questions (e.g., RQ7 and RQ8), the obvious question that

we need to answer is why these sentences are selected by the models (and humans). In

the next section, we conduct a qualitative analysis to try answering this question.

3.6.3.3 Interpretation of Turkers’ Answers and Attention Models

We visualize and compare the sentence-level as well as the word-level attention weights

of the LSTM models with the Turkers’ annotations.

3.6.3.3.1 Semantic Coherence between Prior Turn and Current Turn Figure 3.8

shows a case where the prior turn contains three sentences and the sentence-level atten-

tion weights are similar to the Turkers’ choice of what sentence(s) triggered the ironic
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S1 Ok...
S2 I have to stop to take issue

with something here, that I
see all too often.

S3 And I’ve held my tongue on
this as long as I can

Figure 3.8: Sentences in P TURN; heatmap of the attention weights (LHS) and Turkers’
selection (RHS) of which of those sentences trigger the ironic C TURN=“Well, it’s not
as though you hold your tongue all that often when it serves in support of an anti-gay
argument.”

S1 How do we rationally explain these
creatures existence . . . for millions
of years?

S2 and if they were the imaginings of
bronze age . . . we can now recog-
nize from fossil evidence?

S3 and while your at it . . . 200 million
years without becoming dust?

Figure 3.9: Sentences in P TURN; heatmap of the attention weights (LHS) and Turkers’
selection (RHS) of which of those sentences trigger the ironic C TURN).
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turn. Looking at this example it seems the model pays attention to output vectors that

are semantically coherent between P TURN and C TURN. The ironic C TURN of this

example contains a single sentence – “Well, it’s not as though you hold your tongue all

that often when it serves in support of an anti-gay argument”, while the sentence from

the prior turn P TURN that received the highest attention weight is S3 “And I’ve held

my tongue on this as long as I can”.

In Figure 3.9, the highest attention weight is given to the most informative sentence

–“how do we rationally explain these creatures existence so recently in our human his-

tory if they were extinct for millions of years?”. Here, the ironic post C TURN (userD’s

post in Table 2.5) mocks userC’s prior post (“how about this explanation – you’re read-

ing waaaaay too much into your precious bible”). For both figures — Figure 3.8 and

Figure 3.9, the sentence from the prior turn P TURN that received the highest attention

weight has also been selected by the majority of the Turkers. For Figure 3.8 the dis-

tribution of the attention weights and Turkers’ selections are alike. Both examples are

taken from the IACv2 corpus.

Figure 3.10 shows a conversation context (i.e., prior turn) and the ironic turn (userE

and userF’s posts in Table 2.5) together with their respective heatmaps that reflect the

two subtasks performed in the second crowdsourcing experiment. The bottom part of

the figure represents the sentences from the C TURN and the heatmaps that compares

attention weights and the Turkers’ selections for the first subtask: selecting the sentence

from C TURN that best expresses the speaker’s ironic intent. The top part of the figure

shows the sentences from the P TURN as well as the heatmaps to show what sentence(s)

are more likely to trigger the ironic reply. We make two observations: (a) Turkers have

selected multiple sentences from the C TURN as expressing verbal irony. The Attention

model has given highest weight to the last sentence in C TURN similar to the Turkers’s

choice; (b) The attention weights seem to indicate semantic coherence between the

ironic post (i.e, “nothing to see here” with the prior turn “nothing will happen, this is

going to die . . . ”). We also observe similar behavior in Tweets (highest attention to

words –majority and gerrymadering in Figure 3.12).
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S1 nothing will happen, . . . other
private member motions.

P TURN S2 this whole thing is being made
. . . are trying to push an agenda.

S3 feel free to let your . . . discussion
before it is send to the trashcan.

S1 the usual “nothing to see here”
response.

C TURNS2 whew!
S3 we can sleep at night and ignore

this.

Figure 3.10: Sentences from P TURN that trigger verbal irony (Top) and Sentences
from C TURN that express verbal irony (Bottom). Tables show respectively the text
from P TURN and C TURN (top and bottom) and Figure shows the heatmap of attention
weights (LHS) and Turkers’ selection (RHS)

S1 you disguting sickening
woman!

S2 how can you tell a man that
about his mum??!!!

S3 evil twisted filthy...

Figure 3.11: Sentence from P TURN and the heatmaps of the attention weights (LHS)
and Turkers’ selection (RHS) emphasizing which of these sentences trigger the ironic
C TURN
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Figure 3.12: Attention visualization of semantic coherence between c and r

Figure 3.13: Attention visualization of incongruity between P TURN and C TURN

3.6.3.3.2 Attention Weights and Irony Markers We observe that attention weights

are also correlated to the different aspects of irony (e.g., irony markers and irony fac-

tors). For example, looking just at attention weights in reply, we notice the models are

giving highest weight to sentences that contain irony markers, such as emoticons (e.g.,,

“:p”, “:)”) and interjections (e.g., “ah”, “hmm”). We also observe interjection such

as “whew” with exclamation mark receive high attention weight (Figure 3.10; see the

attention heatmap for the current turn C TURN).

3.6.3.3.3 Incongruity between Conversation Context (P TURN) and Current Turn

(C TURN) Finally, we observe that attention weights sometime are correlated to the

semantic incongruence of irony. It is possible that the literal meaning of the current turn

C TURN is incongruent with the conversation context (P TURN). We observe in discus-

sion forums and in Tweets that the attention-based models have frequently identified

sentences and words from P TURN and C TURN that are semantically incongruous. For

instance, in Figure 3.11, the attention model has chosen sentence S1, which contains
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Figure 3.14: Attention visualization of incongruity between P TURN and C TURN

Figure 3.15: Attention visualization of incongruity between P TURN and C TURN

strong negative sentiment words (“you disgusting sickening woman”). In contrast, the

attention model on the current turn C TURN, has given the highest weight to sentence

that contain opposite sentiment (“I love you”). Thus, the model seems to learn the in-

congruity between the prior turn P TURN and the current turn C TURN in terms of the

opposite sentiment. However, from Figure 3.11, it seems the Turkers prefer the second

sentence S2 (“how can you tell a man that about his mum?”) as the most instructive

sentence instead of the first sentence. Figure 3.16 shows a pair of prior turn P TURN and

the current turn C TURN where the attention model has picked up the opposite sentiment

of “protecting home from a looter” (i.e., current turn) w.r.t to the context of “chose to

fight” or “he died because of it” (first and second sentence from P TURN).

In Twitter dataset, we observe that the attention models often have selected utter-

ance(s) from the context which have opposite sentiment (Figure 3.13, Figure 3.14, and

Figure 3.15). Here, the word and sentence-level attention model have chosen the partic-

ular utterance from the context (i.e., the top heatmap for the context) and the words with

high attention (e.g., “mediocre”, “gutsy”). Word-models seem to also work well when
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S1 technically speaking : this guy
chose to fight in the ukraine.

P TURN S2 he died because of it.
S3 sure russia fuels the conflict, but

he didnt have to go there.
S4 his choice, his consequences.

S1 sure thing.
C TURNS2 protecting your home from an

looter?
S3 nope, why would anyone do

that?

Figure 3.16: Sentences from P TURN that trigger verbal irony (Top) and Sentences from
C TURN that represents verbal irony (Bottom). Tables show respectively the text from
P TURN and C TURN (top and bottom) and Figure shows attention weights (LHS) and
Turkers’ selection (RHS)

words in the prior turn and current turn are semantically incongruous but not related

to sentiment (“bums” and “welfare” in context: “someone needs to remind these bums

they work for the people” and reply: “feels like we are paying them welfare” (Figure

3.15).

3.7 Conclusion

There are three main contributions of this chapter. First, we provided a thorough anal-

ysis of two specific aspects of verbal irony – irony markers and irony factors. We

analyzed irony markers from different platforms, Twitter and discussion forum such

as Reddit. We provided a detailed statistical analysis of several irony markers and

showed that how different markers (e.g., emoticons) are more common to platform

such as Twitter whereas, for discussion forums users are more keen to use hyperbolic

words or metaphors. We analyzed two particular irony factors, reversal of valence and

incongruence in irony. We reframe the irony detection problem as a word-sense dis-

ambiguation problem and proposed a new SVM Kernel based on word embeddings that

achieve a very high accuracy. We also model incongruence in irony and showed that the
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target centric-CNN model (two CNN model) achieves the best accuracy in identifying

ironic utterances based on incongruence.

Second, we investigated verbal irony with and without any contextual information.

We utilize conversation context if an irony appears in a dialogue and showed how such

context assists in achieving higher accuracy. We implemented a novel architecture

based on the LSTM networks where each turn is read by a separate LSTM and showed

how attention-based LSTM network performs best when context is added in the classifi-

cation. We also provided a detailed user study to investigate two questions: (1) given an

ironic message that contains multiple sentences, can humans and computational models

identify the specific sentence that is ironic (2) can humans and computational models

identify what part of the prior turn (i.e., conversation context) triggered the ironic post.

Finally, the third contribution of this chapter is the different resources that we have

released for research on verbal irony identification. We analyzed both self-labeled (e.g.,

tweets and Reddit posts) as well as crowdsourced (e.g., AC corpus) datasets.
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Chapter 4

Verbal Irony Interpretation

4.1 Overview

Verbal irony or sarcasm is a type of interactional phenomenon with specific perlocu-

tionary effects on the hearer (Haverkate, 1990).1 Verbal irony is always intended for

an audience, and thus we argue that besides locating and identifying ironic utterances

in natural discourse such as social media, it is equally important to understand how

the audience interprets verbal irony. Such interpretation of ironic utterances largely

depends upon the shared knowledge of speaker/author and hearer about the situation of

the ironic utterance (Haverkate, 1990). Most computational approaches for sarcasm or

verbal irony have focused on detecting whether a speaker is ironic or not (Davidov et al.,

2010; González-Ibáñez et al., 2011; Riloff et al., 2013; Liebrecht et al., 2013; Maynard

and Greenwood, 2014; Joshi et al., 2015; Muresan et al., 2016; Ghosh and Veale, 2016;

Wallace et al., 2014; Amir et al., 2016; Bamman and Smith, 2015; Schifanella et al.,

2016). In contrast, there is little computational research on how hearers interpret ironic

utterances and what are the strategies that they use for irony interpretation.2 This gap

motivates our research in the current chapter.

This chapter aims to deepen our understanding of how the hearers interpret verbal

irony by introducing a typology of linguistic strategies. We leverage the crowdsourcing

task introduced in the previous chapter for detecting the literal vs. ironic sense of the

utterances (Section 3.5.2.1). The task was framed as follows: given a speaker’s ironic

message, five Turkers on Amazon Mechanical Turk (MTurk) are asked to re-phrase the

1Part of the chapter is now under review.
2Hearers and readers are used interchangeably in this chapter.
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message to express the speaker’s intended meaning. These re-phrasings are verbaliza-

tions of how the hearers’ interpret the ironic message (see Table 4.1; Iim denotes the

speaker’s ironic message, while Hint denotes the hearer/Turker’s interpretation of that

ironic message). Now consider the third example from the Table 4.1. The ironic mes-

sage Iim “pictures of you holding dead animal carcasses are so flattering” is rephrased

by three Turkers. For this utterance, the strength of negative sentiment perceived by

the hearer depends on whether they interpret the speaker’s actual meaning as “picture

. . . are not flattering” vs. “pictures . . . are so gross. . . ”. Here, the intensity of negative

sentiment is higher in the latter interpretation than in the former. In this chapter, we

propose a typology of linguistic strategies to categorize such verbalization of hearers’

interpretations. Our main motif is to analyze different linguistic strategies used to inter-

pret irony. We also provide empirical methods to identify the strategies automatically.

Iim H1
int H2

int H3
int

1. loved hear-
ing that read out,
so pleased your all
taking notice

I don’t want to hear
that read out

hated hearing that
read out, so un-
happy your all tak-
ing notice

can’t say I enjoyed
that read out of
your notice.

2. can’t believe
how much captain
America looks like
me

I wish I looked
like Captain Amer-
ica. I need to lose
weights

can’t believe how
much captain
America looks
different from me

I don’t, but I wish I
looked like Captain
America

3. Pictures of you
holding dead ani-
mal carcasses are
so flattering

Hate hunting sea-
son and the pic-
tures of you hold-
ing dead animal are
so gross

Pictures of you
holding dead ani-
mal carcasses is an
unflattering look

Pictures of you
holding dead ani-
mal carcasses are
not flattering

4. I also believe
everything i read .
the media here is
totally unbiased

I think the media is
very biased

I never believe ev-
erything i read. the
media here is com-
pletely biased, on
all sides

I do not believe ev-
erything i hear

5. AWWW you
still get on myspace
! How cute !

Myspace is not
cool anymore.

Myspace is so out-
dated and nobody
but you uses it.

It is very behind the
times to use mys-
pace

Table 4.1: Examples of speaker’s ironic messages (Iim) and interpretations given by 3 hear-
ers/Turkers (Hi

int).

This chapter makes three contributions. Although studies in linguistics as well as in

psychology analyze readers/hearers’ interpretation, they mostly examine the processing

time of literal vs. non-literal interpretations (Giora et al., 1998; Dews and Winner,
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1999; Ivanko and Pexman, 2003). Unlike these approaches, our contribution is a data-

driven typology of linguistic strategies that hearers use to interpret ironic messages.

(Section 4.4). Second, we propose computational models to capture these strategies and

perform a comparative analysis of their distribution on two different datasets (Section

4.5). Third, we present two user studies that aim to answer two questions: (1) do

interpretation strategies of verbal irony vary by hearer? and (2) how do expressions of

verbal irony influence the choice of interpretation strategy by hearers? (Sections 4.6

and 4.7).

Before we present our research, we describe related research in the next section.

4.2 Related Work and Background

Although there is agreement in theoretical linguistics in conceiving verbal irony or sar-

casm as a mismatch between what the speaker says and its intended meaning, different

explanatory accounts of verbal irony have been proposed leading to a wide range of

theories such as (Neo) Gricean Theories (Grice, 1978), Mention theory (Wilson, 2006;

Wilson and Sperber, 2002), Pretense Theory (Clark and Gerrig, 1984), Direct Access

Model (Gibbs Jr, 2003), the Indirect Negation Theory (Giora, 1995) and the Display

Theory (Williams, 1983), to cite a few. In the previous chapter we introduced these

competing theories of irony analysis in detail. We observe that the majority of the de-

bates on irony analysis are based on whether users process literal and ironic utterances

in the same way or are there differences in processing between ironic and literal mean-

ing. Many scholars have focused on measuring the processing time of ironic and literal

messages and to determine the effect of contextual knowledge in processing ironic ut-

terances. Another much debated issue is the nature of the verbal irony phenomena:

whether it is a binary rather than a gradual phenomenon, are utterances either ironic

or non-ironic or are there different degrees of irony at the speakers disposal (Giora,

1995; Gibbs Jr, 2003)? Here we discuss some of the theoretically motivated empirical

research that examine the processing mechanism of irony.

The predictions of the Standard Pragmatic Model (for brevity, SPM (Grice, 1978))
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have been tested by a number of behavioral studies that compare the reading time be-

tween ironic and literal utterances. Recall, SPM predicts that readers of an ironic mes-

sage first process the literal assessment of an utterance and when they find the literal

evaluation is incongruent with the context, the intended (i.e., ironic) evaluation is ac-

tivated. Dews and Winner (1999) measured reading times in response to discourse

reading where the last sentence was either ironic or non-ironic. They found longer re-

action times were recorded for ironic utterances compared to the equivalent non-ironic

meaning. A later study by Schwoebel et al. (2000) also supported the SPM and ar-

gued that some aspects of the literal meaning always have to be processed during the

interpretation of verbal irony that results in longer time for processing ironic utterances.

In contrary to the SPM, the “direct access model” proposed by Gibbs (1986) claims

that speakers do not have to understand the entire literal meaning of the linguistic ex-

pression before accessing the ironic meaning. Rather, the interpretation of ironic mean-

ing largely depends upon the pragmatic knowledge and figurative modes of thought of

the listener. Behavioral studies exist that show identical reaction times for the com-

prehension of ironic and non-ironic messages (Gibbs Jr et al., 1995). However, Regel

(2009) observed that reading times were measured based on the comprehension of full

utterance without measuring the processing of any particular terms (e.g., that may trig-

ger irony). Regel (2009) also argued that it is possible that processing of ironic or

sarcastic utterances needs extra or different processing mechanism, however, that might

not effect the final outcome (i.e., comprehension time of the full sentence).

Based on the hypotheses of “direct access model” Ivanko and Pexman (2003) stud-

ied the effect of the contextual information by manipulating the degree of situational

negativity (using (a) strongly negative, (b) weakly negative, and (c) neutral contexts).

They found that participants took more time to read ironic statements that followed

strongly negative contexts. In contrary, for weakly negative situations, (i.e., case (b)),

reading times for ironic statements were faster than or equivalent to reading times for

literal utterances. This is somewhat similar to the findings of (Utsumi, 2000) who did

not agree that literal language is always processed faster than irony. Instead, Utsumi

(2000) mentions the use of the prototypical irony (e.g., verbal irony that involves the
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hearer having an expectation, this expectation not being met, and the presence of a

negative emotional attitude toward the incongruity between expectation and outcome

(Ivanko and Pexman, 2003)) are processed in the same time as the same statement ut-

tered literally.

The research described in Ivanko and Pexman (2003) is also related to the previous

study on understanding the effect of the situational disparity (i.e., semantic incongru-

ence) in irony processing. For instance, Gerrig and Goldvarg (2000) examined the

influence of the degree of situational disparity on the perception of irony and found that

greater situational variation can lead to a higher perception of irony. Likewise, Colston

and O’Brien (2000) manipulated the degree of contrast between a context situation and

a ironic statement by varying the degree of sentiment word (e.g., strong vs. weak. vs.

neutral sentiment word in a ironic utterance). They found when there was a high de-

gree of difference between the strong and weak version of statements, the speakers of

strongly ironic utterances were rated to be more condemning and more humorous than

the speakers of weakly ironic statements.

In contrary to the “direct access model”, Giora (1995, 1997) propose an alternative

view of irony processing. This is named as the Graded Salience Hypothesis (GSH),

which states that salient (e.g., conventional, frequent, familiar) meanings should be

activated before the less salient meanings. Thus, the differences in reaction times for

figurative and literal sentences have been suggested to result from differences in salience

of meanings (Giora and Fein, 1999). The authors argued that processing of conventional

form of irony (also denoted as “stock irony”; see Burgers et al. (2012)) takes identical

time as their literal interpretation readers/hearers are familiar with such instances. In

contrary, processing of unconventional form of irony needs longer processing time.

Scholars have also identified various contextual features, characteristics such as the

gender and occupation to understand the speakers and addresses of the ironic utterances

(Burgers, 2010; Katz and Pexman, 1997; Gibbs and Izett, 2005). Gibbs and Izett (2005)

have categorized the addressees into two groups; a group of people who understand

irony and the group of people who do not.
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4.3 Datasets of Speaker’s Ironic Messages and Hearer’s Interpre-

tations

In the last chapter we discussed the crowdsourcing experiment to identify words that

may have literal or ironic meaning. Given a speaker’s ironic message (Iim), five Turkers

(hearers) on MTurk are asked to re-phrase the message so that the new message is likely

to express the speaker’s intended meaning (Hint). This generated a parallel dataset (i.e.,

Iim - Hint) and we applied monolingual alignment (Barzilay and McKeown, 2001) to

extract words for the reversal of valence experiment (Section 3.5.2.1). We use the same

dataset now to study the verbalization of hearers’ interpretation to analyze what the

speaker actually meant to say.

Peled and Reichart (2017) employed similar design to generate a parallel dataset

to use for generating interpretations of ironic messages using machine translation ap-

proaches. Instead of using novice annotators (Turkers), they use workers skilled in

comedy writing and literature. Since the paraphrases (we refer to (Peled and Reichart,

2017)’s dataset as SIGN ) also could be used as parallel dataset similar to Iim - Hint, we

use the SIGN dataset too in our experiments. However, there are two major differences

between our dataset Iim - Hint and the SIGN dataset. First, we focus on verbal irony,

and we always require an interpretation from the workers. Peled and Reichart (2017)

indicated that they did not ask the annotators to always rephrase the utterances (i.e., so

all the rephrases are not intended meaning). Second, to carry out the hearer-dependent

study we need information about the users who performed the interpretation task, which

is not readily available in the SIGN datasets.

Here, we explain the main characteristics of the MTurk experiment that generated

the parallel dataset of Iim - Hint. We collect our data from Twitter since we focus on

verbal irony: the use of hashtags gives us gold labels that point to the speakers’ intent

of being ironic. We collected 1,000 English utterances using the hashtags #ironic and

#sarcasm. 3 The Turkers were presented with detailed instructions of the task including

definition of verbal irony, the task description, and multiple examples. We provided the

3We manually checked the utterances to remove any tweets that are not clearly ironic.
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standard definition of verbal irony from the Merriam Webster dictionary (i.e., verbal

irony conveys a meaning that is the opposite of the literal meaning.).

The Turkers were also instructed to consider the entire message in their rephrasings.

This emphasis was added to avoid high asymmetry in length between the speaker’s

ironic message (Iim) and the rephrasing that express the hearer’s interpretation (Hint).

We also asked the Turkers to rate the difficulty of the task with a score between one

and five, where one means very easy and five means very difficult. After the rephrasing

task is completed, we obtained a dataset of 5,000 Iim-Hint pairs. Table 4.1 shows exam-

ples of speaker’s ironic messages (Iim) and their corresponding hearers’ interpretations.

Each HIT contained one ironic message and the Turkers were paid five cents for each

HIT. Next, we ran a second MTurk task to verify whether the generated Hint messages

are correct re-phrasings of the ironic messages. We included qualification tests so that

only those Turkers who were not involved in the content generation task were allowed

to perform this task. For each task three Turkers were allowed to verify the rephrasing

with one of the three options (e.g., “yes” (i.e., correct rephrasing), “no” (i.e., wrong

rephrasing), “I cannot decide”). Turkers were paid five cents for each HIT. We applied

majority voting, i.e., accepting only those rephrasing that have received at least two

“yes” votes from the Turkers. They labeled 5% of Hints (i.e., 238 rephrasing) as invalid

and low quality. This set of wrong Hints include empty strings, Hints with only few

words, complete copies of the original messages, and wrong interpretation of a ironic

message. To assure a first level of quality control, for both MTurk tasks we allowed

only qualified Turkers (i.e., at least 95% approval rate and 5,000 approved HITs).

4.4 Interpreting Verbal Irony: A Typology of Strategies

In this section we propose a typology of linguistic strategies used in hearers’ interpre-

tations of speakers’ ironic messages. Given the definition of verbal irony, we would

expect that Turkers’ interpretation of speaker’s intended meaning will contain some de-

gree of opposite meaning w.r.t. to what the speaker’s said. However, it is unclear what

linguistic strategies the Turkers will use to express that. Our methodological assump-

tion is that since verbal irony is an interactional phenomenon the analysis of how ironic
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utterances are interpreted by potential hearers is crucial to identify linguistic strategies

expressing irony.

To build our typology, from the total set of Iim-Hint pairs obtained through crowd-

sourcing (e.g., 4,762 pairs; see Section 4.3) we selected a dev set of 500 Iim-Hint pairs

to manually compare and contrast each pair of utterances containing speaker’s ironic

message and hearer’s interpretation. This dev set provides a testbed for the explana-

tory potential of theoretical frameworks. In the following subsection we discuss the

identified linguistic strategies, and then link these strategies to theoretical framework of

verbal irony.

4.4.1 Linguistic Strategies

Lexical and phrasal antonyms: This category refers to lexical antonyms (e.g., “love”

↔ “hate”, “great”↔ “terrible”). We have also considered antonyms which, despite not

being the direct antonym of the corresponding term in the ironic sentence, bear an op-

posite meaning in the context of utterance, i.e., “ed davey is such a passionate, inspiring

speaker”→“ed davey is such a boring, inspiring speaker”, working as lexical opposite.

Although typical antonyms of “passionate” are “unpassionate” and “uncaring”, “bor-

ing” works in this context as a lexical opposite since the fact that a speaker is passionate

entails that he is not boring. We label this set of antonyms as indirect antonyms. This

strategy, by numbers is the most popular strategy taken by the Turkers during interpre-

tation. In other words, Turkers perceived the “opposite meaning” of the ironic utterance

and used a lexical antonym in the rephrasing. 42.2% of times this strategy is used in the

dev set.

Besides lexical antonyms, Turkers sometimes use antonym phrases (e.g., “I can’t

wait” → “not looking forward”, “I don’t like” → “I am upset”). Antonym phrases

were used in 5% of cases. However, as we implement empirical models to identify

the strategies we observe that the lexical choices used to build the phrases are difficult

to predict (Section 4.5.1). The strategy of antonyms (direct/indirect/phrases) is used

by Turkers mainly when the trigger of irony in the ironic utterance is a word/phrase

expressing sentiment.
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Negation: Turkers change the polarity of the ironic sentence negating the main

predicate. This strategy is used in the presence of copulative constructions where the

predicative expression is an adjective/noun expressing sentiment (e.g., “is great”→ “is

not great”) and of verbs expressing sentiment (e.g., “love” → “no love”) or proposi-

tional attitudes (e.g., “I wonder” → “I don’t wonder”). Recall in Table 4.1 the ironic

message “. . . dead animal carcasses are so flattering” is rephrased “picture . . . are not

flattering” by a Turker. Thus, the intensity of the negative sentiment is lower in this

interpretation. 28.4% of times this strategy is employed in the dev dataset.

Weakening the intensity of sentiment: The use of negation and antonyms is some-

times accompanied by two strategies that reflect a weakening of sentiment intensity.

First, when Iim contains words expressing high degree of positive sentiment, the hearer’s

interpretation replaces them with more neutral ones (e.g., “love”→ “don’t like”). Sec-

ond, when Iim contains an intensifier, it is eliminated in the Turkers’s interpretation. In-

tensifiers are linguistic items which specify the degree of the value/quality expressed by

the words they modify (Méndez-Naya, 2008) (e.g., “cake for breakfast. I am so healthy”

→ “cake for breakfast. I am not healthy”). We also observe that intensifiers as well as

words expressing a high degree of sentiment express the trope of hyperbole. Therefore,

it seems that this figure of speech is perceived as an irony marker (Attardo, 2000a), a

meta-communicative clue which instructs hearers in the interpretation process: if the

linguistic items expressing hyperbole are removed, the sentence is still ironic, but less

easy to interpret. This strategy is used 23.2% of times.

Antonym/Negation + Interrogative to Declarative Transformation. Another strat-

egy, used in conjunction with the negation or antonym strategies is to replace the inter-

rogative form with an declarative form, when Iim is a rhetorical question (for brevity,

RQ) (e.g., (“don’t you love fighting?” → “I hate fighting”). RQs are deemed as a

pragmatic strategy (Muecke, 1969) to be accounted for in terms of pretense and indi-

rect assertion (Kaufer, 1981; Recanati, 2004; Frank, 1990): the speaker does not mean

to ask a question but simply pretends to perform one. These strategy accounted for 5%

of cases.
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Counterfactual Desiderative Construction: Counterfactual desiderative construc-

tions are distinguished from other strategies again from a pragmatic rather than semantic

point of view: they point to failed expectations as the origin of irony. When the ironic

utterance expresses a positive/negative sentiment towards a past event (e.g. “glad you

relayed this news . . . ”) or an expressive speech act (e.g. “thanks X that picture needed

more copy”) the hearer’s interpretation of intended meaning is expressed through the

counterfactual desiderative construction I wish (that) p (“I wish you hadn’t relayed . . . ”,

“I wish X didn’t copy . . . ”). This strategy is used 2.8% of times.

Pragmatic Inference: In addition to the above strategies, there are cases where the

interpretation calls for an inferential process to be recognized. For instance, the utter-

ance “made 174 this month . . . I’m gonna buy a yacht!” → “made 174 this month . . . I

am so poor”. Pragmatic inference strategy was applied in 3% of cases. The distribution

of the strategies is represented in Table 4.2.

4.4.2 Links to Theoretical Frameworks

The linguistic strategies of antonyms and negation are in line with the Gricean (Grice

et al., 1975) account of irony: they show that ironic messages are perceived as messages

uttered to convey a meaning opposite to that literally expressed, flouting the conversa-

tional maxim of Quality “do not say what you believe to be false”. In messages express-

ing verbal irony, the violation of the maxim is frequently signaled by “the opposite” of

what is said literally (e.g., intended meaning of “carcasses are flattering” is they are

gross; Table 4.1).

The Gricean account for irony based on pragmatic insincerity does not provide an

explanation for the cases where the strategy is pragmatic inference, since the speaker

is not just uttering a falsehood to mean the opposite (e.g., “I am not going to buy a

yacht”). The Relevance Theory account of irony (Wilson, 2006; Wilson and Sperber,

2012) seems more suitable here: the sentences I’m gonna buy a yacht! echoes some

common ground knowledge (e.g., “to buy a yacht requires a high salary”), which in-

struct the hearer in inferring the speaker’s ironic intent.



105

Typology Distribution (%)
Antonyms
- lexical antonyms (42.2)
- antonym phrases (6.0)
Negation
- simple negation (28.4)
Antonyms OR Negation
- weakening sentiment (23.2)
- interrogative→ declarative (5.2)
- desiderative construction (2.8)
Pragmatic inference (3.2)

Table 4.2: Typology of linguistic strategies and their distribution (in %) over the dev set

4.5 Empirical Analysis of Interpretation Strategies

Our goal is to perform a comparative empirical analysis to understand how the hearers

use the typology. To accomplish this, we propose computational models to automati-

cally detect these strategies in two datasets: (1) our Iim -Hint dataset and (2) the SIGN

dataset released by Peled and Reichart (2017). As stated earlier in Section 4.3, albeit

for a different purpose, their task design is identical to ours: they used a set of 3,000

ironic tweets and collected five rephrasings, including an option not to rephrase, using

workers skilled in comedy writing and literature paraphrasing. SIGN contains 14,970

pairs. To evaluate our models, we asked two annotators to annotate two test set of 500

pairs each from Iim -Hint and the SIGN dataset (i.e., denoted by SIGNtest). In the

500 pairs in SIGNtest, 79 contain no rephrasings (the workers just copied the original

message), which we eliminated, thus, the SIGNtest contains only 421 instances.

4.5.1 Computational Methods

Lexical Antonyms: To detect whether an Iim-Hint pair uses the lexical antonym strategy,

we first need to built a resource of lexical antonyms. We use: (a) the MPQA Lexicon

(Wilson et al., 2005) of over 8,000 positive, negative, and neutral sentiment words, (b)

an opinion lexicon with around 6,800 positive and negative sentiment words (Hu and

Liu, 2004b), (c) the list of antonym pairs identified from contrasting adjacent thesaurus

categories Mohammad et al. (2013), (d) antonyms from WordNet, and (e) opposite
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verbs from the VerbOcean (Chklovski and Pantel, 2004).

In addition, we also automatically extract lexical antonyms from the parallel datasets

(Iim-Hint). Specifically, we use the monolingual alignment approach of Barzilay and

McKeown (2001), which has been shown to be biased towards word-level paraphrases

(Bannard and Callison-Burch, 2005). From Table 4.1, considering the first Iim paired

with the H3
int, this algorithm extracts “loved” and “hated” as paraphrases. This way

we can identify antonym pairs such as, “flattering”↔ “gross”, “brilliant”↔ “stupid”.

Since not all extracted lexical paraphrases are guaranteed to be antonyms, we manu-

ally evaluated the extracted list and selected 393 lexical antonym pairs that augment the

above lexicons.

After accumulating all the antonym resources we turn into automatically recog-

nizing the antonyms from the Iim-Hint pairs. Given the created lexicons of lexical

antonyms, the task is to detect whether a given Iim-Hint pair uses the lexical antonym

strategy. One baseline is just search whether a lexical antonym pair is present (P/R/F1

scores are respectively 58.6%, 87.9%, and 70.4% respectively on the dev data). This

baseline is quite noisy (low precision) since we are unsure whether the lexical antonyms

are in similar syntactic contexts. Thus, we propose an approach that uses word-alignments

and dependency parse trees. The dependency trees are acquired via the Stanford NLP

parser (De Marneffe et al., 2006), while the word-to-word alignments are extracted

using a statistical machine translation (SMT) alignment method - IBM Model 4 with

HMM alignment implemented in Giza++ (Och and Ney, 2004). For a Iim-Hint pair,

we first select all the candidate lexical antonym pairs using the lexicons introduced

above. Next, we look at the word-alignments between Iim-Hint pair to discover whether

a lexical antonym pair is aligned (similarly to approaches for contradiction detection in

De Marneffe et al. (2008)). This results in high precision but low recall (P/R/F1 scores

are 88.6%, 50.5%, and 64.3% respectively on the dev data). To improve the recall, we

then look at the dependency trees of the pair. Below is the short description of the al-

gorithm (line number 6 to 13) that use word-word alignment as well as the dependency

trees (Antonymmatch (Algorithm 1)).

For a Iim-Hint pair, we first select all the candidate lexical antonym pairs using the



107

Algorithm 2 Antonymmatch

1: procedure (Iim, Hint, Iimdep
, Hintdep ,alignIim,Hint

)
2: adict ← antonyms(Iim)
3: for k ← 0, adict.keys() do
4: Iimk

← Iimdep
.get(k)

5: Iimkm
← Iimdep

.mod(Iimk
)

6: for v ← 0, adict.get(k) do
7: Hintv ← Hintdep .get(v)
8: Hintkv

← Hintdep .mod(Hintv)
9: if Iimkm

= Hintkv
then

10: Strategyanto ← True
11: end if
12: if alignIim,Hint

(Iimk
, Hintv)← True then

13: Strategyanto ← True
14: end if
15: end for
16: end for
17: end procedure

lexicons introduced above. If the antonym nodes are the roots of the dependency trees

then lexical antonym strategy is selected. If not, we look at the nodes modified by

the lexical antonyms in the respective trees, and if they are the same we select lexical

antonym strategy [line 9 to 11 in Algorithm 1]. Given the pair “can you show any

more of the steelers” → “. . . less of the steelers”, the candidate lexical antonyms are

more and less and they are the objects of the same predicate in Iim-Hint : show. We

also look at the word-alignments between Iim-Hint pair to discover whether the lexical

antonyms are aligned [line 12 -13 in Algorithm 1]. Out of 211 Iim-Hint pairs that are

annotated as having lexical antonym strategy (dev set), 12 instances are identified by

the dependency parse method, 67 instances by the word-alignment method, and 100

instances by both methods (P/R/F1 scores respectively are 92.1%, 77.7% and 84.3%).

However, sometimes both dependency and word-alignment method fails. In Twitter,

users often use ellipsis to save the number of characters and words with hashtags. For

example, in “ . . . good day circling down the toilet bowl. Yay”. → “good day is circling

down the toilet bowl . . . awful.”, although the lexical antonyms yay and awful exist,

neither the alignment nor the dependency trees method is able to detect it. We found

25 such instances in the dev set. To account for this, once we run the dependency and

alignment methods, we also just look whether a Iim-Hint pair contains a lexical antonym
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pair. On the dev set (Table 4.5) our approach shows 89.0% precision, 95.7% recall and

92.2% F1 measure. This strategy is denoted as Lex ant Strategy in Table 4.5.

Negation: This interpretation strategy involves identifying the presence of negation

and its scope. Here, however, the scope of negation is constrained since generally Turk-

ers negated only a single word (i.e., “not love”). Thus, our problem is easier than the

general problem of finding the scope of negation (Reitan et al., 2015; Fancellu et al.,

2016; Prabhakaran and Boguraev, 2015). Our algorithm of negation detection is de-

picted in Negationmatch (Algorithm 2).

Algorithm 3 Negationmatch

1: procedure (Iim, Hint, Iimdep
, Hintdep , alignIim,Hint

)
2: neglist ← negations()
3: for neg ← 0, neglist do
4: if neg ∈ Hintwords

then
5: Hintmdep

← Hintdep [neg]
6: if Hintmdep

∈ Iimdep
then

7: Strategyneg ← True
8: end if
9: Iimmdep

← IimIMa
(Hintmdep

)

10: Iimmodaff
← Affect(Iimmdep

)

11: if Iimmodaff
6= ∅ then

12: Strategyneg ← True
13: end if
14: end if
15: end for
16: end procedure

We use the 30 negation markers from (Reitan et al., 2015) for finding negation

scope in tweets (shown in Table 4.3). We first detect whether a negation marker appears

in either Hint or Iim, but not in both. The reason we also look at Iim is to account

for negative praise, or ironic blame (Burgers et al., 2012), as in the example “Kayla’s

cousin isnt attractive” → “Kayla’s cousin is attractive”. If the marker is used, we

extract its parent node from the dependency tree and if this node is also present in

the other utterance then Negation strategy is selected [line 4-7 in Algorithm 2]. For

instance, in “wow looks just like me”→ “that does not look like me”, the negation not

is modifying the main predicate looks in Hint which is also the main predicate in Iim

(words are lemmatized). In the next section, we discuss if the parent nodes are not the
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aint, cannot, cant, darent, didnt,
doesnt, dont, hadnt, hasnt, havent,
havnt, isnt, neither, never, no,
nobody, none, nor, not, noth-
ing, nowhere, mightnt, mustnt,
neednt, oughtnt, shant, shouldnt,
wasnt, wouldnt, *n’t

Table 4.3: Negation Lexicons

same but similar and with different sentiment strength (“love” → “don’t like”). This

strategy is denoted as “Simple neg” in Table 4.4.

Weakening the intensity of sentiment: the strategy of replacing lexemes expressing

a high degree of positive/negative sentiment with more neutral ones is applied only in

conjunction with the negation strategy. In the pair “I love being sick . . . ” → and “I

don’t like being sick . . . ”, the negation don’t modifies the predicate like in Hint, which

is aligned to the word love in Iim, a word with different sentiment strength [shown in

line 9-12 in Algorithm 2]. We measure the difference in strength using the Dictionary

of Affect in Language, respectively introduced in Whissell et al. (1986). Out of 31

Iim-Hint pairs in the dev set, we automatically identify 28 interpretations that are using

this approach. In the second strategy, in case of removing the intensifier, we first look

whether the intensifier exists in Iim and is eliminated from Hint. Here we use the list of

intensifiers from (Taboada et al., 2011). We allow only adjectives and adverbs as inten-

sifiers to discard terms such as “so” since it is a preposition in “. . . no water so I can’t

wash . . . super!!!”. This strategy is used in conjunction with both lexical antonym and

Negation strategies. This algorithm is shown in Algorithm 3. For a candidate Iim-Hint

pair, if the lexical antonym strategy is selected and aS and aH are the lexical antonyms,

we look whether any intensifier modifies aS and no intensifier modifies aH [line 4-5 and

line 12-16 in Algorithm 3]. In “. . . I am really happy”→ “. . . I am disappointed.”, the

intensifier ‘really is modifying “happy” (aS) whereas no intensifier appears in the Hint

that modifies “disappointed”(aH).

In case of multiple intensifiers, such as in “so much fun . . . ”, the intensifier “so”

is modifying the predicate “fun” via another intensifier “much”. Here, we traverse the

dependency tree to identify such indirect modifications.
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Algorithm 4 Intenanto

1: procedure (Iim, Hint, Iimdep
, Hintdep , antoIim , antoHint

)
2: ilist ← intensifiers()
3: intHintdep

← int(antoHint
, ilist, Hintdep)

4: for i← 0, ilist do
5: intIimdep

← int(antoIim , i, Iimdep
)

6: if intIimdep
6= ∅ & intHintdep

= ∅ then
7: Strategyantoint

← True
8: end if
9: end for

10: end procedure
11:
12: procedure int(node,i,Iimdep

)
13: if node← Iimdep

[i] then
14: ReturnTrue
15: end if
16: end procedure

Algorithm 5 Intenneg

1: procedure (Iim, Hint, Iimdep
, Hintdep ,alignIim,Hint

)
2: ilist ← intensifiers()
3: Hintmdep

← Hintdep [neg]

4: intHintdep
← int(Hintmdep

, ilist, Hintdep)

5: Hintadep
← align(Iimdep

[Hintmdep
])

6: for i← 0, ilist do
7: intIimdep

← int(Hintadep
, i, Iimdep

)

8: if intIimdep
6= ∅ & intHintdep

= ∅ then
9: Strategynegint

← True
10: end if
11: end for
12: end procedure
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Algorithm 4 depicts how we detect the absence of an intensifier in the rephrased

utterance, in case of a presence of the negation strategy. If the Negation strategy is

selected, we identify the negated term in the Hint and then search its aligned node from

the Iim using the word-word alignment. Next, we search in the Iim if any intensifier

intensifying the aligned term [line 8-9 in Algorithm 4]. In “. . . I grow up. . . exactly

like1 you” → “. . . I am not like2 you”, the negation not is negating like2 in the Hint

whereas the intensifier exactly is intensifying the word (like1); like1 and like2 are the

aligned terms. This strategy is denoted as AN weaksent in Table 4.5 and Table 4.4.

Antonym/Neg + Interrogative to Declarative Transformation: To capture this strat-

egy we need to determine first if the ironic message was expressed as a rhetorical ques-

tion. We first follow the hypothesis from Oraby et al. (2016b) who found RQs by

searching questions in the middle of an utterance since question followed by text can-

not be a typical information seeking question. However, such search in dev dataset

resulted in low P/R/F1 scores as respectively: 50%, 47.0% and 48.4% showing there

are RQs end with questions exist in our dataset (e.g., “Glad people keep their promises

these days ?”, “Don’t you just looooove fighting with people?”). Thus, to identify RQs

we propose a supervised classification setup. We first collect two categories of tweets

for the classification; tweets that are labeled with #sarcasm that also contain “?”, and

information seeking tweets containing “?” (altogether 8K tweets, balanced). Next,

we train a binary classifier using SVM RBF Kernel with default parameters. The fea-

tures are Twitter-trained word embeddings (Ghosh et al., 2015), modal verbs such as

“could”, “should”, pronouns, interrogative words such as “why”, “what”, negations,

and position of “?” in a tweet. We evaluate the training model on the dev data and the

P/R/F1 improves to is 53.2%, 65.4%, and 58.6%. We further sub-categorize the RQs

into antonymrq (“don’t you love fighting?” → “I hate fighting”, negationrq (“why am

I so photogenic? → I am not photogenic’). Once we identify that the ironic message

was expressed as a rhetorical question, we identify the specific interpretation strategy

accompanying the transformation from interrogative to declarative form: antonym or

negation. These combined strategies are denoted as ANI→D in Table 4.5 and Table 4.4.

Desiderative Construction: Automatically identifying desiderative constructions
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is a complex task. Currently we use a regular expression “I [w]∗ wish” to capture

counterfactuals. This strategy is denoted as AN desiderative in Table 4.5 and Table 4.4.

When the Simple negation and lexical antonyms strategies are combined with other

strategy (e.g., removing of intensifier), we consider this combined strategy for the inter-

pretation of verbal irony and not the simple negation or lexical antonym strategy (i.e.,

we do not double count).

Phrasal antonyms and pragmatic inference: Identifying phrasal antonyms and

pragmatic inference is a very hard task, and thus, we propose a method of phrase ex-

traction based on Statistical Machine Translations (SMT). This method is used after all

the above strategies are selected. We use an unsupervised alignment technique IBM

Model 4 with HMM used in Giza++ (Och and Ney, 2000) to run over the bitexts.4 For

phrase extraction we used Moses (Koehn et al., 2007b) and the IRST language model

tool integrated in Moses to build the required language models. Length asymmetry be-

tween parallel data (i.e., in textual entailment research hypothesis (H) is usually shorter

than the text(T)) is a problem in monolingual alignment research. However, for our

data, length asymmetry is not a problem since we instructed the Turkers to consider the

entire message while re-phrasing. For Iim-Hint bitext for example, respectively, the av-

erage original ironic message length is 14.56 tokens and the intended meaning message

length is 13.26 tokens. Another reason we selected SMT-type alignment methods is the

lack of annotated word alignment data (Bar-Haim et al., 2006; Cohn et al., 2008) used

generally in monolingual alignment work (Thadani and McKeown, 2011; Yao et al.,

2013). In addition, the noisiness of the tweeter messages makes the use of syntactic

parsers — employed in monolingual alignment on RTE-type data — less useful. And

last but not least, our datasets contain re-orderings where SMT-type alignments are par-

ticularly useful. We conducted two alignment experiments; between the (1) Hint-Hint

bitext, and (2) Iim-Hint bitext. As post-processing, we first remove phrase pairs ob-

tained from the Iim-Hint bitext that are also present in the set of extracted phrases from

the Hint-Hint bitext. This increases the likelihood of retaining semantically opposite

4We used unsupervised alignment mainly due to the lack of annotated word alignment (Thadani and
McKeown, 2011).
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Strategies Iim-Hint SIGN

Lex ant 2,198 (40.0) 9,691 (51.8)
Simple neg 1,596 (29.1) 3,827 (20.5)
AN weaksent 895 (16.3) 2,160 (11.6)
ANI→D 329 (6.0) 933 (5.0)
AN desiderative 92 (1.7) 86 (0.5)
AntPhrase+PragInf 357 (6.5) 1912 (10.1)

Table 4.4: Distribution of interpretation strategies on two datasets (numbers and %)

phrases, since phrases extracted from the Hint-Hint bitext are more likely to be para-

phrastic. Second, based on the translation probability scores φ, for phrase e if we have

a set of aligned phrases fset we reject phrases that have φ scores less than 1
size(fset)

. The

resulting number of phrases extracted from the Iim-Hint bitext is 11,200. Since we have

not manually evaluated these phrase pairs, we only use this set after we have tried all

the above strategies. This strategy is denoted as AntPhrase+PragInf in Table 4.5 and

Table 4.4.

4.5.2 Results and Distribution of Linguistic Strategies

dev test SIGNtest

Strategies P R F1 P R F1 P R F1
Lex ant 89.0 95.7 92.2 97.2 89.9 93.4 89.4 97.9 93.5
Simple neg 92.0 89.4 90.7 88.3 88.3 88.3 93.3 91.2 92.2
AN weaksent 93.6 87.9 90.7 95.0 91.9 93.4 93.3 87.5 90.3
ANI→D 53.1 65.4 58.6 80.0 0.44 57.2 85.7 70.6 77.4
AN desiderative 100.0 92.9 96.3 100.0 100.0 100.0 100.0 66.7 80.0
AntPhrase+PragInf 86.2 53.2 65.8 70.7 85.3 77.4 89.5 68.0 77.3

Table 4.5: Evaluation of Computational Methods on dev, test and SIGNtest set (in %)

We first report the results of our computational models on the two test sets: test

and SIGNtest (Table 4.5). Two annotators annotated the test and SIGNtest and the

agreement between the annotators for both sets is very high (κ > 0.9). We observe

that the performance of the models is similar on both test and SIGNtest sets, show-

ing consistently good performance (Table 4.5; 90% F1 for all strategies, except the

AntPhrase+PragInf and ANI→D). We conducted a thorough error analysis and have the

following observations.

• In some cases the tokenizer was not perfect, especially in words such as “isn’t”
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the tokenizer missed the negation and that effect the final outcome.

• Tweets often contain words with alternate spellings. The preprocessing strategies

handle majority of such cases but still in some cases the tokenizer fails. For

instance, the interjection pair “whoo”→ “boo” is used with different spellings.

• The sentiment is expressed implicitly in some examples (i.e., exclamative con-

struction). For instance, for the Iim-Hint pair, “what a kick!” → “what a bad

kick”, the model could not find the Lex ant strategy since the positive sentiment,

e.g., “good” is implicit in the Iim.5

• Antonyms and negations are sometime presented via the hashtag as a combination

of multiple words. Such as for “#sweet”→ “#notsweet”. The model missed these

cases. In future, we plan to utilize a split on the hashtags to break it in multiple

words, when necessary.

• For the Simple neg category, we observe in some cases the classifier wrongly

identified the presence of a negated term as “Simple neg”, even when negation is

present in both Iim-Hint pair. This results from wrong alignment or the classifier

could not identify the negated terms in both Iim and Hint. Also, the model mis-

takes by predicting “never” as a negation where “never” was used as opposite of

“always”.

• In case the utterance contains multiple sentences, the dependency trees and/or the

alignment sometime fail. Thus, in case of multiple strategies the model fails to

identify all the strategies.

• The low accuracy for the ANI→D shows that it is a hard task to find a rhetorical

question particularly because not all utterances with question in between depict

a rhetorical question. This is also true for the AntPhrase+PragInf category since

there is no particular set of rules available that can handle all the different (possi-

ble) cases for pragmatic inferences or antonym phrases.

5This example is regarding kicking in football.
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Given these results, we can now apply these models to study the distribution of

these strategies in the entire datasets (Table 4.4). This allows us to do a comparative

analysis on a larger scale. We observe the similarities of the distribution of strategies

between our dataset Iim-Hint and SIGN dataset, and also they match very closely to

the distribution on the manual annotation on the dev dataset.

Notice that the sum of strategies exceeds the total number of Iim-Hint pairs for

each language since a Tweet can contain several ironic sentences that are interpreted by

Turkers. For instance, in “Dave too nice . . . a nice fella”→ “Dave not nice . . . a mean

fella” we observe application of two strategies, lexical antonym (i.e., nice → mean)

and negation (i.e., nice→ not nice).

4.6 Discussion: Hearer-dependent Interpretation Strategies

Figure 4.1: Strategies (in%) selected by top three Turkers who attempted 500 HITs
(best in color)

In this section we investigate whether hearers adopt similar strategies for interpret-

ing the speaker’s ironic nessage. To carry the study we need to analyze interpretation

strategies by a set of Turkers who have all re-phrased the same verbal ironic messages

Iim. From our crowdsource data, we selected three Turkers who have successfully com-

pleted the most numbers of HITs (i.e., around five hundred). Since we do not have the
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annotators’ information from the SIGN dataset (Peled and Reichart, 2017), we cannot

carry this experiment on it. Figure 4.1 shows the comparison of Turkers’ strategies.

The turkers are represented as purple (H1), white (H2), and grey (H3) color bars. We

refer the three Turkers as H1, H2 and H3, and they are represented by purple, white and

grey color respectively in Figure 4.1. For brevity, L a is lexical antonym, S n is simple

negation, AN WS is weakening sentiment, ANI→D is the Antonym/Neg + Interrogative

to Declarative Transformation strategy, AN des is counterfactual, and phr pr is phrase

and pragmatic inference strategy. Although the three Turkers choose lexical antonym,

and simple negation as two top choices, there is some variation among the workers. In

Figure 4.1, two Turkers (H1 and H3) choose antonyms more frequently than negation

while Turker H2 choose negation more than antonyms. In Table 4.1, Hi
int are generated

by the correspondent turker Hi and observe consistently H2 have chosen the negation

strategy (even if sometime combined with weakening of sentiment). The Figure 4.1

also show that all the three Turkers have chosen the remaining strategies with similar

frequencies.

4.6.1 Graded Interpretation:

As touched upon by Giora (1995), antonyms and direct negation are not semantically

equivalent strategies, since the second, allows a graded interpretation. Lets look at the

examples from Table 4.1 again.

Iim : “Pictures of you holding dead animal carcasses are so flattering”

H1 : “Hate hunting season and the pictures of you holding dead animal are so gross”

H2 : “Pictures of you holding dead animal carcasses is an unflattering look”

H3 : “Pictures of you holding dead animal carcasses are not flattering”

if “x is not flattering”, it is not necessarily bad, but simply “x is less than flattering”.

Such an implicature is available with sentiment words that allow mediated contraries

(Horn, 1989). Direct negation with sentiment words implies that just one value in a set

is negated, while the others are potentially affirmed; the scope of the set of possible
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Figure 4.2: Strategies selected per message (in %)

values is larger with words that express a strong sentiment than with words that express

a weak one. In other words, the bigger the contrast between the literal and intended

meaning, the more ironic the utterance is (Burgers, 2010). In Table 4.1, the Iim-Hint pair

“flattering” → “so gross” and “flattering” → “unflattering look” (interpretation of H1

and H2) have more contrast than the pair “flattering”→ “not flattering” (interpretation

of H3). As a consequence, H1 and H2 perceive the intensity of negative sentiment

respectively towards the “picture of dead animals” (target of irony) higher than Turker

H3 (Table 4.1).

4.7 Discussion: Message-dependent Interpretation Strategies

In this section, we investigate whether “the way verbal irony is expressed influences

the choice of interpretation strategy by hearers”. We looked at Iim level distribution

of interpretation strategies taken by the hearers for the same given ironic message Iim.

In Figure 4.2, the vertical columns (e.g., purple represents our dataset Iim-Hint dataset

and grey represents the SIGN dataset) depict the distribution (in %) of tweets strategy-

wise. For instance, in our Iim-Hint dataset, for 17% of messages all five Turkers use the

same strategy to interpret the verbal ironic meaning (leftmost on the X-axis labeled as

5), whereas for 26%, 4 Turkers used same strategy (labeled as 4,1 on X-axis) and so on.
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4.7.1 Message Interpreted the Same by All Hearers:

A total of 124 and 433 Iims for Iim-Hint and SIGN datasets, respectively, have all

five interpretations using the same strategy. Looking at the strategies, although Turkers

predominantly use lexical antonyms (e.g., 68 and 325 for Iim-Hint and SIGN dataset,

respectively) in some cases, all Turkers useRQ or multiple strategies such as both weak-

ening of sentiment and simple negation together. For the latter (i.e., multiple strategies)

majority of the tweets are longer and contain more than one sentence.

Next, we turn to analyze the tweets that express the verbal irony to understand what

prompts the Turkers to choose the same strategy and what that informs us (we carry

this analysis on our dataset only). We observe lexical antonyms strategy is largely

used (i.e., > 90% of times) when the Iim was marked by strong subjective words (e.g.,

“great”, “best”, “prettiest”; we use MPQA lexicon to identify the strength of the sen-

timent words). These words have been replaced in 90% of cases as lexical antonyms

(i.e., “great”→ “terrible”). In addition, the majority of adjectives are used in attributive

position (i.e., “my lovely neighbor is vacuuming at night”), thus, blocking paraphrases

involving predicate negation. However, not all strong subjective words guarantee the

use of direct opposites in the Hints (e.g., “flattering”→ “not flattering”; See Table 4.1).

Employing strategies also depend upon the target of ironic intent and how strong the

ironic situation is (Ivanko and Pexman, 2003).

Riloff et al. (2013) employed a bootstrapping algorithm to identify “negative sit-

uations” from ironic tweets. Their algorithm starts from a seed word (i.e., word that

represents positive sentiment) and then based on the proximity of other words the al-

gorithm selects ironic situations, also denoted as the “negative situations” . We use

the same algorithm to identify the “negative situations” in the utterances and identify

particular situations that are highly correlated to Turker’s choice of Lexical antonym

strategy. Table 4.6 shows the clusters of the negative situations.

We see in Table 4.6, for instance, utterances containing stereotypical negative situ-

ations regarding health issues (e.g., “having migraines”, “getting killed by chemicals”)

have almost always interpreted with lexical antonyms strategies. Also, other undesir-

able negative states such as “oversleeping”, “waking up early morning”, “luggage lost”,
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Cluster Type Negative Situations
health issues having migraines, permanent knee damage,

getting killed by chemicals,
knocking my ankle, waking up with swollen
eye, headache, waking up with cut tongue

experiences/state of
mind/events

stress in life, oversleeping, homework on
Sunday, waking up early
starting shitty week, dog food (in cafe), lug-
gage lost, working on Christmas

family/friends housemate is attention seeker, fake girls,
friends ignoring, mom is shouting
neighbor is vacuuming late night, no fol-
lowers

entities Alabama defense, drivers in Detroit,
weather in Scotland

Table 4.6: Stereotypical negative situation clusters

“stress in life” are always interpreted via lexical antonym strategy.

Looking at the utterances with simple negation, if negative particles are positioned

in the ironic message with a sentential scope (e.g., “not a biggie”, “not awkward”) then

they are simply omitted in the interpretations. This trend can be explained according

to the inter-subjective account of negation types Verhagen (2005). Sentential negation

lead the addressee to open up an alternative mental space where an opposite predication

is at stake.

4.7.1.1 Relation between Difficulty of the Interpretation Task and Linguistic Strate-

gies

In the MTurk rephrasing task description we allowed Turkers to self-report how difficult

they thought the task was. Based on the number of the strategies selected, we analyze

whether there is any correlation between the self-reported difficulty judgments and the

strategies used. Table 4.7 represents the % of difficulty judgment given by the Turkers

for each interpretation strategy. For instance, when Turkers rephrase the messages with

Lexical Antonyms strategy, 48.3% of the times they reported the HITs as easiest (i.e.,

rating= 1) and only 26.1% of the times they reported the HITs as very difficult (i.e.,

rating = 5). Likewise, for the AN desiderative strategy, only 1.3% of times the HITs are

reported as the easiest ones vs. 2.7% of times they are reported as very difficult (i.e.,
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rating = 5) and so on.

difficulty Lex ant Simple neg AN weaksent AntPhrase+ AN I
→ D

AN desiderative

PragInf
1 48.3 24.2 15.4 5.6 5.2 1.3
2 38.8 30.3 17.2 5.9 6.1 1.6
3 35.5 30.4 17.3 6.8 7.7 2.1
4 28.9 38.9 12.8 10.3 6.9 1.9
5 26.1 32.4 14.4 16.2 8.1 2.7

Table 4.7: Task difficulty and linguistic strategies

We found the difficulty judgments are strongly correlated to the Lexical Antonym

strategy (e.g., r = -0.981, p = 0.003; i.e., significant at the 0.005 level), i.e., more Turkers

consider the HITs easy when they interpreted using Lexical Antonyms. In contrary, for

antonym phrases, counterfactuals, and utterances with RQs, Turkers rated the HITs

as more difficult (e.g., respectively, r = 0.91, 0.88, 0.94; p = 0.03, 0.04, 0.02; i.e.,

significant at the 0.05 level).

4.8 Conclusions

We leveraged a crowdsourcing task to obtain a dataset of ironic utterances paired with

verbalization of hearers’ interpretations of the speaker’s intended meaning. We pro-

posed a typology of linguistic strategies for verbal irony interpretation and designed

computational models to capture these strategies with good performance. We presented

empirical studies aimed to answer three questions: (1) what is the distribution of lin-

guistic strategies used by hearers to interpret ironic messages; (2) do hearers adopt

similar strategies to interpret speaker’s ironic intent?; and (3) how do expressions of

verbal irony influence the choice of interpretation strategy by hearers?

We also observe that the resulting dataset, i.e., the bitext could be useful for research

on textual entailment (paraphrases, contradictions), semantic textual similarity (STS),

or text generation (given an ironic message automatically generate its interpretation).

In Appendix, we introduce some preliminary research on using the rephrasing dataset

for STS research on social media genre.
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Chapter 5

The Role of Irony in Detecting Agree/Disagree Relations

5.1 Overview

An increasing portion of information and opinion exchange occurs in online interac-

tions such as discussion forums, blogs, and webpage comments.1 This type of user-

generated conversational data provides a wealth of naturally occurring arguments. As

online conversation evolves, the participants tend to agree or disagree with other au-

thors or with topic(s) of the discussion. The ability to automatically detect agreement

and disagreement in discussions is useful for understanding how conflicts arise and are

resolved (Rosenthal and McKeown, 2015). This is a challenging problem due to the dy-

namic nature of online conversations, and the less formal, and usually very emotional

language used in discussing controversial topics (Abbott et al., 2011).

Arguments are predominantly seen to be instruments of persuasion (Tindale and

Gough, 1987). There are many ways to persuade people to think or act in a particular

way. One such means of persuasion is to use rhetorical devices to get others to adopt

their respective points of view. According to Gibbs and Izett (2005), figurative language

such as irony is frequently used as an implicit tool in conversation to capture readers’ at-

tention (Gibbs and Izett, 2005). Irony could be used to support or attack someone’s prior

statement. This observation sets up the primary motivation of the research described in

this chapter. We want to investigate whether identifying verbal irony in argumentative

dialogue improves the accuracy of identify argumentative relations. Using the nam-

ing convention of Rosenthal and McKeown (2015), henceforth, we denote the pair of

argument relation - agreement and disagreement - as dis(agreement) relations.

1Parts of the research related to argument mining has been published at (Ghosh et al., 2014; Wacholder
et al., 2014; Ghosh et al., 2016; Musi et al., 2016).



122

Turn Type Argument
Relation

Irony
Rela-
tion

Turn Pairs

P TURN userA: I read it in the text.
C TURN Disagree Verbal

Irony
userB: Well , as we can see from other recent posts,
your reading comprehension is below high school
level. Why do folks think lying enhances their POV ?

P TURN userA: Today, no informed creationist would deny
natural selection.

C TURN Agree Verbal
Irony

userB: Seeing how this was proposed over a century
and a half ago by Darwin, what took the creationists
so long to catch up ?

Table 5.1: Ironic messages (C TURNs) and their respective prior turns (P TURN) from
IAC.

Consider the examples from the Internet Argument Corpus in Table 5.1. We present

two pairs of turns where the P TURN depicts the “previous turn” (or, the context) from

userA whereas the C TURN depicts the “current turn” from userB. In the first row,

C TURN disagrees with P TURN whereas, in the second row, the C TURN agrees with

the P TURN. Both C TURNS are annotated as ironic. Although the first and second

C TURN convey disagreement and agreement, respectively, they do not contain explicit

lexical cues to carry dis(agreement). For instance, it is common to use lexical cues such

as “disagree, agree, yes, no”, etc. to mark the argument relation. However, instead of

such explicit cues the authors use irony to implicitly agree/disagree with the other post.

We reckon, for a typical dis(agreement) detection task these are challenging examples

(i.e., without explicit cues) for the classification task . However, we also observe from

the examples that incongruence appear between the C TURN and P TURN (“I read it

. . . ”) and C TURN (“your reading comprehension is below high school level”). Natu-

rally, if we augment features that identify such incongruence it may assist in identifying

the dis(agreement). In this chapter, we address the following research question:

• RQ1: Does modeling irony help in dis(agreement) detection?

Our training dataset is based on the Internet Argument Corpus (IAC). We ex-

plore various features based on the state-of-the-art for the related task (i.e., detection of

(dis)agreement), such as lexical, sentiment, stylistic, and embedding features. We re-

port this set of features asArgfeats features. Next, we analyze the impact of the features
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that are traditionally used to detect ironic utterances in discussion forums (Section 3.6).

We denote this set of features as Ironyfeats.

This chapter is structured as follows. Details of the data collection are reported in

Section 5.2. We discuss the related research, particularly on dis(agreement) detection

in Section 5.3. Following that, Section 5.4 describes the features and experiments we

conduct to address the research question RQ1.

5.2 Data

We have introduced the IAC corpus in great detail in Chapter 2. IAC consists of posts

from discussion forums that are based on different contentious topics, such as debates

on politics, religion, and gun control debate. Abbott et al. (2011) selected roughly

10K pairs of posts from the IAC corpus for a Mechanical Turk annotation task. These

pairs are structurally similar to the turn pairs (P TURN and C TURN) as shown in Table

5.1. Abbott et al. (2011) showed annotators seven turn pairs and asked them to judge

dis(agreement) and a set of other measures (e.g., irony, respect/insult, nice/nastiness,

etc.). Dis(agreement) was a scalar judgment on an 11 point scale [-5,5] where “-5”

indicates high disagreement, “0” indicates no dis(agreement), and “5” denotes high

agreement.

We followed two following steps to accumulate the training data. First, we uti-

lized the IAC SQL database to collect the P TURN and C TURN pairs.2 Second, we

collect only those P TURN and C TURN pairs that are also annotated with the verbal

irony/sarcasm label. The labels are presented by a score between 0-1, where “1” means

the C TURN is ironic. We use the average scores from the annotators to decide on the

final labels of the dis(agreement) label.

Similar to the prior research on this corpus (Rosenthal and McKeown, 2015; Misra

and Walker, 2013) we converted the scaler values to three categories: values between

[-5, -2] as disagree, values between [-1,1] as none, and values between [2,5] as agree.

The number of annotations per category is shown in Table 5.2. Similar to the naming

2IAC SQL database is a relatively new version of the IAC corpus. This version is larger than the
previous releases.
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dis(agreement) types Irony # of instances (in %)

agree
I 315 (33%)
NI 638 (67%)

none
I 2285 (44.5%)
NI 2841 (55.6%)

disagree
I 2207 (57%)
NI 1696 (43%)

Table 5.2: Dis(agreement) categories with irony/non-irony data (in %)

convention in the previous chapters, verbal irony is denoted as I and non-irony as NI .

From Table 5.2 we observe (1) the number of P TURN and C TURN pairs is low for

agree category compared to the other two categories, and (2) the number of I is more

for the disagree category. However, overall it is still comparable to the none category.

The large number of ironic instances for the disagree category is not surprising.

Sarcasm is typically used to mock others. In argumentative forums, particularly in con-

tentious online forums, such as, IAC, it is unsurprising that users often post sarcastic

comments towards others using harsh negative tone. In contrary, the presence of ver-

bal irony for the two remaining categories, none and agree depicts that in many cases,

verbal irony can serve a face-saving function, making the speaker appear less rude,

particularly when expressing a trivial criticism (Jorgensen, 1996).

5.3 Related Work

The research described in this chapter is related to two areas of studies. First, research

in dis(agreement) detection and second, the role of irony in argumentation. We first

discuss the research on dis(agreement) detection here.

Prior research on recognition of dis(agreement) relation has focused on spoken di-

alogue (Galley et al., 2004; Hillard et al., 2003) and only recently, researchers have

turned to investigate dis(agreement) in online discussions, especially for online debates

(Rosenthal and McKeown, 2015; Abbott et al., 2011; Misra and Walker, 2013; Mukher-

jee and Liu, 2013; Wang and Cardie, 2016). Although early work have conducted a

2-way (i.e., agreement vs. disagreement) classification, recent studies (Rosenthal and

McKeown, 2015; Misra and Walker, 2013) focus into a 3-way classification task (i.e.,
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agreement vs. disagreement vs. none). The majority of the related research utilize

lexical (n-gram), sentiment (e.g., dictionaries such as SentiWordNet or MPQA (Wilson

et al., 2005)), thread-structures (whether the post is a root in the forum), lexicons such as

lists of agreement and disagreement terms, to name a few. For instance, apart from the

n-gram features, Abbott et al. (2011) investigated dependency relations whereas Misra

and Walker (2013) study the topic-independent features (e.g., discourse cues) indicating

dis(agreement).

Besides the lexical and sentiment features, Mukherjee and Liu (2013) developed

an SVM+ Topic Model classifier to detect (dis)agreement using 2,000 posts. Stab

and Gurevych (2014) proposed a suite of lexical, structural (i.e., position of the argu-

ment in a paragraph), semantic (i.e., word-embedding based) features for detecting sup-

port/attack relations in arguments. Wang and Cardie (2016) used a domain-dependent

sentiment lexicon to identify dis(agreement) relations from IAC. In our research, we

utilize majority of the state-of-the-arts features in dis(agreement) relations as well as

features that are traditionally used in irony detection (e.g., various irony markers, LIWC

features, alteration of sentiment between P TURN and C TURN, etc).

Based on the structure of threaded discussions in online forums, dis(agreement)

recognition can be categorized into three subcategories. First, Yin et al. (2012) focused

on the issue of global (dis)agreement that occurs between a post and the root post of

the discussion. They annotated 818 posts from the US Message Board and 170 posts

from different political forums. Second, the global (dis)agreement, the majority of the

research (Abbott et al., 2011; Misra and Walker, 2013; Rosenthal and McKeown, 2015)

investigated the quote-response pairs of discussion forums (e.g., Internet Argument Cor-

pus (IAC)) to detect dis(agreement). One important feature in this IAC forum is that

is has a mechanism for quoting another post. The author of a response post (i.e., rep-

resented as C TURN in Table 5.1) may decide to quote a previous post (i.e., P TURN)

during reply. IAC corpus contain around 10K such pairs where the majority of the

relations are either disagreement or none. Finally, the third category of dis(agreement)

relations is described in our prior research (Ghosh et al., 2014). Here, we proposed an
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annotation scheme for argumentation based on the concept of Callout and Target (in-

troduced in the work of Aakhus et al. (2013)). A Callout is a subsequent action that

selects (i.e., refers back to) all or some part of a prior action (i.e., Target) and comments

on it in some way. A Target is a part of a prior action that has been called out by a

subsequent action. The corpus consists of blog comments posted as responses to four

blog postings selected from a dataset crawled from Technorati between 2008-2010.3

The experts’ annotation task was to identify expressions of Callout and their Targets

while also indicating the dis(agreement) between them. Dis(agreement) can occur any-

time in a conversation and thus, we consider the Callout-Target framework is a more

generic framework that can represent any dis(agreement) relation in a conversation and

not only the dis(agreement) between two consecutive posts (i.e., IAC). However, blog

comments from the Technorati corpus do not have irony annotations and thus, we do

not use the Technorati corpus in this chapter.

In terms of corpora, other than the online forums, Opitz and Zirn (2013) detected the

dis(agreement) on sentences from Wikipedia discussion forums. Rosenthal and McKe-

own (2015) also studied the Wikipedia talk pages to identify dis(agreement). Political

debates, such as the Congressional floor-debates (Thomas et al., 2006) is also used to

detect the nature of the argument relations. However, the genre of the language of po-

litical debates is so different from the informal discussion forums that the results are

not directly comparable. The closest to the quote-response structure of IAC corpus

is the Usenet forum used in Wang and Rosé (2010). However, as Abbott et al. (2011)

discussed, instead of dis(agreement) detection, Wang and Rosé (2010) detected a parent

post given a reply post in a forum.

Some related research is involved in stance classification (Walker et al., 2012a; So-

masundaran and Wiebe, 2010) that focused on automatic detection of stance of an au-

thor with respect to a an issue in debates.

Using irony for dis(agreement) detection is comparatively an unexplored research

direction. Although Abbott et al. (2011); Walker et al. (2012a) both have discussed the

correlation of verbal irony and disagreement relation the connection is not fully clear.

3http://technorati.com/blogs/directory/
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For instance, Walker et al. (2012b) mentioned that while one would expect that sarcasm

to be positively correlated with disagreement, they did not find such correlation in the

IAC dataset. From the theoretical point of view, researchers such as Gibbs and Izett

(2005) mention that irony could be used as persuasive strategy especially since irony has

the ability to highlight the contrast between expectation and reality. Jorgensen (1996)

discusses two different use of irony in online conversation. First, users often complain

or mock others in online forums via use of verbal irony, they sometime employ irony as

a face-saving function.

5.4 Experiments

We report all the classification experiments and findings in this section. Our goal is

to identify dis(agreement) relation in argumentative conversation and to detect whether

identification of irony in turn assists in dis(agreement) identification (i.e., addressing

RQ1). Our training models are based on response posts (i.e., C TURN) and the gold

labels that indicate whether this post agrees, disagrees, or none, to the post it is replying

to (P TURN). In the next section, we describe theArgfeats features, e.g., features that are

used to identify dis(agreement) relations and the classification experiments conducted

with the Argfeats. In section 5.4.2 we discuss the role of Ironyfeats for the same task.

5.4.1 Experiments with Argfeats Features

Lexical Features:

Lexical features are generated for each response posts. They are different n-grams

(unigram, bigram, trigram) created based on the full vocabulary of IAC corpus (the cut-

off frequency for n-grams used here is five).We also maintain a separate list of n-gram

features that capture n-grams from the first sentence since the argumentative stance is

generally expressed at the beginning of a post. The n-gram features also serve as a

strong baseline in Table 5.3.

Argument Lexical Features: In addition, similar to Rosenthal and McKeown (2015),

we also used two small lexicons of agreement terms (e.g., “agree”, “accord”; a total of
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twenty terms) and disagreement terms (e.g., “disagree”, “differ”, “oppose”; a total of

nineteen terms) as binary features. This set of features is represented as “arg lex” in

Table 5.3.

Sentiment Features:

Posts that indicate agreement or disagreement to the previous post tend to contain

opinions and sentiment (same opinion for agreement and different opinion for disagree-

ment) words. Moreover, posts that are labeled as none, tend to be neutral in subjectivity.

Thus, subjectivity analysis of the turns will benefit to differentiate between agreement

and disagreement. We use (a) the MPQA Lexicon (Wilson et al., 2005) of over 8,000

positive, negative, and neutral sentiment words, and (b) an opinion lexicon with around

6,800 positive and negative sentiment words (Hu and Liu, 2004b) to see whether train-

ing instances contain sentiment words. We also include a list of negation terms (around

fifty terms) to identify whether any negation is mentioned in the same sentence that

contains sentiment term. This set of features is represented as “senti” in Table 5.3.

Hedge Features:

Hedges are linguistic devices used to mitigate the speaker’s commitment to the truth

of a proposition (Hyland, 1996), i.e., “I tend to accept”. They include possibility modals

next to other linguistic items expressing the degree of speaker’s certainty. The use of

hedges is common in argumentative posts since they contribute to avoid a potentially

face-threatening act of abrupt disagreement. Based on the research of Tan et al. (2016b),

we collect a set of candidate hedge cues and use them as Boolean features (presence or

absence of a hedge word). Hedges are represented as “hedge” in Table 5.3.4

Discourse Features:

Discourse connective features tend to be useful to identify argument relations. For

instance, connectives that are collected from the Penn Discourse Tree Bank tend to be

used in particular discourse relations to depict contrast or causal relationship (Prasad

et al., 2008). Previous work on dialogue analysis has repeatedly noted the discourse

functions of particular discourse markers in argumentative writings (Abbott et al., 2011).

4Note, hedge detection is a separate research in NLP (Ganter and Strube, 2009). However, here we
are using a curated lexicon that is common in representing hedge.
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We use all the discourse connectives from the Penn Discourse Tree Bank as binary fea-

tures. This set of features is represented as “discours” in Table 5.3.

Modal Verbs:

Modal verbs (e.g., “could”, “should”) work as indicators of argumentative claims

since they indicate that what is expressed in a proposition is not unassailable, but might

be otherwise (Palau and Moens, 2009; Stab and Gurevych, 2016). We define a Boolean

feature which indicates if a C TURN post contains a modal verb.

Pronoun Features:

Argumentative posts dialogically point to the stance taken by the previous speaker.

They, therefore, contain personal pronouns (i.e., “I” see “your” point, etc.). We consider

as features both a list of first person (i.e., “I”,“me”, “my”,“mine”) and second person

(i.e., “you”, “your”, “youre”) pronouns.

Lexical Entrainment Features:

Rosenthal and McKeown (2015) noted that in argumentative discourse, speakers

often tend to mimic the speaking habit of the other person they are talking to. This

phenomenon is known as Entrainment.5 We capture accommodation using two features.

First, we use Jaccard Similarity to measure lexical similarity between the C TURN and

P TURN. Next, we also use similarity between the turns using word-embedding vectors

(we measure the cosine similarity) of the turns. This set of features is represented as

“accod” in Table 5.3.

Embedding Features:

Using the GloVe word embeddings we represent the turns by their average word

embeddings (dimension=100) (Pennington et al., 2014). Any word if it does not appear

in the GloVe vocabulary, we represent the vector by an unknown vector (i.e., a vector

based on normal distribution (between 0 to 0.2)). This set of features is represented as

“embed” in Table 5.3.

All of the experiments are conducted using SVM (Chang and Lin, 2011). Since, the

corpus is heavily unbalanced (refer Table 5.2) we experimented with three particular

settings. They are described here.

5Note, Rosenthal and McKeown (2015) used the term “accomodation” to denote entrainment.
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1. We created a balanced dataset between the three categories by randomly select-

ing instances from none and disagree to match to the number of utterances in

agree category. This resulted in around 950 instances per categories. Since, the

number of I and NI for both none and disagree are much more than agree,

we maintained a 50%-50% balanced between I and NI for none and disagree

categories. This is denoted as argbalance in the following section.

2. This time we increased the size of the none and disagree category by selecting n-

times of the data of agree category. In other words, none and disagree now have

around n*agree instances (still balanced between I and NI whenever possible).

This setting is denoted as argimbaln .

3. Finally, we used all the data for the three categories (argimbalall).

We present all the results in terms of P/R/F1 scores (per category) as well as the

macro-average of the F1 scores for the categories. The datasets are split into 80%

training, 10% development, and rest 10% for test. The development data is applied

to tune the SVM parameters such as the cost or the regularizer (i.e., L2-regularizer).

We experimented with different kernels (e.g., linear, RBF) and finally used the RBF

kernel (it performed best with the development set). The development data is also

used for a chi-square based feature selection. Notably, we use top-200, top-500, top-

1000, top-2000 features in the experiments with the development data and selected top-

1000 features since it performed the best. We conduct thorough experiments as well as

ablation tests for all the features described above.

Table 5.3 represents the results of argbalance. We use two baselines in our experi-

ments - the first is based on n-grams and the second one is based on the average word

embedding. Table 5.3 shows the ablation tests for each type of features. We observe

that we achieved the best results when using all the features. Likewise, the effect of

removal of the sentiment features hurt the F1 scores most. We also observe, removal

of the discourse features and hedge words has almost no effect on the final F1 scores.

Note, although the overall effect of the removal of hedge words is slight, it affect the

none category. This means, speakers’ commitment is low in posts categorized with
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Features
Categories

none agree disagree Average
P R F1 P R F1 P R F1 F1

n-grams 39.6 22.3 28.6 50.0 77.7 60.8 51.8 45.7 48.6 45.9
embed 45.1 34.0 38.8 42.2 37.2 39.5 43.0 58.5 49.5 42.6
Argfeats 38.9 37.2 38.0 62.0 66.0 63.9 48.9 47.9 48.4 50.1

Argfeats - arg lex 41.0 36.2 38.4 54.7 74.5 63.1 46.5 35.1 40.0 47.2
Argfeats - senti 38.2 30.9 34.1 55.1 62.8 58.7 46.5 48.9 47.7 46.8
Argfeats - accod 39.7 28.7 33.3 58.0 61.7 59.8 46.5 56.4 51.0 48.0
Argfeats - hedge 40.4 24.5 30.5 58.6 69.1 63.4 49.1 59.6 53.8 49.2

Argfeats - discourse 41.7 37.2 39.3 56.6 63.8 60.0 51.1 50.0 50.5 50.0

Table 5.3: The effect of various Argfeats for the dis(agreement) categories via ablation
tests. P/R/F1 and macro-average (F1) are reported. Best numbers are in bold.

none.

In order to show the impact of the larger dataset, we increased the size of the none

and the disagree category as stated earlier. Figure 5.1 shows the F1 scores of the

three categories. Instead of the ablation tests, here, we use all the features since the

combination of all features performed the best. Y-axis presents the F1 scores and the

X-axis presents the nature of the data used. We observe that the F1 scores of the none

category is low initially (around 35%) and then it increases to almost 50% when more

data is added. On the other hand, it is interesting to observe that the F1 scores for the

agree category remained more or less constant. Initially the F1 score is around 62% and

then it remains between 55-60%. We also observe for the disagree category F1 shifts

and it reaches the most when we have disagree data that is three-times of the agree.

However, when we add more data, the F1 score of disagree category drops. Finally, it

seems the F1 scores of all the three categories is stabilized (difference between argimbal4

and argimbalall is not significant).

5.4.2 Experiments with Ironyfeats Features

In this section we discuss the effect of the Ironyfeats in detecting dis(agreement) rela-

tions. In Chapter 3, we discussed that several pattern-based, lexical, as well as prag-

matic features are used to detect verbal irony in social media (Davidov et al., 2010;

Reyes and Rosso, 2011; González-Ibáñez et al., 2011; Riloff et al., 2013; Joshi et al.,
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Figure 5.1: F1 scores of dis(agreement) for different settings with Argfeats (better in
colour)

2015; Muresan et al., 2016; Wang et al., 2015). We observe that several standard fea-

tures that are used to detect ironic utterances are also used to identify argument relations.

It is unsurprising, since both ironic and argumentative utterances indicate opinions

and features that detect subjectivity can help differentiate the type of dis(agreement)

or irony. For instance, we observe lexical stylistic features (similar to irony markers;

Section 3.5.1) are also exploited in dis(agreement) detection (Rosenthal and McKeown,

2015).

Linguistic Inquirty Word Count Features:

Linguistic Inquiry Word Count (LIWC) features has been used widely in compu-

tational approaches to sentiment, emotion, and opinion analysis. These features cat-

egorize words into various dictionaries (e.g., linguistic processes such as POS tags,

Psychological processes such as emotion, Perceptual processes such as see, hear, per-

sonal concerns such as achievement, leisure, etc.). Each C TURN is represented by the

vector of the LIWC dictionaries.

We also computed the cosine similarity between the C TURN and P TURN based

on their LIWC vector representation. This is similar to measuring the “accommoda-

tion” feature (similarity between speaking habits), also used in Rosenthal and McKe-

own (2015). LIWC features are represented as “LIWC” in Table 5.4.
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Sentiment Difference Features:

In conversation, irony is often characterized by the semantic incongruence between

the C TURN and P TURN. We describe this characteristic in detail in Section 3.6. Thus,

using the MPQA lexicon, we count the number of positive and negative sentiment to-

kens, negations, and use a boolean feature that represents whether a C TURN contains

both positive and negative sentiment tokens. We also check whether the current turn

C TURN has a different sentiment than the prior turn P TURN. (similar to Joshi et al.

(2015)).

Irony Markers:

In section 3.5.1 we describe various irony markers we employed to detect ironic

utterances from Reddit forums and tweets. Here, we utilize similar set of markers,

such as tag questions, punctuations, interjections, exclamations, quotation marks, and

emoticons as binary features. We utilize a list of tag questions and a list of interjections

collected from the grammar sites as binary features. We collected (a) a comprehen-

sive list of emoticons (over one-hundred) from Wikipedia and (b) use standard regular

expressions to identify emoticons.6 Aside from using the emoticons directly as binary

features, we use their sentiment as well (e.g., “wink” is regarded as positive sentiment

in the MPQA corpus) as features. Emoticons are denoted as “emot” in Table 5.4. Fi-

nally, we observe that C TURN and P TURN may contain a pair of emoticon that depicts

opposite sentiments (i.e., a smily face vs. a sad face). This is also captured as a binary

feature. For punctuations (denoted as “punct” in Table 5.4), we keep track of the sin-

gle use of the punctuation as well as the repeated sequential use (e.g., “!” and “!!!”.

respectively). Abbott et al. (2011) argued that repeated use of such exclamation mark

(“!!!”) is different than simple counts of “!” in a C TURN. We also utilize hyperboles

or intensifiers as features because speakers frequently overstate the magnitude of a situ-

ation or event. We use terms that are denoted as “strong subjective” (positive/negative)

in the MPQA corpus (Wilson et al., 2005) as hyperboles or intensifiers. Hyperboles are

represented as “hyper” in Table 5.4.

6http://sentiment.christopherpotts.net/code-data/
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Features
Categories

none agree disagree Average
P R F1 P R F1 P R F1 F1

n-grams 39.6 22.3 28.6 50.0 77.7 60.8 51.8 45.7 48.6 45.9
embed 45.1 34.0 38.8 42.2 37.2 39.5 43.0 58.5 49.5 42.6

A+ Ifeats 44.6 47.9 46.2 68.9 66.0 67.4 51.6 50.0 50.8 55.0
A+ Ifeats - LIWC 44.9 37.2 40.7 59.8 68.1 63.7 50.5 52.1 51.3 52.0
A+ Ifeats - emot 41.6 44.7 43.1 60.2 62.8 61.5 53.0 46.8 49.7 51.5
A+ Ifeats - punct 40.2 39.4 39.8 57.4 61.7 59.5 47.2 44.7 45.9 48.5
A+ Ifeats - interj 45.4 46.8 46.1 65.9 63.8 64.9 52.1 52.1 52.1 54.4
A+ Ifeats - hyper 43.2 43.6 43.4 66.7 68.1 67.4 49.5 47.9 48.6 53.2

Table 5.4: The effect of various Ironyfeats for the dis(agreement) categories via abla-
tion tests. P/R/F1 and macro-average (F1) are reported. Best numbers are in bold.

Table 5.4 presents the effect of the Ironyfeats for dis(agreement) detection via fea-

ture ablation tests. For brevity, A + Ifeats denotes the combined effect of the Argfeats

and Ironyfeats. We observe, that Ironyfeats gives around 6% improvement over the

F1 scores when compared to the results from Table 5.3. We also observe, that punctu-

ation features, emoticons, and the LIWC features are more discriminative features for

the dis(agreement) detection. Category wise, we found that removal of hyperboles af-

fect the disagree category the most. This is due to the reason that negative hyperbolic

terms appear frequently in disagree category. On the other hand, the agree category

maintains a F1 in 60% in almost all the ablation tests.

We also look at the Ironyfeats that are selected via the chi-square selection.

• Interjections such as “please”, “yay”, “huh”, “shoot” are discriminative features

for classification.

• Repeated punctuations of exclamation mark (“!”) and question marks (“?”).

• LIWC categories, such as “swear words”, “family”, “pronouns”, “past tense”, etc

and WordNet affect category, such as positive emotion.

• Difference in sentiment between C TURN and P TURN and emoticons (i.e., smil-

ing emoticon vs. sad-faced emoticon)

In order to show the impact of the larger dataset, Similar to the Figure 5.1 we also

experiment with larger dataset with Ironyfeats. This is represented in the Figure 5.2.
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Figure 5.2: F1 scores of dis(agreement) for different settings with Ironyfeats (better in
colour)

Y-axis presents the F1 scores and the X-axis presents the nature of the data used. We

observe in general, the performance on the dis(agreement) detection task is better with

the Ironyfeats by around 5% of average F1 score. Similar to the Figure 5.1 the disagree

category achieves best F1 with 3*data (of agree category), however, the performance

drops (for disagree) with addition of more data. At the same time, F1 on agree im-

proves.

5.5 Conclusion

In this chapter we investigate the role of irony features for dis(agreement) detection in

online discussion forums. We utilize state-of-the-art features for agree/disagree rela-

tion detection on online forums and show with the suitable addition of irony features

the performance improves. In future work, we want to investigate the dis(agreement)

relationship between irony posts and their subsequent posts. In terms of modeling, we

want to utilize the deep learning models we describe in the Chapter 3 (i.e., irony iden-

tification) to (a) first detect verbal irony and use the prediction as features, and (b) to

employ a multi-learning architecture where we can jointly identify verbal irony as well

as dis(agreement) relations.
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Chapter 6

Conclusions and Future Work

In this dissertation, we presented empirical studies of verbal irony related to three per-

spectives of verbal irony, identification, interpretation, and the role of verbal irony in

dis(agreement) detection. We performed these studies on different genres of social me-

dia: microblogging platform such as Twitter and discussion forums such as Reddit

and Internet Argument Corpus. During identification of verbal irony in social media

we also investigate characteristics of verbal irony, such as irony markers (i.e., meta-

communicative clues of irony) and irony factors (i.e., inherent characteristic of irony

that cannot be removed without destroying the irony). We also study utterances, irre-

spective of any contextual knowledge as well as with context. We particularly showed

how conversation context assist in irony identification. Next, we studied how anno-

tators interpret ironic utterances. We conducted thorough user studies and proposed

a new taxonomy of linguistic strategies adopted by the annotators while interpreting

ironic messages. Finally, in the last chapter we discuss how irony features are useful to

detect dis(agreement) in online discussion forums.

In this chapter, Section 6.1 we discuss the main findings of each chapter. Follow-

ing that, in Section 6.2 we discuss the major limitations of the work presented in this

dissertation. Finally, in Section 6.3 we describe the future directions in which the this

research can be continued.

6.1 Contributions

Theoretically grounded computational methods: We developed computational models

to detect verbal irony that are grounded in theoretical frameworks from Linguistics, Phi-

losophy, and Communication Science. Particularly, we investigate irony markers and
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irony factors, two fundamental characteristics of irony (Burgers et al., 2012; Attardo,

2000b; Camp, 2012). We analyze various irony markers (e.g., tropes, morpho syntactic,

and typographic) and showed that for Twitter corpus we achieve an accuracy in 70%

while for Reddit the accuracies are in 60%. We also analyze irony markers for dif-

ferent subreddits to show that for contentious forums (e.g., political subreddits) users

employ markers more than for forums dedicated on non contentious forums (e.g., tech-

nology). Next, we address whether irony markers generalize across different period

of time (across different years). We found users consistently utilize similar markers to

express verbal irony across different timelines. Chapter 4 is based on developing a new

typology of linguistic strategies to categorize annotators’ interpretation of ironic mes-

sages. Finally, Chapter 5 offers a fresh insight of the use of figurative language such as

verbal irony in argument mining research. We showed that in discussion forums often

the nature of the dis(agreement) is implicit and authors use irony to indicate agreement

or disagreement. We showed that adding irony features with dis(agreement) features

can improve the accuracy of identification of dis(agreement) by almost 5%.

Novel models for verbal irony identification: We propose new computational mod-

els to analyze irony characteristics. First, we propose a reframing of verbal irony de-

tection as a word-sense disambiguating problem: given an utterance, and a target word,

identify whether the sense of the target word is literal or ironic. We offer a new Support

Vector Machines kernel (based on word embeddings) to identify. the literal vs. ironic

sense. This kernel used the maximum-valued matrix-element (MVME) algorithm (Is-

lam and Inkpen, 2008) to measure the similarity between utterances via soft-alignment

(details in Section 3.5.2.1). We achieve around 7-10% improvement in F1 score over

a strong lexical baseline. As another contribution, we utilize a deep learning archi-

tecture that separately models the sentiment and ironic situation or context to identify

incongruence. For instance, in utterance-level analysis described in Section 3.5.2.2,

separate deep learning models are applied on the sentiment and the ironic situation. We

use a dual-CNN model where one CNN is applied over the target word (see section

3.5.2.1) and its immediate neighborhood and the other CNN is applied over the rest of

the utterance (i.e., the ironic situation). This dual-CNN improves the F1 by 3-4% over
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the SVM word embedding baseline and around 2% over models that employ a single

CNN. Likewise, in conversation analysis, separate deep learning models are applied on

conversation turns. Sequence models such as the Long Short-term Memory (LSTM)

networks (Hochreiter and Schmidhuber, 1997) are used and we achieve the best accu-

racy with sentence-level attention model. We also see LSTM performs best when we

model the conversation context and ironic reply separately. Here, the incongruence ap-

pears between the context (i.e., prior or subsequent posts) and the ironic post and deep

learning models that read the posts separately achieve the best results (Section 3.6).

User studies for explaining the prediction of models and for irony interpreta-

tions: One question that this dissertation investigates is “what triggers’ an ironic reply

in a conversation. We conducted thorough user studies in this dissertation to address

this question. We compare (a) computational models with (b) human annotations to

investigate their agreement in identifying what part of the context can trigger an ironic

reply in a conversation. This study is related to the question of explainability of com-

putational models. We looked at the important features (i.e., part of context) predicted

by the models and investigated whether humans also recognize the same context that

may trigger irony. We compared the attention weights of the LSTM models and observe

around 40% of times highest attention weight is given to the sentences (from context)

also selected by the annotators (via majority voting). Moreover, attention weights are

often correlated to irony characteristic, such as irony factors and irony markers. For

instance, given a conversation context and an ironic reply, highest attention is given to

the words that present the semantic incongruence between the context and ironic reply.

We also examine if an ironic post contains multiple sentences, whether computational

models and human annotations identify the same ironic sentences from the post.

In the second user study, we analyze how people interpret irony. We asked the an-

notators to rephrase ironic utterances to represent the intended meaning. We developed

a new typology of linguistic strategies and investigate annotators’ behaviors. We empir-

ically validate these strategies over two separate corpora and observe annotators (i.e.,

Turkers) usually prefer direct lexical antonyms to interpret the intended meaning of the

ironic utterances. We also found that annotators’ strategies are often based on the shared
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knowledge between the author of the ironic post and the annotators. For example, for

stereotypical ironic situations (e.g., feeling lonely, visiting hospitals, etc.) annotators

prefer direct antonyms whereas for irony expressed via rhetorical questions, annotators

usually select different strategies to interpret.

Research on diverse datasets: As stated earlier, we studied various corpora for

our research. There are two main differences in the datasets. First, tweets are short

messages (i.e., maximum of 140 characters) and thus, it is common to use multiple irony

indicators to express irony. We achieve very high accuracy on irony identification for

Twitter for almost all experiments (i.e., based on irony markers, LISD, etc.). In contrary,

discussion posts are long and sometime contain many sentences. We found that often

an ironic post may only contain one or two ironic sentences so naturally classification

accuracy on IAC or Reddit is lower than Twitter (between 60-70+% for most of the

experiments). Another difference in the datasets is based on the availability of labels

for the classification task. We observe that data are labeled by two different ways.

First, self-annotated, where the users self-labeled their posts (e.g., Twitter, Reddit).

Second, data is external-annotated (crowdsourced) where annotators label the posts

(e.g., IAC). In the first case, users use their own perception of irony or sarcasm to

label the data whereas in the second case, annotators are provided with the definition

of irony and sarcasm. We conducted experiments where we train the machine learning

models on one type (e.g., self-labeled) and evaluated on the other (e.g., crowdsourced)

and found the performance is lower than when we conduct experiments with the same

type of corpus. In the future, we want to conduct experiments on the “same genre”

(i.e., debates on similar controversial topics from Reddit and IAC) and evaluate new

models. We can also look at the question of domain adaptation.

6.2 Limitations

In this section we discuss the major limitations of the research presented in this disser-

tation.

This study presents analysis of verbal irony in different social media genre. We
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looked at short text, i.e., microblogs such as Twitter and also online discussion forums.

However, irony is commonplace is every medium of communication and not only social

media. Thus, it remains an open question whether the findings from this study will be

applicable to other corpora. For instance, in literature, we reckon authors may not utilize

irony markers since it is more associated with the social media genre.

Second, sarcasm or verbal irony depends to a large extent upon the shared knowl-

edge of speaker/author and hearer/reader (common ground) that is not explicitly part

of the ironic utterance or even the conversation context (Haverkate, 1990). When en-

gaged in conversations, speakers might assume that some background knowledge about

those topics is understood by the hearers (e.g., historical events, political jargons, etc.).

For example, we found ironic posts from Reddit that are based on subreddits on video

games. Naturally, the authors have shared knowledge on the topic but this is topic

specific. A model trained on subreddits on video gamed might not perform well on a

subbreddit on political topics. This is also common in Twitter, where authors frequently

post ironic or sarcastic tweets assuming the same background knowledge that is shared

between the readers of the tweet. For instance, the author of the tweet “shooting in Oak-

land? that NEVER happens” is expecting that the readers are aware of the city Oakland

(it is a city in California) as well as the readers believe that gun violence often occur in

Oakland. Identifying ironic utterances with such special background information is a

challenging task.

6.3 Future Work

There are many future directions in which to take further the research presented in this

dissertation. We summarize some of the major directions below.

In irony identification research we consider the utterances independent of the con-

text and also with the conversation context. Although we looked at immediate context

in discussion forums, we can look at the complete thread to study the different topic(s)

of discussion to discover how irony evolves. For instance, it is possible that irony is in-

congruent with the topic of the discussion thread and not incongruent with the particular
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post of another author.

Second, in the Introduction chapter of the dissertation, we argued that irony needs to

be inferred by means of pragmatic interpretation. Computationally this is a challenging

problem since often such context is outside the scope of the discussion and we need

external knowledge to model them for identifying irony. One possibility is to start

with a limited knowledge base of attributes from different entities and mentions. For

examples, for cities such as London or Seattle, one of the attributes will be that it rains a

lot in these two cites. We can collect such information using Wikipedia or news articles.

Next, in ironic utterances if the authors are ironic about those entities (“Sunny days in

London”) we can compare to the attributes and regard the utterance as ironic.

Third, in terms of collaboration with other areas that study irony we can look at the

psycholinguistics and behavioral studies. These studies analyze humans’ processing

time of literal and ironic utterances. We can utilize a same set of ironic utterance and (a)

see the processing time and (b) ask annotators to rephrase (similar to research in Chapter

4). This way we can investigate whether there is any correlation between annotators’

rephrasing strategies (e.g., direct antonym, negations, etc.) to the processing time.

Finally, the study of irony as a persuasive strategy can be continued further. We can

look at the posts that are direct reply of ironic posts or posts that take place in the forum

after an ironic comment. We can look at how irony affect the following discussion in

the thread in terms of topic shift or sentiment change.
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